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ABSTRACT

The impacts of mining on water quality in the western United
States have become the focus of increased environmental concern and
requlatory effort in recent years. An agsessment of potential mining
impacts on local water quality is necessary because of possible adverse
effects including acid mine drainage, elevated trace metal
concentrations, and high dissolved solids such as sulfate. In Nevada
alone, at least 26 open pit mining operations now, or will in the
future, require dewatering to allow excavation below the water table.
Open pits now requiring dewatering will likely see the eventual
development of pit lakes after mine.closure. The water quality that
evolves in pit lakes will be a function of many variables including, but
not limited to: host lithology and buffering capacity; structure
(fractures, faults); type, mass, and morphology (stratiform, massive,
disseminated, structurally controlled) of ore, alteration, and gangue;
groundwater temperature, flow rate and aquifer morphology (isotropy,
homogeneity); pit geometry and size; biological activity; and climate
(precipitation, evaporation, wind velocity).

Although a wide variety of geochemical modeling software packages
are available, none are designed specifically for the purpose of
modeling pit lake geochemistry, and no regulatory framework or standard
exists for such modeling efforts. This study was designed to evaluate
hydrogeochemical modeling software that might be applicable to modeling
post-mining, pit water geochemistry. Data from the Cortez Mine, a ’
carbonate-hosted, open pit, precious metal mine in Nevada, are used in
an inverse model to determine geochemical mass transfer that has
occurred between the mine wallrock and the pit lake. These results
guide the development of a forward reaction path model that may be used
for future mine sites. o

For inverse modeling, the geochemical mass transfer code BALAN
(USGS) was used because of its ability to incorporate trace metal
phases. The reaction path (forward) model, combining MINTEQA2 (EPA) an
PHREEQE (USGS), used the inverse. model results to perform the : :
dissolution, precipitation, and adsorption modeling. For this study,
PHREEQE was expanded to include over 200 aqueous species and minerals of
arsenic, cadmium, copper, lead, mercury, silver, thallium, and zinec.
PHREEQE handled the pit wall dissolution, while MINTEQA2 was used to
constrain and calibrate solubility controls and model trace metal
adsorption onto amorphous ferric hydroxide.

The study demonstrates that pit lake chemical evolution can be
modeled with available software packages, using existing mine
environments to guide model development. The incorporation of gite-
specific kinetic data will allow application of this model to the
prediction of geochemical evolution in future pit lakes.
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1. INTRODUCTION

In the past two decades, the number of open pit precious-metal
mines in the western United States has increased significantly. The
economics and technology of today’s mining industry allow the extréction
of ore from great depths by open pit methods, which has raised concerns
about potential impacts on local and regional groundwater systems.

Mines excavating below the level of the local water table require
removal of groundwater through dewatering in order to keep the mine area
dry. Mine dewatering will affect the local hydrologic system by
creating a cone of depression in the piezometric surface, and steepening
the hydraulic gradient‘in the immediate area. The deeper the mine, the
more dewatering required, and the deeper and broadef will be the cone of
depression. On its proposed completion in 2001, the Gold Quarry pit in
Eureka County, Nevada is proiécted to be 460 meters deep, 270 metérs
below the level of the regional water table (PTI, 1992). The cone of
depression is projected to be 64 kilometers in diameter at its maximum
width (HCI, 1992). »

When a mine is decommissioned and dewétering ceaseé, the cone of
depression will start to recover, and the pit may begin to fill with
water. Several decades may elapse before the regional groundwater table
returns to pre-mine conditions and the pit fills to its steady state
depth. If allowed to £ill at an undisturbed rate, the Berkeley pit in
Butte, Montana, would require 27 yearu to reach maximum depth at the
level of the ambient water ﬁable (Davis and Ashenberg, 1989); The Gold
Quarry pit is predicted to reach 95% of the final level approximately 20
years after cessation of dewatering (HCI, 1992).

In Nevada alone, at least 26 open pit mine sites are currently
. water-filled, or have active and/or proposed dewatering operations -
{(MacDonald, 1992). Figure 1-1 shows the locations of these mines.

Although most pits that will ultimately contain standing water are still
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being mined, seven pit lakes are known in Nevada (Macdonald, 1992):
Name County Type of mine
Boss Nye Precious Metal
Cortez Lander Precious Metal
Liberty White Pine Porphyry Copper
Ruth White Pine Porphyry Copper
Tuscarora Elko Precious Metal
Universal Gas Eureka Precious Metal
Yerington Lyon Porphyry Copper

Large volum?s of water are being pumped in dewatering processes,
with staggering projections. The Gold Quarry mine is expected to
require a pumping rate of over 50 million gallons ber day (over 58,000
acre feet per year)'in the year 2001 (HCI, 1992).

In recent years, the mining industry has become the target of
environmental concerns pertaining to water quality, including the water
chemistry that will evolve in the pit lake as a result of rock-water
interaction between the inflowing groundwater and the éit wall minerals.
As recently as 10 years ago, the only extent to which mining companies
were required to address the issue of poét-mining pit water quality was
to include the following statement in the permit (Harris, 1992):

Upon closure, the open pit will infill
and become a permanent lake.

Until the enforcement of water quality regulations in the last
four years, mining companies were only required to monitor.the effects
of their operations on local water quality after the inception of
mining. This has resulted in some serious environmental consequences,
such as acid mine drainage and contaminated pit lakes.

The most serious pit water problem known exists at the Berkeley
pit, a current Superfund site (see Davis and Ashenberg, 1989; Baum and
Knox, 1992). Similar scenarios, but of smaller scale, exist at the Ruth
ang Liberty pits, located in the Ruth District in eastern Nevada. The

water chemistry of the Berkeley and Liberty pits is shown in Table 1-1.



Sites such as these, wiﬁh véry low pH and high trace metal
concentrations, have stimulated reevaluation of the regulatory framework

surrounding the pefmitting of new mining operations.

TABLE 1-1: Water chemistry, Berkeley and Liberty pits (mg/l).
Berkeley v Liberty ¢+

i {100m depth) {surface)
Alkalinity, bicarbonate 0.0 0.0
Chloride 20 40.1
FPluoride NA 0.16
TDS - NA NA
Sulfate 7060 3780
Aluminum 206 90
Arsenic 0.7 < 0.002
Barium NA 0.0
Cadmium 1.9 0.036 oo
Calcium 506 522
Chromium NA
Copper 218 s1 tve
Iron 1040 59
Mercu NA NA
Potassium 25 5.08
Magnesium 272 381
Manganese 162 146 wee
Sodium 73 §3.13
Lead NA 0.0
Silica NA 48
Zine 496 67 vee
pH 3.0 3.02

Source: ¢ Davis and Ashenberg, 1989
te  UNR sampling (1993
¢¢e NDEP files
NA = Not available

Regulatory agencies now expect greater detail in studieg-~»>—:72: . . 22zir

predicting the impacts of surface mining activities on surface and
groundwater resources. Companies with proposed mining operations are
being asked to assess these impacts during the permitting process before
mining can proceed. Such assessménts now must also be provided during
permitting for expansions of existing operations. Many assessments
incorporate detailed geochemical models to predict the long term
chemistry of pit lakes,

Geochemists rely on a variety of modeling methods to predict the
impacts of mining on local and regional hydrologic systems, Hyd;ogeo-
chemical equilibrium and reaction path mo&els are used in conjunction

with limnological, and in some cases numerical flow modeling computer

codes, to predict the geochemistfy that will result in the pit lakes.



Purpose of Study

The primary objective of this work is to evaluate the suitability
of the hydrogeochemical computer modeling codes BALANCE, MINTEQAZ2,
PHREEQE, WATEQF, and WATEQ4F to the task of modeling post-mining pit
water geochemistry. The advantages and disadvantages of these codes are
discussed, and considered in regard to their utility for pit water
modeling. Detailed descriptions pertaining to the operation of each
software code are given in chapter 4. fhese are directed towards
reéders with limited experience using the codes, and are intended to
summarize the important features of each. Chapter 2 contains a detailed
discussion of introductory aqueous geochemistry, and how ;he concepts
are integrated into chemical models. This chapter is intended for
readers with limited agqueocus geochemistry background.

The underlying questions that the thesis addresses are: Can post-
mine pit water be predicted using the hydrogeochemical codes listed
. above, how many of the variables can be integrated into the model, and
what level of accuracy and validity can be expected in the results? The __
study attempts to demonstrate that pit water chemical modeling, with an
understanding of the variables, can be accomplished with these software

packages.

Scope of Study BN

As the focus of»the study was on computer modéling, minimal field
work was performéd.' All computer grogréms used in the study are
available from the iespective author.and/or federal agency where they
weré developed. Most agueous geochemical, lithochemical, and
mineralogical data were either provided by site personnel, or obtained
from the literature or public files. Samples were collected from the
Cortez and Liberty pits for the purpose of providing more detail in

existing geochemical sample suites.



The initial purpose of the study was to learn how to use the
computer codes, BALANCE, MINTEQA2, and PHREEQE, and evaluate their
suitability to pit water chemical modeling. WATEQF and WATEQ4F were
subsequently added to the evaluation. In the process of evaluation,
occas<ional reférences and comparisons are made to other cédea, such as
EQ3/6 (Wolery, 1952), HYDROGEQCHEM (Yeh, 1989}, PHREEQM (Nienhus et al,
1991), and PHRéPITZ {Plummer et al, 1988). The hydrochemical computer
codes considered in the study are listed in Table 1-2. All of the codes
evaluated are DOS based and PC-compatible.

TABLE 1-2: Computer codes evaluated.

Software

Code Author Source
BALANCE Parkhurst, et al. (1980) UsGs
MINTEQA2 .- Allison, et al (1991) EPA
NETPATH Plummer, et al (1991) UsGs
PHREEQE pParkhurst, et al (1980) UsGs
WATEQF ~. Plummer, et al (1984) UsGs
WATEQ4F Ball and Nordstrom (1991) USGs

EPA: United States BEnvironmental Protection Agency
USGS: United States Geological Survey

No attempt was made to examine any programs other than the
hydrogeochemical codes listed above. Limnological software (e.g. CB-
~ QUAL-R1; U.S. Army, 1986) and numerical flow modeling programs (e.g;
MINEDW, HCI, 1992a; MODFLOW, McDonald and Harbaugh, 1984) have alsc been
used in pit water modeling, but were not evaluated in this study. A
cénsidefatioh of groundwatef flow mgdeliné is beyond the scope of the
Vstudy, as the emphasis is on water quality. )

The Cortez pit of‘ Lander County in east~centx"al Nevada, and the
Universal Gas pit in Bureka County, were chosen as example sites for
modeling simulations. Chemical analytical data from the Cortez pit was
used as input in the computer code BALANCE (Parkhurst et al, 1982) to

determine chemical mass transfer. The results from BALANCE were used as
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input for PHREEQE and MINTEQA2 to attempt to duplicate the actual Cortez
pit water chemistry.

Speciation simulation codes used were WATEQF, WATEQ4F, MINTEQA2,
and a version of PHREEQE expanded to include trace metals believed by
the author to be important in mine water quality. Speciation
simulations, utilizing one or more of the aforementioned codes, were
performed on the Cortez, Universal Gas, Liberty, and Berkeley pits to
gain an understanding of the chemical speciation and saturation st;tes
of the pit lakes. The simulations of the Cortei pit water were used to
guide interpretations of the pit water evolution predicted by subsequent
"inverse" models (i.e. BALANCE) and "forward" models (i.e. PHREEQE, and
MINTEQAZ2) . , .

The water in the Cortez and Universal Gas pits might be
'represeﬁtative of many that will evolve in sediment-hosted disseminated

precious metal deposits. However, they are not likely representative of

some of the high sulfide systems in Nevada, such as Rabbit Creek, which

has a 25 foot thick stratibound zopé containing-up_to.75% total iulfideu;

- - s cem

le - RSy

(Bloomstein et al, 1991). .
Previous Work

Little is known about pit water quality, because few open pits
" exist that contain standing water. Open pit mining téchniqués have only
seen‘widesprgad application tb-p}ecibus metal deposits in the last 10 to
'20 years, and most pits excavated below th? water table are still being
actively mined (Macdonald, 1992).- . / |

Nuﬁerous studies have beeg done on water quality in mining
environments (Caruccio et al, 1976; Chapman et al, 1983; Davis and
Ashenberg, 1989; Davis and Runnells, 1287; Filipek et al, 1987; Herlihy
et al, 1988; Huang and Tahija, 1990; Karlsson et al, 1988; Macdonald,
1992; Nofdstrom and colleagues, 1977, 1979b, 1982, 1985 (2), 1990;

A

~id
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Potter and Nordstrom, 1977; Rampe and Runnells, 1989; Steffen Robertson
and Kirsten, 1989; Wicks et al, 1991; Wicks and Groves, 1993). Most of
these works studied acid mine drainage environments.

Glynn et al (1992) define forward chemical modeling as the
application of an assumed reaction model to an initial condition to
predict chemiéal compoéition of water and rock as a function of reaction
progress, and inverse chemical modeling as the use of observed chemical,
isotopic, petrographic, and hydrologic information at initial and final
points to define reaction models that are consistent with the data.
Sstudies by Plummer et al (1983), Plummer (1984), and Plummer et al
(1990) lay the groundwork for development of forward models through
application of inverse modeling results. Chemical models were developed
in theée studies and appliéd to the Madison Aquifer in the northern
U.S., and to the Florida Aquifer. Helgeson and colleagués (1968, 1969)
~were the first to apply computer~techniques‘to mass transfer in
geochemistry (Nbrdstrom et al, 1979a). ; - ’

Pit water geochemical.modelingvis a new digciﬁline:in-the~minin ety
industry, done priqarily-byzhydrologichand geochemical -consultants. - Pew
modeling studies have been submitted for regulatory review (Gold Quarry
Mine, PTI Environmental Services and Hydrologic Consultants, Inc.; Lone
Tree Mine, Hydro-Search, Inc.; Betze Mine, ENSR Consulting and
Engineering and Dr. James I. Drever).

- Comparative studies have been performed for hydrogeochemical codes
(Nordstrom et al, 1979a; INTERA, 1983), but nothing has been performed:
on the écale of this study specificallf for pit lake geochemicai
modeling.

General Modeling Background
A model is a simplification of reality. - A hydrogeochemical model

is an attempt to represent, through mathematical equations describing
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thermodynamic relationships and species/mineral stabilities, a system of
chemical components or reactions in an aquecus environment. The model
may be constructed to represent a variety of size and time scales. The
environment could be a lake, a stream, groundwater, or, in the cases
considered in this study, a pit lake and the adjacent groundwater.

The origins of aqueous geochemical modeling can be traced to
Back’s papers (1961, 1966) on'hydrochemical facies (Figure 1-2). The
Garrels and Thompson (1962) seawater speciation model is often cited as
the work that launched the quantitative aspect of chemical modeling, and
established the framework for many of the computer codes used today.

Figure 1-3 shows the evolution of the more popular hydrogeo-
chemical computer programs in the last 30 years. The Gerrels and
Thompson seawater speciation model was the first milestone, and two
subsequent events, the 1979 and 1989 Acs/Chemicallnodeling Symposia,
inspired the outgrowth of new or revised codes. Those codes surviving
the last 14 years of evolution have seen signzficant revision. The

trend in the late 1970’s toward many different,codel_gave vty‘in\the - s

-

1980’8 to refinement and improvement o! exiucing co&'e’a_':"xo single code .

has been developed capable of treatzng the wide range of environmental
problems to which equilibrium calculations have been applied, nor would
such a code be practical (Plummer, 1984).

G.oehenicai Modeling Applied to Mine Water Quality

An attempt to produce a. comprehensive model that can be applied to
many mining scenarios will probably meet with unsatisfactory results.
The variation in geologic, hydrologic, physical, and chemical parameters
that determine pit water geochemistry cen produee different water
qualities eQen among geelogically similar deposits. Examples are
illustrated by the pit water chemistry for the Yerington pit (Table 1-3)
versus the Liberty and Berkeley pits (Table 1-1), all of which are
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EXPLANATION
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Figure 1-2: Fence diagram of part of the Atlantic Coastal Plain showing
hydrochemical facles (from Back, 1961).

L T L L T T L T
porphyry copper deposits. The Liberty and Ruth pits have experienced
anthropogenic disturbance (treatment and addition of tailings), but are
still similar to the Berkeley pit.

The Yerington pit water quality is much better than either of the
other porphyry copper systems. Clearly, a comprehensive model for

porphyry copper terrains must consider the variables that could
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potentially control these differences.
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Figure 1-3: Rvolution of hydrogeochemical codes
(from Glynn et al, 19912).

The Cortez pit and the Universal Gas pit waters show slight
variations in water chemistries (Table 1-4), even though both "are
derived from carbonate aquifers with a minor siliceous compone.nﬁ. The
variation in ore, gangue, and alteration wmineralogy, which help
determine the elements released to solution, is sufficient to introduce
notable differences in the respective water chemistries.

As these two examples demonstrate, wmodelers of mine pit water are

presented with a wide variety of parameters, even among genetically
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similar deposits, that must be considered in describing the inputs to
the models.
 ERE R N B E R E R E B R e R E I R R N S T S R ENE N S EEN N EE AR A EERER N RN

TABLE 1-3: Water chemistry, Yerington pit.
Source: NDEP files.

—ippm)
Alkalinity, bicarbonate 134.0
Chloride . 40.0
Fluoride 1.77
DS 628
Sulfate 242
Arsenic 0.014
Barium 0.034
Cadmium 0.008
Calcium 230
Chromium 0.004
Copper 0.232
Iron 0.581
Mercu < 0.001
Potassium 6.9
Magnesium 22.3
Manganese 0.076
Sodium 74.0
Lead 0.012
Silica NA
Zinc 0.081
pH 8.21

T Tttt 3tttz i1 2 2t 2+ 2 2 - 2 3 2 2 2 2 2 2 2 2 2 2 - 2 £ 2 2 2 2 2 2 2 2 2 £ 2 2 2 2 2 2 32 £ 2 2 2 % £ % 3

Data Disk '

All of the output files generated in the computer modeling
exercises are included on two 3%", bos :o;matted (1.4 MB), floppy ..
diskettes, contained with the thesis. .If the difks are misasing or
unreadable, printouts of the files can be'examined in the main library

archives at the University of Nevada, Reno.



(values in ppm).

Cortez *
Alkalinity, bicarbonate 282.3
Chloride 24 .4
Conductivity, in umhos/cm. NA
Fluoride 2.4
Ammonia NA
Nitrate Nitrogen 0.207
Nitrate NA
Solids, Dissolved (TDS) 432.3
Sulfate 90.2
Aluminum - < 0.02
Arsenic 0.0383
Barium 0.0603
Cadmium B NA
Calcium 45.4
Cobalt . NA
Chromium < 0.01
Copper < 0.007
Iron . 0.134
Mercu 0.00046
Potassium 11.7
Magnesium 18.1
Manganese 0.0017
Sodium . . 68.63
Nickel NA
Lead 0.0043
Selenium NA
Silica 34.42
Strontium NA
Thallium NA
Tungsten NA
Vanadium NA
2inc 0.002
pH 8.067

Source: * Cortez Gold Mines (1992) or UNR/Corte

agin: sampli (1993).
e raghty & Miller, Inc.
ses Nestmont Gold.

NA = Not available.

Universal Gas e*

AN =A
-

A

AAA

A

AR

6.12

w

L "
® O0O0O00O0OVOOOOOMWOOOoOOoOOWNO

% Gold .Mines .

13

TABLE 1-4: V¥Water chemistry, Cortex and Universal Gas pits.
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2. GEOCHEMICAL OVERVIEW

Most geoéhemical modeling codes incorporate the fundamental
mathematical relationships of aqueous geochemistry, includingrionic
strength, activity, equilibrium, speciation, and solubility. 1In
solutions containiﬁg numercus ions and chemical specieg, the
calculations of ionic strength, activity coefficients, and chemical ..

- speciation become too cumbersome to be attempted manually, and are best
handled by computer.

A general knowledge of the basic physical principles of aqueous
geochemistry is important in understanding how the programs solve
problems. These principles are at the root of geochemical computer
modelihg, since the necessity of rapid computational ability in solving
these problems was the driving force that inspired the development of

computer modeling software.

Ionic Strength

.. - - - PN . -l e . . . . -
A z . [ A D B RN {

Ionic strength cpé;ideés the higher degree of electrostatic T
effectiveness of ;bly;;ient'ions in soluticﬁ, which would be neglected
in simple consideration of total molal concentration (Drever, 1988).
Ionic strength (Equation 1) is a required parameter for calculationAof

activity coefficients, using molal concentrations from the input data:
I = % z m‘z" (1)

The variable m, is the molal concentration of the ith ion, and z, is the
charge on the ith ion. Equation (1) illustrates the greater weight
given polyvalent ions in the calculation of ionic strength, i.e. charge
-is raised to the power of two. If the component is an uncharged
species, such as HsSiO,, then z,? = 0, causing the term for that species
to fall out of the equation. Uncharged species, therefore, do not

contribute to the calculation of solution ionic strength.
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An example of the relative significance of ionic strength is seen by
comparing the Sierra Nevada ephemeral spring water of Garrels and
Mackenzie (1967), which had an ionic strength of 0.000485 molal, or
103} (calculated by author in WATEQF), to seawater, which has an ionic »
strength of aroﬁnd 0.6799 molal, or 10°°%? (Parkhurst et al, 1980), more

than 3 orders of magnitude higher.

Activity Coefficients

Nearly all geochemical computer models are based on the ion
association theory, which describes the behavior of ions in solution in
terms of activity. The activity of an ion in solution can be defined as
its "effective concentration" (Drever, 1988), and incorporates the
éssumption that charged ions exert a different influence over adjacent
ions depending on the ion’'s size, charge, and the solution ionic
strength. The ratio of a Qpecies' activity to its molal concentration
is called its activity coefficient. The equation that adjusts molal

concentration (m,) by the activity c

- o m————-_

cefficient (y;) to obtain gctivity

(a‘) is:

3:'71'“—‘:

A consideration of activity is essential because only in ideal
solutions does the molal concentration of an ion or species equal its
activity (Drever, 1988), but the condition‘gf ideality does not exist in
natural waters. Electrostatic interactions between charged species, and
between ioﬁs and solution, im@art non-ideal behavior to the system.
Under quch conditions, the concentration of an ion is best described by
its activity. 7

_Morel and Hering (1953) define an ideal system as "one in which
the free energy of a species is independent of the nature and concentra-
tion of other species,™ and state that this occurs in either of the two

following cases:
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1. The system is very dilute, and all individual solute molecules are far apart
and effectively “ignorant® of each other (i.e., they have no energetic
interactions and their individual free energies are unaffected by each
other’s presence). This is the "infinite dilution”® reference state.

2. The major solutes (those accounting for the bulk of the dissolved species)
are considered to be at a fixed concentration and whatever effects they have
on the free energy of another species are accounted for in the standard
value (u; ) of the chemical free energy of that species. This is the *fixed
composition® reference state.

Since neither of these cases is encountered in ngpural waters,
activity coefficients are needed to describe interactions among ions and
species in natural waters.

Several theories have evolved to explain the activities of species
in solution, and calculate activity coefficients. The appropriate
formulas for calculating activity coefficients differ depending on the

solution ionic strength.

Debye-Hiickel Equation: 1In relatively dilute solutions (I = 107?),
deviations from ideal behavior are primarily caused by long-range
electrostatic interactions (Stumm and Morgan, 1981). At these ionmic
strengths, a simple, single-ion aﬁti;ity coefficient formula, the Debye-
Hickel equation, is assumed to give an adequate description of ion
interactions for the purpose of calculating activity cocefficients. The
Debye-Hilickel equation assumes that ions are point charges, the
interactions are entirely electrostatic, and arrangement of ions about
one another conforms to a Boltzmann distribution (Drever, 1988). The
Debye-Hickel equation assumes that ions behave "as charged particles of
finite sizes in an electrostatic field of uniform intensity" }Hem, f
1985). Therefore, the Debye-Hickel equation contains no term to account
for size or hydration effects of the ion.

The simplest form of determining the activity coefficients (y,) is

also the simplest form of the Debye-Hickel equatioh:

log y; = -Az,?VI (2)
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where z is the charge on the ith ion, and I is the ionic strength of the
solution. Equation 2 is valid to ionic strengths of about 10 molal.
The constant A is expressed as (Truesdell and Jones, 1974):

(1.82483 x 10°) (d%)

A= (moles °%) (103 g H,0)¥
(eT)??

where d is the density of water, T is ‘the absoluteAtemperature, and € is
the dielectric constant of water.

At higher ionic strengths, the Debye-Hlckel equation becomes
inaccurate, because the formula predicts impossibly high concentrations
of ions in close proximity to one another (Drever, 1988}, and tends to

underestimate the degree of ion association (Truesdell and Jones, 1969).

Extended Debye-Hﬁckil Bquation: For ionic strengths up to 10°
molal, the extended Debye-Hickel formula, which incorporates two
additional constants to account for ionic interactions, provides a

better approximation: - ---

.—M"II h B
log v; = —mmm— (3)
1+ BA VI

The constant 4 represents the hydrated radius of the particular ion, and

B is expressed as (Truesdell and Jones, 1974):

(50.2916 x 10%) (a@¥)
B = (em™?) (moles “%%) (10? g H,0)*

- (eT)¥
The constant 4 is commonly referred to as the "Debye-Hlickel & constant,”

or simple DHA.

Robinson-Stokes Debye-Hilckel Equation: A modified version of the

extended Debye-Hiickel equation, for use at higher ionic strengths,
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incorporates a second term with another adjustable parameter, b
(Truesdell and Jones, 1974; Robinson and Stokes, 1955):
~Az,’/I
log v; « —————— + bl (4)
1+ BAVI
The b parameter is constant for a given ion; and accounts for the
decrease in concentration of solvent that occurs at higher ionic
strengths. The bI term causes an increase in the activity coefficient
with increased ionic strength (Drever, 1988). Ball, et al (1979)
considered this eguation to be more reliable than either the extended
Debye-Hickel or the Davies equation, and thus incorporated it into the
WATEQ2 code. Several USGS codes refer to Equation (4) as the "WATEQ
Debye-Hickel equation." »

The A and B constants, and the Debye-Hickel 4 and b parameters
(shown in Appendix A) are tabulated in many aqueous geochemisﬁry texts,
and are incorporated into computer speciation codés. The A and B
constants are calculated from the dielectric constant, density, and
temperature (Hamer, 1968). For deviations from 2§°C. they require ---:- -_.._
temperature and pressure correction before be%ng applied to calculation

of activity coefficients, a task which all computer codes perform.

Davies Equation: The Davies equation (BEquation 5) incorporates
semi-empirical data to account for ion interactions.- It is generally
accurate at ionic strengths up to about 10°? (0.5 molal). Davies
eliminated the parameters & and b, the Eonstgnﬁ B, and added the
empirically derived.linear term (cI), where c lies between 0.2 and 0.3.
Davies"origihal derivation of the equation set ¢ at 0.2, which he later
changed to 0.3 believing it provided a better fit to experimental data

(Davies, 1962). The Davies equation is used in many cases by computer

codes because the a4 parameter required for the Debye-Hickel equations
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frequently cannot be estimated (Ball and Nordstrom, 1991).

V1
log vy; = -AZ; -—1———{—1— + - eI (s)
+

The principal advantage of the Davies equacion is to provide, a
"quesi-constant value of the activity coefficients in the range I = 0.3
to 0.7 M* (Morel and ﬁering, 1993). The ionic strength of natural
waters rarely exceeds 0.7 M, and the inaccuracies shown by the Davies
equation in the 0.3 to 0.7 M range are usually less than errors
introduced from other sources (Morel and Hering, 1993). Different
computer codes use different values for ¢ in the Davies equation. 1In
PHREEQE, WATEQF and WATEQ4F, ¢ = 0.3, whereas in MINTEQA2, c = 0.24.

A comparison of activity coefficients for different ions using
three of the aforementioned equations (Debye-Hﬁckel, extended Debye-
Hickel, and Davies) is shown in Figure 2-1. ﬁankoﬁ {1991) observed that

the term -0.2I in the Davxes equation causes a minimum near log VI = 0

- .-~ °r=._a’

in the plot of ¥; vas. log vYI. Aas the plot shows, Y; does not decrease
steadily as I increases, but rather increases for large ionic strength.
This occurs because the amount of solvent available for solvation of
ions decreases as the ionic strength increases (Bockris and Reddy,
1970).

Figure 2-1 also illustrates that activity coefficients approach
1.0 in very dilute solutions, causing activity to approach molal
concentration. At higher ionic strengths, activxty coefficients
generally decrease, with the noted exception of those calculated by the
Davies equation, which begin increasing again after log VI = 0. sSimilar
behavior is shown in Pigure 2-2, which plots yCa’* calculated from the
three Debye-Hickel equations, vs. ionic strength.

Table 2-1 summarizes the four previously discussed formulas, and
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their range of applicability.
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Pigure 2-1: Activity coefficients vs. log YI. The Debye-Hickel
equation deviates as ionic strength increases, producing lower activity
coefficients than the Davies or extended Dobyc-nﬁckol oquationl (from
’lnk"' 19,1) ~ oLl

Ton interaction models: Beyond ionic strengths of 0.5, ion
interactions become so great that deviations from the ideal solution
behavior are attributed mostly to short-range inte:ionic forces (Stumm
and Morgan, 1981) which are more appropriately described by ion
inééractioﬁ models.

"The Brensted-Guggenheim model was one of the early modela that nct
with success (Harvie and Weare, 1980), but the ion-interaction models of
Pitzer (1973, 1979, 1980) are probably the most popular today.

Drever shows a simplified form of the Pitzer formula:

N

G

- .
—— - 6
- (D-H) + g Ay (Dmmy; + W‘p,”mim,m, {6)
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where G,, is the excess Gibbs free energy per kilogram of water, D-H
represents a Debye-Hickel term, A, represents binary interactions, and
Uy represents ternary interactions, which are significant only at very
high ionic strengths (Drever, 1958). Harvie and Weare (1980) have
performed what many believe to be the most successful application of
Pitzer models to brine solutions (Nordstrom and Ball, 1983).

PHRQPITZ (Plummer et al, 1988), and SOLMINEQ.88 {Kharaka et al, 1988
utilize ion-interaction theories, and can be applied to modeling highly

concentrated solutions. For purposes of modeling mine pit water,
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Figure 2-2: Variation of the activity coefficient for yCa’ according
to the three forms of the Debye-Hickel squation (from Drever, 1988; Rq.
(3-7) = basic Debye-Hickel, Eq. (2-8) = Extended Debye-Hickel, Eq. (2-
10) = Robinson-Stokes Debye-Eickel). . :

-

it is unlikely that ionic strengths will exist high enough to warrant
uge of the ion interaction models. Even the most concentrated pit water
known, the Berkeley Pit, has an ionic strength of 0.3 molal (calculated
by author in WATEQ4F, see datadisk file BPSPO1W4.0UT), which does not

approach the levels seen in brines and seawater.
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TABLE 2-1: Equations for activity cocefficient (y,), adapted from Pankow

(1991). Applicable ionic strength range cobtained from Stumm and Morgan
(1981) . :

Applicable

Equation Name Pormula Ionic Strength Range
Debye-Hickel log v, = -Az,2VI 1 < 107
' -AzV1
Extended Debye-Hickel log v, = ————u I < 10t?
. 1+BiVI
Robinson-Stokes -Az,*Y1 .
Debye-Hickel log vy, = ————— 4+ bl I < 10
. 1+BAYI
Davies v1
log v; = -Az,? — - el I < 10°?
‘ , 1+ 1 .
e I EE R E T S E S S R R E R S S T R S E R R R R R E N NS T E S S SIS EEETREES

fon Pairs: Above ionic strengths of 107!, departures from the
behavior predicted by the Debye-Hickel theory are thought to be due to
short-range interactions, such as thése responsible for the formation of
ion pairs (Garrels and Thompson, 1962).

The formation of ion pairs has two effects (Drever, 1988). First,
charged ions come together to form uncharged species,_thus decreasing
ionic strength and second, the concentrations of free ions such as Ca®*
and SO decrease as they become associated in ion pairs. This can
produce misleading results in calculations of iomic strength and
activity coefficients. Codes that use equation (1) to calculate ionic
strength, and éoptain uncharged ion pairs in the database.vmay generate
shspiciously low ionic-strength. The Pitzer models, which incorporate
Qery few uncharjed ion pair species, give a more realistic depiction of
ionic strength. Table 2-2 shows a comparison of values calculated in
both WATEQF and PHRQPITZ for various water samples.

' MacInnes Convention: The MacInnes convention (MacInnes, 1919), or
mean salt method, can be invoked in sbme codes at the user’s request, to

estimate activities of free ions. The convention assumes that the
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Table 2-2: Comparison of activity coefficients modeled in PHREEQE vs.
PHRQPITZ (top line of each pair of simulations is from PHREEQE, bottom
line is from PHRQPITZ; from Glynn et al, 199%2).

Ssturstion Indesd

. Tounte Log
Nane akzo Streagth sz

Caletite]Dolomite Salte
1

Red Ses 0.76) 617  ewe emm o  <0.0A = 0.07
. » - ol . . n’ - 1.
Sveetvater, VY 0.899 6.57 =3.76 1.04 2,72 3,94 = 1,51

3 ] et 1 «0 3
Dead Ses 0.687  9.40 -1.0) ~-0.29 0.1 0.02 - 0.07
0.306 10.96 0. -1,30 =2.76 33 = 0.81
Angora-lens  0.661 10.98 -0.01 -2.82 -3, 61 0.4 - 0.57
0.88] 4.73 «0,29 =1.28 0.48 0.0 - 1.54
Bddy Co., Wt 0.836 13.M4 -0.01 -1.87 0,26 _ -0.22 =-1,28

’=’===’====8"=t======'=.a==3====8====.========’=‘8==’=3=8============8=.

single-ion activity coefficients of K and Cl" are equal to each other

and to the mean activity coefficient of KCl at all ionic strengths. By

definition:
.70 = Y, = 1,./.
If
¥.4,.KCl = gK* = ¢Cl°
then
v,,.NaCl
yNa* = -
R ' v.,.KC1
N an
s foI-QCII
"Cﬂ" -
! ‘r’.,.KCl
and
Y’ol-nr
YBr: =
1.,.KC1

and so forth.

This method gives reasonable estimates for the activity coefficients of
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free ions since K* and Cl° salts do not normally form strong ion pairs
(Millero and Schreiber, 1982}.

Truesdell and Jonég' (1969) comparison of the Debye-Hickel
equation, Davies equation, and the MacInnes Assumption are shown in
Table 2-3,

TABLE 2-3: Comparison of the Debye-Hiickel eguation, Davies equation,
and the MacInnes Assumption (modified from Truesdell and Jones, 1969).

Method Advantage Limits
(A} Debye-Hickel Bquation: Justified from 4 must be estimated from
theoretical studies. experimental data. Ionic
Can be used at all strength must be less
-Az,'/l temperatures. than 0.1 for most mono-
log v, 2+ —m—————ro valent ions, less than
1 +BAVI 0.05 for most divalent

ions. 1If 4 is carefully
chosen, equation may be
accurate at greater

concentrations.

(B) Davies Equation: No adjustable As above, without an
parameters. No adjustable parameter, its
experimental data use at higher jonic
needed. strengths is susgpect.
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YK =y Cl° = y 2KC1

Neutral species: Although neutral species are excluded from
calculations of ionic strength, they are not immune from the influence
of activity coefficients. Activity coefficients (y;) of uncharged

spécies can be approximated by the following formula (Helgeson, 1969):
71 = 100.13

where I is the ionic strength of the solution. This approach is used in

.
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the USGS codes and MINTEQA2 for all neutral species except H,0.

According to this formula, as ionic strength approaches zero
(dilute solutions), the activity coefficients of uncharged species
approach one. With increasing ionic strength, the activity coefficient
rises slightly above one. The probable reason for this behavior is that
much of tﬁe water in concentrated solutidns forms the hydration shells
of ions, ﬁéking less water available to solvate uncharged species
(Drever, 1988).

Limitations: A model is only as good as the assumptions on which
it is based. Nordstrom et al (1979a) express reservations about ion
association theories and the non-thermodynamic assumptions from which
they were derived. The activity coefficients used to describe the non-
ideal behavior of ions represent semi-empirical equations with inherent
uncertainty. The assumption of ion association may actually be a naive
representation of the true interactions of "ions" in aqueous solution
(Noxrdstrom et al, 1979a).

The inconsistenéy of the equations and,thermodynamic<aata used in _
different codes may produce discrepancies. Nordstrom et al (1979a)- -
demonstrated this by running the same input through 14 different codes,
and comparing calculated results for molality, activity coefficient, and
saturation index. In some cases, the discrepancies between codes
exceeded several orders 6f magnitude.

A significant source of uncertainty could be _the activity of
uncharged species. Rea;ons for this are the lack of reliable
information on the activity of neutraliion pairs, and the fact that they
often comprise the dominant species in aqueous systems (Nbré;trom et al,

197%a).

Ionic Balance

Icnic balance refers simply to the balance between cations and
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anions in solution. To determine ionic balance, concentrations of
individual anions and cations must be converted to equivalents. Since
equivalents are generally too large for application to natural waters,
the convention of milliequivalents per liter (meq/l) is commonly used.
To convert from concentration in mg/l or ppm to meq/l, the following
formula is used (adapted from Mazor, 1991):

mg/1
meq/l = ——— x charge

gfw

By summing the positive meq/l values and comparing with the negative
meq/l values, the accuracy of the ionic balance for the particular water

analysis is revealed.

A comprehensive analysis fo? the major elements in a water sample
should reflect the ionic balance with minimal error, i.e. < 10% (Lyons,
personal communication). Plummer (1984) recommends that analyses with
more than 5% charge imbalance should be checked carefully. All\natural
waters are charged balanced (Plummer et al, 1983), so a balance
discrepancy indicatés an error or omission somewhere, either in sample
collection, analysis, transport, or data input. Prior td condﬁcting any
detailed study of a water chemical analysis, such as a modeling effort,
the chemist should verify the validity of the chemical analysis by
checking its ionic balapce.

For waters with high trace metal and H’ concentrations (as in some
" mine-related waters), omission of ions normally réga:ded as "trace
metals" and H® in the analyses may result in a significant imbalance.

An example is the Berkeley pit, in which Al, Fe, Cu, Zn gxist at higher
concentrations than some of the major ions (see Table 1-1). Therefore,
sampling and analyses must be conducted in the context of the aqueous
and geologic environment studied, i.e. knowledge of minerals present and

that may contribute to solution chemistry.
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All computer programs have some provision for determiﬁing the
ionic balance, and display a printout of the results. Some ccdes shut
down if the ionic balance of the input analysis exceeds some error
tolerance, such as 30% difference between cations and anions. Others
may only provide an error message. 1If the program runs, but reports a
significant charge imbalance, the results should be interpreted with
caution.

Some computer codes, including WATEQ4F, report the ionic balance
in terms of equivalents per million (EPM). PHREEQE reports the ionic

balance as the difference between cations and anions in molality.

Mass Balance
Mass balance is an ambiguous term in the literature that may refer

to one of the following two concepts:

1. Change in mass of a particular element, compound, or chemical species during
dissolution or precipitation along a reaction path. Mass balance can be
considered as a "budget®" of sources from which the dissolved constituents in
a water originate. A simplified equation can be written (Plummer et al,
1983; Plummer, 1984):

Initial solution composition + Reactant phases --->
Final solution composition + Product phases

Plummer (1984) and Plummer et al (1983) provide good discussions
of this aspect of mass balance, and how it affects the progression of
calculations in subsequent geochemical processes. This process is also
referred to as "mass transfer" if the mass bal#nce reaction involves the
shifting Qf chemical constiﬁuents from the solid to the aqueous phase
and vice versa (dissolution/precipitation), or from the agueous to the
gaseous phase (degassing/ingasaing).

The concept of mass balancé also applies to conservation of
electrons if the problem involves redox, such as sulfate reduction,
pyrite oxidation, or other transfer of electrons ffom one species to

another. Hydrated electrons do not exist in effective concentrations in
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solution (Thorstenson, 1984) so that if electron transfer does occur
through a redox reaction, the electrons transferred are conserved among
the dissolved species (Plumher, 1984). Mass balance equations for
hydrogen and oxygen are often not included in chemical models, because
of the impracticality of analytically determining the total masses of
these elements in solution (Plummer et al, 1983).

The most difficult aspect of mass balance modeling‘is the non-

unique nature of modeled results that usually occurs (Plummer, 1984).

2. Conservation of mass in the calculation of chemical speciation, sometimes
referred to as mole balance. When partitioning the total mass of a
particular ion among its various species, the computed sum of the free and
derived (complexes) species must be equal to the given total concentration
(Nordstrom et al, 1979a), for example:

Total([Ca) = CaCO, + CaOH + CaHCO, + CaSO,

Garrels and Thompson (1962) provide an example of mass balance on total

sodium for some possible species:
INa® TOTAL = nINa‘uncomplexed + NNaHCO,' + INaCO,” + NNasSO,"

Mass balance is closely tied to chemical speciation, since the
mass of the element distributed over the aqueous species must equal the
mass of the total element. As the above equation illustrates, a mass
balance equation is only as valid as the accuracy and completeness of
the chemical model. If modeling is done using computer codes, the
speciation will only be as complete as the thermodynamic database
allows. Furihermore, if analytical data is inaccurate, the error will

be propagated into the speciatioh‘calculations. -

Mass Transfer: Mass transfer refers to the change in state and/or
transport that minerals, elements, or aqueous species undergo during
chemical reactions or other processes such as adsorption and dispersion.

An example would be the dissolution by water of 1 mmol/kg of calcite to
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release 1 mmol/l of Ca’ ion and 1 mmol/l of HCO,”. The mass transfer
that occurred is the transfer of 1 mmol/kg of solid calcite into
solution as dissélved Ca* and HCO, .

Incorporation of mass transfer calculatiéns into a model is
usually a necessity for any forward reaction path simulation. Mass
transfer occurs during reversible equilibration reactions between
‘minerals and solution, and the subsequent speciation, as in the
vdissolution of calcite described above. Mass transfer also occurs in
irreversible reactions such as dissolution of pyrite from pit ;;11
rocks. Mass transfer calculations require some extent of user
manipulation regarding which minerals to include, and in the case of

irreversible reactions, the quantities of minerals involved.

Equilibrium Thermodynimi;u

- As presented by Drever (1988), for a hypothetical reaction in
' which a moles of A ion reacts with b yoles of B ion to form c moles of C
and d moles of D: “e

ah + bB = ¢C + dD {(7)
at equilibrium the following equality will hold true:

ace. ‘Dd

o - Keq (8)

‘where a is the activity of the particular ion, and K, is the
équilibrium constant for the‘réaction'(also referred to as K, for

' golpbility product constant, or K;). The standard means of expressing
the relationship deéicted in equation (7) is to place the reactants on
the left side, and the products on the right, which would correspond to
dissolved ions on the left and solid mineral on the right. As an
example, the equation may correspond to the reaction between ferric iron

and hydroxide to form ferric hydroxide and water:
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Fe’* + 30H" = FeO(OH) + H,0 (9)

If the activities of water and pure solids are assumed to be unity, as
is customarily done, then an equilibrium equation can be written as

follows:
a(Fe®] + alOH')® = K (10)

Equilibrium constants can also be derived from basic thermodynamic
data (such as the free energy of formation 4G,”’) as presented by Drever

(1988).

Saturation Index: The product a(Fe’] - a[OH']® is called the ion
activity produét (IAP), and at equilibrium, IAP = K,,. The quantity
IAP/K,, is called the saturation indéx (SI), and at equilibrium will be
1.6 {or log SI = 0). The saturation index is most commonly expressed in

logarithmic form, since ﬁhe values may span many orders of magnitude:

log SI = log,, —— (11)

- . - B - T

If the system is not at equilibrium, then the IAP will not equal
the K, and reaction (7) will tend'to proceed in one direction or the
other. If SI < 1 (log SI < 0), the system will be undersaturated with
. respect to the particular mineral, and tﬁe mineral will tend to dissolve
into the solution. In equation. (7), if the mineral and\water are
representedAby the componénts cé‘and dD respectively, then the reaction
will tend to proceed from right to ieft. 1f SI > 1 (log SI > 0), the
system will be supersaturated (also referred to as oversaturated) with
respect to the mineral, the reaction will tend to proceed from left to
right, and the minerﬁl will tend to precipitate from solution.

The thermodynamic data in a computer code’s database may come from

several different sources. One potential discrepancy that may be
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encountered in tabled thermodynamic data is that results of one
experiment (values for 4G, or K,;) may not match the results for the Qame
species from another researcher’'s experiment. The determination of
thermodynamic data has been a subject of active research among chemists,
and the data are continuously being revised and expanded. New
thermodynamic data periodically find their way into the computer codes,
so tﬁé user should be aware of the sources of the data, and the
potential differences in modeling results that may occur.

Errors in thermodynamic and analytical data will cause a range of
uncertainty for the SI that must be considered when interpreting the l
output. This uncertainty will vary according to the complexity of the
mineral sc°ichiometry and input data errors (Ball and Nordstrom, 1991).
Nordstrom\et al (1979b) chose an "equilibrium zone" around the
saturation index<equal to the estimated uncertainty of the solubility

product constant. Within these limits, the solution is considered to be

’in equilibrium with respect to the mineral phase, and only outside the

limits is the mineral consi&ered over or under éaturated. '\g-_. -

Exaﬁination of saturation indiceg for natural waters will -aften
reveal many mineral phases that are oversaturated by several orders of
magnitude. These phases may not necessarily be precipitating in the
system, even though thermodynamics‘say~theyishou1d. Minerals must often
overcome a level of ehergy known as the "activation energy" before
precipitation can oééur{ As reactants go to prbducts, they must pass
through an interme&igte stage of higher energy than the reactants that
ultimately will form (Dre§er, 1985}. érecigiﬁation may also be hindered
by a lack of available nucleation and growth sites (Davison and House,’
1988) .

Modelers must also be aware of cases of "partial eéuilibrium*
{Plummer et al, 1983). Although a mineral may actually be dissolviné or

precipitating in a groundwater system, the SI calculation may indicate

v
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equilibrium with fespect to the mineral. Partial equilibrium occurs
when one or more slow mineral-water reactions, or changes in pressure or
temperature, drive a larger set of faster reactions, the latter of which
may continually shift to maintain equilibrium (Helgeson, 1968).

Plummer (1984) concluded that a mineral was in equilibrium along
flow path if it was both saturated and had zero mass transfer. The
mineral was in'ipparent equilibrium if speciation caiculations<showed
saturation in the system, but had non-zero mass transfer along the flow
path.’ If the mineral has non-zero mass transfer along the flow path,
but is not saturated, it is reacting irreversibly. Minerals that are
not saturated in the system and have zero mass transfer are either not
present along the flow path or, for kinetic reasons may be considered.

inert on the time scale of the flow system (Plummer, -1984).

Reversible vs irreversible reactions: Modelers use the term
reversible to deséribe a reaction involving a mineral that may reach
equilibrium in solution. The mineral mﬁy dissolve or precipitate along
reaction path as thermodynamics demﬁndlto maintain a state of
equilibrium in the‘system. An irreversible reaction is one in which the
mineral is not expected to reach equilibrium in the system, or is unable
to because of thermodynamic conditions. Irreversible reactions
generally invoive'slow dissolution of one or more minerals that do not

reach equilibrium (Plummer et al, 1983).

.Iﬁcongruont dissolution: Many aluminosiliéate minerals dissolve
incongruently, leaving a residual clay mineral, such as K-feldspar

weathering to kaolinite (Drever, 1988):
2KA1Si,0, + 2B° + 9H,0 = Al1,81,0,(0H), + 2K + 4HSiO,

This behavior presents problems in chemical modeling, since the mineral
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may not demonstrate reversible, equilibrium solubility behavior
(Ndrdstrom et al, 199%0). Although a modeling simulation may show a
solution to be supersaturated with respect to a certain silicate mineral
phase, one should not expect to see the mineral precipitating in the
field. This may be a common problem in chemical modeling, since many
simulations will involve silicate éssemblages. Therefore, eéuilibrium
.constants for many silicates should be used with caution. The problem
applies to feldspars, smectites, illites, chlorites, amphiboles, micas,

éyroxenes, and pyrophyllites (Ball and Nordstrom, 1991).

Solubility vs. K,: Values for K,, do not necessarily correlate
with mineral solubility, and cannot be used to predict relative
solubilities of minerals because of complications introduced to the K,
equation by polyvaleﬁt ions. Sawyer and McCarty (1978) provide a good
illustration of this point, using barium sulfate and calcium fluoride as

examples. At 20°C, the solubility of these compounds is:

BasSO, = 1.1 x 10°% M A T T TV
CaP, = 2.05 x 10* M - S C

which shows that CaF, is about 20 times more soluble than barium
sulfate. Substituting these values into the solubility product equation
"gives: o P
: .
(Ba*] (S0,*"1 = (2.1 x 10%}J[1.1 x 10°] .= 1.2 x 107

[Ca*][F)2 = [2.05 x 10]1(4.1 x 10*]1? = 3.4 x 10°M

which demonstrates that the most soluble mineral, CaF, has the smallest
. solubility product constant, because fluoride concentration is raised to
the second power. Chemical modeling provides a fast means of comparing

mineral solubilities with equilibrium constants.
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Temperature/pressure dependency: Dissociation/equilibrium
constants are thermodynamic constants, and are independent of the
solution ionic strength, but not independent of temperature and pressure
(Garrels and Thompson, 1962). The derivation from first principles
shows the relationship between the equilibrium constant and the standard
free energy of reaction, which also iilustrates the dependency on

temperature and pressure (Drever, 1988):

ac - a’ -AG®

at « aP RT

Values for AG® and K, are experimentally dgrived, generally at 25°C and
1 atmosphere preésure (standard temperature and pressure, STP).
Deviations from STP will change the valuerf 4G° and K,;, and hence
change the thermodynamic behavior of the éarticular mineral or aqueous
species. Most minerals exhibit higher solubility with higher

temperature, resulting in higher concentrations of dissolved species.

ELAanlita. .

Calcite is the notable exééptién,‘ﬁhich becoﬁes.i;ss Qoluble with higher
ﬁempératﬁre. Gases also show higher solubility in colder solutions.
Computer codes use one of two formulas to correct constants for
temperature deviations from 25°C., The preferred formula is (Allison et
al, 1991; Ball and Nordstrom, 1991; Parkhurst et al, 1980; Plummer et
al, 1984): , TR

"log Ky = A + BT + C/T + DLog(T) + ET® + F/T® + GT* (12)

Unfortunately, the constants (A throﬁgh G) are only available for
a limited numbér of chemical species and minerals. Only 38 speéies in
WATEQ4F have the constants available (Ball and Nordstrom, 1991), 34 in
PHREEQE (Parkhurst et al, 1980), and only 25 of the more than 1000
species in the MINTEQA2 database have the constants {Allison et al,

1991). For species without the constants, the Van’'t Hoff eguation is
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used:
logK, = log Ky - (4H,°/2.303R) x (1/T-t/T%) (13)

‘For temperatures far from 25°C, the variation of AH,° with temperature

should be recalculated from heat capacity data (Drever, 1988) -

Chemical Speciation

A species is defined as a chemical entity such as an ion,
molecule, solid phase, etc.; that is present in solution (Drever, 1988).
Species are generally grouped on the basis of the major cation.
Chemical analyses typically express the concentration of a particular
ion in terms of the "total"™ Na, K, Ca, Mg, etc., and the sum of the
molél concentrations of the ion in each species will equal the "total"
ionic concentration.

An illustration of speciation is seen in the Garrels and Thompson

model (1962), in which they express their hypothesized speciation

-

distribution of the major cations in seawater:

Na® TOTAL = Na’ + NaHCO,° + NaCO, + NaSO,” .. -
K* TOTAL = K' + KSO.
Ca®* TOTAL = Ca? + CaHCO,” + CaCO,° + CaSO,°
Mg** TOTAL = Mg®* + MgHCO," + MgC0,° + MgSO,°
Using sodium, they show that a mass balance relation can be
written for each analyzed constituent:

INa' TOTAL = DNa‘uncomplexed + ONaHCO,” + ONaCO,” + ZNaSO,” (14)

i - v

where mia* ToTAL is the molal concentration of total sodium.

Species can also be grouped on the basis of a pqrticular system.
For example, in the system CaCoO,-H,0-CO,, poésible species may include
Ca®, CO,, COypuq. li,co,, HCO,”, CO,**, H', OH", R0y, H,0,,, CaCO,, plus
various complexes (Drever, 1988). The MINTEQA2 ;ode includes the

following ten "soluble" species in a CaCO, solution at equilibrium:

- - am e
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ca’*, CaOH’, CaCO,", CaHCO,”, H,CO,, HCO,", CO,*, H*, OH", H,0

The determination of aqueous species distribution is accomplished
by means of a chemical model similar to that developed by Garrels and
Thompson (1962), which was the first application of the method of
successive approximation. Although their model only considered 17
species, Garrels and Thompson stated, "the manipulations involved in
solving these (equations) simultaneously are tedious," which is why such
calculations today are left to computers. ‘

Geochemical speciation codes write solute reactions as association
(formation) reactions, whereas the solid reactions are written as
dissociation (dissolution) reactions (Ball et al, 1979). The
association and dissociation equations are sets of nonlinear mass action
" and mass balance equations that are based on the equilibrium
relationships discussed in the previous section. Codes used in this
.studyv(MINTEQAZ, PHREEQE, WATEQF, WATEQ4F) determine speciation by

solving these equatlons through the mathematlcal approach known as the

continued fraction method (Wigley, 1977)

An example of a speciation calculatxon, as it ié performed by the
WATEQ codes, is demonstrated by Truesdell and Jones (1974) . Anionic
weak acid species, such as silicic acid, are computed first. By
combining mass action and mass balance equations, the speciation
distribution can be determined‘from the total analytical concentration,
pH, the equilibrium constant, and the activity coefficient. The WATEQ
example demonstrates silica speciation (H,8i0,” and HSi0,) beginning with
the mass action equations:

| -
HSiO, = B® + H;8i0,

(15)
and H,8i0,” = H* + H,8i0,7

rearranging these equations gives:
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" (H,810,") (yH,810,7) (10"

*(H,51i0,) (yH,S1i0,)
(16)
and
*(H,5i0,"2) (yH,8i0,°%) (10°°¥)

s " (H,S1i0,") (yH,S10,)

The mass balance (or mole balance) equation for total silica (silicic

acid and silicate ions) is:

-
i

*Siyea = "HS10, + "H,8i0,” + "H,5i0,? (17)

The mass action equations can be combined with the mass balance

equations to solve for "H,5i0,, as shown by:

' -Sitotll
"H,Si0, =
(18)
K,10" K,K,10%"
1 + yH,SiO, +
YH,Si0, YH,S10,°?

The quantity "H,SiO, is then substituted back into the mass action
equations (15) to solve for "H,Si0,” and "H,5i0,?. A similar procedure is
used for speciation of other components, such as phosphate, borate, and
sulfide. Carbonate-bicarbonate distribution also includes pH and
alkalinity after correction for other weak acid radicals (Truesdell and
Jones, 1974).

Garrels and Thompson (1952) derived a total of 17 species from the
‘major ions in seawater, requiring 17 independent equaéions.‘ They admit
that their model is a first approximation, through their assumption that
intefactioﬁs among the major ions result only in the formation of ion
pairs. Despite the shortcomings,‘the eight major ions analyzed, and
their associated species, constitute over 399 percent of the dissolved

solids of sea water. Subsequent studies have expanded the number of

known species in seawater to at least 60 (Parkhurst, et al 1980).
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Limitations: The results of speciation calculations, such as
those performed by computer, are only as good as the input data. The
use of unreliable equilibrium constants or activity coefficients can
completely change the predominant form of a complexed species, and
therefore the interpretation of the water chemistry (Millero, 1975,'

1977; Nordstrom and Ball, 1983). This can have impacts on subsequent
modeling fo; points further along a reaction path, and will propagate
any error introduced.

The number of species that can be modeled depends on the
availability of data for the chemical model. For computer simulations,
this will be a function of the size of the database. Addition of
desired species or minerals to the code’s thermodynamic database may be
necessary before modeling is attemﬁted. For example, it would be futile
to.attempt to model the chemistry of a silicate aquifer if the only
silica-bearing minerals contained in the code’s thermodynamic database
were quartz and amorphous silica. Furthermore, a particular model that

.has a larger database of aqueous spéciea for a particular .element will
predict lower concentration of free ion (Nordstrom.et.al,..1979a).- The---- .
model predicting higher concentration of free ion may be invalid.

Species that are rare or absent in natural waters may be important
in anthropogenically influenced systems, but thermodynamic data may not
yet exist. An example was suggested by Nordstrom et al (1979b) who
noted that data for ion triplets ?uch‘as Fe(SO,),” are not accurately
known and possible complexes such as FeHSO* and Fe(HSO,),° have not been
properly identified. '

A model is 'saturationvsufficient' if the code database is
s;itably comprehensive to define saturation indices for a given set of
plausible phases in the system (Plummer et al, 1983). An incomplete
database may predict an erroneous saturation index for a mineral, which

could be propagated through the modeling effort. They cite the two most
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common examples of saturation insufficient data as the absence of
analyses for dissolved iron and aluminum. )

Recent studies show that organic matter may be responsible for
complexation of up to 100% of some metals in natural waters (Morel and
Hering, 1993). Since geochemical code databases are mostly limited to
inorganic species, abundant organic complexation may render a computer
simulation highly inaccurate. The user should be aware of the amount of
TDC (total dissolved carbon) in the system, and potential,inaccuracies
that may arise through the exclusion of organic complexation.

To add species to a computer code’s thermodynamic database, the
user generally must providé values for AH,° and K. Prior sections

demonstrated how these data are used to calculate speciation and

saturation indices. The AH,° and K,, data can be obtained from published

T sources.

Oxidation/Reduction (Redox)

A redox species is defined as:a species of.any element whigh¢gap, e
exist in more than one oxidation state in natural-aquecus-environmeats --: -.
(Parkhurst ét al, 1982). Examples are ferrous (Fe?’) vs. ferric iron
(Fe’*), arsenite (AsO,’") vs. arsenate (AsO,’"), and nitrate (NO,") vs.
ammonia (NH,*). Other elements with redox qhemistry include cu, Hg, Mn,

S, and Tl. Redox reactions usually are kinetically controlled and many
are microbially mediated (Ball and ﬁbrdstrom, 1991) . '

Appl&ing a field Eh to rigorous geochemical problems involving
redox can be risky, since redox couplés‘do\not tend to reach equilibrium
with each othef in natﬁral waters (Lindberg and Runnells, 1584). Redox
potentials measured in natural waters usually represent mixed
potentials. Most system are likely in internal disequilibrium and

determining which couple is most responsible for the measured value will

" be difficult without separate analyses for each component (Lindberg and
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Runnells, 1984). As and Se, and probably all oxyanions, do not give
reversible potentials at a platinum electrode (Runnells and Lindberg,
1990; Runnells and Skoda, 1990). Only dissolved iron, dissclved
sulfide, and pbssibly dissolved uranium and vanadium are likely to give
reversible potential measurements for a platinum electrode, and‘then
only when the concentrations are high enough (Ball and Nordstrom, 1991).
The ké*/soﬁi can be discounted as redox controls because sulfate is not
involved in reversible redox reactions at low temperatures (Lindberg and

Runnells, 1984).

Geology

Under normal circumstances, the chemical composition of a
terrestrial water is directly controlled by rock/water interaction in
the watershed or aquifer. Exceptions might includeranthropogenic
contamination, such as spills or agricultural runcff. The "major ions"
will generally indicate from which type of lithology/mineralogy a water
has evolved, such-as-carbonate or silicate. The major ions most
commonly seen in solution from.weathering .of carbonate.and silicate
rocks are: Ca?, Mg?*, Na*, K*, Cl°, HCO,”, and SO. Concentrations of
these ions in natural waters typically range from 10™® to 10 molal.

Understanding the local geology will be vitai in successfully
interpreting any model, even simple speciation models. Forward
modeling, in which future water chemistry is predicted after
interactions with mineralé, will obviously requife detailed knowledge of .
the minerals. The same is true for invérse modeling, which reéuires
detailed knowledge of mineral mass transfer as a water body evolves
along a flow path.

The solubility and thermodymamic behavior of common minerals will
aid an understanding of water chemistry. The modeler must recognize

implausible minerals or reactions in simulation results. A familiarity
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with the behavior of minerals and agqueous species will allow more
accurate interpretations of modeling results. Examples are seen in the
thermodynamic behavior of carbonates, sulfates, silicates, and sulfides.

Carbonates dissolve congruently and exhibit reversible
dissolution/precipitation behavior. They are fairly soluble, and have
relatively rapid kinetics. Carbonates are generally responsible for the
. bulk of calcium, magnesium, and bicarbonate in solution.

Sulfates, such as gypsum and anhydrite, are also very soluble,
reversible, and can contribute high’concentrations of-calcium and
sulfate to solution.

Silicates are more difficult to model, since they dissolve
incongruently, have a wide range of solubilities, and do not exhibit
reversible dissolution/precipitation behavior. As an example, Garrels
and Mackenzie (1967) discovered in the Sierra Nevada spring study that
plagioclase weathers disproportionately higher than othef silicates and
contributes the bulk of ions to soiution. Quartz and K-feldspar remain
q; solid residues, eventually removed by mechanical weathering. The
results of this study suggest that dissolved SiO, in the Sierra spfing
water, and likely most natural waters, comes from silicate weathering,
not quartz dissolution.

Sulfides are fairly aéluble and weather rapidly, but may form an
oxidapion product such as iron hydroxide, or diséociate during bxidation
and form free fe;ric iron, sulfate, and hydrogen ionf Unliké most
carbonates and silicates, however, the stability of i;on species is
redox dependent. ] ‘

There are probably no groundwater gystems that are in overall
cheﬁical equilibrium with their host mineralogy (Piummer, 1984). This
likely applies to rivers and lakes as well. Although mofe soluble
minerals like carbonates and sulfates may reach\equilibrium, most

mineral phases probably will not. Therefore, the Saturation Index of
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most minerals will be some distance from 1.0, indicating a tendency for
either dissolution or precipitation. Most waters are generally
undersaturated with respect to the minerals of the local lithologies,

favoring continued mineral dissolution.
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3. MODEL DEVELOPMENT AND APPLICATION

The objectives of chemical modeling may include any or all of the
folloying: to determine 1) what chgmical reactions have occurred, 2) the
extent to which reactions have proceeded 3) the conditions under which
the reactions occurred (open vs. closed, equilibrium vs. disequilibrium,
constant vs. variable temperature), a;d 4) how the water quality and
mineralogy willféhange in response to natural processes and
perturbations to the system (Plummer, et al, 1983).

The process of -developing and ééplying a chemical model is
accomplished in a series of steps, similar to the development of
groundwater flow numerical models. Development of the conceptual model
is foilowed by development and testing of the npmerical model,
calibration, and validation. Once these steps have been successfully

completed, the model is ready for application.

Conceptualization

The information desired about a hydrogeochemical system will guide
the development of a conceptuQI ﬁodel on which to base the numerical
model. Conceptual model development starts by first determining the
information desired from the model, and the input required to run the
model. ’

| Information desired: Chemical modeling simulations éenerally fit

into one\of three categories - séeciation, inverse, and fo;war&. The
complexity of the model will be péopottional to the q;ahtity and quality
of information desired. .

A speciation model is basically a *"snapshot” of\a water sample at
a point in time, and is the simplest type model to learn and appiy. A
speciation model will be sufficient if the only desired -information is

the distribution of chemical species, ionic balance, saturation indices,
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or determination of possible mineral phases in contact with the water.
No -reactions or mass transfer are modeled, and no predictions are made
of future water chemistry.

If information is desired regarding chemical mass balance of
minerals and dissolved species between two points along a hydrologic
flow path (i.e. mineral dissolution/precipitation between two wells),
‘then an inverse model is required .(Plummer et al, 1983). Inverse
modeling demands more complete and precise input data, as well as more
geologic and geochemical insight. An example of a scenario requiring
inverse moéeling techniques is shown in Figure 3-1. The desired
information is mass transfer between the two wells, which is determined
from the water chemistry of each and a set of hypothetical, user-
specified mineral phases. The mass transfer between well #2 and the
lake in Figure 3-1 could also be considered an inverse modeling problem.

Included under mass transfer are all calculations for which there
is a recompuﬁation of the distribution of species in response to changes

Well #1
Well #2

Ao~ ~

ow

Figure 3-1: Scenario requirihg inverse modeling methods (from Glynn et
al, 1992).
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in the compositioﬂ, temperatufe and/or pressure of the fluid (Plummer,
1984). This includes mineral solubility, dissolution, precipitation,

irreversible reactions in partial equilibrium systems, adsorption,
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mixing of water, etc. The mass transfer calculations predict the
amounts of minerals transferred among aqueous, gaseous and solid phases
as a function of irreversible reactions and/or thermodynamic
constraints.

Inverse modeling may require little more real data input than the
speciation models, but the mental input required is substantial. Since
inverse modeliné’involves the determination of mass balance/mass
transfer,\the user needs both comprehensive chemical analyses of the
waters, aﬂd thorough knowledge of the mineralogy of the system.
However, the determigation of these mineral phases requires a level of
common sense regarding geologic processes and mineral stabilities. As
stated in the NETPATH manual: "The validity of the mass-balance models
depends significantly on the geochemical insight of the modeler in
selecting appropriate phases in the model."

' Inverse modeling is not consﬁréihed by thermodynamics, and may
imply reactions that are thermodynamically impossible (Parkhurst et 31,
1982). It may therefore be necessary to verify the mass balance
calculations by\speciation modeling. Inverse model resu;ts can be used
as input for forward mo@els. provided thermodynamic constraints are not
violated. Plummer and colleagges have applied inverse and forward
modeling techniques to the Florida and Madison Aquifers (1983, 1984,
1990) .

Inverse models may also c#rry errors th*ough the simulation
unchecked. For exaﬁple.’if the ionic balance input to inverse_godels
carries a significant error, it may be carried into the mass transfer
' calculations, resulting in faulty molal transfers and erroneous
interpretations regarding the chemical evolution of the water.

The results of an inverse model will be valid only if the two data
sets are from the same hydrologic flow path (i.e. along a groundwater

stream line, or two points on a river). Attempts to model changes in



water chemistry between two unrelated waters will be meaningless
(Plummer, 1984).

Forward modeling is required if the desired information includes
predictions about water chemistry that might arise through chemical
reactions, biological activity, ion exchange, adsorption, or other
process contributing to the chemiéal e§olution of a water body (Plummer,
1984). Forward models generally have less data available than inverse
models, hence forward methods may be required in situations where an
inverse model should be utilized, if only one analysis is available
along flow path. This scenario is illustrated in figure 3-2. The
setting is identical to the inverse model, but no second well exists.
‘,The desired information might be the groundwater chemistry at the

location of Well #2 from the previous example.
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Well #1
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Figure 3-2: Scenario requiring forvlrd modeling methods
(from Glynn et al, 1992). :
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The most complex application of a forward model is the reaction
path simulation. Reaction path modeling is designed to determine the
chemical composition of an agueous solution, and the masses of minerals

dissolved and precipitated based on a set of hypothetical reactions and

thermodyﬁamic constraints imposed by the user. Reaction path models
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require a thermodynamic model, an initial water composition, and an
assumed set of irreversible reactions and/or mineral-water equilibrium
constraints. Using these, the model predicts the evolution of water and
rock as a function of reaction progress (Plummer et al, 1983). Reaction
progress is measured in terms of a progress variable, such as pH,
temperature, or the moles of a reactant dissolved into solution. If
. kinetic data are ab&ilable, time may be chosen as the progress variable
(Plummer et al, 1983). A valid reaction path model, -therefore, requires
detailed knowledge of mineral suites in the system, pH and redox states,
biological processeé, and gas exchange. | '

Most modeling exercises, both forward and inverse, will usually

‘generate multiple results. To eliminate implausible results and isolate
the best model( the researcher must then draw upon geological and
geochemical knoyledgg[ or in some cases'geologié “common sense" if no
data are availéble. Even then, only an approximation of the actual
system may be obtained. As stated by Plummer et al (1983): "Rarely, if
ever, will the unique reaction which corresponds with reality be
isolated." ‘

Input required: A speciation model reqﬁifes a chepiﬁal an?lysis
for the water, and physical parameters such as pH, Eh and temperature.
Thermodynadic constants are required for each dissolved species and
mineral of interest, but ére built into the databases of all speciation
codes considered in this study. However, the thefmodynamic database of
each code is différent, and the reseafgher musﬁ be aware of the

'differencés and be prepared to modify thermodynamic data if necessary
and if Ehe code allows. An example of a small discrepancy in
thermodynamic data between codes is seen in the solubility éonstant for
quartz in PHREEQE (log K,, = -4.0477) vs. WATEQF (lgg Ky = -4.075).
Although this difference is minor and probably will not introduce

significant error in calculations involving quartz, the example
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illustrates the potential differences that may be encountered in
thermodynamic data.

Program output will include chemical species distribution, ionic
balance, and saturation states of all plausible mineral phases contained
in the software database. Speciation modeling is often an integral
component of subsequent interpretation of inverse.or forward simulations
(Plummer et al, 1983). The inverse program NETPATH runs WATEQF
speciation models for each water sample before performing any mass
balance/mass transfef simulations.

The inverse model requires two additional bits of information
beyond the speciation model: Water chemistry from a second water sample
along the samé evolutionary flow path as the first, plus a set of
plausibie mineral and gas phases in contact with both waters along flow
path. The specified mineral and gas phases will interact with the first
water to préduce the second while satisfying mass balance among all
components. »

Sulfur and carbon isotopic information can also be incorporated to
hglp define mass transfer along flow path in.groundwa;e; (Plummer, 1984;
Plummer et al, 1983, 1990). Although mass tr#nsfer calculations can be
accomplished without isotopic daCa; they provide an additional
constraint that helps eliminate implausible results. The inverse model
assumes the effects of hydrodynamic dispersion are negligible (Plummer
et ai, 1983).

The output from an inverse mode; is a gset of scenarios indicating
the possible ﬁass transfer that occurred among the selected mineral
phases to generate the second water from the first. Thermodynamic
constraints are not an explicit part of the mass balance methodology, so
it is usually necessary to check each model for thermodynamic violations
(Plummer et al, 1983). This can be accomplished by speciation

calculations at the endpoints of the flow path. For example, an inverse



49
model may predict dissolution of a mineral along flow path, but
speciation models at each endpoint show the mineral as oversaturated.
Either the inverse model has generated invalid results, or the mineral
is undersaturated somewhere between the endpoints. Examples of inverse
model application are provided by Plummer (1984) and Plummer et al
(1983, 1990).

The most difficult aspects of inverse modeling are selection of
hypothetical phases, and calibration of the model through elimination of
implausible modeling results. The selection of plausible mineral phases
requires detailed infprmation on the mineralogy of the system, combined
with geologic "common sense." The value of the mass balance
calculations is directly proportional to the amount of analytical data
available (Plummer et al, 1983). The modeler may be unable to identify
all mineral phases present and reacting in the system (due to inadequate
data), which will adversely affect the mass balance calculations, and
hence, the validity of the model. ‘

' The forward model is the most demanding and involves the highest
degree of uncertainty, because.less information is usually available
than for the inverse model. Forward modeling requires educated guesses
regarding reversible and irreversible chemical reactions that determine
the chemical evolution of the water. The forward model also requires
definition of initial conditions.(i.e. a starting water sample), but the
‘final conditions can vary depending on the location along flow path at
which the simuiation terminaiea. The mgdel of the forﬁérd problem is
complete when all appropriate equilibrium or apparent‘eqﬁilibrium
mineral-water reactions are included (Plummer.‘isaé).

Plummer (1984) discusses the importance of adjus;iﬁg initial water
input concentrations to attain electrical neutrality. This sﬁep can be
ignored if the modeler chooses to maintain the analytical integrity of

the initial solution. The modeler must decide when it is better to



50
leave the analytical data unadjusted, in which case the charge imbalance
will be distributed among the computed mass transfer coefficients. For
this study, analyticai data was left intact and charge imbalance was
carried into subsequent simulations.

The output of a forward model is a prediction of water chemistry,
and perhaps an estimate of mineral mass transfer and mass distribution
- generated as reactions occurred along flow path. Unlike inverse model
results, forward model results will not contain violations of
thermodynamic constraints. The selection of plausible results will be
based on information such as final dissolved concentrations, mass
distribution or transfer, or parameters such as pH or Eh.

Inverse modeling is the method of choice when the necessary
information is available. Forward modeling is regarded as a method of
last resort when information is unavailable. Inverse modeling can also
be thought of as determining what has happened, whereas forward modeling
predicts what will happen.

The ideal scenario for development of a forward model is when
information.is avail#ble to allow calibration with an inverse model, a
procedure that has been applied in this study. 1If a reaction is found
through forward modeling that satisfies the net mass transfer
constraints defined by the inverse model, then the calculated path is

thermodynamically valid (Plummer et al, 1983).

The Numerical Model

Develogmént: The‘development of the numerical model involves
gathering and compiling data, and incorporation of these and other
parameters intoc the conceptual model to give the simulation unique
characteristics representative of the field situation. This information
represents input to the computer modeling codes.

What constitutes input "data" may not be explicitly definable, and
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may be subject to considerable user discretion. Examples include the
selection of plausible mineral phases, estimates of irreversible
reaction stoichiometries, ratios, and/or masses, or selection of ion
sources and sinks. Input data therefore will be a combination of actual
field data, and a set of usér-defined variables or parameters that will
act upon, or be acted upon by, the actual data. 7

Field data can include water chemistry, aquifer or wallrock
mineralogy, mineral percentages,.ptecipitation/evaporation rates, and
perhaps groundwater flow rates. The user-defined parameters might
iﬁclude mixing ratios of different water parcels, irreversible mineral
dissolution masses, kinetic data, time frames, or minerals involvea in
reversible equilibrium reactions.

Both inverse and forward hydrogeochemical models will require
initial and boundary conditions, not unlike numerical groundwater flow
modéls. The.boundaries, i.e. the beginning and end of the flow path,
depend on the infoma;:ior; desired and the availability of data (Plummer,
1984). The boundaries of an inverse model a;e strictly defined as the
initial and final points along the modeled flow path. o

The boundaries of a forward model may be less rigorously defined, .
hencé subject to higher uncertainty. The initial condition is generally.
the chemical analysis for the initial water. The final condition
depends on the objectives of the study, and may be varied through
Qensitivity analyses. For example, the initial condition in pit water
modeling is the chemistry of groundwater imhediately upgradient of the
pit. The final condition may be the-pit‘water after a épécific time
period, at a specified water level, or after a series of reactions have
occurred, or it might be groundwater at some point hydraulically
downgradient from the pit. _ |

During model development, many specific questions must be answered
which will influence the selection of modeling parameters and software.

-
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Plummer (1984) posed the following questions in defining the inverse
model of the Madison Aquifer in the northern U.S. These questions will

likely be applicable to development of any inverse or forward model:

* What minerals are present and what are their abundances?

* How does mineral abundance, including trace mineralogy, vary
spatially in the system?

* What is the actual cdﬁposition (elemental substitution, ‘exchangeable
ions, etc.) of each mineral and how does this vary spatially?

* What is the isotopic composition of the minerals and hoﬁ does this
vary spatially?

* Are there any regional trends in mineralogy or composition that can
be related to direction of flow?

* From thin section or SEM examination, which minerals appear to be
secondary and which are being replaced?

*+ Is there evidence of coatings or zoned crystals? And, if so, how
does the composition of the coating vary in the crystal:

*+ Is the mineralogy of more permeable rocks in the system different
from that in less permeable zones?

-

A .crucial step in forward model development is the recognition of

potential irreversible reactions (Plummer, 1984), such as: -

v

* Oxidation of organic matter, as during sulfate reduction.

¢+ Dissolution of minerals that rarely reach equilibrium in the ground
water environment, e.g. primary silicates like pyroxenes, feldspars
or trace minerals. ’

* Gain or loss of gases in the system, such as methane, oxygen or
carbon dioxide.

’

Recognition of reversible reactions will be a key component of
either model. 1Identification of mineral phases with which the water is,
or could be, in equilibrium will help constrain the model and isolate
implausible results. -

Additional questions that may need answering to help define the

system during model development include:

+ 1Is the system open to gases such as CO,, O,, CH,, in a reversible
reaction?
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* what is the scale, both temporal and spatial, of the simulation (i.e.
is the pit lake being modeled at incremental depths or at ultimate
depth; what distance from the pit do we want to model)?

*+ Do we need to incorporate reaction kinetics?

*+ Do we need to model trace elements?

Researchers must be careful not to overconstrain the model. This
can be done by violating the phase rule, or by specifying too many fixed
‘components or too few variables. An’example is provided by Peterson et
al (1987) for carbonate equilibria. The variables are alkalinity, pH,
and pCO,. If all of these are fixed, then a forward simulation that
predicts changes to the system is not possible. The execution may
terminate and indicate that a phase rule violation has odcurred, or may
simply remove one of the variables.

When all questions have been answered regarding model -
conceptualization, the level of sophistication required from the
softwa;e can be determined. Since each program is designed for a
different purpose, each modeler should use a program based on the
research objectives. The software are discussed in the next chapter.

Execution: The execution of the actual numerical model ;roéeeds
in a series of steps. Model calibration may reguire an iterative

process based on the results of sensitivity analyses, és {llustrated

below: -
> 1} Run the model.
. 2) Interpret the results.
3) Sensitivity analyses.
' 4) Calibrate. .

Running the model is self-explanatory in the context of this
study, since only "canned” computer software packages are considered.
The only constraints are the availability of computer memory and
mathematical processing capability, provided the data have been entered

correctly into the model.
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Interpretation and Sensitivity Analyseg: Ihterpretation of
modeling results will be site-specific, and is not a skill that can be
acquired by reading a manual. The user must draw on a wide spectrum of
geochemical, geologic, and moeeling expertise to separate the plausible
results from the implausible or invalid. The reader is again referred
to Plummer et al (1983) fot examples/ef model calibration.

The selection. of the‘most\plausib{e result might be best achieved
through sensitivity analyses that provide'a range of possibilities.
Sensitivity analyses will provide the combined benefit of bracketing the
results within the window of uﬁcertainty, as well as seeing the effect
of varying input parameters on modeling output as results move from
implausible to plausible within simulations.

The problem of excess plausible phases can be complicated b? the

]uexlstence of mineral phases of varlable composztlon, 'solid solution or

impurities that can change the m1nera1 stoxchxometry from that assumed

by ideality. This exemplifies the utility of field examination or

- petrographic data for the geologic system being modeled.

Plummer et al (1983) discuss the difference between possible

reaction paths and the net reaction path, which is illustrated in Figure

'3-3. The net reaction path is depicted by path 2 in each figure,

whereas possible reaction paths are depicted in paths 1, la, and 3. In-

»each case, PC (Polk City) is the 1n1t1a1 water and w {(Wauchula) is the

final water. Relative rates of dlssolut1on/precip1tat10n may cause
curved paths but the net reaction path generally is a straight line.

The actual reaction path may be defxnable through small 1ncrementa1

‘steps in reaction s1mu1atxon. This type of reasoning may be requxred in

many modeling exercise to eliminate implausible results.
» There are several ways of eliminating implausible reaction models
from further comnsideration. First the computed mass transfer should be

consistent with the saturation indices (Plummer 1984). Petrographic or
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SEM data, plus isotopic data can help eliminate implausible models.
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Figure 3-3: Actual vs. net reaction path. Predicted variation of
magnesium, calcium, pH, and 6%C in ground water between Polk City (PC)
and Wauchula (W) (from Plummer et al, 1983).
Conditions that may limit the success of chemical modeling are

(Plummer, 1984):
* Fracture flow, causing different residences times at different

locations in the aquifer.
* Vertical mixing from either leakage or recharge,

* Chemically stratified flow systems (changes in chemistry with depth),

* Groundwater systems that have been altered hydrochemically such as
through injection.

¢

Calibration: Calibration is the process of adjusting specific

input parameters, such as initial or boundary conditions, and rerunning
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the model in an attempt to converge on the desired result. Calibration
may be an iterative process requiring several loops through steps 1 to 4
to attain convergence. Calibrating an inverse model can be more
difficult than a forward model, because in the invérse model, the final
condition is known, and any‘podel which produces different results is
obviocusly invalid. If model calibration is not possible due to faulty
- input data, then more data collection and compilation may be‘necessary.

In the forward situation, the modeler generally has a less
definitive idea of what to expect in the final condition. Calibration
may not be so much an atteﬁpt to obtain a final result, but to refine
the output to bracket more believable geochemical values.

The success of calibration dgpends on the availability of real
- world examples with which the model can be compared. Not all forward
models will have the luxury of an example location, in which case_the
best educated guess may belthe only referenoe with which the model may
be compared. Pit water modeling is aﬁcase in which a-limited number of
real world examples exist for comparison.

When a model is calibrated, the input of a certaxn combination of
parametersrand boundary condztions will reproduce field measured data as
output (Wang and Anderson, 1982). However, the results may not be
unique, and multiple models may remain after all tests have been
exhausted. In this case, the problem is non-unique and wili remain so

. until appropriate new data are introduced (Plummer, 1984).

v -

Verification/Validation: The final test of a model is to
determine whether 1t successfully s;mulates field observations. When a
numerical groundwater flow model meets these criteria, it is saxd to be
calibrated and verified {(Wang and Anderson, 1982). The goal of
numerical model verification is to demonstrate that the model can
simulate some historical hydrologic event for which field data are

available.
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The process of verification and validation applies to chemical
models as well. Peterson et al (1987) refer to validation as "the
coherence, to some acceptable accuracy, of labor;tory and field data,"
and to verification as meaning that "the coding and mathematical
algorithms in the computer code were certified to be correct." Models
may be verified by comparing the results obtained from the code with
results from other code;, or the computations could be checked by hand
(Peterson et al, 1987).

Once the model has been calibrated and verified/validated, it is

ready for application.
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4. SOFTWARE

This chapter discusses the software codes that were used in this
study for application of the pit water models (BALANCE, MINTEQA2,
PHREEQE, WATEQF, and WATEQ4F). Each code is designed for a different
purpose, agd therefore each has different input requirements,
capabilities, and limitations. The output files generated by each code
vary in complexity and length, both of which increase with the number of
functions the program is asked to perform.

Speciation modeling codes are discussed first, followed by the
inverse, then the forward modeling codes. The order presented also
parallels the difficulty of use, andlthe variety of functions each code
can perform. The user friendliness of a code is generally invérsely
prdportional to its capabilities.

Basic input: All simulations require as inputAthe concentrations
of dissolved ions obtained from chemical analyses. Most codes require
temperature and pH;.although PHREEQE can calculate pH depending on the
concentrations of other cdmponents (plkaiinjty, pCo,)." If no
temperature is provided,' éo&és willqéeneraily default to 25°C. 1If the
problem involves redox, either dissolved oxygen or Eh/pe must be
specified, or the concentrations of separate redox couples must be
proviaed from which the code can calculate the Eh.

If analytical data for a particular ion are not available, no
speciation or saturation calculations will be performed for any species
or minerals of which the ion is a component, and that data will be‘
missihg ffom the output. This is a critical concept. Missing
analytical data for particular ions will introduce deficiencies in the
modeling of speciatioh and mineral saturation indices.

Database Limitations: The size of e#ch program’s thermodynamic
database will limit its effectiveness in assignihé a valid and complete

suite of aqueous species and minerals to the modeled system. This may
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be the most significant limiting factor among the various codes. Pigure

4-1 shows

a comparison of the different databases for several codes.

WATEQF has a much smaller database than WATEQ4F. The EQ3/6 and MINTEQA2

databases

exceed all others, containing a large collection of trace

metal thermodynamic data appropriate for mine-related modeling

applications.
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Figure 4-1: A comparison of databases for some geochemical speciation
and mass transfer codes (from Glynn et al, 1993).

Speciation Modeling Codes

The

speciation modeling codes are the simplest of the software

packages to use, primarily because of their limited capabilities. They

i
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are only designed to calculate activity coefficients, ionic balance,
chemical speciation, and saturation states (including gas partial
pressures) of a water analysis. The only input data required are field
parameters (temperature, pH, and solution density) and concentrations of
dissolved aqueous éomponents (expressed és total calcium, sodium,
sulfate, alkalinity, etc.). Optional field parameters include pe/Eh,
dissolved oxygen, and conductivity.

WATEQF and WATEQ4F: The WATEQ codes of the USGS, for which WATEQF
and WATEQ4F are the latest versions, are among the most widely used
geochemical modeling programs. They have‘easily understood menu-driven
input packages, and provide clear, concise output files. They can be
applied to stand-a}one speciation studies, or incorporated into more
comprehensive studies to help interpret forward or inverse models.

The original WATEQ was written by Truesdell and Jones in 1973
{published by USGS in 1974, Journal of Research) in PL-1 (Programming
Language/One). WATEQ contained a thermodynamic database consisting of
22 master spécies,'lgo agueous species, ané 56 minerals. Plummer et al.
(1976) translated the PL-1 version into FORTRAN IV (WATEQF. USGS Water-
Resources Investigations 76-13), and made minor revisions including
addition of‘manganese species and minerals. WATEQ2 (Ball et al, 1975)
incorporated 10 additional trace elements and many additional complexes
and minerals. USGS publication WRI 78-116 (Ball et al., 1880) intro-
duced some revisions and corrections to WATEQ2, and WATEQ3 (Ball et al,
1981) added uranium species. The 1agest version, WATEQ4F (Ball and
Nordstrom, 1991), contains a thermodynamic database with 32 master
species and over 600 agueous spécies and mineg&ls. -

The current Qersion of WATEQF (Plummer et al, 1984) is called
program WATEQF.PATH, which creates input files for the NETPATH program.
WATEQF first calculates activity coefficients, speciaﬁion, ionic
balance, and saturation indices of each water analysis. WATEQF include-

\
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provisions for entering isotopic analysis to be used in mass transfer
calculations. The files are then available to be loaded into NETPATH
for mass balance calculations in the inverse model. The greatest
shortcoming of WATEQF in the context of mine water modeling is the
absence of any trace metal data other than iron. WATEQF is therefore
inadequate for application to speciation modeling of mine waters
containing trace metals beyond iron. 'WATEQ4F has a larger thermoa}namic
database, with many trace elements applicable to mine water modeling,
including arsenic, cadmium, copper, lead, nickel, silver, uranium, and
zinc. Neither NATEQé or WATEQ4F contain thermodynamic data for mercury
‘species.

WATEQ4F has greater flexibility in handling redox problems than
WATEQF. WATEQ4F has 9 separate areas in which redox calculations are
applied, and 14 means with which to calculate or input an Eh value (Ball
and Nordstrom, 1991). A useful application of WATEQ4F is to verify
field Eh measurements by calculating redox potential from the
concentrations of each component in a redoi couple (e.g. Fe?*/Fe’, or
NH,'/NO;") . WATEQ4F can calculate the’system pe/Eh from any of several
redox couples, then can redistribute the remaining redox couples bases
on the calculated pe/Eh. i ‘

The WATEQ codes can calculate speciation in water samples ranging
. in temperature from 0° to 100° C. However, thermodynamic solubility
constants are sﬁecified for 25‘&, and adjustments to K, values via the
Van‘t Hoff equation for departures from 25°C inFrease the uncertainty in
‘the modeling results ' (Ball and Nordstrom, 1991).

WATEQF ;nd WATEQ4F compute charge imbalance by the following
formula: '

(5um.o£ Cation Species - Sum of Anion Species)

A% = * 100
{sum of Cation Species + Sum of Anion Species)/2
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WATEQF provides an error message if the ionic balance exceeds 30%,
and asks if you wish to proceed anyway. As stated earlier, it would be
unwise to proceed with an error of that magnitude, since it usually
indicates an error or omission somewhere along the line from sample
collection to data input. WATEQ4F terminates the run and provides an
error message if charge imbalance exceeds 30%. ,

_ WATEQF uses the Robinson-Stokes Debye-nﬁckél equation to calculate
activity éoefficients for Ca’, Mg*, Na°, K°, Cl°, SO, CO,*", and HCO,.
The user has the option of selecting either the Debye-Hlickel equation,
or the Davies equation (c = 0.3) for all other activity coefficients.

WATEQ4F does not allow the user to choose between methods for
calculation of activﬁty coefficients. The extended Debye-Hickel
?quation (equation 3) is used for polysulfide species,‘carbonates, ",
and Sr Qpecies. The Robinson-Stokes Debye-Hickel equation (equation 4)
ié applied to those1spgcies for which the b ﬁarameter is available, and
the Davies equation JE = 0.3) is used for calculation of all other
activity c;efficients. | ‘

. The thermodynamic database ofl'b'oth WATEQF and WATEQ4F are hard-
coded, meaning that they are part of the source code.'énd no additidﬁs
or corrections can be made to the database without recompiling the

source code.

Inverse Modeling Codes . ‘

‘ Inverée mo&eliﬁg is the calculaﬁion of net geochemical mass
transfer reactions between an initQaI and final water along a hy@rologic
flow path (Plummer et al, 1991). BALANCE and NETPATH are the only codes
evaluated in the study with invefse modeliﬁg capability: These codes
require chemical analyses from two different water samples along the
same evolutionary path, plus plausible phases with which the water

reacts to generate mass transfer dissolution or precipitation products.
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These plausible phases generally are mineral solids, but may also
include gases, ion exchangers, or (if a mixing problem is being modeled)
other aqueous solutions (Parkhurst et al, 1982). The output produced by
an inverse model will be the mass transfer that occurred, in terms of
molality of components added to or removed from solution, between the
linitial water and the mineral phases to produce the final water
composition. ' i

BALANCE: BALANCE was developed in 1982, and was designed to help
define and quantify chemical reactions between ground water and minerals
(parkhurst et al, 1982). The program calculates the amounts of phases
entering or leaving the aqueous phase (mass transfer) to account for the
changes in chemical composition between two solutions along the same

hydrologic flow path. The purpose of the program is to derive balanced

reactions of the form (Parkhurst et al, 1982):

!

Initial solution + Reactant phases --> .
Final solution + Product phases

BALANCE is designed specifically for mineral-water interactiéns,
but can solve anf get of linear equations-formulated‘bylthe user
{Parkhurst et al, 1982). This includes: 1) mass balance on elements, 2)
mixing end-members waters, 3) oxidation-reduction reactions, and 4)
simple isotope balaﬁce. Examples of each are provided in the BALANCE
manual (Parkhurst et al, 1982). ‘

The primary advantage of BALANCE lies in the ability of the user
to manually add elements and minerals to the database. BALANCE is well
suited for inverse modeling in mining environments, since the user can
add trace metals such as arsenic, mercury, ziﬁc, or others.

NETPATH: NETPATH is a revision of BALANCE, and offers
improvements in the construction and management of input and output
files. Isoﬁopic fractionations can be incorporated more easily in

NETPATH. The ability is retained to computé mixing proportion of two
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initial waters and net geochemical reactions that can account for the
observed composition of a final water. NETPATH alsa allows
incorporation of evapoconcentration in the determination of mass
transfer. -

NETPATH has no provision for manually entering elements, such as
trace metals, 1nto the calculations. Only new minerals for which
elements already exist in the database can be defined. Unfortunately,
NETPATH contaigs no trace metal data beyond iron. This shortaoﬁing
renders NETPATH inadequate for mass balance calculations on mine waters
containing any trace metals other than iron. NETPATH could become an
important tool in determining mass transfer in pit wall dissolution if

these capabilities were incorporated.

Forward Modeling Codes

-

. Forward modeling can range from a simple equilibrium simulation to
one in which chemical evolution is followed as a function of reactions —
with a suite of minerals. Forward modeling may also involve predicting .
the evolution of the water down a hypothetical flow path which - PR
encounters a number of different processesvand environments. This Eype .
of modeling is known as reaction path modeling.

The variables that may be encountered along the flow path can
become numerocus and complex, making the mo&eling effort difficult and
subject to multiple interpretations. ﬁeaction kinetics, adsorption, gas
exchange, biolégic activity, and many other procasaes may influence the
chemical evolution of a water body along flow path. \ ]

MINTEQA2: MINTEQA2 is an equilibrium spaciation software package
with the largest thermodynam;c database of all codes considered in this
study The program can calculate ion apeczatxon, solubilxty,

adsorption, oxidation-reduction. gas phase equilibria, and

precipitation/dissolution of solid phases (Peterson et al, 1987).
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MINTEQA2 can accept a finite mass for any solid considered for
dissolution. The code contains many trace metals of interest in mining,
including arsenic, cadmium, cesium, chromium, copper, mercury, lead,
selenium, silver, thallium, and zinc.

The original MINTEQ was developed at Batelle Pacific Northwest
Labor;tory by Felmy et al (1984). MINTEQ combined the thermodynamic
database of WATEQ3 witﬁ the mathematical structure of MINEQL (Schecher
and McAvoy, 1991). The latest edition of MINTEQA2, version 3.11 was
published December 1991, and incorporates the input file generator
PRODEFA2 version 3.11.

For the level of sophistication it provides, MINTEQA2 is the most
user friendly of the forward codes. The interactive file generator,

PRODEFA2, allows easy construction of input files for both forward and
séeciation models.

MINTEQA2 solves multi-component chemical equilibrium problems much
the same way as other codes, by simultaneous solution of the nonlinear
mass action exp;essions and linear mass balance relationships. MINTEQA2
uses the mass'action expressions to modify the mass balance equations-. ...
into the form necess;ry for the calculations. This procedure is -
illustrated by Peterson et al (1987). The user must be aware that
MINTEQA2 uses formation constants rather than dissolution constants.

‘ MINTEQA2 performs a computational loop of iterating to
equilibrium, checking for precipitation or diésolution. and shifting
. mass between the.aquéoﬁs and solid phases until equilibrium is achieved
and there are no oversaturated "pbssible' solids and no undersa;u:ated
_"existing® solids. The reader is referred to the manual for definitions
"applied to various types of variables (e.g. solids) in the code.
MINTEQA2 uses the Newton-Raphson approximatiop method to refine
estimates within each iterative loop. PFigure 4-2 is a flowchar;

‘diagramming the procedural loop MINTEQA2 follows in solving a chemical
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equilibrium problem.
MINTEQA2 provides two options for calculating activity

coefficients. If the user selects the Robinson-Stokes Debye-Hickel

Ansivicel Temp, Densuty
Uruts Ksec  Duslectnic Const, AKslinty
Dsts
Manpulatron 1
PREP ALKCOR
Molality Debye-Huckel A BB 100y inorganic

o Ke Parameters

Cardbon
{log K at new rtemperature}
. Inutssl Activity
' ) - Guess
Conc. of Complexes Compute New
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- ACTVTY . Check for You _ Outpwt R
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Actwvity Coelf, y {gavasian shmination 1Y)
ACTVTY  mavies or o-H) #nd back sima
wumlwon)
. Compute Jacoban
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P

Figure 4-2: Path that MINTEQA2 uses in lolving a chemical oquilibriun
p:oblen (from Peterson et al, 1987).

equation, it is used for all species with the necessary ion size
parameters, and the Davies equation is used for all others. 1If the user

" selects the Davies equation, it will be used throughout the simulation

for all species. MINTEQA2 refers to the Robinson-Stokes Debye-Hickel

\
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equation as the "modified Debye-Hickel equation.®" MINTEQA2 uses a
slightly different version of the Davies equation, where the last term
is 0.24I (Allison et al, 1991). MINTEQA2 starts the/iterative process
by estimating the activities df none is provided. The concentration of
each component is divided by 10 to obtain an initial activity guess.

MINTEQA2 offers some flexibility in the data input reduirements.

A measured value of pH or pe may be specified as fixed, or MINTEQA2 can
calculate equilibrium values. As with WATEQ4F, MIﬁTBQAz can calculate
the system pe/Eh from a variety of redox couples, then can redistribute
the remaining redox couples based on the calculated pe/Eh. Also, a
mineral may be specified as presumed present at equilibrium, but subject
to dissolution if equilibrium conditions warrant, or definitely present
at equllxbrlum and not subject to complete dissolution (Allison et al,

' 1991). The ionic strength can also be flxed or computed MINTEQA2
offers useful options in the manipulation and variation of pH, pe, and
in controlling the influence of gases.

MINTEQA2 deaignetes solid phases ac either pospible, finite, or
infinite. The user specifies infinite phases and the amount present -.-
(moles). The solid may then dissolve if equilibrium conditions warrant,
up to the total amount specified. Pinite solids are also user defined,
and are available for complete dissolution up to equilibrium, as
solution thermodynamics dictate. Both solids are redesignated as
possible solids if they dissolve completely, in which cage they may
reprecipitate if they become oversatpreted. It dissolution is deaired
beyond the equilibrium concentration, the solid must be *hand d1ssolved'

.(Peterson et al; 1987), in,which the componeocs of the solid are entered
as Type 1 components in PRODEFA2. o

The modeler may allow mineral precipztatlon if oversaturation
occurs, or they may be excluded from precipitation. MINTEQA2 contains a

sweep option, in which a range of values or concentrations can be
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entered to evaluate the effect on the system from the perturbation.
This option is useful in sensitivity analyses.

Expansion or revision of the thermodynamic database is easier in
MINTEQA2 than in any other code. The program is not hard-coded, and
addition of components, species, and minerals is achieved interactively
through PRODEFA2. These additions may be added to the permanent
database, or simply included for the current problem being executed.

Adsorption Models: One of the most attractive features of
MINTEQA2 is the iﬂco;poration of adsorption models, including a limited

amount of surface complexation thermodynamic data. Seven adsorption

models are available:
1) Activity K,
2) Activity Langmuir ,
3) Activity Freundlich v
4) Ion exchange ‘ .
5) Constant capacitance
6) Triple-layer
. 7). Diffuse-layer
'Only‘one adsérption—model may be chosen per simulation, but within
ﬁhat u§ to five diffgrent surfaces (i.e. adsorbent.mineral phases guch
as ferric hydroxide, or manganese hydroxide) méy be defined for a singlé
ﬁrogram execution, with up to two types of sites per surface. This
capability is consistent with experimental data published on adsorptxon
.surfacea such as hydrous ferric oxide (Dzombak and Morel, 1990), which
appears to possess two different sites with different surface energies
.and diffefent adsorptive capacities. - - \ ’ A
The user must provide 1nformatzon regarding site density, apeczfxc
surface area, adsorbent concentration, and surface potential. The
definition of these variables distinguishes one adsorption model from
another. There is no‘intrinsic difference within MINTEQA2 that

distinguishes one surface from another, nor one site on a surface from

another (Allison et al, 1991).
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With the exception of one auxiliary input file for the diffuse
layer model, the authors of MINTEQA2 have chosen to omit thermodynamic
constants for adsorption reactiohs, and leave the selection of them to
the discretion and problem-specific knowledge of the user. They chose
this route because natural adsorbent phases often occur as mixtures of
impure amorphous substances that vary widely in chemical behavior améng
sites (Allison et al, 1991). |

The large database and adsorption capability make MINTEQA2 a very
useful tool for mine water quality modeling. The primary shortcoming of
MINTEQA2 is its limited ability to model reaction path geochemical
processes. The proéram cannot dissoclve ions into the pit water to
concentrations beyond equilibrium. Once equilibrium is reached with
respect to the ﬁost solubility mineral thermodynamically plausible, the
dissolution process stops. If a higher concentration is desired, the
user must "hand dissolve" the minerals. '

PHREEQE: PHREEQE (PH-REdox-EQuilibrium Equations) is designed to
model geochemical reactions, and can calculate px,‘redox potential, and.  __ _.
mass transfer as a function of reaction progress (Parkhurst et al, - .._- - .
1980) . In addition to most capabilities of the speciation codes, the
program can also determine the composition of a solution in equilibrium
with multiple phases.

PHREEQE can simulate addition of reactants to a solution, mixing
of two waters, and titration of one solution witﬁ anothet:’ In each of
.-these cases, PHREEQE can simultaneously mgintain the reacfing solution
at equilibrium with mulfiple phase boundaries‘(Parkhurst et al, 1980).
The program can éerfofm a sequence of simulations in a single computer
run. ‘

PHREEQE allows the entire reaction pa;h to be modeled in one input

I

data set. The building 5f this data set can be a lonétprocesa if the

user does not have a firm grasp of the desired reactions from the start.
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Furthermore, a mistake in one of the early steps will be propagated and
magnified through each remaining step until the simulation runs its
courée, likely rendering the ;ntire simulation useless. During reaction
simulations, the program calculates pH, pe, total dissolved
concentrations of ions and species, the mass transfer of phases between
the aqueous, solid, and gaseous phases, and saturation indices of ;11
plauéible minerals. s
The main disadvantage of\PHREEQE is that the database is
 signi£icant1y smaller than the MINTEQA2 or either WATEQ database.
However, the advantage of PHREEQE is that the elementg, spegies, and
mineral phase databases are external to the computer code (not hard-
coded) ; and are easily podified or expanded. The aqueous model is
completely user-definable with respect to'elfments and species, énd
'cbmﬁonents are easily added or revised. For this study, 8 elements, 113
aqﬁeous species, and 130 minerals were permanently added to the PHREEQE
‘thgrmodynﬁmic database. . .
. PHREEQE’s dataﬁaseAcan theoretically be expanded well bgyond the
size specified in the manual, to a level exceeding other codes with
. larger databases (Parkhurst, berson#l communication). This cannot be
done with the assistance of the input file generator (PHRQINP*), and
requires editing of the databases and source code, and recompilation.
PHREEQE draws from three equations'éo calculate activity

coeffiéients: the extended Debye-Rickel équ;tion ‘Bquation 3), the
. WATEQ Debye-Hickel equation (Equation 4), or the Davies equation
t (Bqﬁation S). The non-linear equations are sqlved using a combination
of two techniques: (1) a continued fractionAapproach, as in Wigley
(1977), is used for mass baianee equations, and (2) a modified Newton-
' Raphson technique is used for all other equations. The reader is
referred to the PHREEQR manual for thorough discussions of these methods

(Parkhurst et al, 1980).
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PHREEQE has thé ability to dissolve masses of solids into solution
well beyond system equilibrium. This represents an advantage over
MINTEQA2, which cannot perform this function automatically. PHREEQE can
compute the amount of irreversible reaction required for the solution
composition to reach the intersection of an assigned phase boundary,
with or without the inclusion of other mineral-water apparent equilibria
(Plummer, 1984). PﬁﬁEEQB can model mixing of two waters at any
specified proportion, a potential advantage in pit water models
requiring simulation of mixed conditions. A comparison of ?HREEQE and
MINTEQA2 is Qﬁown in figure 4-3.

The major distinction between the reaction path capability of
PHREéQE, and true reaction path codes such as EQ3/6, is that PHREEQE
solves for the solution composition and mass transfer only at requested
points in reaction preogress (Plummer, 1984). The disadvantage of
increased user manipulation is countered by better computational
efficiency. Plummer (1984) cites a comparison of PHREEQE and EQ3/6
performed by INTERA (1983) that gave identical results when using the
same agquecus model and thermodynamic data. . ... - . L

' To solve solution chemistry problems, PHREEQE uses equations
representing the following: o
* Total masses of each element in the system. The total concentrations
of the elements must be known for PHREEQE to begin any calculation at
;aizzngon increment. The totalrconcentration mgst satisgy mass

. * Mass action equations for ion'pairs. These are usually represented
by formation constants, also referred to as equilibrium constants.

* Electrical neutrality. PHREEQR can adjust the pH of the system to
bring the solution to electrical neutrality.

*+ Phase equilibria. An additional equation is required for each
mineral added to the system, and is provided by the solubility
product constant for the mineral.

+ Conservation of electrons (for problems involving redox). PHREEQE
keeps track of those species whose valence can change over the range
of pe-pH conditions covered by the chemical stability of water.
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PHREEQE MINTEQA2
Capability to irreversibly add or substract a Yes No
oet stoichiometric reactioo, in specified o (extensive) (except dissolutioa to equilibrium of 8
equal-increment stepa? fixed quantity of solid)
Capability 10 mix two waters or (0 titrate ooe Yo No
with the other? '
Capability to add a net stoichiometric Yea No
reaction uatil a mineral phase boundary is
reached?
Capability 1o change equilibration Ya No
temperature in equal oc specified increment (separate problems must be run)
steps?
Automatic charge balancing with a speaﬁe& Yes No
cation/anion ot with pH?
Adsorption, Sutface complexation and Ioa No - Yes
exchange? (PHREEQM does ica exchange)
Only precipitate solids if supersaturated? No Yes
’ (PHREEQM does it)
Fix activities of given species (1 per No Yes
component)? . .
Exclude given specics/minerals? Yes Yes
(exctuded specics will cause an inconsistent -
thermo. database) ‘ '
Solid4olution Aqueous-sotution equilibria? " No No
Density correction? ' Yes No
Maximum asumbes of componcents that can k 3
be eatered in a given simulation? (database has more, but code must
) ’ be recompiled) .
Muld-probiem capability? " Yes Yes
Capability 1o use the solution made io one Yo No
probleas as input for the pext?
Input program? Ye Yes
Graphical output? No - No
Spreadsheet output? No Yes

Pigure 4-3: Comparison between MINTEQA2? (version 3.0) and PHRERQE
(1950)) from Glynn et al, 19592.

P2 S 2 £ £ 2 = 2 42 2 2 2 2 X 2 2 L2 2 2 2 22 22 2 32 2 3 F 22332 2 3 222 i 2 E 3 2 2 2 2.2 32 2 2 32 2 2 2 2 2 2 2 2 2 £ 3322 £ 33 2 2 J
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Limitations: PHREEQE cannot remove minerals from solution via
precipitation and adjust the resulting solution concentration, unless
the mineral is specifiéd as a reversible reaction. This procedure could
become tedious if PHREEQE were used alone to model such reactions, which
is why MINTEQA2 was incorporated in this study for modeling
precipitation reactions. ‘

PHREEQE includes equations for charge balance and conservation of
electrons, but mass balance constraints are not imposed on O and H (i.e.
the model assumes a constant mass of water). This assumption can lead
to errors in modeling reactions involving hydration and dehydration of
minerals, and redox conditions near or beyond the stability of water
(élummer, 1984). The only constraint on H, and O, are equilibrium and
electron balance constraints, so there are no limits on the amounts of
' H, or 0, that can be made or destroyed in the computations performed to
satisfy the reaction constraints of a simulatiﬁn. If the masses of H,
and 0, involved in chemical reactions become significant relative to 1
kilogram of water, then the simulation may start to deviate from reality
(Parkhurst et al, 1980). The assumption is valid as long as the mass of
water involved in he%erogeneous and homogeneous reactiohs is small
relative to one kilogram of water (~55.5 moles; Plummer et al, 1983).
The error introduced when modeling natural waters is usually negligible.

A more significant problem occurs if PHREEQE is used to model
systems in which large amoﬁnts of water are involved in mineral
precipitatién or dissolution, such as miéht be encountered in brines.
For example, precipitation of 1 mole of natron (Na,CO, - 10H,0) from 1
liter of solution would remove 10 moles of H,0 from the aqueous phase,
causing an increase in concentration of all remaining constituents in
the solution. The increase in concentration would be about 20 percent,
but would not be taken into account in PHREEQE’s present cémputation

system.
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PHRQPITZ: PHRQPITZ is designed for modeling highly concentrated
solutions such as brines. PHRQPITZ is basically identical to PHREEQE in
the general format for input and output, witb two major exceptions: 1)
PHRQPITz'incorporates the Pitzer parameter ion-interaction formulas to
calculate ionic activities, and 2) the database is restricted to species
and minerals (e.g. trona, mirabilite, etc.) typicaily found in brines.
To revise and expand PHRQPITZ to allow mine water modeling would be more
- painstaking than the effort required for PHREEQE, 80 the user would be

better advised to revert to PHREEQE for such a project.
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5. PIT WATER MODELING CONSIDERATIONS

There are many factors that can influence the chemical evolution
of pit water, and which require varying degrees of attention when
modeling the system. Some variables are obviously more important than
othefs, and many are interrelated. A change in one variable can affect
several others. These considerations guide the model conceptualization
and must be factored into the numerical model development. The
recbgnition and/or definition of these variables basically define the
numeric§l model.

Figure 5-1 shows a cross section of a hfpothetical pit lake, and
illustrates some of the many factors and processes that will influence
pit water chemical evolution. The factors can be categorized generally

as either physical or chemical.

Chemical Factors

[

Classification of Deposit: The genetic classification of the
mineral d;posit will allow bro;d g;héraliza;ions on tﬁe;type of water
quality expected at the mine site. Deposits are gene£ai1y clagsified by
type of ore, morphology of the ore, and type of mineralog} or lithology
in which the ore was deposited (host rock or wall rock). Examples
include carbénate hosted disseminated gold deposit, porphyry copper
deposit, strétiforﬁ massive éulfide, and strééibound base metal deposit.

If the ore host is carbonates, acid mine Qrain;ge is unlikely, andi
~ if the ore is disseminated, high quantities of metal sulfides may be
unlikely. Howéver, if ghe ore is porphyry copper or massive sulfide,
b0£h high metals and écidic‘watérs‘may result, as was seen in Table 1-1.

The most. common type of mineral debosit in Nevada is sediment-
hosted, disseminated gold deposit (Bonham; 1991). Deposits hosted in

other lithologies, such as volcanic or metamorphic rocks, comprise a
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smaller subset of disseminated precious metal deposits.

Ore may also be categorized depending on the extraction and
processing techniques required, such as mill-grade, refraétory, or
leach-grade, which may refer to sulfidic, cafbonaceous, oxide or
siliceous ore.

¥Wallrock mineralogy: No singie factor will have greater bearing
on the bulﬁ chemistry dissolved into the pié.water than the cbmposition
of the rocks in the pit wall. Mineral deposits commonlf conaist of four
major mineralogic/lithologic suites: |

(1) Host rock or wall rock (3) Ore minerals
(2) Gangue minerals (4) Alteration minerals

Host rock; for most of the precious petal mines in the Great Basin
are Paleozoic age (240-570 million yearé old) sedimentary rocks, such as
limestone, dolomite, siltstone, and shale. Tertiary age (2-63 million
years old) volcanic rocks comprise the second most abundant host rock.
Of 107 bulk-mineable preciou§ metal deposits in Nevada, 77 are hogted in
sedimentary rocks, 27 in volcanics, and 3 in plutoniéé (Bpnham, 19?i).
Porphyfy copper deposits, by definitioﬁ, appear in plutéﬁle, »
_porphyritic, igneous rocks. The Ruth and Yerington districts are
examples of porphyry copper deposits in Nevada.

Gangue minerals are those that were deposited by ore-forming
processes cogenetically with ore minerals, but have no economic value.
The most common gangue minerals are silica,'silicates, and carbonates,
and to a lesser extent oxi&es, fluorides, and éﬁlfatee (Guilbert and

Park, 1986). Gangue can‘also'inélude sulfidds of accessory tracé metals
deposited with the ore, suéh as pyrite (Fes;), arsenopyrite (FeAsS),
orpiment (As,S,), reaigat (AsS), stibnite (Sb,S,}), and others. A gangue
mineral at one mine may be an ore mineral at a different mine.

Ore minerals are those which contain the eléments of economic

interest, such as gold, silver, copper, lead, or zinc. Examples of ore
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minerals include electrum (Au-Ag mixture), gold-celluridcs (Au + Te),
argentite (Ag,S), chalcocite (Cu,S}, sphalerite (2nS), galena (PbS), and
pyritel

4 .

Alteration minerals are those that have undergone changes in
composition as a result of physical or chemical means, especially by
hydrothermal fluids (Guilbert and Park, 1986). Alteration minerals in

hydrothermal deposits‘are generally clays, including kaolinite, illite,

/sericitc, chlorite, and micas.

T

Depending on the site-specific charccteristics of fhe deposit,
dissolution of host rocks and gangue will likely contribute the majority
of the major ions to solution, while trace metals could be contributed
by both ore and gangﬁe Alteration minerals, being primarily insoluble
alumxnos111cate clays, ‘will contrlbute a small mass of major 1ons, and

1

p0331b1y trace metals. They could also modlfy the pit water chemistry

,through ion exchange.

An!illusttation of the variet& of'water chemistries that can
evolve from different host rocks is seen in the analytical data of
Tables 1-1, 1-3, and 1-4. -The pit waters derived .from porphyry copper
deposits, in general, show the highest conccntrations of‘metals.\ The
Berkeley Pit marks the worst case scenario of known porphyry copper pit

waters, whereas the Yerington Pit represents the best case. Although

_ Yerington is a porphyry copper deposit like Butte and Ruth, the water is

,icss contaminated. Only two metals, Mn and Fe, exceed Pederal

':scandAtds and thc pH of the water is near neutral. The Yerington pit

has better water quality £or two reasons. First the porphyry has a

- chrysocolla oxidation cap (copper silicate) rather than a sulfide cap,

‘and the high pyrite zone was eroded off in the Tertiary, leavxng little

-

acid generating material in the mine arec {(Macdonald, 1992). VYerington,

,thcrefore, has significantly less trace metals and acid-generating

sulfides, resulting in neutral pH and lower concentrations of dissolved
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metals in the pit water.

Pit waters derived from carbonate host rocks tend to have lower
_TDS, neutral pH, and lower concentrations of metals (Tables 1-1, 1-3, 1-
4). This is primarily due to the acid-neutralizing capability of the
carbonate host rocks, which buffers the pH of the water to the neutral
range. Dissolution of carbonate minerals produces bicarbonate and
consumes ﬁ?drogen ions, making less acid available to dissolve metals
from the host rock. The neutral pH, in turn, favors the formation and
stability of hydroxides of Fe, Mn, and Al, which could remove up to 100%
of many trace metals from solution via adsorﬁtion (Balistrieri and
Murray, 1982).

Water derived from volcanic-hosted precious metal deposits could,
potentially, be similar to waters in porphyry copper pits, since the
host rocks are of similar chemical composition. Unfortunateiy, very few
pit lakes exist invvolcanic-hostéd mines to confirm this hypothesis.
Figure 5-2 shows that quartz monzonite consists of approximately S$-20%
quartz, 35-65% plagioclase feldspar, and 35-65% alkali £e1d;par.
Therefore, volcanic host rocks such as quartz latites will be closely
related chemically to porphyry copper mines in quartz monzonite. The
buffering capacity should be relatively low as in porphyry copper
terrains, and the quantities of trace metals may be high. Alkaline or
quartz rich volcanic rocks will have equally poor acid-neutralizing
capacity. However.lquantities of sulfides m;§ be considerably less in
volcanic hosted precious metal deposits. ‘ '

An important factor that will coﬁplicate pit water chemicél
ﬁodeling is the possibility that several mineralogical and lithological
suites might be present in one pit. As the pit fills, the water may
encounter differeﬁt mineralogic or lithologic suites, causing different
rock/water interactions. A typical example exists at the Gold Quarry

Pit (PTI, 1992), in which the rising groundwater will encounter first
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limestone, then siltstone. The likely result is that the initial water

levels will display neutral pH levels, due to buffering by the

Nuali feldspar
Quartz sym.
[ ST (- -
Alkat hldw “T‘ l‘

Figure 5-2: General classification and nomenclature of common plutonie
and volcanic rock types. Classification bases on relative percentages
of quartz, alkali feldspar, and plagioclsse, measured in volume percent
{From Hurlbut and Klein, 19th ed., 15977)

carbonate. As the water encounters siltstone, the pH may start to

decline as the effect of the carbonate rock is offset by the absence
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buffering capability in the siltstone. However, this scenario might
only occur if the pit lake fails to turn over regularly. The fact that
the pit water will always be in contact with a thick carbonate rock
guite may allow sufficient buffering that the acid generating potential
of the siltstone becomes negligible.

Typical precious metal deposits exhibit a zone of oxidized
minerals overlying an unoxidized zone consisting of sulfidic and/or
carbonaceous rocks. Alteration or gangue mineral suites are generally
present, such as pervasive silicification, decalcification, of argillic
(clay) alteration, which disturb or obscure the primary mineralogy.
This type of alteration assemblage is common in sediment-hosted

disseminated gold deposits (Percival et al, 1988). The host rock may
| grade from unaltered to altered zones, or from silicified to.calcareous
or carbonaceous, making masses of specific minerals difficult to
quantify and model. As the in;oming‘grpuﬁdwater encounters the
\ different mineralogical regimes, different reactions may occur before,
during, and after the water enters-the pit. .Far:. from the pit, the-- e
system may approximate.a closed system, becoming:more open to .- e
atmospheric gases as the water abproaches the pit wall. An oxidation
rind may extend into the pit wall (PTI, 1992), in which case the
approaching groundwater may encounter progressively decreasing
quantities of unoxidized minerals (e.g. sulfides), and more oxides (e.g.

goethite).

Acid Mine Drainage: Acid min; drainage {AMD) is probably the most
-wiéely studied aspect of mine-derived environmental contamination. One
;ecent study says that AMD is the greatest problem caused by mining
{U.C. Berkeley Mining Waste Study Team, 1988). The three key
ingredients needed to produce acid mine drainage are a sulfide mineral,

" an oxidizing agent (e.g. atmospheric oxygen or ferric iron), and water -
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(Nordstrom, 1985). The most common sulfide mineral is pyrite (Fes,),
although sulfides of other minerals (Cu, 2Zn, As) oxidize rapidly and
will also produce AMD. Acid mine waters most commonly form by the
oxidation of pyrite under moist, oxygenated conditions typical of many
active or inactive coal and sulfide ore deposits (Nordstrom, 1985).

The ability of a rock sample to generate net acidity is a function
of the relative content of acid generating and acid consuming minerals
(SRK; 1989). As mentioned above, typical sediment-hosted precious metal
deposits in Nevada will contain both acid gen;rating and acid consuming
minerals.. The balance between the two will determine the extent to
which rock/watef interaction produces acidic water.

Recorded pH values from AMD are as low as less than -1.0 (Iron
Mountain, Caiifornia: Nordstrom and Alpers, 1990). Dissolved metal
concentrations have been recorded as high as 46,000 pém Cu (Butte, MT;
Nordstrom, 1985), 50,000 ppm Zn (Baldwin, Burma; Nordstrom, 1985), 4;
mg/l Cd (Iron Mountain, CA; Nordstrom and Alpers, 1990), 56 ﬁg/l As
(Iron Mountain, CA; Nordstrom and Alpers, 1990), 55,600 ppm Fe (Iron
Mountain, CA; Nordstrom and Alpers, 1950}, 10,000 ppo Al. (Comstock, NV;
Nordstrom, 1985), and 420,000 mg/l SO (Iron‘Mountain; CA; Nordstrom
and Alpers, 1990).-

The reaction that oxidizes pyrite and generates hydrogen ion and
sulfate is (SRK, 1989):

FeS, + 7/20, + H,0O = Fe? 4+ 2502 + 28" (1)

Under sufficiéntly‘oxidizing condiﬁions {dependent on both Eh and pH),

ferrous iron, Fe (II), will oxidize to ferric ion, Fe(III): -
Fe’* + 1/40, +H* = Fe?’ + 1/2H0 . (2)

This reaction consumes hydrogen ion, acting as a buffer at around pH

2.0, and may explain why acid mine waters rarely attain pH levels below
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about 2.0 (Nordstrom, 1985). The kinetics of this reaction are
relatively sloy, about 10°°* millimoles/hour (Singer and Stumm, 1970).

At pH values above 2.3 to 3.5, the solution will be in the iron
hydroxide stability field, and Fe(III) may precipitate as Fe(OH),, again

generating hydrogen ions (SRK, 1989):
Fe* + 3H,0 = Fe(OH),,, + 3H (3)

This series of reactions generates 5 hydrogen ions and consumes 1, for a
net of 4 hydrogen ions generated per mole of pyrite oxidized. The

overall process can be represented as:
FeS, + 15/40, + 7/2H,0 = Fe(OH),, + 2SO + 4H’ (4)

At very low pH, pyrite can be oxidized by ferric iron in the absence of

oxygen, via (Nordstrom, 1977):
FeS, + 14Fe™ + 8H,0 = 1SFe® + 2507 + 16H’ (s)

The kinetics of this reaction are rapid, on the order of 0.002
milli-moles FeS, per hour {(Garrels and Thompson, 1960). If reaction §
were the only means of oxidizing pyrite, reaction 2 could not generate
enough ferric iron to sustain reaction $ at the rate of 0.002 mmols/hr.,
and acid generation would be limited by the rate of reaction 2 (Singer
’and Stumm, 1970). Unfortunately, reaction 1 is ;aster than reaction é,
and a shortage of oxygen or water in mbét AM# situations is unlikely.

‘Pyriée oxidation is a self-maintaining mechanism, since the rate
incréaseé with lower pn, which oxidizes more pyrite and‘generates more
'H* (and another oxidizing agent, Fe), further'loweriﬁg the pH, and
continuing the cycle (Nordstrom et al, 1979bi. AMD from mine pit walls,
mine shafts, or waste dumps can theoretically continue until all the

sulfide has been oxidized, a process that ma? take centuries or

millennia to run to completion.
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According to SRK (1989), the primary chemical factors which

determine the rate of acid generation are:

pH

Temperature

Oxygen content of the gas phase, if saturation is < 100%
Oxygen concentration in the water phase

Degree of saturation with water (water content)

Chemical activity of Fe’

Surface area of exposed metal sulfide

Chemical activation energy required to initiate acid generation.

NN N

Experiments show that the bacteria Thiobacillus ferrooxidans can
enhance the rate of pyrite oxidation (by reaction 2) six orders of
magnitude {Lacey and Lawson, 1970). This would produce more than enough
ferric iron to sustain reaction 4, and AMD could proceed in the absence
of oxygen. The limiting factor in this case will be the growth rate of
. T. ferrooxidans (Nordstrom, 198S5).

Small, "framboidal" pyrite crystals (<10 m diameter) are the
most reactive form of pyrite (Caruccio et al, 1970). The reactivity of
this form stems from the fact that fraﬁboidal pyrite exhibits the |
"largest surface aréa per mass/of pyrite than any other form of pyrite.
However, surface area per mass could be equally as large.for a highly
fractured sulfide ore body (Nordstrom, 1985).

In unmined ore deposits, insufficient oxygen is available to react
with sulfide minerals for AMD to occur at a rate éhat causes discernible
iﬁpacts on waters. Reaction (1) shows that 7/2 moles of O, generate 2
moles of H°, but dissolved oxygen in soil waters is generally less than
0.6 mmol O, per liter (Drever, 1988). Once mining exposes sulfide
minerals to the atmosphere, and if sufficient meteoric or ground wafer
are available, pyrite oxidation and acid generation will ensue,

Acid can be neutralized by calcium carbonate, via the reaction:

(SRK, 13989): ‘ N

CaCo, + H* -~-> Ca® + HCO,
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Other carbonate minerals provide acid neutralizing capability, but
will generally be too scarce in most mine environments to have a
significant effect. The exception is dolomite (CaMg(CO,),), which can
form thick depositional sequences similar to limestone. Sodium
carbonate minerals are shown to have greater buffering capability than
calcium carbonates (Davison and House, 1988). Neutralization by the
sodiﬁm salt leads to a final alkélinity greater than that obtained using
the calcium salt. Since sodium carbonates are more soluble and have
faster dissolution kinétics, a smaller volume of rock should be required
to neutralize a given volume of acid water. However, with the exception
of evaporitic terrains or in alluvium overlying mineral deposits, sodium
carbonates will be greatly s;borqinate to calcium and magnesium
carbonates in the systems of interest in Nevada.

Silicates, and some hydrous iron and aluminum oxides, also consume
hydrogen during weathering, but generally have limited buffering
capability (SRK, 1989). For example, Al(OH,) can neutralize acidic

solutions by the reaction:
AL{OH,) + 3H' --> AL’ - +3H,0

Although dissolution of carbénates, and other acid neutralizing
minerals, will suppress the production of hydrogen ions, the reaction
will still increase the levels of TDS in the solution.

Precipitatioﬁ of amorphous ferric hydroxide can armor bﬁffering
minerals (Davis and Runnells, 1987),.and *hide* them from acid
solutions. This.is discussed more thoroughly in other sections.

AMD can be'ﬁodeled after some difficult variables are defined,
such as the mass of sulfide‘available for oxidation{'the kinetics of the
-oxidation reaétion, rate of - introduction of water into the system, and
the volume of solution into which the dissolution occurs. A model of

pyrite oxidation has been developed (Davis and Ritchie, 1986) and
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applied in pit water chemical modeling (PTI, 1992).

Prediction of potential AMD has been predicted by laboratory
experiments involving sulfide bearing rock from the mine (PTI, 1992;
SRK, 1989). A balance of acid generating rock vs. acid neutralizing
rock should reveal the potential for AMD to be sustained in the long
term. In the absence of testing, chemical modeling can provide a guess,
by integrating an estimate of the mass of sulfide that will be dissolved

and the mass of buffering minerals as well (PTI, 1992).

Dissolved solids: High concentrations of the major ions will
present less threat toxicologically than trace metals, but will
contribute to overall water quality deéradation by increasing total
dissolved solids (TDS). High TDS in mine-derived waters are caused by
two major processes (Nordstrom and Ball, 1985): 1)’the oxidation of
metallic sulfides, such as pyrite, sphalerite, chaléopyrite,/galena, and
arsenopyriee to produce high concentrations of trace metals and sulfate,
and 2) acid dissolution of silicate bedrock (feldspar, micas, clays,
etc.) that produce high concentrations of aluminum, silica, calcium,
magnesium, sodium, and potassiﬁm. .

The dissolution of carbonate host rocks will introduce Ca?*, Mg*‘,
and HCO,” into solution. Dissolution of silicate host rocks will add
dissolved epeCies of Si, Al (depending on pH), ﬁa, K, Ca, Mg, Fe, and
HCO,". 1If evaporites are present, concentrations of SO,, Cl, Na, and X
" could be increased. At near-neutral pg expected in carbonate-hosted pit
waters, the concentrations of Ca, Mg,'and HCO,” should be controlled by
carbonate equilibria. WiFh ihcreasing pH, carbonate control will yield
to silicate control ’

Attenuation of dissolved metals in a drainage basin with distance,
or in a lake with time, will occur due to oxidation, precipitation,
adsorption, and dilution (Nordstrom and Ball, 198S).

Silica: Dissolved silica generally does not reach extreme
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concentrations, due to soiubility controls by silicate minerals such as
kaolinite or other clays (Drever, 1988). Only above about pH. 9 does
silica solubility increase beyond approximately 10°* molal (activity of
dissolved species) as shown by figure 5-3. In AMD situations, silica

concentration can also be influenced by adsorption (Chapman et al,

1983).
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Pigure 5-3: Activities of dissolved silica species in equilibrium with
at 25°C, as a function of pH (from Drever, 1988).

Sulfate: Sulfate has an EPA standard, so prediction of sulfate
concentration and migration is important. Sulfate normally behaves
conservatively in mine-derived solutions (Davis and ﬁunne113,~1981).
<a1though it may compete for adsorption sites at low PH (Chapman et al,

- 1983), and may precipitate if subjected to Eh/pH changeé (Filipek et al,
1987). Sulfate concentrations will generally increase in.solution as
sulfides are oxidized, and may not be affected by neutralization.

Nordstrom and Ball (1985S), and Davis and Runnells (1987) suggest

that sulfate is probably the best conservative tracer during downstream
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dilution of acid mine waters, because it usually exists at high
concentration at the effluent source, and should be relatively
unaffected by precipitation or adsorption processes. This behavior may
make sulfate the best indicator among major ions of acid mine drainage
in many systems, after trace metals are removed by adsorption and pH is

neutralized by dilution.

Trace Elements: Trace elements are defined as those elements that
generally appear in waters at concentration of léss than 1 mg/l1 (Drever,
1988) . Trace elements are of concern and must be monitored because of
their potential toxicity to aquatic and terrestrial life (see re?iew in
Macdonﬁld, 1992) . Trace metals can reach‘extremely high concentrations
in mine-rglated waters, as was discussed previously under acid mine
dfainage. |

The behavior of trace metals in pit water will be difficult to
model for several reasons. First, the quantity of metals §issolved from
the pit wallrock into the water will 59 difficult to predict, due to the
masses of metals contained in the Qalirock, the morphology and
mineralogy of the metals (disseminated v;. massive, sulfide vs. oxide),
the availability of metal to fluids (associated with fractures,
armoring, etc.), the nature of the solution (saturation state, pH, Eh),
vand variable rates of reaction due to all of the above. ‘Second, the
mass that remainsg as dissolved metal in the pit water will depend on
several fﬁctors, most ﬁotably the presence of Fe hydroxides and other
solids which can remove trace metals fiom solution by adsorption, and
the pH/Eh of the fluid, which will control the stability of species in
" solution. In general, trace metal concentrations will be higher at
lower pH, decreasing rapidly as the pH approaches neutrality. Third,
the thermodynamic data (K,,, AH,°) for some trace metal species are

questionable (Nordstrom, 1992, personal communication). -If the
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thermodynamic data is inaccurate, the model will be inaccurate,

The trace metal analytical dat;rfrom pit waters should be used
with caution, because of potential problems in sample collection,
storage, and analyses (Lyons, personal communication). Analytical data
for As, Ag, and Cu could be acceptable, but data for cd, Hg, Pb, and 2n
could be cause for concern. )

The following paragraphs discuss the trace metals that may be
important in pit water chemical modeling.

Aluminum: Aluminum concentrations are generally very low in
natural waters, usually less than 1 pg/l, but increase rapidly at low or
high pH (Drever, 1988). The minerals believed to control aluminum
concentrations, gibbsite and kaolinite, are very insoluble at neutfal pH
(Nordstrom, 1982) as shown by figure 5-4. Studies indicate that
gibbsite controls aiuminum solubility.for slightly acid to neutral pH

(above pH 5.7, Davis and Runnells, 1987; at the Leviathan mine, above pH
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Pigure 5-4: Activities of disgsolved aluminum species in equilibrium
with gibbsite (A1(OH),] at 25°C, as a function of pH (from Drever, 1988)
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4.5, Nordstrom and Ball, 198S5). Davis and Runnells (1987) found that
Al1OHSO, is the control at lower pH values. Nordstrom and Ball (1985)
suggest that the solubility of aluminum at Leviathan below pPH 4.5 is
controlled by the kinetics of the leaching rate of aluminum from bedrock
and soils.

Aluminum can reach high concentrations in acid mine waters. The
. concentration of dissolved aluminum at a depth of 100m in the Berkeley
Pit is 206 mg/l (Davis and Ashenberg, 1989). With rising pH, such as
through dilution or neutralization, aluminum minerals should precipi-
tate. Filipek et al (1987) observed that gibbsite and kaolinite became /
supersaturated at pH 5.25 and above, and suggested that precipitation of
a hydrolyzed aluminum<hinera1 will occur above pH about 4.9. In
carbonate hosted pit waters, with neutral pH, aluminum concentrations
should be too low to warrant concern. However, Al will be a greater
concern in acid drainage situationg that have potential to pdlluﬁe
freshwater systems. At low pH, the extreme sensitivity of aluminum
solubility to pﬁ changes (Pigure 5-4) can cause release of significant -
amounts of Al. Davis et al. (1991) showed that a pH drop from 5.2 to 5.1
could reiease .3 mg/1 Al into solution, increasing Al concentration over -
the chronic toxicity threshold for trout embryo. Poor plant growth in
soils located near acid mine drainage sites is also attributed mainly to
toxic concentrations of dissolved Al (van Breemen, 1973).

Several possible mechanisms can account for attenuation of
dissolved aluminum concentrations. At neutral px, Al will p;gcipitate
as residual weathering products such as clays. Busenberg and Clemency
(1876) found that mi;a and montmorillonite are rapidly precipitated from
the ions relegsed by the weathering of feldspars. Aluminum may
precipitate és illite clay, aluminum sulfate, or amorphous Al (OH),

(Davis and Runnells, 1987). Aluminum can also be removed from solution

N

via adsorption onto solids such as hydroxides (Chapman et al, 1983). 1In
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AMD waters, gibbsite, alunite, basaluminute, and jurbanite are the most
common precipitates (Florence and Batley, 1980; Nordstrom, 1982; Chapman
et al, 1983; Rampe and Runnells, 1989). Al mobility has also been shown
to be governed by fluoride activity (Plankey et al, 1986).

Arsenic: Arsenic has multiple valence states and can form over
245 mineral compounds (Lypch, 1988). The kinetics of oxidation and
féductioﬁ of arsenic species are believed to pe slow (ééyler and Martin,
1989), which causes both As(IXII) and As (V) species to be presenﬁ in some
solutions. Biological activity may be the reason for this behavior
{Masscheleyn et al, 1991).

Sources of arsenic in precious metal mines include orpiment
(As,S,), realgar kAsS). arsenopyrite (FgAsS), arsenic-bearing oxides,
~and ifgn sulfides. Arsenic concentrations are dependent on many
factors, including redox, pH, adsorption, biological activity, and
giﬁetics (Macdonald, 1992). Arsenic species have a high affinity for
adsbrption onto hydroxides (Pierce and Moore, 1982). Since.most arsenic
species are anionic, adsorption increases with decreasing pH, the
opposite behavior shown by Eations {Balistrieri and ﬁurray, 1983;
Dzombak and Morel, 1990; Davis and Leckie, 1980). As(III) compounds are
generally more toxic than As(V) compounds, and inérganic As compounds
are more toxic than btganic As compounds (Bitton and Gerba, 1984).
Removal of arsépic from solution can occur through precipitation of .
.8corodite (FeAsQ,* 2H,0) Snd by adsorption onto iron hydroxides

(Nordstrom and Ball, 1985; Pierce and Moore, 1982). Much information is
available on the role of biota in controlling arsenic chemistry (e.g,
see review in Macdonald, 1992), but a discussion is beyond the scope of
this study.

Under the oxidizing and ﬁeutral pH conditions likely found in most
‘éediment-hosted pit waters, As(V) species are more stable (Figure 5-5;

see also speciation files, this report), and generally outnumber As(III}
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species. With decreasing pH and/or Eh, As(III) species will become more
stable, as demonstrated in the Berkeley pit, in which total As(V)
exceeded total As(III) by less than one order of magnitude (Davis and

Ashenberg, 1989).
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Figure 5-5: Eh-pH diagram for part of the system As-S-O-H. The assumed
activities of dissolved species are As = 10°%, 8 = 10’ (frea Brookins,

1988)

Cadmium: Cadmium has been‘observed to behave conservatively in
AMD systems (Davis et al 1991; Chapman et al, 1983). Cadmium has high
adsorption affinity for amorphous hy&roxides at neutral pH (Davis et al,
1987; McBride, 1980), but is strongly inhibited by conrpet;tion for
adsorption sites from other ions (Balistrieri and Murray, 1982).
Cadmium has an EPA standard, so a prediction of mining related impacts
is necessary. Under circum-neutral and oxidizing conditions, the

dominant (unadsorbed) species are free Cd* and CdCO, (Brookins, 1988).
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In AMD situations, the dominant species should be free Ccd?..

Copper: Copper has a redox chemistry (Brookins, 1988), so will be
sensitive to Eh-pH changes imposed on mine water. Copper has been seen
to behave conservatively in AMD conditions (Chapman et al, 1983), even
‘when subject to dilution (Filipek et al, 1987). However, Davis et al
(1991) observed non-conservative behavior of copper in the Clear Cregk
AMD system, where copﬁér concentrations associated with particulate
fractions were an order of magnitude higher than ig the dissolved
fraction. Davis et al (1991) explain that this may be due to the PH,o
(the pH at which 50% of the metal remains in solution) of Cu vs. 2n (Cu
= 4.5, Zn = 5§.5). Their experimental data says that >90% of Cu is
expected to be adsorbed at pH 6.0. Their MINTEQA2 simulations indicated
that Cu’" and CuSQ,° are the dominant species at low pH, whereas Cu(CH),®°
dominates at neutral pH.( All Cu minerals were undersaturated,
indicating Cu removal Qia adsorption. In AMD situations, copper
conqentracions can be high enough to be controlled by mineral phase
solubility. At their Daylight Creek (NSW, Australia) study area,
Chapman et al (1983) observed precipitation of a copper mineral they
suggested was Cu, (OH),CO,.

Iron: Iron has multiple valence states and is strongly controlled
by redox. In most natural (oxygenated) surface waters, iron should
generally be in the ferric (Fe’') state, which is very insoluble.
Therefore, iron mobility will be controlled by the precipitation of
ferric hydroxides. Under more reducing conditions, such as in ‘
groundwater, ferrous iron (Fe“)'may démiﬂate other’iron species and Pé?
precipitation will not océur. As the Eh-pR diagram for iron species
shows (Figure 5-6), many natu;al waters, at near neutral pH and slightly
oxidizing conditions, may lie near the phase boundary between Fe?* and
Fe (OH),.

Iron concentrations are very sensitive to pH as well as redox.
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Davis, et al (1991) discovered that dissolved iron concentrations in a

Colorado stream were determined by the solubility of different amorphous
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¥igure 5-6: Eh-pH diagram for part of the systeam Fe-0-H assuming
Yo (OH), as stable Fe(III) phase. Assumed activity of dissolved
Ye = 10, (from Brockins, 1988)
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ferric hydroxide forms present. As pH increased due to dilution by more

alkaline tributaries, iron was remd‘ved from solution by the reaction:
Fe(OH),’ + OH ---> Fe(OH),(s).

This was verified by calculating the saturation index for
’>£errihjdrite as a function of distaﬁce from the source of the AMD (Davis
et al, 1991). The extreme sensitivity of iron to pH and pe is seen in

Figure 5-7, which shows that a shift in pe or pH can result in a change
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in iron concentrations by several orders of magnitude.
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Figure 5-7: Contours of dissolved iron as a function of pe and PH,
assuming pCoO, = 107, LS = 107 ,
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Jarosite will ébmmoﬁly prec;pitaé; in AMD waters if the éé'ia
between 1.5-2.5, and sufficient dissolved iron is present (Nordstrom et
al, 1979b). In some extremely acidic AMD streams, jarosite
precipitat;on might’not occur close to the source, but will appear
downstream as the pH rises to the appropriate range. Jarosite
. precipitation occurs as predicted by chemical modeling at the Berkeley
Pit (Davis and Ashenberg, 1989). '~ ‘ ‘

Under most conditions, free ferric iron is never more than about
8% of the'total iron. Nordstrom et al (1979b) found in f6ur AMD streams
that FeSO,® can constitute up to S0% of the total dissolved ferrous ion.

Organic complexing of iron may be important in some waters, but in AMD

terrains the organic matter is probably fully protonated and has only a
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minor effect on complexing (Nordstrom et al, 1979b).

The solubility data for ferric hydroxide and ferrous sulfide
minerals show much variability depending on crystallinity (Ball et al,
1980). For this reason researchers should consider a range of phases in
chemical models involving iron (Plummer, et al, 1983). Further compli-
cations are introduced by the definition of dissolved vs. particulate
iron, the distinction between the two often being defined operationally
as the size fraction that passed through the filter used in sampling.

Lead: Lead is very particle reactive, with high affinity for
adsorption onto hydroxide precipitates. With sufficient ECO,, the
dominant lead species in circum-neutral, oxidizing waters should be
PbCO, (Brookins, 1988). Lead generally appears in very low amounts in
most precioué;metal deposits (Percival eé al, 1988). Low concentra-
tions, combined with high particle reactivity, may preclude lead from
being a problem in pit waters.

‘ Manganese: Manganese has been observed to behave conservatively
in low pH, oxidizing environments (Rampe and Runnells,.1989; Davis et.
al, 1991) and even in diluted AMD systemgv(rilipek:et al, 1987). -
Manganese is expected to precipitate in more oxidizing, alkaline
conditions (Davis et al, 1991). Manganese hydroxides are considerably
better scavengers of trace me;als from solution than iron hydroxides
(review by Chao and Theqbald, 1976), and therefore could be an important
- control of trace metals in pit water.

Mercury: Mercur? is iqsoluble and concentrations are generﬁlly
very low in natural waters (Fitzgerald, 1979). However, mercury is very
common in érecious metal deposits, and may be present in resultant pit
water (see Table 1-4). Mercury exhibits a ;edox chemistry in natural
waters (Brookiﬁs, 1988),:and has an EPA primary standard.

Zinc: 2inc has no redox chemistry, and has shown to be both

conservative (Filipek, et al, 1987; Chapman et al, 1983) and non-
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conservative (Bencala et al, 1987) in AMD systems. 2Zinc has a
moderately high adsorption affinity for amorphous ferric hydroxide
(Tessier et al, 1985; Karlsson et al, 1988). The dominant 2Zn species in
circum-neutral, oxidizing waters should be either free 2n*' or ZncCo,

(Brookins, 1988), depending on ECO,.

Oxidation/Reduction (Redox): Redox potential will be a critical
mechanism controlling aissolved metal concentrations, speciation, and
mineral phase stability in pit watér. Oxidizing conditions (positive
Eh) favor stability of Fe-hydroxides, hence enhancing adsorption of
trace metals onto the Fe-hydroxides and removal from solution. Reducing
conditions (negative Eh) favor destabilization of Fe-hydroxides and’
possible dissolution, which will cause desorption of trace metals to
solution. Metals reieased to solution could potentially be transportea
out of the pit into a downgradient aquifer and contaminate water
supplies.

Both natural and pit lakes can become chemically stratified,
causing vertical gradients of both dissolved oxygen (0,) and redox
potential, as in the Berkeley Pit (Davis and Ashenberg, 1989). The
likelihood of vertical stratification in pit lakes will depend on the
factors that determine the extent of mixing in the pit lake (thermal
input, wind velocity, étc.). The ability of redox potential to
influence lake chemist:y through stratification can be modeled by
dividipg the lake into verticél cells, each with its own redox
potential, dissolved 6xygen, or relative activities of specified redox
couples.

Verification of the existence of a redox change can be shown by
the relative concentrations among redox couple speciation between two
locations along a hydrologic flow path, such as between groundwater and

a pit. As Plummer (1983) demonstrated with sulfide species, if
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concentrations go from nondetectable to detectable, then the problem
involves redox. .

For the most accurate chemical model application, one should
analyze for concentrations of each redox couple of interest, such as
ferrous and ferric iron, that might be important in the water (Nordstrom
et al, 1979b). Nordstrom et al (1979b) outlined some fairly rigorous
criterié that must be met before a measured Eh can be related to a
specific redox couple. These criteria are generally not met in natural
waters, but AMD waters may prove the exception. In 60 samples of AMD
waters, Nordstrom et al (1979b) found that measured Eh correlated well
with Eh calculated from the ferrous/ferric couple with the Nernst
equation. They also discovered that the Eh calculated using the 0,/H,0
couple was higher than the measured value. The redox state of the water
is thus determined by the ferrous-ferric ratio, and 0, is not in

equilibrium with the ferrous-ferric couple.

Adsorption/coprecipitation: Adsorption onto mineral surfaces is
generally believed to be*thé dominant controlling mechanism for trace =
element concentrations in natural waters (Drever, 1988), and could also
control concentrations of dissolved metals in pit water. Metals such as
Al, As, C4, Cu, Fe, Hg, Mn, Ni, Pb and 2n can readily adsorb onto
particulate matter (Karlsson et al, 1988; Tessier et al, 1985; reviews
by Turekian, 1977, and Murray and Brewer, 1977). Important inorganic
sorbents includ? hydroxides of Al, Fe, Mn, and Si. Despite the
complexity of natural waters and the many parameters that can control
adsorption, the agreement of field data with laboratory experiménts and
with theory is relatively good (Tessier et al, 1985).

The stability of iron hydroxide solid is strongly dependent on
both pH and Eh. The Eh-pH stability diagram for iron (Figure 5-6) shows

that Fe(OH), is more stable in higher pH, oxidizing waters. A decrease
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in Eh (anoxia) or pH will cause the solution to move out of the Fe(OH),
stability field, into the Fe® field, which could potentially dissolve
the Fe(OH), and release any sorbed metals into solution. This is a
concern in pit water chemical evolution, if carbonate buffering is
absent or becomes inhibited through processes such as armoring. Anoxia
may also develop if turnover fails to occur.

Pe and Mn concentrations hav; been observed to decrease along a
flow path that experiences a pH increase (Wicks and Groves, 1993). The

pH dependent solubilities of both hydroxides are seen in the reactions:

2Fe™ + O, + 4H,0 = 2Fe(OH), + 2H'

2Mn®* + O, + 6H,0 = 2Mn(OH), + 4H’

. Wicks and Groves observeq that this decrease is accompanied by
‘precipitates of Fe and Mﬁ hydfoxides in tﬁe sﬁream.

High sensitivity to pH is furthe; seen in a labor;to:y study by
Davis et al (1991), which demoﬁstrated that approximately 90% of Zn was
adsorbed at pH of 6.8, and 50% at pH 5.5. They ;uggest that in the
event of blowout (rapid discharge of AMD to 5ur£ace'wate:_$ody),
sediments could potentially desorb significant non-point loads of zn.

Adsorption reactions can be dqgcribed in a simplified manner by
formation or surface complexation constants similar to solubility
pro&uct constants. The adsorption of a metal ion, M, onto an oxide
surface can be represented by (Benjamin ;nd Leckie, 1981; Balistrieri

and Mufray. 1983} :

Ry 3
SOH, + M = SsoM + xd°
where SOH, represents the free surface sites, SOM represents the surface
complex, gnd x is the average number of H' ions released per M adsorbed.

I1f 'K, is considered as an “average" equilibrium constant, and

expressing the above variables in terms of concentrations, then the
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surface complexation constant is:
[SOM] (H°)
Ko —
{soH,] (M)

As the above equation demonstrates, 'K, is pH dependent. The
adsorption behavior of cations generally conforms to thé curves shown in
Figure S-8. Adsorption of -cations is insignificant at low pH; because
hydrogen ions outcompete other cations for adsorption sites. Increasing
pH increases adsorption of cations in simple systems and thus should
also increase K, according to the above equation. (Tgssier et al, 198S).
Cation adsorption is analogous to hydrolysis in that both increase and

‘release protons with higher pH (James and Healy, 1972).
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Figure 5-8: Experimental data and computed curves for adsorption of
metals on Si0, (James and Healy, 1572), from Drever (1988).
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Adsorption of trace metals onto iron oxyhydroxides typically

increases from near 0% to near 100% as the pH increases through a narrow
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critical range of -2 pH units, referred to as the "adsorption edge®
{Tessier, et al, 1985). Without exception, Tessier, et al’s experiments
for adsofption of cd, Cu, Pb, Ni, 2Zn onto oxic lake sediments showed
sloping curves with higher adsorption with increasing pH. Lead
adsorption with varying pH is shown in figure 5-9A. In these examples,
adsorption tails off to zero at about pH 4.0, but approaches 100% at
about pH 7.0. Experiments by Davis et al (1991) showed that the

affinity of metal ions for pure amorphous ferric oxyhydroxide is Cd < Mn

< 2n < Cu.
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FPigure 5-9: Adsorption of lead on alumina (y-Al,0,). A) as a function
of pR for different surface site concentrations; B) as a function of
surface site concentration at different pH (from Morel and Hering,

1993). :

Anion adsorption is a mirror image of cation adsorption, stronger
at lower pH, and weaker at high pH (Balistrieri and Murray, 1982). An
example is arsenic, which forms primarily anionic species in solution.
Figure 5-10 shows thé adsorption behavior of an arsenic species.

The extent of adsorption of trace metals onto iron hydroxides is
believed to depend strongly upon certain characteristics of the
adsorbent surface, such as porosity and specific surf;ce area

(Kinniburgh-and Jackson, 1981).
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Adsorption density (moles of metal adsorbed per mole of
adsorbent), I', can be written for adsorption onto iron oxyhydroxides:
(somM)
' a8 ——
Fe,
where Fe, is the total concentration of iron present as oxyhydroxides
(Tessier, et al, 1985). Adsorption increases with increasing.site

density, as shown by Figure S-9B.
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Figure 5-10: Adsorption behavior of an arsenic species (from Dzombak
and Morel, 1990).

Kinetics of adsorption can be fast, as demonstrated in Balistri%ri
and Murray‘s experiments (1982), which required only 2.5 hours to attain
equilibrium. However, longer reaction times could favor an increase in
the °X, values. Reversibility of the adsorptién reaction has been
checked in Q feﬁ occasions and partly verified in short time laboratory
/adsorption experiments (Tessier et al, 1985).

Ionic strength is not an important control on adsorption in all

situations. Balistrieri and Murray (1982) and Swallow et al (1580)
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showed that ionic strength does not significantly influence the
adsorption of Cu and Pb. The reason may be that adsorption reactions
result in no net change in surface charge, and therefore are not
susceptible to changes in surface charge caused by ionic strength
variations. .

Major ions can enhance or inhibit the adsorﬁtion of trace metals.
Balistrieri and Murr;y (1982) showed that Mg?®’ édppresses trace metal
adsorption by decreasing the number of available sites, whereas SO," can
enhance the adscrption‘of cations by changing the electrostatic
conditions. Benjamin and Leckie (1980) showed that there is competition
between metals for sites on surfaces of yFeOOH and yAl,0, even though
the available surface sites are far in excess of adsorbing species.
Including the adgorption behavior of ions such as Mg®* and 802 in the
pit\water models would consider the poﬁencially important competitive
effects of these ions.

The presence of organic matter can change the adsorption model
gignificantly. Organic mattervcomplexeﬁ certain trace metals .strongly, -
pérticularl; Cu (Mantoura, et al 1978), and can adsorb-on suspended. .~
gsurfaces (Balistrieri and Muiray, 1982), The latter can change the
surface characteristics of suspended solids so that they acquire the
chemical Sehavior of organic functional groups such as (-COOH)
(Balistrieri and Murray, 1982). ‘

Smith and Jenne (1991) discovered that aging effect the ability of
amorphous ferric hydroxides to sorb metals. Older solids exhibited a
higher degree of crystallinity making less sites available for '
adsorption. ‘

Quantifying and modeling adsorption are very difficult, and
several theories are currently in use. Although surface complexatiqn>
constants see wide use, Morel and Hering warn "... no universal

equilibrium constant can be simply defined and various adsorption models
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differ principally by the manner in which the electrostatic interaction
term is calculated,” and Dzombak and Morel caution that "equilibrium
constants (for adsorption) are not, in fact, constant." Despite the
problems, factoring adsorption into pit water chemical models will
provide a means of removing metals from the pit water.

The number of input parameters for an adsorption model will depend
on the complexity of the model selected. At the minimum, the fequired

parameters are:

* An adsorption constant (K,)

* Number of adsorption sites available, usually a function of:
- concentration of adsorbent.
- type of adsorbent, and its charge in solution.
- Surface area of adsorbent available to solution.

* Concentration of adsorbate in solution.

MINTEQA2 Adsorption Models
Seven adsorption models are available in MINTEQA2. Surface
reactions in MINTEQA2 are written in terms of the neutra} ggrface site

SOH, and the equations are written as formation constants. -

Non-Electrostatic Adsorption Models: The simplest adsorption
models are the activity K,, Langmuir, and Freundlich models. The
activity K, and Freundlich mo&els make the oversimplifying assumption
that an unlimited supply of surface sites is available. This assumption
renders cqmpetition between different adsorbing species meaningless, and
the adsorbin§ surface cannot become saturated no matter how large the
supply of adsorbing ions. The activity K, model is adeqﬁate if the
concentrations of the adsorbing metals are lo?, and the pH and ionic
strength are relatively constant (Peterson et al, 1987).

The Langmuir adsorption model requires that the number of
available surface sites be specified. This marks an improvement over

the activity K, and Freundlich models, since it eliminates the problem
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of unlimited surface sites.

The ion exchange model assumes that the surface site is initially
occupied by an exchangeable ion that is released into solution during
the exchange process (Allison et al, 1991). The user must supply
reaction stoichiometries, exchange constants, and the ions participating
in the exchange process.

Electrdécacic Adsorption Models: ‘The constant capacitance,
diffuse layer, and Eriple-layer adsorption models include the effects of
surface charge and potential on the adsqrptive behavior of ions and
adsorbents in a system. This influence is incorporated into the mass
action equations by including terms that modify the activities of
sorbate ions as they approach charged adsorbent surfaces. The
activities are modified by accounting for the electrical work necessary
to penetrate the zone of electrostatic pOCeﬁtial extending away from the
surface (Allison et al, 1991). These three models treat trace metal
surface reactions as complexation reactions analogous to the formation
of complexes in solution. The surface complexation models in MINTEQA2
were developed to describe surface reactions of amorphous metal oxide in
aquatic systems, having been successfully applied to them in prior
experiments. ‘

" In all 3 models, a charge (¢) on the surface is assumed to be
balanced by a charge (o;) agssociated with a diftuse-layer of ’
counterions, such that ¢ + g4 = 0. 1In the constant capacitance and
diffuse-layer models, all speéifically adsorbeé’ibns contribute to the
surface charge (o). However, in the triplé-layer model, the net charge
due to adsorption is the sum of the chargeé associated with two
adsorbing planes rather than one. The innermost of the two planes (the
o-plane) specifically adsorbs B* and OH  and is characterized by charge
0.. The other plane (f-plane) has charge o, resulting from adsorption

of other ions. The net surface charge is given by ¢ = 0, + ¢, and is
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balanced by the charge in the diffuse layer such that ¢ + o, = 0
(Allison et.al, 1991).

The electrostatic potentialg associated with the surface charge
can ingluence ion activities in solution. —The result is that the
activities of background and electrolyte ions near the solid surface are
different from the concentration of the same ions in the bulk
electrolyte. The activity differénce is caused by the elect;iéal work
required to move ions across the potential gradient between the charged
surface and the bulk solution. The activity change between these
regions is a function of the ion charge (z) and the electrical potential
(¥) near the su:face. The relation can be expressed by the Boltzmann

equation (Allison et al, 1991):

{xlf} = (xz} [e-tr/l'r] z
where: '

X} = activity of an ion X of charge z near the surface.
x'} = corresponding act1v1ty of X in bulk solutlon outside the
influence of the charged surface
e'"f . Boltzmann factor

charge of ion . U T T -
Faraday constant

ideal gas constant

absolute temperature

Oy N

Surface complexation reactions take a variety of forms, depending
on the adsorbing ion and whether the surface is represented as neutral,
protcnated, or deprotonated. An example of how a reaction is é#pressed
in MINTEQA2 can be illustrated by start;ng’with,a basic protonation

reaction:

SOH + H,* <« > SOH,*
for which the mass action expression is:

{soxn,"}
{som} {m,}
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The activity of the surface hydronium ions must be corrected for the
work performed in moving them to the charged surface where the reaction

occurs. The corrected activity is expressed as:
(a..) - {Ho} [e-"/n] T

The corrected term is then substituted into the mass action expression
to give:

{son,}

{soH} (H'} [e*"*]:
A similar result is seen for the deprotonation reaction (see Allison et
al, 1991).
. To define a diffuse layer adsorptzon model in MINTEQA2, the user

must provide the followxng 1n£ormat1on

* Tey = Surface site density (moles sf sites/l}).
* S, = SPecific surface area of the solid (m%/g).
* = Concentration of solid in the suspension (g/1).
*+ Surface reactions in terms of MINTEQA2 components, xncludzng
the surface complexation (formation) constants, K,,.
Values for Tyu, S,, and K,,, are available from the literature, and C, can
be determined from the concentration of the golid in the system.

) The constant capacitanée and diffuse-layer models are very
azmzlar, differing only in the functzon relatxng total surfaee charge ¢,
to surface potential ¥,. The constant capacitance model is a special
case of the diffuse- -layer model for solut;ons of high ionic strength and
surfaces of low potential (Allison et al, 1991).

The constant capacitance and diffuse-layer model specify only one
layer in which specifically adsorbed ions define the surface charge o.
That plane is referred to as the o-plane, and its surface charge and

potential are designated ¢, and ¥,. Hydronium and hydroxyl ions form
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the bulk of the surface charge (s,) on the o-plane. Figure 5-11 shows a
schematic model of the diffuse layer model associated with the surface

of a solid such as amorphous ferric oxide.
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Figure S-11: Schematic representation of the surface charge/potential
relationships used in the constant capacitance and diffuse-layer models
(from Allison et al, 1991).

The triple-layer model is slightly more complex than the diffuse
layer hodel, and considers the adsorption layer to be composed of two
constant capacitance layers Sbunded by a diffuse layer of electrolytes
(Peterson et al, 1987). A schematic is shown in Figure 5-15. The
triple-layer model in MINTEQA2 allows only protonation and deprotonation

reactions in the o-plane. Adsorption of other cations and ions occurs
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in the f-plane (or inner Helmholtz layer), and non specifically adsorbed

ions reside in the diffuse layer or 'd’ plane (outer Helmholtz layer).

Pigure 5-12: Schematic representation of surface species and

charge/potential relationships in the triple-layer models (from Allison
et al, 1991).

/
Input parameters for the triple-layer model include two capacitance
terms and three electrostaﬁic components. Davis and Runnells (1987)
list values for surface site density and capacitance values for
adsorption in the triple-layer model. ;
In the Gold Quarry pit geochemical model, PTI (1992) restricted
their adsorption models to the diffuse layer and triple layer models.

By fitting the model results to their experimental data for each
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specific metal ion of interest (arsenic, cadmium, copper, and lead),
they determined which model best described the adsorptive behavior of |

each ion.

Groundwater/Aquifer Geochemistry: Before applying any
hydrogeochemical model to an aquatic system, the modeler needs a high
quality, comprehensive chemical analysis for each water to be modeled.
Without accurate knowledge of groundwater chemistry, the model Qill
probably be invalid, and may carry erroneous information into water
quality prediction, monitoring, and remediation.

In most pit water scenarios, it is reasonable to assume that the
aquifer mineralogy near the pit will be the same as or similar to the
pit wallrock mineralogy, with the possib;e exception of ore-related
minerals such a5~Crac; metals. Water well chemistry in the vicinity of -
the Universal Gas pit (Geraghty & Miller, 1991) shows major ion
concentrations consistent with an aquifer comprised of interbedded
carbonate rocks and clastic sedimentar? units (i.e., calcium, magnesium, - --
alkalinity, silica). This chemiatry.gay be representative of other - - = --
upgradient aquifers associated with precious-metal pit waters. The
upgradient water may be expected to be in equilibrium with the dominant
mineral assemblage.

The equilibrium state of the groundwater (mineral saturation
indices) may influence the mineral mass tr;nsfer once the water
approaches the bit and comes in contact wiﬁh wallrock minerals.

Groundwater in equilibrium with the aquifer may reach equilibrium faster
with the pit wallrock, or be less undersaturated with respect to \
wallrock mineralogy. The result might be less pit wall mineral
dissolution, and less mass transfer from the wallrock to the pit water.

Some ore deposits have unusual geologic/geochemical settings that

might cause interesting scenarios in local groundwater geochemistry. Ar
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example is the Ruth district in Nevada. Ruth is a porphyry copper
deposit, with quartz monzonite porphyry the dominant host rock, typical
of such systems. However, this intrusive is set within a regional
stratigraphic sequence consisting of carbonate rocks. When\Ehe Ruth pit
water, with low pH and high metals, flows out of the pit and mixes with
the carbonate grouhdwater, the resulting water will likely be
sigﬁificantly different from either of the precursors. The carbonates
will probably buffer the groundwater toward neutral pH, causing metals

to precipitate from solution.

Reaction Kinetics: Consideration of kinetics in pit water models
woﬁld greatly improve the validity of the model, but will require more
decaiied techniéues and expegimen;s. Applying experimentally derived
kinetic data to complex field situations is difficult.

Many factors influence rates of reaction, the most important
perhaps being the surface area of reactant available. This will be
constantiy changing .in field situations during dissolution/precipitation
reactions. Without a knowledge of the reactive surface -area in contact
- with a unit volume of water flowing through the pore spaces, kinetic
data will remain sdmewhat empirical and of questionable value frﬁm one
system to another (Plummer, 1984). Apparent rates of reaction can be
derived from inverse modeling if thé mass transfer results are combined
‘with estimates of residence times. This procedure has beén applied to
groundwater systems by Plummer (1984), using isotopic data.

Quaﬁtitative interpretation of reaction kineéics in AMD situations
is difficult due to the complicated chemical system of buffering (ﬁicks
and Groves, 1993). Rates of CaCO, dissolution measured in the field are
several orders of magnitude slower than rates predicted from the Plummer
et al (1978) dissolution rate law (Wicks and Groves, 1993). The

experiments of Wicks and Groves revealed that dissolution of Icelandic
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Spar CaCO, in Camp’s Gulf Branch Qas inhibited. They also noted
precipitation of hydroxide floc on the calcite crystals, and suggest
that the floc inhibited the dissolution by armoring the calcite.
Armoring may be a serious problem in pit waters, by preventing
dissolution of potential solution buffering minerals. However, arﬁoring
may also affect acid generating minerals in a similar manner.

Rates of reaction of pit wallrock minerals might decrease over
time, as the saturation state increases and mineral availability
decreases. More soluble minerals, or minerals associated with
structures or zones of high permeability, might dissolve rapidly during
early stages of pit submergence. As these minerals are removed or
become armored, dissolution rates may slow.

The . kinetics of pyrite oxidation have received great attention.
Davis and Ritchie (1987) developed a model for oxidation of pyrite that
" has been applied in pit water geochemical models (PTI, 1992). The
kinetic models generally agree that oxygen availability is the ;imicing
factor in pyrite oxidation. _ The rate of oxygen diffusion into the pit - ...
wall will be a function of the permeability of tﬁ‘ wallrock.

None of the codes evaluated in this study explicitly consider
kinetics. The rate of reaction may be controlled in PHREEQE and
MINTEQA2 by specifying incremental quintities of components
participating in reactions for dissolution, precipitation, or other
. processes. EQ3/6 (Wolery, 1992) incorporates a limited ability to model

reaction kinetics.

ﬁquilibrium Thermodynamics: Speciation modéls of existing pit
waters generally show several mineral phases thermodynamically over-
saturated. Precipitation of minerals from solution can produce some
important changes in pit water chemistry, such as reduction of dissolved

solids, removal of metals, and armoring of reactive minerals.

N
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Aluminosilicate thermodynamics (feldspars, pyroxenes, amphiboles,
micas, olivines) introduces complications into modeling. Most
aluminosilicates weather incongruently, leaving a solid residue behind,
such as kaolinite or other clay minerals (Drever, 1988). Many
weathering products can bg generated, such as mixtures of cl#ys, which
" could armor other reactive minerals in the éysteﬁ. Modeling resplts
in#élving aluminosilicate‘thegmodynamics ;houla be interﬁreted with ~
caution. RAs stated by Ball and Nordstrom (1991), the use of solubility
product constantsn(xw) for many silicste minerals (smectites,‘illites,
chlorites, micas, feldspars, amphibéles, pyroxenes, and pyrophyllites)
is not recommendgd bgcause these phases have not demonstrated reversi-

ble, equilibrium solubility.

Biological Activity:‘ Biological activity may be important in
controlling several aspects of pit water geochemistry, such as redox,
reaction‘kinetics, and chemical speciation. Bioldéiéal effects were not
incorporated into the modeling simulations of this-study, but some of
the more important aspects deserve mention. - T e

Bacterially mediated oxidation of ferrous iron can enhance pyrite
oxidation by up to six orders of magnitude (Lacy and Lawson, 1970).
ggiobacillug'fgrrgg;igggg is the most common.baccefia that oxidize
sulfur and iron, but at least 18 others are knowp {SRK, 1989). Bacteria
can also'acceierate the oxidation of other sulfides common in mineral
deposits (Lundgren and Silver, 1980). SRK (1989) lists the following .
factors which will detefmine.the bacte}ial‘activity, andlthe associated
rate of acid generation: i .
Biological activation energy
Population density of bacteria
Rate of population growth
Nitrate concentration
Ammonia concentration
Phosphorus concentration

Carbon dioxide content
Concentrations of any bacterial inhibitors .

LN BN R B B R N 2
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Oxidation of organic matter may influence the level of dissolved
oxygen in the lake, perhaps aécelerating anoxia, which will affect the
O, available for chemical oxidation. Depletion of O, with depth in
lakes will commonly be from oxidation of organic matter, but may also be
from chemical oxidation (Hutchinson, 1957).

Microbially mediated sulfate reduction, followed by reduced sulfur
mineral precipitation, can attenuate the a;idity and high concentrations
of iron and sulfate in acid mine drainage. Sulfate reductionvcan
partially counteract acidic inputs in freshwater lakgs by generating

bicarbonate alkalinity via the reaction (Wicks et al, 1991):
SO + 2Ciguue + 2H0 --> H,S + 2HCO, (1)

-This‘reaction is‘microbially mediated; the sulfate reduction step
requires thé presence of orgénic matter in the sédiments to provide a
carbon source for the bacteria (Wicks et al, 1991). The sulfide formed
in this way must be stored in a reduced form in the sediments to sustain
the alkalinity generated (Wicks et al., 1991). At low pH, the sulfide

- may be released to the aémosphere as hydroéen sulfide gas (Doyle, .1976). -

\ 'If the pH is above 7, H§ will form rather than é,s, which will form
solid sulfides if any reactive iron is present (Drever, 1988).

Wicks et al {(1991) examined~sediments of 15 coal strip mine lakes

' . for evidence of sulfate reduction. The end products of reaction (1)
were‘fouﬁd inrthe sediments oé all 15 lakes, indicating that sulfate
reduction occurs followed by au_éhigenig sulfide mineral formation. Both
sulfide minerals and oréénic sulfur were observed in the lake sediments.
Organic sulfur phages éenerélly dominate the ﬁistribution of end
products of sulfate reduction in slightly acidic, sulfate-rich,'ifon-
poor systems (Wic*s et al, i991). Organic sulfur phases also may
dominate in AMD lakes, but in iron-rich sediments, sulfate reduction end

products are primarily inorganic (Herlihy et al, 1980). If Fe
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availability is limiting, an increése in Sulfate or organic matter
content will not lead to an increase in the FeS or pyrite content of the
sediments. In Nevada pit lakes, inorganic reduced sulfur minerals
should dominate the authigenic sulfur, since they would be associated;
with Fe-rich and SO,-rich sediment.

A variation of reaction (1) is provided by Bell et al (1987):

2Fe (OH)"" + SO." + c!x:cw- + H: o=

FeS, + Fe’ + 2HCO,” + 3K,0 + 30H" (2)

which shows that authigenic pyrite formation is controlled by several
factors. The extent to which reaction (2) proceeds may be limited by
the concentration of any one of the reactants, but oiganic matter is
believed to be the limiting factor in this process (Berner, 1971).
Evidence of this in the pit lakes included high correlation between

' organic matter content and the sulfide minerals, and the low correlation
of porev&ter Fe and porewater sulfate éoncentrations with any of the §
mineral pools (Wicks et al, 1991).

Wicks et al (1991) observed a correlation between_age’of strip
mine lakes and health (water quality). The age of the lakes cbrrelated~
with the amount of reduced S mineral in the lake sediments. The oldest
lake was only 23 years old, yet showed signs of self-remediation through
authigenic py;ite'formétion. The lithologies included limestone,
sandstone, an& shale, and the pH ranged from 2.6 to 8.0, conditions
potentially similar to future Nevada pit lakes. The effects of lake age
are: (1) a lessened acidic, sulfate-‘;nd Fe-fich load delivéred to the
sediments as the pyrite weathérs from the spoil pile; and (2)
amelioration by the alkalinity genegéting reactiong that occur in the
sediments. The time schedule (time required for lake to self-remediate:
acid neutralizaﬁion, decreased amount of pyrite oxidation) of any

specific lake is determined by the amount of pyrite present in the spoil
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that will eventually weather and produce acidity, the thickness of the
vadose zone, the precipitation rate in the area, and groundwater flow
direction (Wicks et al, 1991).

Photosynthesis can influence the pH of aquatic systems on a cyclic
basis (Wetzel, 1983; Drever, 1988). The photosynthesis reaction

(Drever, 1988):

106CO, + 16NO,” + HPO*" + 122H,0 + 18H' + (trace elements, energy)

= Cy0eH2630:110N:4P;, + 1380,

utilizes carbon dioxide and hydrogen, thus increasing the pH.
Respiration, thg reaction in reverse, produces hydrogen which decreases
the pH. The variation imposed by photosynthesis:can also influence the
sorptive behavior of trace metals. Fuller and Davis (1989) observed
significant dai}y fluctuations in trace metal dissoljgd and sorbed
concentrations in their study of Whitewood éreek, South Dakota, which
they attributed to uptake/teleasé of ﬁrace metals by adsorbents as pH
changed due to photosynthesis.

Chemical modeling may reveal biological activity not immediately
verifiable or evident in field observations. Nordstrom et al (1979b)
noted that jarosite was oversaturated in chemical speciation
calculations for some streams, but no obvious yellow iron precipitate
was seenvin the reﬁchea. Piéld observations indicated tﬁat jérosite
~ precipitation occurred in the.micfo-environment of bacterial coionies.
Nordstrom et al (1979Db) éﬁnclude that this suggested the existence of a
kinetic barrier which hinders jafosite precipitation, but does not
hinder ferric hydroxide precipitation, and that this barrier is overcome

by the surfaces of bacterial colonies.

Ion Exchange: Ion exchange can be a significant control on the

chemistry of water in contact with sediments (Drever, 1988). Ion
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exchange may therefore influence cation ratios in pit water, perhaps
causing anomalous Na‘/Ca?* or Mg?'/Ca? ratios. Possible ion exchange

reactions are:

MgX + Ca** = CaXx + Mg*

Na,X + Ca** =« CaX + 2Na’

;here X denotes a clay mineral. In the first reaction, Mg® in a clay
mineral is replaced by a Ca? ion, and in the second, two Na*' atoms in a
clay are replaced by a Ca? ion. The first reaction removes one Ca? ion
from solution and adds one Mg®* ion to solution, while the second
reaction removes one Ca* from solution and adds two Na' ions to
solution.

In experiments involving acidic tailings fluid and calcite-bearing
drill core, Davis and Runnells (1987) concluded that ion exchange on
montmorillonite clay was responsible for release of Ca’* to solution.

Ion exchange can be verified by chemical analysis of jon exchangers

(WBL, personal communication). . N

Physical Factors

Bvapoconcentration: Surface water bodies in the arid climate of
the Great Basin are subject to high evaporation rates which may exceed
the precipitation rates (Figures 5-13 and S$-14; see also Herczeg and
Imboden, 198%). For example, in 1984, Big Soda Lake, near Fallon,
Nevada experienced 9 cm of preciéitation, but 120 cm of evaporation
(Kharaka et al, 1984). Evapoconcentration of the pit lake should
increase the concentrations of dissolved ions in solution.

Evaporation rates can be estimated by a wide vériety of methods
(Gray, 1970). Pan rates may overestimate the actual evaporation rate
due to higher heat loss than natural water boéies, requiring correction

by a conversion factor (Fettef, 1988). Pan rates may also underestimate
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Note: Depths over 16
inches not shown

rigure 5-13: Average annuai precipitation in Nevada (inches/year); from
Nevada Division of Water Planning (1992).

actual rates due to wind speed across the lake and other factors (Gray,
1970).

- A geochemical model conducted for Barrick Goldstrike’s proposed
Betze Pit predicts that évaboconcentration will increase the levels of
cox;setvative elements by 2.25 times when steady state is attained, some

200 years after mine closure (BLM, 1991).
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riguio $-14: Average annual lake surface svaporation in Nevada
(inches/year), from Nevada Division of Water Planning (1991).

!..hnologfs Many physical limnological tactora will influence the
chemistry of pit lakes, including vertical mixxng, temperature, and
‘" dissolved gas profiles. The extent to which vertical mixing occurs will
determine the likelihood of turnover (Wetzel, 1983). Turnover and
mixing will influence several aspects of pit lake chemistry, such as
redox, mineral phase and aqueous species stability, and biological

activity. Important driving forces determining the occurrence of
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turnover include wind enerqgy, chemical density differences, solar
radiation, and lake geometry (Wetzel, 1983}. Pit lakes could
potentially become anoxic at depth, as the O, and Eh profiles at the
Berkeley Pit illustrate (Pigure 5-15). As discussed éarlier,'anoxic,
reducing conditions at the pit bottom, at low to neutral pH, could cause
elevated dissolved iron concentrations. Regular turnover and mixing
will favor a decrease in iron concentrations and precipitation of ferric
hydroxides. A possible drawback of iron hydroxide precipitation is
increased turbidity in the water column, which can potentially reduce

the heat budget in a pit lake and cause stratification (Parsons, 1977).
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rigure 5-1S:
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The temperature of a pit lake will influence its chemistry.

Colder water can hold more dissolved gases such as O, and CO,, which

will influence many other factors. Seasonal changes in temperature and

gas profile of typical lakes are well known (Figure 5-16).
The surface area to depth ratio in pit lakes will be less than

most natural lakes, with the closest morphological analog being perhaps

Crater Lake, Oregoh (Macdonald, 1992; Lyons et al, in press). Such
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geometry may decrease the likelihood of wind induced fall and spring
turnover, and increase the possibility of perennial anoxia in part of

the water column.
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Figure 5-16: Idealized profiles of temperature and dissolved oxygen in
oligotrophic (non-productive) lakes (after Wetzel, 1975). The increase
in dissolved O, with depth is due to the greater solubility of 0, at
lower temperatures (from Drever, 1988).

The iocation and orientation of some mine site locations may
~ actually enhance the wind speed across ﬁhe'lake.~ Cortez experiences an -
apparent funnelling effect:, perhaps caused by tlie orientation of the
elongate pit roughly parallel to prevailing‘wi'nd directions (DAB,
personal observation). High freeboard (height of pit wall or shore
~ above water level) of a pit might: inhibit the wind vélocity across pit
lakes. | o | |

t..ifmological modeis may help development and calibration of pit
lake geochemical models. " The model - CE-QUAL-R1 has been used to model
the limdlogy of the Gold Quarry Pit, using Pframid Lake as an example
(Davis, 1953) . Pyramici Lake was deemed the "closest analog” even though
the geometries of the two Ilakes are very different (Lyons et al, in
press). |

Geothermal input: Due to the anomalously high regional, crustal 1

heat flow in the Great Basin, much of the groundwater is warmer than
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average. Much of the geothermal water rises along the young, "Basin and
Range, " semi-vertical faults that dissect Nevada (NGDC, 1983). Since
the ore mineralization at many Cenozoic age mines in Nevada is
associated with faults, it folloys that some mine sites will be situated
in areas of geothermal activity (Macdonald, 1952). Therefore, the
potential exists in many post-mine situations for the inflowing
groundwater to be significantly_warmer éhan average. ‘ \

— If warm groundwater enters the base of a colder pit lake, density
driven vertical mixing may occur, causing turnover on a frequent basis
as the warmer, less dense water ascends to the surface. This occurs at
., Crater Lake, Oregon, a normally very cold mountain lake that experiences
deep, geothermal inflow and regular turnover (Williams and Von Herzen,
1983). However, if the warmer water enters high in a cold pit lake,
| thermalrstratifibation may fesuit, ;ausing a stable situation in which

mixing and turnover are unlikely.

Atmospheric Gas Exchange: The ability of.the pit. lake to take up
" atmospheric €O, and 0, will influence‘th‘e x;ed’ox potential, pH, and the
solubility and stabiiity of minefal phases. The pCO,*will affect pH and
carbonate solubility, which in turn influence concentrations of Ca, Mg,
and alkalinity. The indirect impacts on pH-dependent metal solubilities
could be significant. Plummer et al (1983) found that the calculated
.mass transfer of pyrite was enhancedtlo-gold in their system when closed
to co,’ versus being open to CO, in’put:.;
o The exchange of O, will influence redox conditions and the
- solubilities and concentrations Af redox-dependent minerals. As
giscussed earlier, the impact of Eh dependent metal solubilities coﬁld
be equally significant, and may make the difference between trace or

toxic quantities of metals released into the environment.

The diffusion of O, into the pit wallrock could be an important



123

factor controlling dissolution of trace metals and sulfate into the pit
water. Current models of pyrite oxidation assume that the rate limiting
step is the rate of 0, diffusion into the rock (Davis and Ritchie,
1986) . The Gold Quarry model applied sensitivity analyses incorporating
three different porosities that affected O, diffusion into the pit, and
hence the mass transfer (PTI, 1992). The three models gave
significantly different.ﬁass transfer results.

Many lakes with near neutral pH are slightly supersaturated with
CO, relative to atmospheric pCO, (Wetzel, 1983). Soil zone pCO, is
generally much higher than atmospheric, whereas deep groundwate; pCO,
may be significantly less than atmospheric (Drever, 1988). The pCO, of
phreatic groundwater in limestone is usually above atmospheric as well
(Drever, 1988).

By manipulating the partial pressures of CO, and 0,, the model can
simulate oxic vs. anoxic, or open vs. clqged systems. Fixing the pCO,
at atmospheric assumes the system is open to the atmosphere. The lake
chemical model can be divided into a set of stratified cellg, each with
a different pco, or po;. S e e

Rock/water ratio: The amount of rock exposed to solution (i;e.
rock/water ratio‘hetween pit wallrock and groundwater + pit water) could
exert important control over the mineral mass transfer. The rock/water
ratio will bé a function of wallréck porosiﬁy, permeability, and the
water flux into the system. Tﬁe rate of water flowihg inéo the §it will
§irectly influence the rock/water raéio, which will ha&e an effect on
dissolution/precipitatién ratés. Rapid inflow rate may cause a higher
qegree of undersaturation in the water, thﬁs eﬁhanéing the dissolution
of wallrock minerals.

Fractures can greatly increase the permeability, aﬂa hence, the

_groundwater flow rate, through an aquifer. This could have a variety of
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effects in pit water evolution. First, if ore minerals such as sulfides
are associated with fractures and other structures, the sulfides will be
exposed to greater volumes of water than other minerals, causing higher
masses of metals dissolved into the water. However, if ore minerals are
not associated with structures, or if secondary fracture permeability
has been ;ntrcduced by blasting, the water flowing through fractures
could interacélwith relatively unaltered rock, in which case the
dissolution of metals may be suppressed.

More than one aquifer may intersect the pit, such as an alluvial
(phreatic) agquifer, underlain by a series of confined or semi-cénfined
aquifers. There may be a much deeper, fracture-controlled, aquifer,
perhaps in carbonates, similar to that being encountered in the Carlin
trend mines of Eureka, Co., NV (HCI, 1992).

A Slope stability in submerged pits could be a complicating ‘factor
introducing variation into mine water quality modeling. Wall failure in
submerged pits may introduce large errors into the rock surface area
predictions of chemical hodels..‘SIOPe stability of the piﬁ wall has the
potential to increase the rock/water ratio rspidly and dramatically.
Sloughing has decreased the depth of the Berkeley Pit by 38 meters
(Davis and Ashenberg, 1989), and the Ruth pit by 37 meters (Woodward-
Clyde Consultants, 1992). ‘ : ’

The most detailed model of pit'water chemical evolution will
involve an estimate of the amount of water passing over minerals in the
pore spaces of the wallrock, perhaps in concert with kinetic da;a for
dissolution rates of each mineral. These data could be combined with an
estimate of pit lake volume and the masses of total me£a13to be
dissolved into it. The pit inflow rates cguld be calculated from
groundwater flow rate as determined from well data. The rock/water
ratio would ¥equire an estimate of pit wall porosity, which would be

complicated by the complexity of structures commonly seen in

» et tm——
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hydrothermal ore deposits. A consideration of rock water ratio should
incorporate a finely discretized grid, due to the probable variation in
the porosity and mineral percentages from site to site in the deposit.
An estimate of pit lake volume could be obtained from mine plans, as
could the volume‘or surface area of pit wall available for fluid
interaction. By combining these data, one can estimate a flux {(and a
rock/éﬁter ratios through a given parcel of rock. 1Ideally, this
information can be integrated into chemical models to determine the
volume of water that reacts with a specific volume of rock over a
specific time interval.

Modeling the rate of inflowing groundwater substantially elevates
the level of sophistication of the overall pit water modeling exercise,

and was beyond the scope of this study.

Number of Inputs/Outputs in System: The simplest modeling

scenario will be one in which the water balance can be expressed as:

I (B) =L (P) +B
where: - ‘
P, = sources of water to the pit (groundwater + precipitation)
f; = ginks of water from the pit (pit outflow to groundwater)

E = evaporation

In other words, the pit has filled to‘ultimate depth, the system has
reached steady st;te. and no significant inputs or outputs oﬁher than
those stated above exist. ' |

The contribution toA;he pit laké from sources other than
groundwater, such as surface runoff and precipitation, will complicate
the model. The l;rgest contribution of mgtals into the Berkeley Pit
comes not from groundwater, but from surface water draining mine '

tailings (Huang and Tahija, 1990). The mass of metals from this source
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may be impossible to quantify and model, and would require a detailed
water/solids budget to the pit.

The rate of local precipitation may be a positive factor in
helping to dilute the pit water in some regions. In the arid west,
however, the site of most of North America‘’s precious metal pits,
precipitation will likely be far outweighed by evaporation {(Figures 5-
13, 5-14). The rate of precipitation in the Ely, Nevada area (location
of Ruth mines, and general location of the Cortez Mine) is 14 inches per
Year, whereas the evaporation rate from the Ruth pit lake is 4§
inches/year (NDEP files). Net evaporation will probably be ubiquitous
across Nevada and the entire Great Basin, and evapoconcentration will
contribute to higher dissolved solid concentrations in pit waters.
Evapoconcentration can be modeled by manual subtraction in MINTEQA2, but
is more easily accomplished in PHREEQE.

In most situations, the pit water will likely flow out of the pit
and into the adjacent aquifer, under the influence of the local
hydraulic gradienﬁa However, if -the pit lies on a’steep slope, the °~ - -
water could potentially flow over the rim on the downslidpe ‘side of the - — -
pit. This could introduce contaminants into a surface watershed much
more rapidly, and over a larger area, than would transport via

groundwéter. -

Time Scale: The pit water chemistry will probably change over
.time, depending on all of the factors that have beeh discussed in this
section. As stated earlier, evapoconcentration will likely cause a
progressive increase in dissolved solid concentrations over time. Pit
lakes in the Great Basin, in areas of net discharge, could ultimately
become brackish or saline with trace metal concentrations typical of
closed basin lakes (see Herczeg and Imboden, 1988).

The time scale of the model will be critical if the pit water is
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in contact with different lithologic/mineralogic suites at different
stages as the pit fills. A common sedimentary sequence appearing in

precious metal deposits is interlayered carbonates and siltstones or
shales, as exists at Gold Quarry (PTI, 1992). Two potentially
significant scenarios could afis;. The first is of greatest concern,

“ that is if a non-buffering lithology is overlain by a buffering
lithology which hay not be in contact with the rising pit water until
well into thé futﬁre. A more innocuous scenario would be one in which
the shale overlies the carbonate, so that the rising pit water is always
in contact with carbonates and some buffering capacity is always
available as the pit fills.

A pit water will probably reach equilibrium with some of the host
mineralogical suites in the wallroék (resﬁl;s shown in later chapter),
but the attainment of equilibrium may be‘hany years {; the future.

Modeling the pit only at ultimate depth can be risky. 1Ignoring
all the intérvening years may neglect decades of contamination, with
dangerous consequences to local vater quality. An example is the
Berkeley 2it. which is projected té top out (without human intervention)

in the year 2009, 27 years after dewatering ceased (Davis and Ashenbergy,:
.1989). Conditions at the Berkeley pit today are such that immediate
attention is necessary (Duaime, 1992), and local officials are rapidly
érying to solve the problem beiore‘the pit water reaches the rim (Baum
- and Knox, 1992). :

Bydraulic Gradient: The direction and gradient of groundwater
flow may be an important influence‘on pit wall dissolution, as
illustrated by Wicks et al (1991). If sulfide minerals appear on the
hydraulicaily upgradient side of the pit.)chances are that mineral
dissolution will be enhanced more so than the situation in which the

metals exist on the downgradient side. The downgradient side might be
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more prone to armoring by mineral precipitation, and perhaps subject to
less dissoclution than the upgradient side.

High groundwater flow rates may lead to development of a seepage
face on the upgradient side of the pit, which may act to destabilize

that section of the pit wall and initiate pit wall failure.

Anthropogenic Disturbance: Post-ciosure anthropogenic disturb-
ances can have positive or negative impacts on water quality, but the
complications introduced by such disturbances might make modeling
efforts impossib;e.

Pumping water from the pit lake may induce destabilizing
conditions, such as mixing or aerating and moving anoxic-stable species
inéo oxic portions of the pit lake.

At Ruth, Nevada, alkaline gold mill tailings were discharged into
the Ruth Pit for several years until August 1987. This resulted in a pH
‘rise to near neutrgl levels, and a riée in cyanide levels to 5-7 mg/l by

fall of 1989 (Dames & Moore, 1990). . o
Additionally H,SO, was used to leach gold from nearby tailings,

some of which ran into one bf the pits. Chemical analyses for thé Ruth
Pit from 1984-86 show pH valués in the range of 3-5, whereas 1987
samples show pH up to 6.7 (NDEP files). In 1990, pH of both the Ruth
" and Kiybley pits were in ghe neutral range, whereas the pH of the
Liberty pit was in the 2-3 range. '

 Because of the significant anthropogenic disturbances in the Ruth
District and Berkeley pits, they were not included in the modeling

exercises.

Other Factors

Database limitations: The largest source of discrepancy in

chemical models is in the thermodynamic database used by each model .
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{Nordstrom et al, 1979a). The major species in dilute solutions are
relatively unaffected, but the discrepancies increase with higher ionic
strength and/or decreasing constituent concentration. The problem
becomes more pronounced for trace metal speciation, which can show large
variation from small changes in equilibrium constants, pH, redox

potential, or temperature.

Downgradient impacts: The water in pit lakes should flow under
the driving force of a regional groundwater hydraulic gradient. Unless
the water flux out of the pit (evaporation + flow) exceeds the inflow
(which should result in a dry pit), the water should flow out of the pit
and enter an aquifer or watersyea downgradient, taking dissolved solids
with it. Contamipants, if conﬁained in pit lakes, probably pose little
threat to ecosystems ﬁr human water sourcés. However, if allowed to
migrate into an aquifer or watershed that might be a source of water for
human consumption, the contaminants in pié water at some mining sites
could become a serious concern. Downgradient impacts could be the most
important aspect of mine water quality, in the context~of environmental
contamination; perhaps deserving equal attention in the overall mine

water quality modeling exercise.
) Once the pit water enters the aquifer and becomes groundwater, the
;ystem may become closed to atmospheric gas exchange. Reducing
‘conditions may ensue, which will effect mineral sclubilities and aqueous
speciation. Sulfides of iron and other metals mighf preciﬁitate.
However, ifréh/pﬂ conditions are similgr between the pit and the
aquifer, the metals might remain mobile, be transported sufficient
distances, and threaten contamination of municipal water supplies. The
presence;of buffering minerals, such as carbonates, will maintaiﬂrthe pH
in the neutral range. The Ruth district is surrounded by carbonate

rocks, which could havé dramatic effects on the acidic and metal-laden
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water that flows from the pits.

The pit lake could conceivably act as a net discharge area
depending on its location in the regional hydraulic flow regime, and the
combined fluxes of evaporation, pit outflow, and groundwater inflow. In
such cases, contaminants will be contained in the pit, with no migration
downgradient.

Although most groundwaéér"flow rates are typically slow, on the
order of a few meters per year, large pits have the potential to
transport tremendous volumes of water and dissolved solids. As an
example, the flow rate into the Beikeley Pit is estimated to be 7.6
million gallons per day (Davis and Ashenberg, 1989}, while evaporation
is estimated at 0.08 millions gallons per day (Camp Dresser and McKee,
'1988). Under eventual steady conditions, the balance is 7.52 million
géllons per day that could potentially flow out of the pit into the
downgradient aquifer. Using iron as an example, if the dissolved
concentration at 100 meters depth (1040 mg/l) is considgred an’ average,
and assuming that all dissolved iron is q;i:ied out, then over 29 metric
tons of iron could bé transported out of>the.§it'e§ch7dé9 into the

aquifer downslope:

(1040 mg) (1 kg) {1 tom) (3.7854 1)
Tons Fe per day = x x x x 7.52 MGD
(1 liter) (10* mg) (1000 kg) (1 gal)

= 29.6 metric tons of Fe per day.

Similar calculations reveal potential .daily transport of 14.1 metric
tons of Zn; 6.2 metric tons of Cu, 5.9 metric tons of Al, 0.0S5 metric

_tons of Cd, and 201 metric tons of SO,
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6. PIT WATER MODELING APPROACHES

The development of the conceptual and numerical models for this
study proceeded in the tollo&ing stages. First, the Cortez pit was )
gselected as an example location for the simulations. An inverse model
was developed and used to détermihe mass transfer between the pit wall
and an upgradient, initial water to generate the final pit water. The
inverse model results were used as input to the forward model in an
attempt to duplicate thé real world condition. Some of the questions
posed during conceptualization of both the inverse and forward ﬁodels
include:

* Is the quality of the available chemical analyses for the sites
acceptable? Are enough data available for a valid model?

* What minerals might reach equilibrium in the system, such as the
major host lithology (e.g. calcite, dolomite, gypsum, silicates)?

These will be defined as reversible reactions in the numerical model.

* . What minerals are participating in irreversible (dissolution)
reactions, and what are their mass transfers?

* What are the relative rates of dissolution of pit wall minerals, and
how can they be incorporated into the model?

*+ What is the extent of gas exchange in the system, and how does it
influence pit water chemistry.

* How does adsorption vs. mineral precipitation influence mineral
partitioning between the aqueous and solid phase?
This study addresses two possible approaches for modeling pit
water chemical evolution. The first is referred to as the rate-
independent dissolutionlapproach,‘and the second as the rate-dependent

dissolution approach.

Rate-independent dissolution: The rate-independent dissolution
approach assumes uniform dissolution of pit wall minerals independent of
reaction kinetics or mineral solubilities. The model assumes that a

fixed thickness of pit wall (e.g. 1 foot) dissolves around the interior



submerged surface of the pit, with resultant mass transfer of all
constituent elements into solution. A schematic representation is shown
in figure 6-1. The method ignores the differential weathering that
could result from different mineral solubilities and/or different

dissolution kinetic rates.
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Fixed thickness (l.e. 1 foot)

. - - /”_/
Figure 6-1: Schematic cross-section of rate-independent pit wall
dissolution model.

The rate-independent apprcach greatly simplifies the system such
that it can be easily modeled. In the absence of definitive or reliable

data on mineral proportions or dissolution rates, this may be the only
approach for dissolving elements into the pit water. The information
required to perform this simulation includes:

1) Inflowing groundwater chemistry.

2) LlLocal precipitation and evaporation rates.

3) Masses of all minerals in pit wall rock.

4) Volume of pit lake (ultimate or incremental depth).

§) Aqueous speciation and equilibrium model,
and adsorption model if desired. R
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The approach simply dissolves the minerals into the pit lake,
giving a bulk concentration of solid per volume of solution in the pit
lake, from which the concentration can be easily calculated. An
equilibrium model such as MINTEQAi can be abplied to simulate changes in
aqueous concentration after mineral precipitation, and an adsorption
model can be used to simulate further removal of selected dissolved
constituents.

The risks of the rate-independent dissolution approach are
obvious. Pit wall dissolution is likely not congruenﬁ, since more
soluble minerals such as sulfides and carbonates should dissolve faster
and in greater quantities than silicates, clays, or oxides/hydroxides.
Also, minerals associated with structures and less competent rock such
as alluvium will probably dissolve in greéter mass.

The,improbaﬁility of the rate-independent dissolution model is
demonstrated by table 6-1, which shows the mineral masses for the Cortez
pit wallrock and the Cortez pit water, plus mole ratios for both. fable
6-1 reveals that iron is the least abundant element (on a mole -basis) of -

those tabled for the pit wallrock. With the exception of aluminum, .iron -

/..-‘—_'—/

Table 6-1: Moles of element per kilogram of rock in Cortes pit
wallrock, and concentrations (mmol/l) of dissolved solids in pit water.

mole ratio pit water mole ratio
wallrock ¢ (vs. Fe) {mmol/1) ¢+ {(vs. Fe)
Cc 10.3 -1030 T . 4.63 1928
Ca 5.7 570 . 1.13 S 472
Mg 4.7 467 0.74 310
Si 4.6 465 0.57 70
K 0.2 16 . 0.30 128
s 0.02 2 0.94 239
Al . 0.5 49 0.0 0
Fe 0.01 1. 0.0024 1

Source: * Wells and Mullens (1973); Wells et al (1969) .
*¢ See Table 1-4.
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is also the least abundant in the water. However, sulfur goes from a
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mole ratio (S:Fe) of 2:1 in the wallrock to a ratio of 239:1 in the
water. The likely source of sulfate to the pit water is dissolution of
sulfides (shown by models in next chapter), which should introduce iron
and suifate into the pit water in a 1:2 ratio. Since sulfate can be
assumed to act conservatively in the water‘(not precipitating or
adsorbing), the S:Fe ratio of 539:1 indicates that a significant mass of
iron is removed from solution, either by precipitationm, adsorption, or
other mechanism. In actuality, the iron is removed via precipitation of
ferric-hydroxide, as demonstrated by models in next chapter.

The inescapable conclusion is that a rate-independent dissolution .
model that dumps iron and sulfur into the pit water in the proportions
that they exist in the pit wallrock will ignore the processes that
control the partitioning of iron 5etween the aquecus and solid phases.
This method will grossly underestimate the amount of iron that dissolves
into the pit water, by approximately 2 orders of‘magnitude. A "bulk"
chemistry (concentration before precipitation and adsorption processes
are modeled) two orders of magnitude higher than thg ultimate - ------ .-
concentration in solution is precisely the amount predicted by the - .. .- -
forward models in the ne*t chapter. | ——

Additionﬁl‘discrepanciea between the wallrock and the pit water
are seen in aluminum and silica. Dissolution of alumincsilicates is
expected to introducé silica to the pit water, but at neutral pH
aluminum will remain behind as clay or other weathering residue. Tﬁis
/makes the bghavior of silica difficult to predict, but assuming
congruent dissolution of silicate minerals will likely overestimate the
amount of silica in solution, and may overestimate the buffering that

occurs from dissoclution of silicates.

Rate-dependent dissolution: The rate-dependent dissolution model

- acknowledges the probability that different minerals dissolve at

-
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different rates, and incorporates this into the mass transfer
calculations. The rate dependent dissolution approach is a case of a
reaction path modeling exercise.

In addition to the five parameters required for the rate-
independent dissolution model, the raﬁe-dependent model requires
information on relative rates of reaction of pit wall minerals. This
information may be available from experimental data in the literaturé;'
but is best acquired from site-specific laboratory experiments such as
batch or column tests, to determine relative rates of reaction of pit
wall minerals.

A schematic of the rate-dependent dissolution model is shown in
figure 6-2, in which minerals associated with structures, ore zones, or
less competent rock units experience greacér dissolution.

This study has tried to dﬁplicate a rate-dependené approach by
determining the mass transfer that has occurred in the system and
appiying that information to forward models. Although no information
has been incofporated regarding pit wall mineral masses.or mineral
dissélution rates, the mass transfer obtained from the inverse model has
been sucbessfully applied in the forward model to duplicate the actual
field situation. This exercise is analqgous to the approach referenced
in Plummer (1984) in which kinetic information (apparent ratesgs of

reaction) is obtained indirectly through inverse modeling.

Coupled: The coupled, or reaction transport, approach attempts to
combine aqueous geochemical reactions with the equations of hydreologic
advective transport. Very few coupled codes are available (Engesgaard
and Kipp, 1992; Nienhuis, 1991; Yeh and Tripathi, 1989), as this is a
new sub-discipline of geochemical modeling and few studies applying
these codes have been performed. Although consideration of the coupled

approach is beyond the scope of this thesis, coupled modelg have the
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potential to become important tools in future modeling studies.

A\ . - J

Variable thickness

Figure 6-2: Schematic cross-section of rate-dependent pit wall
dissolution model.
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7. MODELING RESULTS

The Cortez pit in Lander County, Nevada was selected as the
example site for the exercise that matched the forward and inverse
chemical models. The Cortez Mine was an open pit precious metal mine
that was active up until the mid 1970's (Eric Vokt, Cortez Gold Mines,
personal communication). / _

Speciation modelé were also performed for theAUniversal Gas pit in
Eureka County, Nevaﬂ;, which has been inactive since about 1983 (Denver
Knight Piesold, 19915. These mines are classified as sediment-hosted,
disseminated, precious-metal deposits. The primary host lithology for
mineralization at both sites is the Silurian Roberts Mountain Formation
(Srm). The Srm is primarily carbonate rocks (limestone and dolomite)
with minor siliceous interbeds (siltstone). The‘Unive:sal Gas pit is
located one kilometer northwest of the Carlin Gold Mine. The locations
of the Cortez and Carlin mine sites are shown in figure 7-1.

Mining activity étopped at the Cortez and Universal Gas sites -
several years ago, and the water in the pits has apparent;y regchgd
gtatic conditions. These pits were chbsen for‘several,reasensf‘ 1) they
may be representative of lakes that will fill many pits left behind by
precious metal operations; 2) they are mostly undisturbed by
) anthropogepic inputs; 3) they have‘;elatively simple water balance
gituations, i.e. inflow is primarily from‘éroundwater.\plus pericdic
gtorm e§ent surface runoff; 4) the‘neceésa;y hydrogeochemical and
lithochemical data are available, And Jf apparentlylacceptahle quality
{determined by visual inspection and c#lculatian of ionic balance).

A

Speciation/Equilibrium Models

Speciation/equilibrium simulations were performed using pit water

data from the Cortez pit and the Universal Gas’pit. For comparison
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Figure 7-1: Location map for Cortez and Carlin Mines (from Wells et al,
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purposes, pit water analyses were run through WATEQF, WATEQ4F, MINTEQA2,
and PHREEQE. The simulations served three purposes: 1) to gain an
understanding of the general state of the water, such as chemical
speciation and saturation indices of mineral phases; 2) to compare the
capabilities of the different programs; 3) to check the validity of the
data for application to the inverse simulations (BALANCE), and for
subsequent reaction path simulationa~(ngBEQR, MINT;QAZ).

Coito: pit: The original analytical data obtained from Cortez
Gold Mines (Table 7-1) exhibited an ionic balance error of approximately
18¢ (data disk file'628901W4.00T, speciation model of the average of the
three analyses). The analyses also lacked data for dissolved silica.
The 1993 sampling effort was designed to fill the gaps in the existing

data set, and to improve upon the ionic balance.



TABLE 7-1:

(sampled June 1992), values in ppm,

it water ch.mistry.
NA = not available.

Source:
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Cortez Gold Minos

East West
end Middle end Average
Ca 44.2 43.1 43.1 43.5
K 11.3 11.4 11.1 11.3
Na 72.8 72.4 71.4 72.2
M 18.0 17.7 17.7 17.8
HCO3 225 228 225 226
S04 86.5 85.6 81.9 64.67
Cl 24.8 27.9 26.9 26.53
§i0 NS NA O JA 78 A
Ba © 0.061 0.060 0.0 0.0603 +
Fe 0.145 0.257 <o.oso 0.134 +
Mn 0.005 <0.003 <0.003 0.0017 +
As 0.038 0.037 0.040 0.0383 +
Pb <0.005 0.006 0.007 0.0043 +
Hg <0.0005 <0.0005 0.00138 0.00046 +
Z <0.005 <0.005 0.006 0.002 +
pH 8.02 8.07 8.13 8.073
+ Used as model input. i
3 + 1 1t 1t t 1ttt 1+ttt 1t 1+ 1+ 2ttt 2ttt 1 £ 2 2 s ¢+ £ T 2 + 2 ¢+ 32 3 2+ 2 2 2 32 322+ 2 X+ 2 3 2+ 2 - T 2 1 & 1 1)

The new data (Table 7-2; CZSP02W4.0UT) show a much better ionic

balance (~4%), and also reveal that the original ionic imbalance was

likely caused by an'erroneous value for HCO,".

The other major ions

F+ 1 2 2 1 3+ 1 T+t 1 3 2t t + t 3 + + 2 2t 3 4 2 1132 22+ 2 24 2 2 2 3 3 2+ 2 3 2 2 2 2 2 2 2+ 3 P 42 3 b4 3t i34t ]

UNR/Cortez Gold Mines

TABLE 7-2:

Surface

Cortez pit water chemistry.
joint sampling effort (1993).

Source:
Values in mg/l.

Mid Bottom
(0 Tt.) {20 ft.) (40 ft.) Average
Ca 44.8 45.5 45.9 45.4 _+—
K 11.7 11.8 11.6 1.7 +
Na 68.3 69.3 68.3 68.63 +
Mgo 17.9 18.2 18.2 18.1 +
HCO3 283 282 282 282.3 +
$04 87.3 96.9 86.4 90.2 +
Cl 24.5 24.5 24.2 24.4 +
NO3 0.13 0.40 0.09 0.2067 +
F 2.4 2.4 2.4 2.4 +
As 0.034 0.030 0.024 0.0293 +
8$io2 34.9 34.4 34.0 34.43 +
il
7.97 8.14 8.09 8.07 4+ *
IV 136 149 75 120 + *
680 682 684 682 *
Temp (°c 21.0 20.2 20.2 - 20.5 + "
* Measured in the field.
+ Used as model input.
2 2+ 1+ 2 2 2 2 2222 2 2 £+ ¥ X ¥ T F F : F T P 2 3 P E X+ F 2 F F E 3 2 2 1 £ EE E E 2 2 2t + £+ 3+ 1 £ 7 2 %%

show reasonably good agreement between data sets.

The 1992 data set

included a complete trace metal suite, so the 1993 sampling effort did

not include trace metals.

For model input,

the major element suite from

the April 1993 collection was used due to the better major element ionic
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balance. These data were used in conjunction with the trace element
data collected by Cortez Gold Mines in 1992. The mixing of these data
sets is not expected to introduce any significant error to the model.
The combined data sets used as model input are shown in Table 7-3.

Er s msEEEEEEEEsEEEEEEEEESEEasE NN EEERSSESEsasSssssssssSEIIEEEssaEEs
TABLE 7-3: Input concentrations for Cortez pit water chemical modeling

simulations. Source: * UNR/Cortez Gold Minea joint effort (1993);
*¢ Cortez Gold Mines sample (1992).

) {(ppm)
Alkalinity, bicarbonate 282.3 *
Chloride 24.4 .
Fluoride 2.4 .
Nitrate Nitrogen 0.0467 *
Solids, Dissolved (TDS) 432.3 e
Sulfate 90.2 .
Arsenic 0.0383 e
Barium 0.0603 e
Calcium 45.4 .
Iron 0.134 b
Mercury 0.0004 b
Potassium 11.7 .
Magnesium 18.1 4
Manganese 0.0017 *e
Sodium ' 68.63 e
Lead : 0.0043 ..
Silica 34.43 .
Zine 0.002 e
pH 8.067 .

' .Universal Gas Pit: Téple 7-4 shows the chemicgl anai&fical dat;:
from the Universal Gss pit which were used as input ggg;ggg models. The
1991 analyses‘were used for all components with the exception of nitrate
and ammonia. The‘activity ratios for the nitrogen species were used to
calculate the pe/Eh of the water.

‘The chemical‘analysés for the Universal Gas pit water shows some
similarities to the Cortez pit water, but also some key differences,
such as chloride, aluminum, sulfate, alkalinxty, calcium, and a few
trace metals. The input and output for all speciation simulations for
the Cortez and Universal Gas pits, and for well SC-SB, are on dafadisk
1. The names and contents of the files are listed in Table 7-5.

The speciation simulations for the Cortez pit water show some
predictable results. A portion of the actual output file (CZSPO1W4.OUT)

is shown in Table 7-6. 1In all output sets, both pit waters and the well
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TABLE 7-4: Water chemistry, Universal Gas pit. Source: Geraghty &
Miller (values in ppm).

-

Sample date
b 2

4/23/91

Q ve

Alkalinity, bicarbonate 77.8 118.3
Alkalinity, total 85.5 97
Chloride, titrimetric 342 NA
Chloride NA 198
_Conductivity, in umhos/cm. NA 903
Cyan:de, total . NA 0.06

anide, weak acid diss. NA < 0.02
Fluoride 0.394 0.2
Ammonia NA 0.13
Nitrate Nitrogen 0.111 1.3
Nitrate NA s$.7
Solids, Dissolved (TDS) 691 550
Sulfate 30.7 23
Silver < 0.02 < 0.01
Aluminum 0.174 < 0.2
Arsenic < 0.180 < 0.0}
Boron 0.185 0.12
Barium 0.12 0.388
Cadmium < 0.007 < 0.00%
Calcium 145 94
Cobalt . 0.02 < 0.05
Chromium < 0.01 < 0.0
Copper < 0.007 < 0.025
Iron 0.134 < 0.1
Mercury - < 0.5 < §.0002
Potassaium 3.74 8
Magrnesium s - 21.1
Sodium . S0 38
Nickel < 0.01% < 0.04
Lead < 0.08 < 0.003
Selenium < 0.13 < 0.008
Silicon .11 $3.7
“Tin < 1.3 NA
Strontium 0.514 NA
Tellurium < 0.078 NA
Titanium < 0.001 NA
Thallium < 0.15 NA
Tungsten Tae S e mne I 0.051 ¢ UL ARRTT . TT e R e
Vanadium R ..« 0.007. ., . L WAL
Zinc . < 0.00%° - - < 0.02
pR 8.67 7.74

Source: v Westmont Gold (NDEP files)
** Geraghty & Miller, Inc.

¢

are near equilibrium with respect to the carbonate minerals aragonite,
calcite, doloﬁite, magnesite, and siderite. The pit waters are slightly
oversaturatea, whereas the well ig slightly undersa£utated. This is
expected, since both pits are situated in'carbénite host rocks, and well
SC-5B is emplaced in the carbonate Srm formation. ,

The pit waters are also near equilibriﬁm with respect to several
\silica and iron oxide phases. The silica phases are no suxbriée, since
siltstones are interbedded with the carbonates in all three settings.

The speciation of the Universal Gas pit water shows a slightly

more saline composition (ionic strength = 0.017, or 10™*") than the
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Table 7-5: PFile names and contents of speciation model output files.

Cortez pit water specjation simulations
CZSPOIWF.IN WATEQF input file CZSPO1MT. IN MINTEQA2 input file
CZSPO1WF.OUT WATEQF output file CZSPO1MT.OUT MINTEQA2 output file
C2SPO1W4 .DAT WATEQ4F input file CZSPO1PH.IN PHREEQE input file
CZSPO1W4 .OUT WATEQP output file CZSPO1PH.OUT PHREEQE output file
CZSPO2W4 .DAT WATEQ4F input file * CZSPO2W4 . OUT WATEQ4F output file *
. Universal Gas pit water speciation simulations

UGSPO1WF. IN WATEQF input file UGSPO 1MT. IN MINTEQA2 input file
UGSPOLWF.OUT WATEQP output file UGSPO1MT.OUT MINTEQA2 output file
UGSPO1W4 .DAT WATEQ4F input file UGSPO1PH. IN PHREEQE input file

UGSP0O1W4 .OUT WATEQ4F output file

UFSPOlPH.OUT PHREEQE output file

Well SC-S5B speciation simulations

WATEQP input file SCSBO2MT.IN
WATEQF output file SCSBO2MT . OUT
MINTEQA2 input file * SCSBO1PH.IN
MINTEQA2 output file ¢ SCSBO1PH.OUT

- SCSBO1W4 .DAT
SCSBO1W4 .0UT
SCSBOIMT.IN
SCSBO1MT.OUT

MINTEQA2 input file
MINTEQA2 output file
PHREEQE input file
PHREEQE output file

*. Second Cortez pit water speciation, using 92-93 composite.

** This sxmulatxon executed to determine Eh using specified redox couple for the actual
speciation in next simulation.

Table 7-6: Cortez pit water speciatiom, portion of output £Llo
czspozw4 OUT showing saturation indices.’ -

Phase IAP/KT Log IAP Log KT
Aragonite 449 ~-7.860 -8.309
Barite .168 -9.876 -10.044
Calcite .596 -7.860 -8.456
Cerrusite -1.778 -14.962 -13.18S
Chalcedony .387 -3.248 -3.604
C! sotile -.878 31.888 32.766
Cristobalite 401 -3.24 -3.649
Diopside -.983 19.274 20.257
Dolomite (d) .$16 -15.900 -16.418
Dolomite (c¢) 1.084 -15.900 -16.984
Fel (OH) 8 3.266 23.488 20.222
FeOH)2.7Cl1.3 6.487 3.447 -3.040
Ferrih ite 1.939% €.830 4.891
Pluorite -.423 -11.077 -10.654 ,
Goethite ' 7.830 €.83 -1.000 -
Greenalite 2.182 22.992 20.810
Gypsum -1.846 ~6.427 -4.581
Hematite 17.321 .65 -3.66

. Maghemite 7.273 13.659 6.386
Magnesite -.080 ~8.040 ~7.960
Hagnetite 19.185 23.489 4.304
Quar .800 -3.248 -4.048
Se iolite(c) -.034 15.846 15.880
Siderite (d) -.555 -11.005 -10.450
Siderite (c) -.143 -11.005 ~10.862
Silica gel -.180 ~3.248 -3.068
$i02 (a -.498 -3.248 -2.74
Talce 3.473 25.393 21.920
Tremolite 6.279 63.941 57.662

Znsiol 1.286 4.421 3.135
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Cortez pit water (ionic strength'- 0.00845 or 10°%). A portion
of the output file from speciation model UGSPO1W4.0UT is shown in Table
7-7. The pH in the pit (8.67) is higher than the groundwater (7.06),
suggesting that the buffering effect of carbonates is enhanced by the
system being open to CO,.

Discussion: The aavantages of each code become apparent when the
output files are compared for the speciation models of thé-Cortez pit
water (Table 7-8) and the Universal Gas pit water (Tablg 7-9).

WATEQF: As the tébies show, WATEQF contains no database for
several trace elements present in the Cortez pit water, and that may be
important in other pit waters derived from precious metal hydrothermal
deposits (As, Hg, Pb, 2n). This deficiency limits the effectiveness of
WATEQF in pit water modeling applications, and its use is not
recommended. ' ‘

‘ WATEQ4F: WATEQ4F can manage all of the aforementioned elements
except mercury. In addition, WATEQ4F can handle other potentially
important mine-derived trace metals, including Ag, €d, Cs, Cu, Ni, Rb, __ :-.
Se, and U. WATEQ4F also maintains a very tlexiﬁle and comprehensive '
approach to redox conditions. WATEQ4F should serve adequateiy in
speciation/equilibrium of all pit waters, except those for which mercury
speciation modeling is desired, and should be included within the
overall pit water modeiing exerciée. /

MINTEQA2: The size of the databases in MINTEQA2 and WATEQ4F are
éimilar. The number of minerals in the MINTEQA2 model is slightly
higher for each samplé than in the WATEQ4F model, whereas the number of
aqueous species is slightly higher in WATEQ4F. Both of these codes are
relatively easy to use, and generate the same basic information in the
speciation model output files. MINTEQA2 offers ﬁore flexibility than
WATEQ4F in some aspects (e.g. calculation of activity coefficients,

adjusting partial pressures of gases), but the advantages



Table 7-7:

144

Universal Gas pit water speciation, portion of output file
UGSP01W4.0UT showing saturation indices.

Phase

Adularia
Albite
Allophane {(a)
Allophane (P)
Annite
Anorthite
Aragonite
Ba3(AsO4)2
Barite
Beidellite
Boehmite
Calcite
Chalcedony
Chlorite 14A
Chlorite 7A
Chrysotile
Clinocenstite

Cristobalite

Diaspore
Diopside
Delomite (d)
Dolomite (c)
Fe3 (OH) 8
FeOH)2.7Cl1.3
Ferrihydrite
Fluorite
Gibbsite (c)
Goethite
Hematite
Huntite
Illite .-
Kaolinite
Kmica .
Laumontite
Leonhardite
Maghemite
Magnesite
Magnetite
Manganite
Montmoril BP
Montmoril AB
Montmoril Ca
Phillipsite
Prehnite
Pyrophyllite
Quartz
Rhodochrs (d)
Rhodochrs (c)
Sepiolite (d)
Sepiolite(c)
Silica ?el
8i02 (a
Strontianite
Talc
Tremolite
Wairakite

Log
IAP/KT

.691
-.522
-.971
.116
34.496
-.495
. 946
11.779
-.193
2.299
.164
1.089
.032
10.082
6.710
3.676
-.556
.067
1.869
2.036
1.400
1.950
.224
6.581
1.873
-1.622
.637
7.764
17.537
-.670
2.272

2.291

7.438
16.122
-.540

Log IAP

-19.882
-18.524

7.89S

7.895
-51.149
-20.209
-7.391
-38.331
-10.163
-42.973

8.748
-7.391
-3.520
78.462
78.462
35.876
10.786
-3.520
. 8.748
21.930
-15.140
-15.140
20.446

3.541

6.764
-12.222

8.747

6.764
13.529
-30.638
-37.995
10.456

20.27T.

-27.:248
-54.497
13.529
~7.749
20.446
23.791
-29.669
-24.718
-42.928
-19.203
~9.065
-41.912
-~3.520
-11.130
-11.130
18.081
18.051

72.696
-27.248

Log KT

-20.573
-18.002
8.866
7.778
-85.645
-19.714
-8.3136
-50.110

56.574
-26.708

for simple speciation models are relatively insignificant. The biggest

advantages of MINTEQA2 are seen in the implementation of forward models,

which are performed later.

@
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Table 7-8: Comparison of portions of output files for Cortez pit water
speciation simulations.

WATEQF  WATEQ4P  MINTEQA2 PHREEQR

Ionic strength . 0093 .0093 .0116 .0093

Total agqueous : '

species $9 128 127. 57

Total minerals 59 130 143 106

Number of VT )

iron species 14 .28 20 8

Number of )

arsenic species 0 9 9 3

Number of

mercury species 0 ) 13 3

Number of

lead species ] 20 20 3

Number of ’

zinc species 0 15 16 -7

log pco, -2.67 -2.67 -2.37 -2.67

Oversaturated

minerals . 6 20 24 1€
.8::3==8===8"8’8====================88===SI8’8=8====8=8=========8=888==8

PHREEQE: The unrevised PHREEQE (as obtained from the USGS)
contains no thermodynamic data for the traée elements As, Hg, Pb, and
Zn. PﬁRBEQB was customized in thjs_sﬁudy, spg;ifi;ally_for the Corte:z
pit water simulations, by adding the following eight elements to the

permanent database:

Arsenic Mercury

Cadmium Silver
Copper Thallium

Lead . Zinc

Additionally, 1134aQeruslspecies and 130 mihgrals composed of these
elements were pérmanenfly added to the PHREEQE thermodynamic database.
This expan&ed version of PHREEQE can now médel a limited number of
minerals and aqueous species for all ions of intgfest in the Cortes pit
water, including Hg (Table 7-8). The ability to modify or exp;nd the
database represents the biggest advantage of PHREEQE over WATEQF or
WATEQ4F. \



146

T E CEE S S sSZ EE T I E R I I I T E S S E I I R S S R R P I E T I E S S SN S E RS EE S

Table 7-9: Comparison of portions of output files for Universal Gas pit
water speciation simulations.

WATEQF WATEQ4F MINTEQA2 PHREEQE

Ionic strength .0170 .0170 .017s .0170
Total aqueocus

species 81 119 - 96 45

Total minerals 89 109 118 77

Number of

iron species .14 26 20 S

Number of

arsenic species ] 9 9 2

log pco, -3.91 -3.91 -3.59 -3.92
Oversaturated

minerals 30 40 45 27

The principal disadvantage of PHREEQE is that it is the most
d#fficult of these codes to learn. This drawback, plus the smaller off-
the-shelf database, make PHREEQE less desirable for simple speciation }
models than either WATEQ4F or MINTEQA2. Learning to apply PHREEQE to
even sipple tasks, such as ordinary speciation simulations, is a chore
which’researchers may find impractical. MINTEQAZ2 or WAfEQ4F can be
learned in less time, and have a larger t:?ce metal database than even
the expanded. PHREEQE. _

The éime necessary to expand the PHREEQE databése with the
necessary elements, species and minerals can be immense (several weeks
fﬁr this Qtudy), but after its done once, the code can be used for a
variety of simulations. The ability to @oﬁe easily bétween speciation
and reaction path models provided significant flexibility in the pit
"water models, and represents the biggest advantage of PHREEQE. ’The
output fi;es for the Cortez and Universal Gas pit# illustrate the
relative sizes of thé'thermodynamic databases of. each code, and the
‘usefulness of each to the application of speciation mbdeling. Clearly,
the databases of WATEQ4F and MINTEQA2 exceed the others, and provide the

most comprehensive speciation models. The only advantage WATBQ4F has
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over MINTEQA2 for speciation modeling is in speciating a redox problem
for which no pe/Eh is available, but for which data are available for a
specific redox couple. WATEQ4F can speciate in only one iteration,

whereas MINTEQA2 requires two.

Inverse Model

The inverse model attempts to decermxne the chemical mass transfer
éhat has occurred along a hydrologic flow path. The USGS computer code
BALANCE (Parkhurst et al, 1980) was used to determine the mass transfer
that occurred between the upgradient groundwater and the Cortez pit
water. In the case of pit water modeling, the mass transfer occurs
during rock/water interaction between the upgradient groundwater and pit
wall minerals + atmospheric gases.

Input: The input required for an inverse model includes chemical
analyses for two waters (idieial and final) elong a hydrologic flow
path, and a set of mineral phases (including Qases) believed to be
responsible to produce the second water frem the first through
dissolution and precipitation of the minefal phases.

Watef chemistry: The final water (i.e. the "final well'i for the
pit water inverse simulation is obvious, namely the pit water chemical
analysis. As the analytical data in Table 7-2 illustrate, there is no
significant chemical stratzfzcatzon evzdent in the Cortez pit water, so
an average of the three depths was deemed satisfactory Furthermore,
the water has possibly experienced mixing anyway due to actlve pumping
from the lake.

Selection of an initial water for the Cortez pit water model
presents a small problem. According to mine personnel, there is no well
located upgradient of the Cortez pit that can be used as rebresentative
input water to the pit, so an exact initial water chemistry is not

available. Moqitoring wells located downgradient or lateral to the pit
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show anomalously high levels of some trace metals (NDEP, 1992), and have
probably been influenced by ore mineralogy, or contaminated by anthropo-
genic activity. Whatever the source of the metals, these waters would
not be representative of groundwater immediatelyaﬁpgradient of the
Cortez Pit. Consequently, chemical analytical data for these wells were
not used in the simulations.

However, the host rock formation at both the Cortez and the
Universal Gas sites is the Silurian Roberts Mountain Limestone (Srm).
The water chemistry from a well (Well SC-5B) approximately 200 meters
northeast of the Universal Ga; pit and hydraulically upgradient (Denver
Knight Piesold, 1991) may reasonably represent the groundwater upgradi-
ent of the Cortez pit. Monitoring well SC-SB was, therefore, selected
as the initial water for the Cortez pit water models.

Well SC-5B is approximately 115 feet deep, and taps a deep
‘alluvial aquifer at the alluvium/bedrock contact. The water chemistry
in Well SC-SB (Table 7-10) is consistent.with that of the Universal Gas
pit, indicaiing that this aquifer is the likely source of the Uhive?sal
Gas pit water (Knight Piesold, 1992). ’ ‘

Unfortunately, the use of an initial water not along the hydro-
logic flow path makes the inverse model invalid. However, the £ramewor£
of the model remains valid, and only the actual input numbers are
different. Once the correct data become available, they can be eaéily
incorporated into the model to generate valid, site-specific results.
The scope of this study only permitted the uge of available data and
resources. Fundiné was n&ilavailable'to drill new monitoring wells.

Some general predictions of possiple_mass transfer are possible
through brief e#amination ofrthe two water chemistry samples. For ions
which show higher concentrations in the pit water than in the well (e.g.
alkalinity, sulfate, magnesium, sodium)»wé may predict that one or more

mineral phases containing these components must be dissolving along flow
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path. For ions which show lower concentrations in the pit water (e.g.,
calcium, iron, zinc) some type of removal mechanism is at work, such as
mineral precipitation or adsorption.
PR E R R R R T R I R R R R S S R R A R E N S R R R E E S R E N R I L E SN EE R ERNEE XN NSNS

TABLE 7-10: Chemical analyses for Well SC-5B, Universal Gas site,
Nevada (sampled 3/12/90, source: Geraghty & Miller).

ppm
Alkalinity, bicarbonate 112.2
. caxrbon 22.1
Chloride, titrimetric 86
Fluoride 0.5
Solids, Dissolved (TDS) 322
Ammonia 0.07
Nitrate Nitrogen 0.7
Nitrate 3.1
Boron 0.11
Sulfate 37
Sulfur 12
Barium < 0.2
Calcium s1
Iron 0.34
Lithium NA
Potassium S
Magnesium 13.8
Manganese ¢.079
Sodium 31
Silica {8i0;) 83.22
Silicen R 38.90
Aluminum . < 0.2
Arsenic N 0.01
Copper < 0.025
Lea < 0.003
Mercury 0.0002
Zinc 0.022
. pH 7.06

Phases: An inverse model requires a set of potential mineral
phases, including gases, that may react with the initial water to result~
in the final water chemistry. Selection of potential mineral phases was
baséd on publications and reports for the geology of the Cortez mine
site;‘the Roberts Mountain formation, and the aquifer geochemistry
{(Denver Knight Piesold, 1991; Radtke et al, 1987; Wells and Mullens,
1973; Wells et al, 1969).

The primary host lithology at both the Cortez and Universal Gas
sites is the Silurian Roberts Mountain Formation (Srm), which is
believed to be up to 470 meters thick (Denver Knight Piesold, 1991).

The Srm consists of dolomite and limestone with siliceocus {chert),

silty, and argillaceous interbeds. A minor host at the Universal Gas
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mine is the Ordovician Vinini Formation (Ov), consisting of shales,
siltstones, and chert with minor quartzite and limestone. The phases
selected for the inverse model are shown in Table 7-11.
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Table 7-11: Mineral and gas phases selected for Cortez Pit water
inverse model.

Calcite K-Mica Magnesite NacCl

Ca/Na EX Galena Sphalerite Mno,
Illite CO, gas Rhodochrosite Gibbsite
Dolomite - Fluorite Arsenopyrite Barite
Goethite Pyrite Cinnabar K-Feldspar
Gypsum §io, Sphalerite Kaclinite
Ca-Montmo K-Montmo Plagioclase Mg/Na EX
Na-Montmo =SOH:2Zn "CH20" (organic matter)

Results: BALANCE found 1716 possible combinations of phases that
could account for the water evolution, but only 2 that satisfied the
constraints specified. The calculated mass transfer of the selected
model is shown in Table 7-12. A positive number indicates addition to
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Table 7-12: MKass transfer model calculated by BALANCE, first itoration
(concentrationl in umol/kg.): ) - .

Plagioclase + F 106.9250
Fluorite + F $0.0130
=SOH:2Zn F - .3059
Galena + P .0208
Cinnabar + P - .0013
‘ Arsenopy + F .3772
. NacCl ’ + F 1583.3785
Barite + F .4391
Calcite F 2787.7720
Mno, 4 ~1.4091
Gypsum . ~3031.0075
Pyrite + 1238.1746
K-Montmo -767.3370
Illite 707.6120 .
sio, -740.1979 )
Goethite ~1242.1746

solution via mineral dissolution or in-gassing, and a negative number

indicates removal from solution by mineral precipitation or out-gassing.
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The phase =SOH:2n was arbitrarily. chosen as a removal mechanism for
zinc, and the negative number indicates removal from solution via
adsorption. The earlier predictions of dissolution of mineral phases of
carbonate (calcite), sodium (NaCl}, magnesium (illite), and sulfate
{pyrite) have held true, as have predictions of precipitation of mineral
phases of calcium (gypsum), and iron (goethite). To help interpret
whether theée afé believable, we can refer to the output from tﬁe
NATEQ4F calculations. .

The WATECF 6utput for the Cortez pit water data shows several
minerals near equilibrium or oversaturated, including carbonates, iron
oxide minerals, and silicg phases. These minerals may actually be
precipitating at some point along the hydrologic flow path (e.g. in the
pit water)., so the models that predict precipitation of these phases may
be plausible. '

An important contrast in the chemical analfses for the initial and
final waters pertains t§ dissolved zinc. Most trace element
cohcentratigns are higher in'the final (pit) water than in the initial _. .
{well), with the exception of zinc. This prompted the definition of a
generic sink for zinc in the final water. The phase =SOH:Zn, pqssible
adsorption onto a solid phase, was arbitrarily chosen to represent a
removal mechanism for zinc.

A few comments are warranted regarding the BALANCE model results.
Th;s model may only rémotely resemble the actual mass transfer that has
:occurred along the floﬁ path ftomVWeli SC-SB to the fortez pit w;tet.‘
‘Potential effects of evapoconcentration or other processes (i,e,
increases in concentration of "conservative® ions) were not considered
in the model. Hence,‘BALANCE had to devise sources for some ions
{chosen from the phases provided Sf the modeler), such as halite (NaCl)
and pyrite (FeS,), which showed an increase between the initial and

final waters. The mass transfers of these ions determined by the model
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may significantly exceed that which actually occurred in the system, if
the mass transfer occurred at all.

To account for the desired final concentration of S, the model had
to increase pyrite dissolution, which also increased Fe in the
proportion equal to the stoichiometric ratio of pyrite (1:2). However,
the final Fe concentration {(Cortez pit water analysis) is less than the
initial (well SQ-SB), so BALA?CE_removed the é*cess‘Fe by precipitating’
goethite (FeOOH).

Calcite dissolution accounted for the mass transfer of bicarbonate
alkalinity from the well to the pit water, but resulted in an excess of
calcium, which was removed via precipitation of gypsum (CaSO,- 2H,0).

Chloride in the initial water is hiéher (86 ppm) than in the final
(24.4 ppm), and perhaps reflects artifacts of anthropogenic influence.
Consﬁraining the. model by including chloride would have forced BALANCE
to devise a means of removing chloride from the final water via
precipitation. The only chloride phases in the BALANCE database are
‘eﬁaporites (e.g. halite, NaCl and sylvite, KCl), but the Cortez pit .
water is far too dilute to favor precipitation of evaporite minerals. ...
For this reason, chloride was not constrained in the BALANCE models.

Sodium was accounted for through dissolution of plagioclase
(selected stoichiometric ratio Al, ,Ca, (Na, ,Si,,), and halite (NaCl).

The existence of halite in the Cortez pit system is hypothetical, but
other potential sodium sources are also difficult to determine. The use
_of pl&gioclase to account for all of the Epdiun would have increased the
méss transfer of Al, Ca, and Si proportionally and may have caused the
model to fail. ) ‘ i ,

The effect of iﬁteracting variables is once again demonst;ated in
the modeling effort, as well as the "balancing® act that the code must
perform to obtain a fit to the mass transfer model. Some of the model

results shown in Table 7-12 can be rightly questioned, such as the
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precipitation of gypsum and dissolution of halite. The modeler must use
good geochemical "common sense® to interpret the validity of the
possible models generated by the code.

The limitations of the model, and the inability to account for all
of the processes at work in the,chemical evolution of the Cortez pit
water, prevent the formulation of a model that matches the real world
exactly. However inaccurate.the results may be, they represent the best
mass transfer model obtainable for the Cortez pit water at this point.
Hence, with the mass transfer calculated, the inverse results can now be

applied to the forward model.

Porward Models

\ The forward model determines the chemistry of the final water, in
"this case pitwatgr, which results from reactions between the upgradient
groundwater and the’pit‘wallrock, and subsequent precipitation and
adsorption reactions in the pit water. The results from the BALANCE
model (Table 7-12) were run through PHREEQE to model the -addition of
dissolved species to the pit water via'mass transfer from the pii_vall.
The minerals that were chosen to introduce specific major elements and
trace metal into the pit in the required concentrations are shown in
Table 7-13. U '

Mass Transfer: An assumption that may be inco;porated into‘pit

water chemical models is that the water wiil ebentually<poﬁe to
equilibrium with some of ihe primiry hégt mineralogies. ‘Speciacion
simulations for existiné pit waters (Cortez, Table 7-6, CZSP02W4.0UT;
Universal Gas, Table 7-7, UéSPOlW4.0UT} shéw equilibrium with respect
‘to several carbonate and silica phases (elg. calcite, dolomite,
amorphous silica, quértz) which may be primary minerals in the carbonate

' and siltstone lithologic units. Another example is the Liberty pit

water, fér which the speciation model (LISPO1PH.OUT) shows equilibrium
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with several silica minerals (amorphous silica, chalcedony, quartz) that
might comprise the quartz monzonite host rock. However, aluminosilicate
phases that may also comprise the host (albite, microcline, muscovite,
kaolinite,'and gibbsite) are significantly undersaturated. As later
models demonstrate (sensitivity analyses}), a solution in equilibrium
with these a;uminosilicate phases will likely be buffered in the range
of pH 5-6. Since this pH is sigﬁificantly greater than that seen in the
majority of igneous ﬁosted pit waters, the assumption of equilibrium
with aluminosilicate minerals is probably not valid. Data for‘the
Berkeley pit are lacking in silica concentrations (saturation

insufficient), so no comparison is available.

’
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Table 7-13: Minerals used in mass transfer reaction models.

Ion Source Mineral

Calcium Calcite (CacCo,)
Dolomite (CaMg(cCo,),
Carbon (alkalinity) Calcite (Caco,)
- Dolomite (CaMg(cCo,),
Chloride Halite (NaCl) )
Magnesium Dolomite - (CaMg(CO;),

Potassium K-Feldspar (KA1S8i,0,)
K'Mica (KAl;Si,Om (OH)’
Sodium Halite (NacCl)
‘ Plagioclagse (Ca, (Na, ;Al, .Si, ;0,)
Silica K-Feldspar (KA1Si,0,)
K-cha (m,Si,O“(OR)a
Plagioclase (Ca, .Na, ;,Al, ssi,,o.)
Sulfate Sulfides listed below.
Arsenic Arsenopyrite (FeAsS)
Barium Barite (Baso,)
Fluoride Fluorite (CaF,) ,
Iron - Pyrite (FeS,) :
Lead Galena (PbS)
Manganese Rhodochrosite (MnCO,)
Mercury Cinnabar (HgS) :
Zinc

Sphalerite (2Zns)

Since calcite and dolomite constitute a large fraction of the host
.rocks at the Cortez deposit, they were specified as reversible reactions

in PHREEQE (allowed to attain equilibrium). The pH, Eh, and partial
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pressures of 0, and CO, were taken from the earlier pit water speciation
models of the Cortez and Universal Gas pit waters, which indicated that
the pCO, is generally in the range of 10*‘, slighter higher than
atmospheric.

A portion of the PHREEQE output file CZRXO01PH.OUT showing the
final concentration of the pit water is shown in Table 7-14. | .
L 2R3 22 2 £33 R332 33 2 2 2223 2 2 22 2 2 2 222 2 2 s A 22 R R R i i i 2 322 32 P22 3 £ 3 4

Table 7-14: Concentration of pit water after PHREEQE mass transfer
model (CZRXO01PH.OUT). :

ELEMENT MOLALITY LOG MOLALITY MG/L
Ca 1.917060D-03 -2.7174 76.8
Mg 1.631618D-~03 -2.7874 39.7
Na 2.985860D~03 -2.5249 68.6
K 1.279370D-04 ~-3.89330 $.0
Fe 1.244668D-03 ~2.9049 69.5
Mn 1.438594D-~06 -5.8421 0.079
Al 1.603950D-04 «3.7948 4.3
Ba 4.391000D-07 T «6.3574 - 0.0603
Si 1.652966D~03 -2.71817 99.3
R Cl 4.010174D~03 -2.3968 142.2
bicarb. alk. . 132.6
s 2.862955D-03 ~2.5432 275.8
N 5.0017220-0S -4.3009 0.7
B 1.018007D-05 -4.9922 0.11
F 1.263552D~04 -3.8984 2.4
AS 5.107694D~07 -§.2918 ' 0.038
Zn 3.366368D-07 . ~6.4728 0.022
Pb 2.080000D-~08 . -~7.6819 0.0043
Hg 1.127481D-08 -7.9479% 0.0023
pB 7.6893
ge 2.4745
ONIC STRENGTH: .0168
TEMPERATURE 20.5000

ELECTRICAL BALANCE 1.1064D~04

" Examination of this output file reveals some discrepancies with
tﬁe actual Cortez pit water, and even some unrealistic numbers. Most
notable, the aluminum concentration is much higher than the actual
Cortez pit water, and e;en much higher than‘is possible at neutral pH.
The calcium, magnesium, iron, and sulfate concenfrations.are a}so'hiéher
than actual. '

The reason for the discrepancies is that PHREEQE cannot remove
ions from solution via mineral precipitation unless the minerals are

specified in reversible reactions. The BALANCE model found several

phases that would be expected to precipitate in the Cortez pit water
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mass transfer model, but PHREEQE cannot simulate the reactions.
Precipitation: To account for precipitation reactions, the next

step is to run the PHREEQE output through MINTEQA2, and model the
changes that occur to the solution after minerals are removed by
precipitation. Table 7-15 is a portion of the output file for the
precipitation model (CZPROIMT.OUT).
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Table 7-15: Results of Cortez pit water precipitation simulation in
MINTEQA2 (CZPRO1MT.OUT).

NAME DISSOLVED SORBED PRECIPITATED
MOL/XG PERCENT MOL/XG PERCENT MOL/KG PERCENT MG/L
NO2-1 1.9S0E-18 100.0 0.000E-01 0.0 0.000E-01 0.0 <<
C03-2 2.232E-03 51.4 0.000E-01 0.0 2.113E-03 48.6 134
Hg2+2 $.760E-09 100.0 0.000E-01 0.0 0.000E-01 0.0 .0023
ob+2 2.077E-08 100.0 0.000E-01 0.0 0.000E~01 0.0 .0043
HiAsO4 2.151E-07 42.3 0.000E-01 0.0 2.928E-07 57.7 .0161
Na+l 2.987E-03 100.0 0.000E-01 0.0 0.000E-01 0.0 68.7
Kel 1.280E-04 100.0 0.000E-01 0.0 0.000E-01 0.0 5.0
Zne2 3.369E-07 100.0 0.000E-01 0.0 0.000E-01 0.0 .022
Mn+2 1.439E-C6 100.0 0.000E-01 0.0 0.000E-01 0.0 .079
F-1 1.265E-04 100.0 0.00CE-01 0.0 0.000E-01 0.0 2.4
S04-2 2.874E-03 100.0 0.000E-01 0.0 0.000E-01 0.0 276
H3BO3 1.019E-05 100.0 0.0CCE-Q1 0.0 0.000E-01 0.0 .11
Cl-1 4.015E-03 100.0 0.00QE-01 0.0 0.000E-01 0.0 142.3
H3As03 $.035E-16 100.0 0.000E-01 0.0 0.000E-01 0.0 <<
Al+l 7.304E-09 0.0 0.000E-01 0.0 1.595E-04 100.0 1.97E-04
Ba+2 2.65SE-10 0. 0.000E-01 0.0 4.392E-07 99.9 3.65E-05
Fe+2 7.95SE-16 100.0 0.000E-01 0.0 0.000B-~01 0.0 4.44E-14
NO3-1 2.055E-26 100.0 0.000E-01 0.0 0.000E-~01 0.0 <<
NH4+1 1.130B-05 100.0 0.000E-01 0.0 0.000E-01 0.0 .2
Hg(CH) 2 1.653B-16 100.0 0.000B-01 0.0 0.000E-01 0.0 3.88E-11
+3 3.338BE-29 100.0 0.000E-01 0.0 0.000B-01 0.0 1.83BE-24
Pe+l 1.153B-15 0.0 0.000B-01 0.0 1.246E-03 100.0 6.44E-11
H48104 1.252E-06 0.1 0.000E-01 0.0 1.650B-03 99.9 .0782
Mg+2 .665E-04 0.8 0.000E-01 0.0 9.680B-04 59.2 16.2
Cae2 6.378E-04 36 4 0.000E-01 0.0 1.220E-03 63.6 27.97
Sum of CATIONS = 5.344E-03 Sum of ANION. 1.160E-02
PERCENT DIFFERENCE » 36.91 (ANIONS - CATIO S) / (ANIONS + CATIONS)
NON-CARBONATE ALKALINITY = 9.6218-07
EQUILIBRIUM IONIC STRENGTH (m) = .01222
EQUILIBRIUM pH - 8.067
EQUILIBRIUM pe - 2.474 or Eh = 144.17 mv

Table 7-15 depicts a more realistic scenario, and is starting to
approach the measured Cortez pit water chemistry. The dissolved
concenérations of several species have been reduced by the precipitation

of various mineral phases.
' The dissolved aluminum concentration is back down to an acceptable
level for neutral pH waters (~10"* mol/kg.), due to the precipitation of

aluminum phases. Calcium and magnesium concentrations are approaching
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the measured concentrations as well, having been slightly reduced
through precipitation of carbonate phases.

However, the MINTEQA2 model has precipitated other minerals that
have reduced the levels of several important components well below their
measured concentrations in the pit water. The ions most affected are
iron, silica, barium, and arsenic. Iron haé been aimost entirely
removed’from solution by/the precipitation of hematite. Bafium and
arsenic have been reduced through precipitation of Ba(AsO,),, and
dissolved silica has been reduced through precipitation of Ca-
nontronite. Furthermore, sulfate is about three times higher than the
actual concentration, and chloride is almost an order of magnitude
higher.

The model clearly needs refining. Before proceeding with the
adsorption model, the possible solubility controls fér these components
need to be evaluated. This marks the beginning of the calibration loop
for‘the modeling exercise.

Calibration: Referring back to Table 7-6, ihe Cortez pit water
speciation model (CZSP02W4.OUT) showed oversaturation withlseveral
mineral phases, including carbonates, silicatés, and iron oxides (shown

again in Table 7-16). If the water analysis is run through MINTEQA2,

'
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Table 7-16: Cortez pit water speciation, output file CZSP01W4.OUT
—Phase ~ Log IAP/KT " _Phase = Log IAP/KT
Aragonite ’ .449 Barite .168
Calcite .596 Chalcedony .357
Cristobalite .401 Dolomite (d) .516
Dolomite (c) 1.084 Fe3 (OH)8 3.266
FeOH)2.7C1.3 6.487 Ferrihydrite 1.939
Goethite 7.830 Greenalite 2.182
Hematite 17.321 - Maghemite 7.273
Magnet:ite '19.185 Quartz .800
Talc 3.473 Tremolite 6.279
Znsiol 1.286 .
===============;========================================================

allowing precipitation to remove the components of oversaturated
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minerals, the concentrations of some ions in the simulated final
solution drop several orders of magnitude below actual concentrations.
Due to kinetics and other factors (incongruent dissolution/precipitation
behavior, ambiguous K,, data), the possibility of all of these
mineralsactually precipitating in the pit water is remote. This leads
to the conclusion that the most oversaturated phases are not likely
controlling the solubilities and concentrations of the ions. For trace
metals, the most likely control is adsorption.

At this point in model interpretation, the modeler must once again
draw on geochemical common sense. An understanding of gedlogicél and
geochemical processes under earth’s surface conditions helps eliminate
implausible results and isolate the more probable scenario(s). Some of
the phases shown in Table 7-16 can be eliminated from the model because
they do not exhibit reversible dissolution/precipitation behavior under
low temperature conditions. Examples are cristobalite, hematite,
magneti;e, talc}\quartz, and tremolite.

To account for the solubility and adsorption controls throughout
the inversevand forward model exercise, the model must be calibrated by
working backwards from the final condition. By systematically excluding
the oversaturated phases in MINTEQA2 precipitation models, the minerals
most likely controlling the concentrations of dissolved iron, silica,
arsenic, and barium in solution can be determined. This exercise will
also determine the iron partitioning that occurs between the solid and
aqueous phases for later adsorptiéq models. Once the precipitation
calibration loops are complete, then the partitioning of trace metals
believed controlled by adsorption can be calibrated (As, Hg, Pg, Zn).

File CZPR1OMT.OUT is the output file for the calibration run used
to determine the iron partitioning. The file sﬂows the mass of iron
precipitated and the resulting iron in solution. The mass of amorphous

ferric hydroxide precipitated (as FeOOH), to result in a dissolved iron
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in Table 7-18. The first adsorption iteration has removed significant
percentages of As, Hg, Pb, and 2n, as well as minor:amounts of Ba, Ca,
and sulfate. As éxpected. the final concentrations of the trace metals
have been reducéd below their actual concentrations in the pit water,
necessitating a calibration loop similar to that used for precipitation.

Table 7-18: Output file showing equilibrium distribution of Cortez pit
water after adsorption model {CZADOLNT.OUT).

IDX NAME DISSOLVED SORBED PRECIPITATED
MOL/KG PERCENT MOL/KG  PERCENT MOL/XG PERCENT

732 S04-2 2.862E-03 100.0 2.870E-07 0.0 3.520E-07 0.0
500 Na+l 2.986E-03 100.0 0.000E-01 0.0 0.000E-01 0.0
950 2n+2 3.544E-08 10.5 3.012E-07 89.5 0.000E-01 0.0
180 Cl-1 4.010E-03 106.0 0.000E-01 0.0 0.000R-01 0.0
270 F-1 1.264E-04 100.0 0.000E-01 0.0 0.000E-01 0.0
280 Fe+2 5.883E-07 0.0 0.000E-01 0.0 1.243E-01 100.0
60 HIAS03 6.648E-18 16.4 3.400B-17 83.6 0.000E-01 0.0
360 Hga+2 5.635E-0% 100.0 0.000E-01 6.0 0.000E-01 0.0
410 Kel 1.279E-04 100.0 0.000E-01 0.0 0.000E-01 0.0
6§00 Pb+2 3.304E-11 0.2 2.077E-08 99.8 0.000E-D1 0.0
470 Mn+2 1.439E-06 100.0 0.000E-01 0.0 0.000E-01 0.0
150 Ca+2 7.23SE-04 37.7 1.738BE-06 . 0.1 1.192E-013 62.2
2 H20 3.982E-06 113.6 ~4.72%E-07 -13.6 0.000E-01 0.0
61 H3As04 3.362E-09 0.7 5.074E-07 99.3 0.000E-01 0.0
330 Hel 2.194E-03 100.1 -3.166E-06 -0.1 0.000E-01 3.0
281 Fes+3 9.277E-07 100.0 0.000E-01 -0.0 0.000E-01 0.0
1 E-1 1.127E-08 100.0 0.000E-01 0.0 0.000E-01 0.0
471 Mn+3 3.947E-29 100.0 0.000E-01 0.0 0.000E-01 0.0
361 Hg(OH}2 1.835E-16 60.0 1.225E-16 40.0 0.000E-01 0.0
460 Mg+2 . 1.173KE-03 71.9 0.000E-01 0.0 4.593B-04 28.1
770 RASiO04 8.912B-05 5.4 0.000E-01 0.0 1.5648%-03 94.6
100 Ba+2 8.696E-08 .19.8 2.5428-10 0.2 3.5208-07 80.2 .
140 CO3-2 2.189E-03 68.5 0.0008B-01 0.0 1.008R-03 1.8
Charge Balance: SPECIATED - - : Sl
Sum of CATIONS = 6.253B-03 Sum of ANIONS .1388-0

PERCENT DIFPERENCE = 2.909E+01 (ANIONS -~ ClTIONS)/(hNIONS + CATIONS)
EQUILIBRIUM IONIC STRENGTH (m) = 1.294E-02
BQUILIBRIUM pH 8.067
EQUILIBRIUM pe - 2.520 or Bh = 146.67 mv
+eesese DIFFUSE LAYER ADSORPTION MODEL ¢esseees
ees+ pParameters Por Adsorbent Number 1 evee

Rlectrostatic Variables: psio = 0.003137 sig0 = 0.000831 -
plib 0.000000 sigb = 0 000000

0.000000 sigd = 0.000000
\ Adsorbent Concentration (9/1) : .074
. Specific Surface Area (aq. uterl/g) : 600.00
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Calibration of trace metal adsorption is slightly less time
consuming than precipitation calibration. To achigve the correct trace
metal partitioning, the bulk concentrations are simply increased until
the final dissolved concentration is obtained. The results of the

adsorption calibrations are shown in file CZADO2MT.OUT, and are
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summarized in Table 7-19. Table 7-19 reveals that the final

concentrations of each trace metal ion is reduced by approximately 1-2

 ER R E R S N R R E E N S R E R I R E S I N EE R R E R T S R R S T R S N SRS EERESSEEESENEN

. Table 7-19: Adsorption Calibrations (MINTEQA2)
Bulk Final
log mol log mol mg/l
As -5.22 - -5.81 0.116
Hg -7.717 -8.07 0.0017°
Hg (OH) 2 -15.58 5.27B-11
Hg2+2 -8.07 0.0009
Pb -5.79 -7.74 0.0038
Zn -6.47 -7.85 0.0018

orders of magnitude from the initial bulk concentration. It must also
be noted in the results of CZADO2MT.OUT that mercury cannot be
calibrated by this procedure, because the only Hg species for which the
MINTEQA2 diffuse layer adsorption model has complexation constants is
Hg(OH),. The most common mercury species in the pit water, according to
the MINTEQA2 speciation model (CZSPO1MT.OUT), is Hg,, by several orders
of magnitude. Therefore, the most abundant mercury species will not
even be considered by the adsorption model. ’ -

All the information needed to run a complete forward model for pit
water chemical evolution is now available.

Second iteration: The first model iteration demonstrates that,
for modeling purpoées, the existing Cortez pit water chemistry is not
neceésarily the "final water." Thermodynamic constraints and
partitioning from solubility and adsorptive controls necessitate an
iterative calibration process to-fine tune the mass transfer results.

To continue the calibration, resﬁlts from CZADO2MT.OUT (Table 7-19) must
be entered again into BALANCE to determine the mas§ transfer in the
context of the newly determined solubility and adsorption controls.

In the second iteration, BALANCE found 1820 possible combinations
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concentration in solution of 0.134 mg/l, is 5.201E-04 mol/kg Fe, or
0.0735 g/1 FeOOH. This mass of precipitated iron was used as input to
the adsorption models to défine the amount of sorbent available in
solution.

Accordingly, file CZPR1SMT.OUT is the output file for the
calibration of silica partitioning. The barium partitioning was
determined simply by excluding the solid Ba(AsoO,},, éﬁd allowing
solubility control by barite. Consequently, arsenic control was also
removed by the exclusion of Ba(AsO,),.

Table 7-17 shows the results of the precipitation éalibrations..
To end up with 0.134 mg/l1 (105 mols/kg) dissolved Fe in solution, a
mass of 107%?* mols/kg Fe must be dissolved from the pit wall into
solution, combined with solubility controi as specified by the exclusion
option. For a final concentration of 34.43 mg/l SiO, (107* mol/kg.), a
mass of 10°%?? mol/kg must dissolve. For a final Ba concentration of
0.0603 mg/l (10°¢% mol/kg), a mass transfer of 10** mol/kg is reéuired.

Calibration of the Cortez pit water model indicates that_the bulk
concentration of dissolved iron is approximately 2 orders of magnitude .
higher (10°’** mols/kg) than the final concentration of 107 mols/kg.
Eleven iron minerals were excluded in the MINTEQA2 model to determine
this aspect of iron solubility control (CZPR1OMT.OUT). Exclusion of six
silica phases revealed that the silica bulk concentration is
approximately one order of magnitude higher than the final concentration
of 107 méls/kg. _ ,' -

Calibration of the only phase cont:olling the modeled zinec
concentration (ZnsSiO,) resulted in a bulk concentration of over 200 mg/l
to result in 0.002 mg/l in final pit water, over 5 orders of magnitude
difference. This result suggests that zinc concentration is less likely
controlled by mineral solubility than adsorption onto solids.

As a time saving measure, most of the calibration runs were
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performed independently of the other components. 1In some cases, the
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Table 7-17: Precipitation Calibrations (MINTEQA2)

Bulk FPinal ’
log mol log _mol _ma/l Excluded

Fe -3.28 -5.62 0.135 Hematite
FeOH)2.7Cl1.3
Magnetite
Goethite
Lepidocrocite
Mag-ferrite
Maghemite
Ferrihydrite
Fe3(OHYB
Jarosite K
Siderite

SiO; -2.32 -3.23 34.78 Quartz

H,S10, -2.32 -3.23 $5.63 Cristobalite
ChalcedonY
$i02 (a,gil)
Sio2 (a,pt) .
2nSio3

Ba -4.47 -6.36 " 0.0603 Ba(As04)2
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final run gave<slightly different results when included with all other dependent
components. For example the iron precipitation calibration, which determined
that 5.201E-04 mol/kg Pe mass transfer resulted in 0.0735 g/1 PeOCH precipitaced‘
and 0.134 mg/l dissolved Fe in the final solution, gave slightly different
results when all precipitation and adsorption models were included (see
CZADOIMT.OUT).. To completely calibrate the model, an iterative loop would be
necessary gimilar to thoﬁe ugsed for each individual component.

Adsorption: The next step is to determine the trace metal partitioning
as a result of adsorption onto minerai solidas. The only solid considered as an
adsorbent was amorphous ferric hydroxide, for which an abundance of adsorption
data and cohstaﬁts are available. The input parameters for amorphous ferric

hydroxide in the diffuse layer adsorption medel are (Dzombak and Morel, 1990):

Concentration of adsorbent in solid (g/1): 0.074 g/1

Specific surface area (w’/g): - 600

Site concentration (m/l or m/g): $.953B-05 (site 1)

' 3.581E-03 (site 2)

Surface potential (volts): Defined by MINTEQA2 diffuse layer

adsorption model

The first adsorption model, before any calibration adjustments, is shown

.
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of phases that could account for the water evolution, and 18 that
satisfied the constraints specified. The model selected is marked by an
(*) in Appendix B, and is shown in Table 7-20.

Table 7-20: Results of BALANCE model in second iteration.

Plagioclase + F  3057.6800
Fluorite + F 50.0130
=SOH: 2Zn F - .0154
Galena + F 1.6337
" Cinnabar + F .0070
Arsenopy + F §.9564
CO, gas F 3609.4638
NacCl + F 108.0000
Pyrite + F $12.0656
Barite + F 33.6800
K-Feldsp + F 171.3500
Calcite F -1593.7647
Gypsum ~-511.5883
Kaolinite - -2378.9350
Rhodochr ~1.4091
Dolomite + 386.7400
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These results were again run through PHREEQE in the second
iteration, to produce the bulk water chemigtry.before.precipitgtégg and
adsorption controls were modeled. These'}esuliﬁ afe shown iﬁirable 7-21
(£ile CZRX02PH.OUT).

Note once again some minor discrepancies involving ions predicted
to precipitate as mineral phases, such as calcium, magnesium, silica,
and sulfate. These can be calibrated further in PHREEQE and MINTEQA2 to
more closelj approximate the bulk concentrations arrived at in the prior
MINTEQAé iteration. .

The res&its of the éecond PHREEQE model are run through MINTBQAi,
resulting in the output file (CZADO2MT.OUT), a portion of which is shown
in Table 7-22. A comparison of the model results and the actual Cortez
pit water chemistry is shown in Table 7-23. Examination of these
numbers shows that the measured Cortez pit water cheﬁistry still has noﬁ

been achieved. Of special interest is arsenic, for which the model
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predicts to exceed the actual concentration by a factor of about three
(and in violation of federal primary drinking water standards). A final
calibration iteration was performed to bring arsenic in line with the
actual concentration in the Cortez pit water (CZADO3MT.OUT). Reduction
of the bulk arsenic éoﬁcentration (from 6.09E-06 molal) to 3.3E-06 molal
A EERETaEE S AR IR RRSCIE AR NN AEAERREEEEEREESSERSIESCIsRECTTEETES

Table 7-21: Concentration of pit water after PHREEQE mass transfer
model; second iteration (CZRX02PH.OUT).

ELEMENT MOLALITY ) LOG MOLALITY MG/L.

Ca 2.170879D-03 -2.6634 87.0

Mg 1.836022D-03 -2.7361 45.3

Na 2.985845D-03 -2.5249 68.6

K 1.279370D-04 -3,8830 5.0

Fe $.241170D-04 -3.2806 29.27

Mn 1.438594D-06 -5.8421 .0079

Al 4:586550D-03 -2,3385 123.8

Ba 3.368000D-05 -4.4726 4.6

Si . 9.029891D-03 -2.0443 542.6

Ccl 2.534774D-03 -2.5961 89.9

c 1.918798D-03 -2.7170

bicarbonate alkalinity "117.1

S 1.456713D-03 -2.8366 139.8

N 5.001722D-05 -4.3009 . 3.1

B "1.018007D-05 - -4.,9922 .11

F 1.263552D-04 -3.8984 2.4

As 6.089929D-06 -5.2154 .4563

Zn . 3.366368D-07 - -6.4728 e .022

gb 2. 1.634000D-06 -7 -5.7867 . _i~- . L3386 - = -
g .

1.697481D-08 . : -T.71702 - ____-. .0034

PH =~ 7.6458 - - 2T

PE = 2.5180

IONIC STRENGTH = .0164
TEMPERATURE = 20.5000

ELECTRICAL BALANCE = 1.1064D-04

brought the dissolved arsenic concentration in the final pit water down
to 0.0154 ﬁg/l. The effect on other ions in solution was minimal, and
only noticeable for those metal cations which compete with arsenic for
adsorption sites.‘ l
Tables 7-23 and 7-24 show that most other ions are within their
actual concentrations by a factor of two or three. This may be
considered acceptable margin of error for majo; ions. These

concentrations could be fine-tuned through continued calibration, a

process that may continue for several iterations until the correct mass
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transfer values, solubility controls, and adsorption controls are
identified. The third iteration is as far as this study was taken. The
output files for all of the forward simulations that ;re on datadisk are

listed in Table 7-24.

Table 7-22: Portion of output file showing equilibrium distribution of
Cortez pit water after adsorption model, second iteration

(CZADO2MT.OUT) . .
NAME DISSOLVED SORBED PRECIPITATED
MOL/KG PERCENT MOL/KG  PERCENT MOL/KG PERCENT
S04-2 1.423E-03 87.7 1.131E-08 0.0 3.354E-05 2.3
Zn+2 2,.798E-08 8.3 3.086E-07 81.7 0.000E-01 0.0
Mn+2 1.439E-06 100.0 0.000E-01 0.0 0.000E-012 0.0
Cl-1 2.535E-03 100.0 0.000E-Q1 0.0 0.000E-01 0.0
F-1 1.264E-04 100.0 0.000E-01 0.0 G.000E-01 0.0
Fes2 7T.601E-08 0.0 0.000E-01 0.0 §.239E-04 100.0
H3As03 3.377E-15 23.1 1.126E-14 76.9 0.000E-01 0.0
Hg2+2 8.485E-09 100.0 0.000E-01 0.0 0.000E-01 0.0
K+1 1.279E-04 100.0 0.000E-01 0.0 0.000E-01 0.0
Pb+2 1.800E-08 1.1 1.616E-06 98.9 0.000E-01 0.0
Ca+2 6.238E-04 28.7 2.6BSE-06 0.1 1.5S43E-03 71.1
Na+l 2.384E-03 79.8 0.000E-01 0.0 6.018E-04 20.2
H3As04 1.S50E-06 25.5 4.540E-06 74.5 0.000E-01 0.0
Fe+3 1.364E-07 100.0 0.000E-01 0.0 0.000E-01 0.0
Hg (OH) 2 2.661E-16 88.3 3.524E-17 11.7 0.000E-~01 0.0
Mn+3 3.842E-29 100.0 0.000E-01 0.0 0.000E-01 0.0
Ba+2 1.355E-07 0.4 1.659E-10 0.0 3.3154E-05 99.6
Mg+2 1.063B-05 . 0.6 0.000E-01 _ 0.0 1.825E-03 . 99.4
H45104 1.547E-03 17.1 0.000E-01 0.0 7.482E-03 82.9
Co3- 2. 1183 03 . 72 3‘ 0.000E-01 0.0 8.133E-04 27.7
Charge Balance: SPBCIAIBD

Sum of CATIONS = 3.622E-03 Sum of ANIONS 7.473E-03

PERCENT DIFFERENCE » 3.470E+01 (ANIONS - CATIONS)/(ANIONS + CATIONS)

EQUILIBRIUM IONIC STRBNGTH (m) = .4423 03

EQUILIBRIUM pH = 8.06

RQUILIBRIUM pe = 2. 520 or Eh

= 146.67 mv

hAAA A LA DI!?UéS LAYER ADSORPTION MODEL teesewes

te4s+ Darameters Por Adsorbent Number 1
' Blectrostatic Variables:

Adsorbent Concentratlon (g
Specific Surface Area (lq meterl/g)°

psio = -.027403
psib = 0.000000
uid = 0.000000

0.074

600.00

et

sigo = -.005778
sigb = o 000000

sigd = 0.000000

This exercise has hopefully demonstrated that the calibration

procedure can help the model converge to the desired result, but may

take some time.
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Table 7-23: Comparison of adsorption model (second iteration) and
actual Cortez pit water chemistry.

Model Actual
S04-2 136.7 90.2
Zn+2 .0.0018 0.002
~ Total Mn 0.079 0.0017

Cl-1 89.9 24.4

F-1 2.4 2.4

Total Fe 0.012 0.134

Total As 0.116 0.0383

Total Hg 0.0017 0.0004

K+l . 5.0 11.7 -

Pb+2 0.0037 : 0.0043

Ca+2 25.0 3 45.4

Na+l S4.8 68.63

Ba+2 0.019 0.0603

Mg+2 0.26 ‘ 18.1

sio2 92.9 , 34.43

bicarb. alk. 129.2 282.3

pH 8.07 © . 8.07
8:==Sl======S=I=S=SSS=8====I\-8====IIIS"=88=G=======s==========8.8!888"‘

-

Summary
The overall pit water modeling exercise as performed in this study

can be outlined as- follows:

1) Compile data for pit and groundwater geochemistry.
2) First iteration; determine maéa transfer with BALANCE.

3) Apply BALANCE mass transfer results in PHREEQE to generate a bulk
chemistry of pit water.

4) Apply PHREEQE results té MINTEQA2 to determine changes in golution
chemistry from mineral precipitation.

5) Bvaluate disérepanciea.

6) Calibrate the mags transfer model with MINTEQA2 to determine
solubility control of oversaturated phases, and the mass of
amorphous ferric hydroxide precipitated for adsorption model.

7) Calibrate mass transfer to determine adsorption partitioning and
control. -

6) Second iteration; apply results after precipitation/adsorption
models in BALANCE to determine mass transfer. New "final water" is
the bulk chemistry of first iterationm.

7)  Apply BALANCE results in PHREEQE.
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8) Apply PHREEQE results in MINTEQA2, for final determination of
precipitation/adsorption model.
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Table 7-24: File names and contents of forward model output files.

Cortez pit water precipitation simulations

CZPRO1PH. IN PHREEQE input file CZPR18PH.IN PHREEQE input file
CZPRO1PH.OUT PHREEQE output file CZPR18PH.OUT PHREEQE output file
CZPRO1PH.IN PHREEQE input flle
CZPRO1PH.OUT PHREEQE output file

Cortez pit water adsorption siuulations

CZADOTMT.IN MINTEQA2 input file CZADO3MT.IN MINTEQA2 input file
CZADO1MT .OUT MINTEQA2 output file CZADO3MT .0UT MINTEQA2 output file
CZADO2MT . IN PHREEQE input file -

CZADO2MT .OUT PHREEQE output file

323 3+ 2 2 2 2 2 3 2 2 2 33 3 2 232 33 4 3 s 222 3P 2 2 2 2 34 2 2 2 2 2 2 2 2 2 2 3 2t 23244 1 3 33 33 3 3 & 4§ 3 3 ]

Sensitivity Analyses

A set of sensitivity analyses was perfdrmed on two subsets of the
pit wall dissolution models. The first simulation modeled the effécts
of variable pyrite dissolution from the'pit‘wall in the presence of
different host lithologies. The second simulation modeled the
progression of anoxia in the pit water.

Pyrite dissolution: The mass of pyrite dissolved from the pit
wall, and hence the mass of iron and sulfate dissolved into the pit
water, was varied in three different simulations depicting different
host lithologies. The mass of pyrite dissolved into the pit water was
increased incrementally in ten steps from 0.0 to 0.1 moles/kilogram, as
shown in Table 7-25. In each model, pCO, and pO, were held constant at
the levels determined in the earlier pit water speciation models.

In the "carbonate" scenariof calcite and dolomite were defined as
reversible reactions, a situation already proven as likely in prior
discussions. 1In the "granite" scenario, reversible reactions were
specified for albite, anorthite, microcline, and amorphous silica, four
prhases that might appear in a variety of'igneous rocks, including

granite. In the "shale" scenario, only amorphous silica was specified
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as reversible. The regults are shown in Table 7-25, and Figure 7-2, and

the output files are:

PIT-C03.0UT Carbonate lithology
PIT-SIL.OUT Granite lithology
PIT-SH.OUT Shale lithology

‘

Figure 7-2 shows that the_carbonate system remains buffered at neutral
pH throughout the modeled range of'byrite dissolution. The granite
system shows a drop at 107’° moles pyrite dissolved, but the rate of
decline decreases and the system remains generaliy buffered at a pH
around 5.0. The shale system, with no buffering capacity available,
shows a dramatic pH drop at 10°%° moles pyrite dissolved, and continues
to decline to a pH less than 2.0, a scenario seen in some serious acid
mine drainage environments. l .

" Table 7-25: Bvolution of pH as a function of pyrite dialoi;od ana-hOIt
rock (Reversible reactions defined for each host: Shale; quartz.
Carbonate; calcite, dolomite. Granite; microcline, albite, anorthite,
quartsz) .

i — - . .- it

Pyrite dissolved Shale Carbonate Granite
(log mol) host host ___ __bhost _ _ ___ . ._._ .
none 7.67 7.67 7.67
-5.0 7.67 7.75 . 7.66
-4.5 7.66 7.75 7.65
-4.0 . 7.61 7.75 7.61
-3.5 T7.46 7.73 7.46
-3.0 3.90 7.70 5.82
-2.5 2.51 7.63 . 5.35
-2.0 2.00 7.53 5.25
-1.5 1.59 7.41 5.18

-1.0 1.22 7.285 $.09

The "granite®" scenario is unrealistic because of the low
probability of the pit water reaching equilibrium with any
aluminosilicate phases. Speciation of the Liberty pit water shows
equilibrium with a few silica phases, but no aluminosilicates. The

result is insufficient buffering capacity, and development of acidic
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-waterg with high concentrations of metals.

0 +T—rTrrr—r—rrr—r——r——v—

none 5.0 -4.5 -4.0 -3.85 -3.0 -2,5 -2.0 -1.5 1.0

~

Mass pyrite dissolved (log moles)

Figure 7-2:; Evolution of pH as a function of pyrite dissolved and host
‘rock (Reversible reactions defined for each host: Carbonate - calcites,
dolomite; Granite - microcline, albite, anorthite, quartz; Shale -
quarts).
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- Prom Pigure 7-2, one can infer some interesting implieationn
regarding possible scenarios for future pit waters in Nevada. Carbona{:e
hosted deposits, and even those with a minor siliceous component such as
Cortez, may rer;nin buffered throughout their evolution. However, pit '
waters in more siliceous host lithologic‘- may develop ac_i.d:l.c conditions
simiht to those depicted in Piggre 7-2. Since the granite scenu;io
depiéted here répresentl the best possible case (i.e. equnibri\'m‘with
aluminosiiicate mineralg), a more likely outcome might be the
development of pH somewhere between the "granite® and "shale® scenarios.

As stated earlier, over one-fourth of Nevada's precious metal

deposits (approximately 30) are hosted in igneous rocks. Of the three
that are currently known to be water-filled, two (Ruth and Liberty) are
acid mine drainage situations. The potential for the remaining 27
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igneous-hosted deposits, as well as sediment-hosted deposits with no
significant carbonate component, to develop similar conditions might be
a subject where future research should be emphasized.

Anoxia progression: In the second sensitivity analysis, anoxia
was simulated by repoving oxygen from the system through incremental
reduction of pO, (partial pressure of oxygen) in the water. The results
a;e shown in Table 7-26, and can be found on datadisk 2 (CZRX03PH.OUT).

Table 7-26 shoﬁs that if the system goes anoxic to the point at
which pe = -5.53, approximately 2.553E-04 moles of solid Pe(OH), (0.0273
g/l) will dissolve, thus increasing the dissolved Fe concentration to
3.708E-04 moles/kg. (21 mg/l). The value of 2.553E-04 moles of solid
Fe (OH), dissolved represents approximately one-third of the total
amorphous ferric hydgoxide that was preciéitated in the MINTEQA2 model.
If that much Fe(OH),; actually dissolves, up to one-third of the species
that were adsorbed on the ?e(OH), surface (i.e., trace metals) could be
released back into solution, resulting in a 'blowdut' of trace metals to

the environment.

’
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Table 7-26: Simulated anoxia in Cortexz pit lake. Datadisk 2 file
CZRX03PH.OUT.

Dissolved Pe(OH),
PO, pe pH Fe (total) Mass transfer’
-45 1.87 8.07 3.0828-08 -1.81288-07
-S0 0.62 8.07 3.293E-07 2.9858-07
‘-§5 -0.673 .11 4.698E-06 4.369K-06
-60 -2.183 . 8.34 3.1658B-05 2.6958-05
-6S -3.80 8.74 1.1558-04 8.3888-0S5

-70 -5.53 9.22 -7 3.708E-04 2.553R-04

This scenario is highly improbable however, because a decline in
pe to a level aé low as -5.53 is unlikely without other redox processes
intervening. As anoxia progresses, sulfate reduction should begin at

about pe = -3, causing precipitation of sulfides and generation of
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alkalinity (Drever, 1988), which would preclude dissolution of iron
hydroxides and release of trace metals. Only in the absence of organic
matter (an unlikely scenagio) would the pe drop unimpeded to levels as
low as -5.53. A more plausible scenario, and the situation which
presents the greatest concern in pit water chemistry at neutral pH,
involves the situation in which the pe drops to the range 0 to -3.0.
This would cause the system to move from the stability field of ferric
iron to that of ferrous iron (Figure S$-7), with possible destabiiization
of ferric hydroxides and a subsequent increase in total dissolved iron

concentration.

-—— - i ey - e -
A emien e tene
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8. CONCLUSIONS

Pit water chemical modeling is difficult and influenced by many
interrelated variables.

A good understanding of system geology is required for each step in
the model, from speciation through to inverse and forward models.
This information should be obtained from a combination of chemical,
XRD, and petrographic analyses of drill core and pit wallrock.

A good understanding of geochemical and geologic process is necessary
for successful interpretation of models and elimination of the
implausible. There is no substitute for geochemical "common sense.®

Precipitation and adsorption will be important process removing ions
from solution, depending on system Eh and pH.

The partitioning from solubility and adsorptive controls must be
considered in mass transfer models.

Rate-independent dissolution models will generate unrealistic mass
transfer calculations. The likely result will be an underestimation
of dissolution of important minerals such as pyrite.

Rate-dependent dissolution models will produce the most realistic
mass transfer results. Site-specific experimental data on reaction
kinetics are required for model input.

Speczatzon modeling is a vital part of the overall pit water modeling
process (MINTEQA2, WATEQ4F), by helping to guide interpretation of
inverse and forward modeling results. .. - . - ...-,.c,;n =i cams~ oo
This study has answered the queation posed at the beginning of the
thesis, by proving that a combination of inverse and forward’ ‘modeling
methods using BALANCE, PHREEQE (expanded), and MINTEQA2 is able to
duplicate real world conditions within reasonable error.

This model can be easily applied to future pit waters after the
incorporation of experimental kinetic data.
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9. RECOMMENDATIONS

This study has shown that the aqueous geochemistry of an existing
pit lake can be reasonably duplicated through a combination of inverse
and forward modeling methods. Rowever, predicting the future water
”chemistrj for a pit that does not even exist will not have the luxury of
an inverse model for the particular site. The results of an inverse
model from an existing site, such as the Cortez pit, may not be .
applicable to other locations because many critical variables will
differ greatly among mines. Many factors might be similar, such ;s host
lithology, mineralogy, and local evaporation, but not likely identical.

The question remains, can the model developed in this study be
applied to future pit water modeling situations? I believe the answer
to this is yes, but proof of that lies in further study, such as
laboratory experiments involving site-specific pit wallrock. 1If the
mass transfer predicted by the model can be duplicated in laboratory

experiments that aéﬁ?rmine“the dissoluticn of minerald from the actual ~— =

site wallrock, then the model ihouidTSiidﬁﬁiiéibleiéb“othé;'sites'ﬁiihéA T
the results for similar experiments on the local wall rock. '
The forward modeling techniques used in this study perform
reasonably well for the Cortez pit water simulations, and the
incorporation of site-specific mass traﬁgfer data, obtained from
laboratory gxperiments, should give equally valid results for any site.
) None of the computer codes applied in this study are specifically
designed for the task of modeling pit water chemistry. MINTEQA2 comes
the closest with its large trace-métal database and adsorption modeling
capability. Unfortunately, MINTEQA2 cannot model a system reaction path
as PHREEQE can, 8o the two codes are best applied in tandem in the pit

water simulation.

To produce the most accurate and valid model possible, the
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following procedure is recommended:

1) Obtain a high quality water analysis for the upgradient groundwater,
and run through speciation model to ascertain the speciation and
saturation state of the water.

2) Determine amounts and proportions of all minerals in the pit.
wallrock. Location and geometry of ultimate pit should be available
from mine plans. The best source for this data will be chemical
analyses and/or XRD work performed on drill core samples.

3) Conduct laboratory experiments to determine mass trarisfer that
occurs from interaction between the upgradient groundwater and the
pit wall, under a variety of conditions (anoxic vs. oxic, closed vs.
open) .

4) Determine bulk chemistry of pit water by applying the mass transfer
results obtained in the laboratory study (PHREEQE). A mass transfer
of solid, from a known volume of water passed through a known mass
of wallrock can be extrapolated to the entire pit lake system.

S) Determine the final pit lake chemistry by applying the precxpztatzon
and adsorption model (MINTEQA2). i

Recommendations for Further Study

There are many components o£~the overall pit water modeling
problem that are only partially understood, and for which existing
models or data may be suspect. Until more is known about these aspects
of the problem, pit water modeling will be at best a collection of
educated guesses incorporating many assumptions. Each of these aspects
is broad encugh to be evaluated in a separate study, and better
information regarding each would greatly improve future pit water
models:

* Behavior of iron hydroxide (Eh/pH stability and control) and ita
ability to scavenge metals in pit lakes.

+ Behavior of trace metals such as arsenic, cadmium, mercury, and zinc
in pit lake environments. Are there any equilibrium solubility
controls or is control entirely by adsorption?

+ Thermodynamic data for alumxnosxlicates and potential solubility
control in pit lakes.

*+ Reaction kinetics of sulfides and host rock minerals.

+ Effect of armoring on acid generat1ng vs. acid neutraliz1ng
minerals.
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Limnology; will pit lakes turnover or not?

Role of organic matter and associated rates of microbial oxidation.

- - . ——— - e
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Cortez pit water mass transfer models calculated in BALANCE

ek r ekt dbihibkehendndte Model # 1 thAetsussrabdhtdned

1:
2:
3:
4:
S:
6:

8:

41:
42:

44:
45:
46:

Cortez Pit water mass transfer

C 4626.570
S 939.0208
AS 6.0904
BA 33.680
CAll132.740
FE 524.110
K 299.250
MG 954.540
MN .03094
NA2985.240
HG .00798
ZN  .32112
F 126.326
AL .000
S§I4785.780
PB 1.63369

CALCITE F CA
*CH20" +C
DOLOMITE +CA

FLUORITEF+CA

AxrsenopyF+AS
BARITE F+BA
GOETHITE -FB
PYRITE F+FE
CinnabarP+HG
K-MICA F K
MAGNESIT MG
NaCl F+NA
Ca/Na EX NA

Galena F+PB
SphaleriF+2N
MnoO2 ‘MN
ILLITE K

CO2 GAS F C

K-FELDSPF+X

Gypsum CA
sio2 +81
=SOH:2n F 2ZN
KAOLINIT -AL
Ca-Mont -CA
K-Mont K

PlagioclF+AL
Mg/Na EX NA
Na-Mont -NA

1838.800
385.200
134
.000
1272.500
6.088
127.900
567.800
1.440
1348.400
. .000
.3365
26.300
.000
1385.400
.000
1.000 C
1.000
1.000 MG
1.000 F
1.000 FE
1.000 S
1.000 RS
1.000 S
1.000 S
1.000 AL
1.000 C
1.000 CL
2.000 CA
1.000 S
1.000 S
1.000 RS
0.600 MG
1.000 RS
1.000 AL
1.000 S
1.000
1.000
2.000 SI
0.167 AL
0.330 AL
1.500 CA
2.000 Mg
0.330 AL

1.000

1.000
2.000
1.000
1.000
3.000
2.000
1.000
3.000
1.000
1.000
-1.000
1.000
1.000
4.000
0.250
4.000
1.000
1.000

2.000
2.330
2.330

-1.000
2.330

RS 4.000

C 2.000 RS 8.000 - .-

S "1.000°
RS 6.000
RS 0.000

SI 3.000
RS 4.000

AL 2.300

ST 3.000
RS.6.000

SI 3.670
SI 3.670
NA .500

SI 3.670

SI 3.500

SI 2.500

LI A

o

¢

O

[



Plagioclase +

Fluorite
=SOH:Zn
Galena
Cinnabar
Arsenopy
CO2 gas
NacCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Kaolinite
Magnesit
MnoO2

Plagioclase

Fluorite
=SOH:2n
Galena
Cinnabar
Arsenopy
CO2 gas
NacCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Gibbsaite
Magnesit
MnoO2

Plagioclase

Fluorite
=SOH:2n
Gélena
Cinnabar
Argenopy
. CO2 gas
NacCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Illite

Magnesit

MnO2

+

+4+ 4+

+

+ 4+

+ 4+ 44

+e+ s

+ 4+ 4+ 4

+ 4+ 4+ +

WMy g gy

LR L L LR L

o e o I B B B B B B B B

3057.6800
50.0130

- .0154
1.6337
.0070
5.9564
3608.0547
108.0000
512.0656
33.6800
171.3500

-1207.0247

-511.5883

-2378.9350

386.7400
~1.4091

1154.5320
50.0130

- .0154
©1.6337
.0070
5.9564
2656.4807
1059.5740
512.0656
33.6800
171.3500
~255.4507
-511.5883

© -1903.1480 -

386.7400
-1.4091

3057.6800
$0.0130

- .0154
1.6337

. »0070
5.9564
2908.3680
108.0000
512.0656
33.6800
1850.5982
-1207.0247
-511.5883
-2798.7471
1086.4268
~-1.4091

Plagioclase +

Fluorite
=SOH:2n
Galena
Cinnabar
Arsenopy
CO2 gas
NacCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Illite
Rhodochr

Mg/Na EX

Plagioclase

Fluorite
=SOH:Zn
Galena
Cinnabar
Arsenopy
CO2 gas
NacCl
Pyrite
Barite

- K-Feldsp
.Calcite

Gypsum -
Illite -
Rhodochr
Dolomite

. Plagioclase

Fluorite
=SOH:2n
Galena
Cinnabar
Arsenopy
CO2 gas
NaCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Gibbsite
Rhodochr
Mg/Na Ex

+

+ +

++ 4+ 4+

+ + +

+ 4+ ++

+ +

4

+++ 4

ho o B I I I B BB B I

L R R R L LR R )

ix) *xg xg exg g g 'y g ox] oxg oxg ong

>~

3057.6800
$0.0130

- .0154
1.6337
.0070
$.9564
3996.2038
2280.8535
512.0656
33.6800

1850.5982.
-1207.0247

-511.5883

-2798.7471

-1.4091

-1086.4268

3057.6800
$0.0130

- .0154
1.6337
.0070
.5.9564
2909.7770
108.0000
512.0656
33.6800
1850.5982

..~2293.4515
=~ :=511.5883
=2798.7471 -

-1.4091
1086.4268

1154.5320
$0.0130

- .0154
1.6337
.0070

- 5.9564
3044.6298
1833.0540
.512.0656
33.6800
171.3500
-255.4507
-511.5883

-1903.1480

-1.4091
-386.7400
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Plagioclase
Fluorite
=SOH:Zn
Galena
Cinnabar
Arsenopy
C02 gas
NacCl
Pyrite
Barite
K-Feldsp
Calcite ..
Gypsum
Kaolinite
Magnesit
Rhodochr

’ Plagioclase

Fluorite
=SOH:Zn
Galena
Cinnabar
Arsenopy
C02 gas
NacCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Gibbsite
Magnesit
Rhodochr

Plagioclase
Fluorite
=SOH:2Zn
Galena
Cinnabar
Arsenopy
CO2 gas
NaCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Illite
Magnesit
Rhodochr

+
+

+ 4+ 4

+ ++

+

+ + + 4+

*4++ 4+

EEE

+ 4+ 4+ 4
O R B o B B B I B B B B

b B o B B B B B B B B B

LR R R R R R B ]

3057.6800
$0.0130

- .0154
1.6337
.0070
5.9564
3609.4638
108.0000
§12.0656
33.6800
171.3500
-1207.0247
-511.5883
-2378.9350
386.7400
-1.4091

1154.5320
50.0130

- .0154
1.6337
.0070
5.9564
2657.8898
1059.5740
512.0656
©33.6800
171.3500
-255.4507
-511.5883

-=1903.1480
" 386.7400 -

-1.4091

3057.6800
50.0130

- .0154
1.6337
.0070
5.9564
2909.7770
108.0000
512.0656
33.6800
1850.5982
-1207.0247
-511.5883
-2798.7471
1086.4268
-1.4091

Plagioclase +

Fluorite
=SOH:Zn
Galena
Cinnabar
Arsenopy
C02 gas
NacCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Gibbsite
Rhodochr
Dolomite

Plagioclase
Fluorite
=SOH:2Zn
Galena
Cinnabar
Arsenopy
C02 gas
NacCl
Pyrite
Barite
K-Feldsp
Calcite

Gypsum .

-Kaolinite

Rhodochr
Dolomite

Plagioclase
Fluorite
=SOH:2n
Galena
Cinnabar
Arsenopy
CO2 gas
NaCl
Pyrite
Barite
K-Feldsp
Calcite

Gypsum

-Kaolinite

Rhodochr

_Dolomite

+

+ +

+ + 4+

+ + + +

+ 4+ + +

+e e+ 4

+e e

LA L AL LE L L L

RO R R B B B B B B B B

e Bo B0 RO R B I B B B B B

1154.5320
50.0130

- .0154
1.6337
.0070
5.9564
2657.8898
1059.5740
512.0656
33.6800
171.3500
-642.1907
-511,5883
-1903.1480
-1.4091
386.7400

3057.6800
50.0130

- .0154
1.6337
.0070
5.9564
 3996.2038
881.4800
512.0656
33.6800
171.3500

-1207.0247 -

-511.5883
.-2378.9350
. =1.4091
...386.7400

3057.6800
50.0130

- .0154
1.6337
.0070

: 5.9564
' 3609.4638
108.0000
512.0656

~ 33.6800
171.3500
~1593.7647
-511.5883
~2378.9350
-1.4091
386.7400
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Plagioclase
Fluorite
=SOH:Zn
Galena
Cinnabar
Arsenopy
CO2 gas
Nacl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Kaolinite
Mno2
Dolomite

Plagioclase
Fluorite
=S0H:Zn
Galena
Cinnabar
Axrsenopy
CO2 gas
NaCl
Pyrite-
Barite
K-Feldsp
Calcite
Gypsum
Kaolinite
Mno2
Mg/Na EX

Plagioclase
Fluorite
«SOH:Zn
Galena
Cinnabar
Arsenopy
€02 gas
NaCl )
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Gibbsite
Mno2
Dolomite

+
+

TR

++

+ +

4+

R RO B RO RO RO RO RU RO Ro By | RO RC I e B B B B Be Bo B

o em ) g g g g g )

3057.6800
$0.0130

- .0154
1.6337
.0070
5.9564
3608.0547
108.0000
512.0656
33.6800
171.3500
-1593.7647
-511.5883
-2378.9350
-1.4091
386.7400

3057.6800
50.0130

- .0154
1.6337
.0070
5.9564
3994.7947
881.4800
$12.0656
33.6800
171.3500
-1207.0247
-511.5883
-2376.9350
-1.4091
-386.7400

1154.5320
$0.0130

- .0154
1.6337
.0070
5.9564
2656.4807
1059.5740
5$12.0656
33.6800
171.3500
-642.1907
-511.5883
-1903.1480
-1.4091
386.7400

Plagioclase +

Fluorite
=SOH:2n
Galena
Cinnabar
Arsenopy
C02 gas
NaCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Illite
MnO2
Mg/Na EX

'Plagioclase

Fluorite
=SOH:Zn
Galena
Cinnabar
Arsenopy
CO2 gas
NacCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Illite
MnoO2
Dolomite

Plagioclase
Fluorite
=SOH:Zn
Galena
Cinnabar

" Arsenopy

CO2 gas
NaCl
Pyrite
Barite
K-Feldsp
Calcite
Gypsum
Gibbsite
MnO2 .
Mg/Na EX

+

+ 4+ +

+ 4+ 4+ 4+

+

+ 4+

+ 4+ + 4+

++

+ e

R

U B B I B BB B I B

LR R BB B B B BB A B )

ELEELELE L LT K

3057.6800
§0.0130

- .0154
1.6337
.0070
5.9564
3994.7547
2280.853S
512.0656
33.6800
1850.5982
-1207.0247
-511.5883
.=2798.7471
-1.4091
-1086.42680

3057.6800
50.0130

- .0154
1.6337
.0070
5.9564
2908. 3680
108.0000
$12.0656
33.6800
1850.5982
-2293.4515
~-511.5883
~2798.7471
-1.4081
1086.42680

1154.5320
$0.0130

- .0154
1.6337

. 0070
5.9564
3043.2207
1833.0540
512.0656
33.6800
171.3500
-255.4507
-511.5883
-1903.1480
-1.4091
-386.7400
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