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NOTICE

Mention of trade names or commercial products does not constitute endorsement or
recommendation for use. Statements are the individual views of each workshop participant; none
of the statements in this report represent analyses or positions of the Risk Assessment Forum or the
U.S. Environmental Protection Agency (EPA).

This report was prepared by Eastern Research. Group, Inc. (ERG), an EPA contractor, as
a general record of discussions during the Benchmark Dose Peer Consultation Workshop. As
requested by EP~ this report captures the main points and highlights of discussions and includes
brief summaries of discussion topic sessions. The report is not a complete record of all details
discussed, nor does it embellish, interpret, or enlarge upon matters that were incomplete or unclear.
In particular, each of the five discussion topic summaries was prepared at the workshop by individual
discussion topic leaders based on the panel members' discussions during the workshop. Thus, there
may be slight differences between the five topic leaders' summaries. ERG did not attempt to
harmonize the chairs' comments.
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FOREWORD

This report includes information and materials from a peer consultation workshop organized
by the U.S. Environmental Protection Agency's (EPA's) Risk Assessment Forum (RAF). The
meeting was held in Bethesda, Maryland, at the Holiday Inn Bethesda on September 10-11, 1996.
The subject of the peer consultation was the document entitled Benchmark Dose Technical Guidance
Document (External Review Draft, EPN600IP-96/002A). A copy of this report can be obtained
through the Office of Research and Development's publications office, Technology Transfer and
Support Division, National Risk Management Research Laboratory, U.S. EPA, 26 West Martin
LutherKing Drive, Cincinnati, Ohio 45268 (telephone: 513-569-7562; fax: 513-569-7566). The expert
panel was convened to independently comment on the draft guidance document and make
recommendations that will enhance the guidance development process as well as the ultimate
product.

Notice of the workshop was published in the Federal Register on August 28, 1996 (61 FR
44308). The notice invited members of the public to attend the workshop as observers and provided
logistical information to enable observers to preregister. About 40 observers attended the workshop,
including representatives from federal government, industry, trade organizations, and consulting
firms.

In outlining the scope of the peer consultation, EPA emphasized that the draft guidance
document is in a preliminary stage of development and should not be construed as a policy
statement. EPA explained that the guidance is intended to be used in conjunction with other
Agency risk assessment guidance and to harmonize the methods used to conduct cancer and
noncancer quantitative risk assessments. EPA explained further that the draft guidance document
is still in a preliminary stage and therefore could benefit greatly from the comments and
recommendations of outside experts. EPA asked the expert peer consultants to concentrate their
review on technical issues concerning selection of studies and responses for benchmark
dose/concentration (BMD/C) analysis; selection of the benchmark response level (BMR); model
selection and fitting; use of confidence limits; and selection of the BMD/C to use as the point of
departure for cancer and noncancer health effects.

A balanced group of expert panel members were selected from academia, industry,
consulting, government, and environmental organizations. Selected panel members provided broad
experience and demonstrated scientific expertise in risk assessment. Experts represented the
following disciplines: toxicology, biostatistics, risk assessment/risk management policy, and
mathematics. Appendix A lists the 18 panel members.

In workshop discussions, EPA sought comments from these scientific experts on the draft
guidance document. The draft guidance document presents a procedure that is intended to have
reasonable criteria and defaults to assist risk assessors in promoting consistency among analyses of
health effects data in the observable range. The procedure is also intended to be useful for
determining the point of departure that can be used as the basis for linear low dose extrapolation
for cancer, calculation of a margin of error, or application of uncertainty factors for calculating oral
reference doses (RIDs), inhalation reference concentrations (RfCs), or other exposure estimates for
human health risk assessment. EPA will use the expert panel members' comments and
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recommendations drawn from this peer consultation workshop in cqnsidering revisions to the draft
guidance document. .

The workshop report is organized as follows. The report opens with aprief introduction that
covers the background of the benchmark dose guidance document, presentations on two ongoing
Agency initiatives on the benchmark dose approach, and the purpose of the workshop (section 1).
This is followed by the chairperson's summary (section 2) and then the five discussion topic leaders'
summaries (section 3). The last section of the report provides observers' comments (section 4).
Appendices to the workshop report include a list of panel members, the workshop agenda, the
charge to workshop panel members, premeeting comments, and a list of observers.

William Wood, Ph.D.
Executive Director
Risk Assessment Forum
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SECTION ONE

INTRODUCTION

This report highlights issues and conclusions from an EPA Risk Assessment Forum

sponsored workshop on the Agency's Benchmark Dose Technical Guidance Document (External

Review Draft, EPN600/P-96/002A) published August 9, 1996 (61 FR 44308). The workshop was

convened to gather information from scientific experts that will assist EPA in further developing the

draft guidance document.

BACKGROUND

EPA has followed distinct practices for evaluating the dose-response relationships ofcancer

and noncancer-causing agents. TIle linearized multistage procedure has been applied to extrapolate

risk as the 95-percent upper confidence limit for cancer, and the lowest-observed-adverse-effect-level

(LOAEL) and the no-observed-adverse-effect-Ievel (NOAEL) approaches have been used to conduct

dose-response analyses ofnoncancer health effects. In 1996, EPA publishedProposed Guidelinesfor

Carcinogen RiskAssessment (61 FR.17960-18011), which present an approach thatwill begin to break

down the dichotomy between quantitative approaches for cancer and noncancer risks. The proposed

cancer risk assessment guidelines emphasize an agent's mode ofaction in producing tumors and the

need to model tumor data as well as other biological responses that might be important in the

carcinogenic process. The models can be used to estimate a point of departure for extrapolation

below the range ofobservable effects. The benchmark dose approach is one way of deterIilining the

point of departure for linear low dose extrapolation of carcinogens, calculation of a margin of

exposure (MOE), or application of uncertainty factors for calculating oral reference doses (RIDs),

inhalation reference concentrations (RfCs), or otherexposure estimates.

Following a 1990 colloquium recommendation, the Risk Assessment Forum took an active

role in promoting research and discussion on benchmark dose issues. A draft report was prepared
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that outlined the technique and presented the major questions and decisions involved in applying

the benchmark dose method. This draft report was the subject of a 1993 Forum-sponsored

colloquium on applications of benchmark dose methods to noncancer risk assessment. Following

the colloquium, a Risk Assessment Forum technical panel published a background document on the

use of the benchmark dose/concentration (BMD/C) in health risk assessment (EPN630/R-94/(07).

In addition, several workshops and symposia have been held to discuss the benchmark dose

approach. Subsequent to the development of the background document, a Forum technical panel

authored the external review draft guidance document that served as the focus of the August 1996

peer consultation workshop.

In her introductory remarks at the gathering, Carole Kimmel, Ph.D., of EPA's National

Center for Environmental Assessment (NCEA), who is a member and chair of the Risk Assessment

Forum's technical panel on benchmark dose, explained that because of the Forum's involvement, the

draft guidance document is the result of an Agency-wide effort supported by the different EPA

offices represented on the technical panel. Dr. Kimmel announced that the Risk Assessment Forum

was in the process of developing a framework for health risk assessment that will harmonize

approaches for both cancer and noncancer effects. Mode ofaction data and precursor information

are being incorporated into the approach, .thereby bringing the issues of the underlying basis for the

toxicity of cancer and noncancer health effects closer together.

Dr. Kimmel went on to explain that the benchmark dose document is a working draft that

has undergone one round of internal review. Several issues still remain, and EPA felt it was

appropriate at this stage in the development of the guidance to solicit comments and input from

outside experts on applying the benchmark dose approach to cancer and noncancer risk assessments.

Following this workshop and discussions within the Agency, EPA will revise the document, conduct

a peer review, and then publish a document under the auspices of the Risk Assessment Forum. The

final document will be used in conjunction with other EPA risk assessment guidance.

Rogene Henderson, Ph.D., a senior scientist at the Inhalation Toxicology Research Institute,

served as the chairperson of the workshop. In her introductory remarks, Dr. Henderson reviewed

the agenda for the workshop (see Appendix B) and the charge to workshop panel members

(Appendix C). Dr. Henderson explained that EPA's goals for the guidance document are to have
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a procedure that is usable; has reasonable criteria and defaults; can be used for cancer and

noncancer assessments when endpoints are relevant to both; and informs our understanding of risk

in the range of extrapolation. She then discussed the limitations of using the LOAEI./NOAEL

approach, including:

• levels are dependent on study design (e.g., choice of doses, numbers of animals);

• the variability in the data are not taken into account;

• the slope of the dose-response curve is not taken into account; and

• an uncertainty factor is used to connect a LOAEL to a NOAEL.

In contrast, the benchmark dose approach, as an alternative to the LOAEL/NOAEL approach,

makes better use of the available data, including taking into account the slope of the dose-response

curve and the variability of the data. The BMD/C is defined as the lower confidence limit for the

dose that is estimated to produce a given level of change in response (Le., the benchmark response

. [BMR]). BMD/C estimates are best ~hen there are doses in the study near the range of the

BMD/C; but the BMD/C does not have to be one of the experimental doses.

To help focus the groups' efforts on addressing the charge to workshop panel members, Dr.

Henderson reviewed the purpose and goals of the workshop. She reminded panel members that the

objective was not to reach consensus on issues, but to identify and elucidate issues relevant to the

draft guidance document.

PRESENTATIONS

Prior to discussions by panel members, EPA scientists who were among the co-authors ofthe

draft guidance document presented information to workshop participants on two Agency-sponsored

initiatives to support the development of guidance on the benchmark dose approach.
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Discussion of Simulation Studies

Woodrow Setzer, National Health and Environmental Effects Research Laboratory

Dr. Setzer presented the preliminary results of simulation studies that are being conducted

to determine the usefulness of the limit of detection (LOD) approach for setting the BMR. Dr.

Setzer began his presentation by expressing the opinion that the motivation for adopting the BMD

approach was not principally dissatisfaction with existing approaches. Dr. Setzer indicated that the

assumption is to use BMDs as plug-in replacements for NOAELs, with little or no change in the

structure ofuncertainty factors. The recommended BMR of EDos or ED lO (effective dose) is likely,

however, to result in substantially lower (sometimes higher) RfD/RfCs than the NOAEL approach.

The LOD is a methodology for specifying a BMR in such a way that, hopefully, the overall

conservatism of noncancer risk assessments would be' similar to what is obtained when using

NOAELs (though not necessarily for individual dose-response assessments). The definition ofLOD

is the magnitUde of response just detectable in a two-group design (control and one treatment

group) using a one-sided test with a Type I error of 0.05 and a predetermined power. The draft

guidance document proposes that, in the absence ofdetermining a "biologically significant" response,

the BMR should be set as the LOD of a typical "good" design for the species and endpoint

considered. For example, designs recommended in various testing guidelines would be considered

good designs. The goal of the LOD methodology is to have a well-designed bioassay where the

resulting BMD provides the same level of conservatism as the NOAEL.

Dr. Setzer emphasized that the simulation study is a pilot, and that it is currently incomplete.

The results and analyses presented, therefore, must be considered to be preliminary and subject to

update. The goals of the simulation study are to:

• determine whether using an approach based on power simplifies the specification of
a BMR with respect to maintaining the current level of conservatism in the RfDjC;

• estimate the power to be used in the LOD to maintain the current level of
conservatism; and

• explore the behavior of the BMD relative to NOAELs.
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The structure of the simulations include assembling a collection of quantal and continuous dose

responses on the dose range 0 to 100. In this study, four distinct quantal shapes and four distinct

continuous shapes are used. Each quantal shape is considered in conjunction with background

incidences of either 0.05 or 0.15. Each continuous dose-response shape is considered in conjunction

with a coefficient variation of either 15 or 30 percent. This makes a total of eight quantal models

and eight continuous models (a sman sample of possible dose responses). Other components of the

simulation structure include:

• Consider experimental designs with either 10 or 20 animals per dose group and
either three or four total doses (Le., four different designs).

• For each of the 32 model x design combinations for each kind of endpoint (quantal
and continuous), 100 random data sets using binomial random numbers for quantal
endpoints and lognormal numbers for continuous endpoints are generated.

• For each quantal data set, fit log-logistic and Weibull models. For each continuous
data set, fit linear, quadratic, and power models. Also, assess the effect of threshold.
Reject badly fitting models using the chi-squared goodness of fit test and select
among the rest of the models by taking the model with the lowest Akaike
Information Criterion (AlC), a measure of the deviance of the model fit adjusted for
the degrees of freedom. .

• Calculate BMRs given sample size and background (quantal) or coefficient of
variation (continuous) for powers of 0.10,0.25,0.50,0.75, and 0.90.

• Calculate the NOAEL using the NOSTASOT (no-statistical-significance-of-trend)
approach.

Dr. Setzer reviewed the preliminary results of the pilot simulation study for quantal data

only. For each simulated quantal data set, the BMD was compared to the NOAEL. The

distribution of the median BMD:NOAEL ratio among the nine dose responses at each power level

fOf each of the designs showed that the ratio increased with increasing power levels. The results

indicate that the BMD is more stable than the NOAEL for the dose responses studied in the

simulation.
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Development of Software for Benchmark Dose/Concentration Analysis

Daniel Guth, National Center for Environmental Assessment

Dr. Guth discussed EPA's work on developing software for BMD/C analysis. Due to the

limited choices in commercial software, the inflexibility of available software, and the need for

consistent methods and model outputs, the Risk Assessment Forum technical panel identified the

need for software to accompany the proposed guidance as a priority. The intended audience of the

software is toxicologists, risk assessors, and statisticians.

Dr. Guth described the following software design criteria:

• Freely distributable-Does not require license fees or other software.

• User-friendly-GUI-based and only allows models appropriate to data type.

• Accessible-Windows and Macintosh platforms; able to run on a 486 or better
machine; and includes on-line help with explanations of models and parameters.

• Flexible--Standard versus advanced user modes; data entry (direct or import
spreadsheet); multiple models selectable; various data types allowed; graphical
outputs; and batch operation available.

• Does not set policy-BMR entered by user; parameters are unconstrained; more
models available than needed; and exceptions (Le., method for calculatingconfidence
intervals and exclusion of "threshold" parameter).

The outline for the software capabilities includes:

• Input data-Import ASCII or spreadsheet files; enter data from the screen; modify
data structure (add, change, or delete variables); create a new data set as a subset
of an existing file; and generate random data for simulation.

• Data file management--Sort data; change or add data records; and transform or
compute a variable.

• Data analysis--Select data set (dependent and independent variables); select from
available models; save or execute requested analysis; and calculate BMD/C.
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• Models available-·Dichotomous data (probit, Weibull, Logistic, Gamma Multi-Hit,
Quantal Unear, Quantal Quadratic, Quantal Polynomial [multistage]); nested
dichotomous data (Logistic, Rai and van Ryzin, National Center for Toxicological
Research [NCIR]); and continuous data (Linear, Polynomial, Power).

• Advanced mode--Specify parameter values; place constraints on parameter values;
specify model fitting options; and generate simulated data from specified model,
parameters.

• Output-·Parameter estimates; statistical report (goodness-of-fit measures and
diagnostics); andgraphical displays (maximum likelihoodestimate [MLE],confidence
interval, points).

PEER CONSULTATION WORKSHOP

To involve outside scientific experts in development of the draft guidance document, EPA's

Risk Assessment Forum sponsored a two-day workshop, which was held on August 10-11, 1996, at

the Holiday Inn in Bethesda, Maryland. The meeting gathered 18 experts (see Appendix A for a

list of workshop peer consultants/panel members) with the objectives of describing points of view

about issues outlined in the charge to workshop panel members (Appendix C), identifying and

elucidating other issues, and highlighting areas for further development.

Prior to the workshop, EPA provided each expert with a copy of the external review draft

Benchmark Dose Technical Guidance Document. EPA asked workshop participants to review these

materials and respond to the following issues:

• the appropriate selection of studies and responses for BMD/C analysis;

• the use of biological significance or limit of detection for selection of the BMR;

• model selection and fitting;

• the use of the lower confidence limit as the BMD/C; and

• selection of the BMD/C to use as the point of departure for cancer and noncancer
health effects.



These comments were assembled and sent to all panel members prior to the workshop_ See

Appendix D for the workshop panel members' premeeting comments.
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SECflONTWO

CHAIRPERSON'S SUMMARY OF THE WORKSHOP

Rogene Henderson, Chair
Inhalation Toxicology Research Institute

AUbuquerque,~

The major purpose of the workshop was to solicit the views of experts on the draft of EPA's

Benchmark Dose Technical Guidance Document. For this preliminary draft, input was sought on key

issues concerning the technicalities involved in use of the BMDjC approach so that EPA can

appropriately revise the guida~ce. The meeting was attended by the panel members, several co

authors of the draft document, and public observers (see list of public observers in Appendix E) ..

The workshop. was structmed around thepremeeting comments solicited from the panel

members. As background, however, two of the document co-authors gave informational

presentations about topics related to the guidance. Then the discussion leaders presented

summaries of the premeeting comments on each of five major issues regarding the calculation of the

BMDjC. This was followed by a general discussion of each issue by the panel. Authors of the

different sections ofthe document provided clarification ofpoints as required. Observers were given

two opportunities to provide their comments during the meeting.

Informational Presentations

Dr. Woodrow Setzer of EPA presented information about the results of simulation studies

that are under way to determine the usefulness of the LOD method for setting the BMR. The panel

then discussed issues raised in the presentation. Panelists were in general agreement that biological

significance should be the primary factor in setting the BMR and not the LOD.The panel also

supported an approach in which biological significance is the first factor to be considered followed

by a test of statistical significance.
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The simulation studies ofDr. Setzer, which were considered to be well done, indicated that

50-percent power yielded results closest to that ofthe NOAEL. Based on this information, the panel

discussed whether the NOAEL should be considered the "gold standard" for the BMD/C approach

or whether the two should be considered separately. Some panel members contended that there is

no need to change to the BMD/C method if concurrence with the NOAEL is the validity test for

the BlvID/Gnumbers. One might just as well use the NOAEL to start with. Others held that some

comparisons of the BMD/C numbers with earlier NOAEL numbers is necessary to determine if the

new method is in the "ballpark" of numbers that had previously been considered to be protective of

human health. Some panel members strongly disagreed with Dr. Setzer's statement that "The

mandate is to use BMDs as plug-in replacements for NOAELs, with little or no change in the

structure of uncertainty factors.."

The second presentation was given by Dr. Daniel Guth of EPA on a software package that

the Agency is developing for calculation of the BMD/C. In the panel discussion that followed, some

members expressed concern that the software might restrict some investigators from developing their

own software. In this context, the panel discussed the merits of prescriptive versus nonprescriptive

approaches to guidance on calculating the BMD/C. The workloads of many people who are doing

such calculations on hundreds of new compounds may prevent them from using anything. but a

standardized, prescriptive approach to making the calculations.

Discussions of Major Issues

Each of the five major issues identified in the charge to the panel were discussed at length.

Details of these discussions are summarized in the reports of the individual discussion leaders (see

section 3). Regarding these major issues, the panelmembers reached consensus on only one point:

Biological significance should be the basis for the choice of a BMR rather than the LOD approach
. .

as proposed in the document. On whether the central estimate of the BMD or the lower 95-percent

confidence value should be used.for further calculations of risk, the panel engaged in a lengthy

discussion. A majority felt that the central estimate should be used, for reasons stated in the

premeeting comments. No consensus was reached on this recommendation, however.



In the discussion about the technical points involved in calculating a BMD/C, panel members

were generally in agreement that whatever model was chosen, the model and the data should be

graphed to help in determining goodness of fit. Also, panelists were in general agreement that

background responses should be included in the models; opinions were divided, however, on

assuming a' threshold for a model. Dichotomizing continuous data was not considered the best

approach by many panelists. One panel member described an approach in which continuous data

could be used to calculate a BMD/C without dichotomization, and this approach was well received

by the panel. Another panelist offered the aid of the American Industry Health Council (AIHC)

in helping EPA with some of these difficult technical issues.

General Comments on the Document as a Whole

The following general points summarize the panel's discussion about the document as a whole:

• The panelists generally agreed that the guidance needs to be a "stand-alone"
document that can be understood by itself. In the main text, many references were
made to other EPA documents or to the appendices. Panelists suggested that the
document would be easier to use if excerpts from the cited documents were inserted
in the appropriate places and portions of text in the appendices were moved to the
main text.

• A panelist suggested that a common nomenclature (rather than ED,., TO,., and
BMDJ should be adopted for noncancer and cancer endpoints when the BMD/C
approach is used. The panel expressed a general concern that the draft document
represents "statistical overkill" because the statistical approaches were much more
elegant than the relatively coarse data that one often has to work with. A related
concern was that the methods proposed in the document should be transparent; A
panelist suggested that the document should be reviewed by a group of risk managers
to determine if the method is reasonably transparent to the group that must use the
results of the calculations. Also, the value of calculating a range of values rather
than a single point estimate was mentioned. .

• Panelists discussed use of toxicokinetic data to improve dose estimates and
consideration·of patterns of responses as well as single endpoints. Authors of the
report pointed out that for any calculation of risk, the best scientific information
available should be used. The issue of using the best data for dose and for response
was not considered unique to the problem of calculating the BMD/C.
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• The panel expressed general concern about how the Agency might implement the
benchmark analyses in the regulatory arena. How would a benchmark dose be used
in a margin of exposure .approach? What default options would be used? What
uncertainty factors would be used? The panel recommended that EPA explicitly
state that the process is an iterative one requiring sound scientific judgment.

• Some panelists found the process described in the draft document to be too
prescriptive, while others pointed out that the people conducting risk assessments on
multiple compounds often only have time to follow a prescriptive approach.

General Issues Other Than the Five Main Issues

Additional issues arose during the course of the workshop and were addressed dUring

sessions on general considerations. One of these was whether the same uncertainty factors should

be used with the BMD/C numbers and with the NOAEL/LOAEL numbers. Because no LOAEL-to

NOAEL conversion is involved in the benchmark approach, the uncertainty factor of 10 that is

normally used for this conversion was considered inappropriate for the benchmark approach. The

BMD/C, however, is associated with a stated level of response, such as the EDlO" Thus, some

participants recommended using a factor of 10 to .go from the risk associated with ED lO to a lower

risk. Other uncertainty factors, such as a factor for animal-to-human extrapolation, for human

variability, and for differences in study duration would apply to the BMD/C as well as to the

NOAEL/LOAEL approach. Some panelists contended that the BMD lO should be considered a

LOAEL, but no consensus was reached on this point.

The panel briefly discussed the issue ofwhether both cancer and noncancer adverse health

effects, as well as 'both acute and chronic noncancer effects, could be analyzed by the BMD/C

approach. Panelists found no real impediment to using the general approach in all these cases,

although some specifics of the analyses might differ for each type of health effect.

Panel members also discussed the objective in calculating a benchmark dose. Is it for

comparison across endpoints? to match NOAEL values? to retain the same level of conservatism

as a NOAEL? to avoid using NOAELs with high levels of risk?
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As had been revealed during Dr. Setzer's presentation, the panel was of two opinions

regarding the attempt to match the BMDs to previously determined NOAELs. Some panelists

contended that such a course is necessary to determine if !he level of conservatism of BMDs is

similar to that for the NOAELs, which previously had been thought to protect human health.

Others held that such an exercise is not necessary because the :JBMDs,which were developed to make

better use of all available scientific data in completing "risk assessments, should be more valid than

the NOAELs. The panel did not reach consensus on this issue. The panelists did generally agree,

however, that BMDs should be valuable for comparison across endpoints.

The panel also discussed whether EPA should continue to move forward in developing a

benchmark approach. The general consensus was that the Agency should continue its work in this

area; there was agreement that the analysis of quantal data by this approach is further along than

the analysis of continuous data. In continuous data, one must be concerned with the severity of the

response. For analysis of continuous data, experts in the field of each type of endpoint measured

by such data would need to be gathered to determine what degree of change in an endpoint is

considered to be biologically significant as an adverse health effect. Such decisions in the many

fields of study concerning noncancer endpoints will involve a considerable investment of time and

money by the Agency.
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SECTION THREE

DISCUSSION TOPIC SUMMARIES

Selection of Studies and Responses for Benchmark Dose/Concentration Analysis

James Olson, Discussion Leader
Department of Pharmacology and Toxicology

State University of New York at Buffalo
Buffalo, NY

General Comments

The Introduction section of the document clearly presents the limitations of the current risk

assessment procedures that utilize LOAELs and NOAELs. While this presents a good background

on this issue, it would be helpful if the beginning of the document also presented a clear definition

of the BMO/C, the perceived benefits of this approach, and a briefdiscussion of how the EPA plans

to utilize the BMD/C for cancer and noncancer risk assessment. Page 17 may be too far into the

document to present a clear definition of BMO/C.

The issue of selection of studies and responses is a critical first step in the process of

establishing a BMO/C. The document: states that selection of the appropriate studies and endpoints

is discussed in Appendix A and in various EPA publications (U.S. EPA, 1991a, 1994c, 1995f, 1996a

and b). The panel members suggest that the clarity of the document would be greatly improved if

the Benchmark Dose Technical Guidance Document could be a stand-alone document. Citing other

documents and references is useful for identifying additional information, but whenever possible the

present document should contain all necessary key information relevant to developing BMO/C

estimates. For example, if only high quality, peer reviewed studies are to be considered for

evaluation, this needs to be stated directly in the document. Ifhuman studies are given more weight

than animal studies, this also needs to be clearly stated. It is understood that the document cannot

discuss in detail all aspects of risk assessment that enter into the process of deriving a BMO/C.

However, it would be helpful for the document to acknowledge that it is the intention of the Agency
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to address issues, such as exposure assessment, that are key to the process of risk assessment.

Pharmacokinetic considerations, including physiologically based pharmacokinetic (PBPK) models,

tissue dosimetry, body burden, and equivalent human dose, need to be identified in the document

as key issues in the process of selecting studies and endpoints for developing BMD/Cs.

Issues Related to Selection of Studies

The document clearly states that the first step in the process is a complete qualitative review

of the literature to identify and characterize the hazards related to a particular compound or

exposure situation (p. 18, lines 11 and 12). The document goes on to state that "the selection of the

appropriate studies is based on the human exposure situation that is being addressed, the quality of

the studies, and the relevance and reporting adequacy of the endpoints." Again, it needs to be stated

that only high quality, peer reviewed studies will be evaluated. It would also be helpful to include

material from Appendix A in the body of the document. The document states on p.18, lines 21-23,

that lithe process ofselecting studies for benchmark analysis is intended to identify those studies for

which modeling is feasible, so that BMD/Cs can be calculated and used in risk assessment." Several

panelists commented that all studies should be evaluated, without consideration as to suitability for

modeling. A number of comments were made regarding the minimum data set for calculating a

BMD/C (see 3 bullets at bottom of p. 19):

• The statement on p. 19, line 19, that "at minimum, the number of dose groups and
subjects should be sufficient to allow determination of a LOAEL," is not clear; the
statement implies that one should not model data sets for which a LOAEL was not
actually observed. This criterion also makes a precise definition ofLOAEL essential.

• There was some disagreement with the statement that "with only one responding
group, there is inadequate information" (p.19, line 23). This statement needs further
justification.

• The existence ofonly high level response data (criterion on p. 19, line 25) should not
necessarily preclude modeling.
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• Dose-response modeling should be conducted only when there is evidence of the
shape of the dose-response relationship. The presence of evidence suggesting the
existence and general shape of dose-response relationships allows for fitting dose
response models to the data sets under consideration. . Perhaps consider using a
trend test on the dos.es that exhibit a response as a way to determine if there exists
sufficient information about a dose-response relationship for modeling.

There was some concern regarding the requirement that preferred studies should always

contain dose-response data in the range of the BMD/C (see Appendix A in the document). To

make it a requirement that there be an experimental dose that gives a response about equal to the

BMR would be too restrictive. Data used in BMD/C calculations for acute toxicity (noncancer)

studies require some flexibility. Data are often comprised of small group size (five or six animals

per group) so that observing responses in the range of the BMR will not be possible for many of

these studies.

The reader should be cautioned regarding th~ statement on p. 18, lines 21-23, that for some

chemicals, use of a study that provides a NOAEL from a quality study for a relevant, sensitive

endpoint is preferable to a BMD (which may be higher) from a study where it can be calculated.

Tree analyses may be a useful tool in organizing, presenting, and communicating BMDs for

each of the relevant studies and endpoints. A plausibility distribution could also be used to reflect

the relative likelihood of these calculations being relevant to humans.

Issues Related to Selection of Responses

Selection of the appropriate endpoints for the BMD/C analysis is the next important

consideration. The document (p. 19, line 9) was somewhat vague, stating that the endpoints to

model should focus on endpoints that are relevant or assumed relevant to humans and potentially

the "critical" effect (Le., the most sensitive). The document indicates that multiple endpoints can

be modeled, but are there sensitive responses (biological vs. toxic) that are not appropriate to

model? It might be helpful to discuss the use of specific endpoints, such as an increase in liver

weight, increase in hepatic cytochrome P450 protein levels, etc., with regard to their suitability for

deriving BMD/C estimates. Perhaps some discussion of biomarkers of exposure/effect would be
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helpful in the discussion regarding the selection of ~ppropriateendpoints. The focus on endpoints

that are relevant to humans and the most sensitive effect is where extensive toxicological knowledge

is required on the part of the risk assessor. Considerable discussion and, hopefully, growing

consensus is needed on the identification of relevant endpoints. For example, the BMD approach

may not be well suited for neurotoxicity data sets. Further work is needed to address how data sets,

which are often unique to a specific endpoint, will be evaluated for modeling.

Endpoint selection should be based on the relevance of the endpdints and quality of the

study (good experimental protocol), without regard to the ability to derive BMD/C estimates. The

goodness offit of the data ("smoothly increasing response") should not be a major factor in endpoint

selection. It will also be necessary to reduce the number of endpoints that need to be considered

in some cases (eliminate redundancy; consider issues such as representativeness and sensitivity).

Have there been any studies or work done to supPort the Claim that having LOAELs

differing by a factor of 10 (p. 19, line 13) will ensure that the "critical" BMD/C will not be missed?

It appears inappropriate to make the statement that all endpoints whose LOAELs are within an

order of magnitude of the lowest LOAEL should be modeled (the critical effect will be selected as

simply the lowest HMD).

The BMD/C should be only one of several tools available to the risk assessor. If the data

on the endpoint from the best quality study are not conducive to model fitting but provide an

adequate point ofdeparture (Le., an appropriate NOAEL) for extrapolation to derive an acceptable

exposure level, then there is no need to use alternative endpoints to determine a BMD/C.

The EPA should consider emphasizing "severity" of impact (in contrast with sensitivity) as

the principal consideration. Itwould be ideal ifBMD starting points for different compounds could

be selected to be roughly comparable in terms ofpotential impact on human health. One alternative

would involve scoring observable endpoints in terms of their severity and attempting to select the

critical endpoint in terms of biological significance.
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Issues Related to Selection of Studies and Endpoints for Cancer and Noncancer BMOtC Analysis

BMOtC analyses are intended to be used for a wide range of experimental data sets. Each

toxicological discipline has somewhat unique experimental protocols, generating data sets that vary

with regard to route ofexposure, magnitude ofdose (daily and cumulative), duration of the exposure

and study, type of data generated during and at completion of the study (dichotomous, continuous,

categorical), variability in the data, and potential health significance of the data collected. In

general, the panelists were supportive of attempting to model both cancer and noncancer data with

the goal of deriving BMO/Cs. However, the document needs to more directly address the inherent

differences in these study designs. Little attention was given to the issues of duration of exposure

and cumulative versus daily dose for noncancer endpoints. Ifpossible, the document should attempt

to address these issues that relate to the use of cancer and noncancer endpoints in developing

BMD/Cs. Although separate sections of the document discuss the application of BMD/Cs for

cancer and noncancer risk assessment, it might be useful to have a separate section in the first part

of the document that addresses the special issues of deriving BMO/Cs from noncancer and cancer

studies.

Issues Related to Combining Data Sets

The panel members considered this to be an important issue that requires more clarification.

For example, more guidance is needed as to what constitutes biological and statistical compatibility.

The suggestion was made to include referenc"e to the peer-reviewed publication by Allen et aLl One

example of an approach for determining the appropriateness of combining data sets for analysis is

given in attachment B of Dr. Fowles premeeting comments (see Appendix E of this report).

I Allen, B.C., Strong, P.L., Price, CJ., Hubbard, S.A., and Datton, G.P. 1996. Benchmark Dose
Analysis of Developmental Toxicity in Rats Exposed to Boric Acid. Fundam Appl ToxicoI32:194-
204. .
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Possible criteria for determining when studies could be combined are listed with the

premeeting comments provided by Dr. Naumann. They are:

• statistical evidence that the study attributes are not different (e.g., population
variance, group mean response at similar dose levels);

• similarities in conducting studies (e.g., species, strain, group size. protocol,
laboratory);

• similarities in endpoints and data reporting (e.g., individual values vs. summary
statistics);

• congruence in modeling results between individual and combined data sets (Le., does
the combined model yield similar values for goodness-of-fit, MLE, and lower bound
on dose at the BMR level); and

• ability to clearly state the rationale for combining studies.

The combining and weighing of different endpoints within studies, as with the boron example (#3)

in Appendix D of the guidance document, should be approached with caution because, despite the

use of expert judgment, it is still subjective. There is a need to avoid any appearance of

manipulating the data and to be able to explain the rationale for weighing endpoints. Transparency

is very important to avoid the "black box" aspect that is inherent to the BMD approach (and

mathematical modeling in general).
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Selection of tllleBenchmark Response Level

Elaine Faustman,Discussion Leader
Department of Environmental Health

School of Public Health and Community Medicine
University of Washington

Seattle, WA

The panelists considered the three approaches (biological significance, limit ofdetection, and

default options) presented in the draft document for benchmark calculation. The panelists also

considered the presentation at the meeting by Dr. Setzer on LOD methods and his simulation study

results in making the following comments.

The benchmark dose methodology based on biological significance generated the most

enthusiastic response. These comments were largely positive and of the three approaches this one

generated the most supportive comments. Many panel members expressed the sentiment that a

scientific basis for the risk assessment methods was a requirement.

There was also, however, strong support for clarification in the document and a call for more

research for all but developmental toxicity endpoints (some panelists even felt more studies were

needed for this endpoint as weII). In particular, the panel discussed neurotoxicity experiments where

patterns of effects in the functional observation battery (FOB) tests were more important than

individual responses. In fact, some comments indicated that the biological significance of single

responses would be unknown. No additional research evaluations were presented at the workshop

to indicate that EPA had applied. this methodology to large numbers of neurotoxicity endpoints;

however, some limited examples were cited by panel members. For the biological significance

approach, there was general agreement that further investigation of the neurotoxicity endpoints

would be desirable before wide-scale application for regulatory purposes.

In part, the panel's request for clarification of biological significance could be addressed by

incorporating additional examples of guidance information from the specific risk assessment

documents on developmental toxicity, reproductive toxicity (draft), neurotoxicity, and general acute
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and chronic toxicity. Primarily, the panel sought clarification about the toxicology principles

underlying the response that would be pertinent for NOAEL or benchmark methods.

The need for additional information or illustration of how endpoint-~pecific guidance from

the referenced guidance documents would be used was very evident when the continuous endpoints

methodology was discussed. The panel spent considerable time discussing the significance ofvarious

highly specific endpoints (e.g., what level ofchange inchoIinesterase level is considered biologically

significant, what level of fetal body weight is considered adverse). These discussions are not

specifically relevantto the benchmark dose discussion but should be discussed for both NOAEL and

benchmark approaches. In regards to setting appropriate, biologically defensible levels of change

for continuous endpoints, the panel did discuss various ap'proaches. Several panel members discussed

specific approaches (either in writing or in verbal comments) that they 'had used with continuous

data. There was general a:greement that quantalization of continuous data resulted in loss of

information; however, the panelists had differingopinions abouthow much loss ofinformation would

occur. Numerous methods for evaluating the differences in response of treated groups versus

control groups were discussed. The need for the document to address in greater detail the botly of

literature on these approaches was evident from this discussion. One could imagine the usefulness

ofadding tables listing the various approaches, how the approaches have been ,!pplied, and what the

authors' comments were concerning the applicability for that endpoint. In general, these approaches

centered on using some comparison of the treated response groups with the distribution of the

control responses. The panel members noted the lack of evaluations specific for neurotoxicity stuqy

designs.

Another issue for benchmark methods and the setting of a response level arose when the

panel discussed the ultimate use (goal) of the benchmark dose methodology. The panel discussed

whether the benchmark methods were being used to develop a common metric across diverse

endpoints of cancer and noncancer effects (holistic view) or were to make comparisons within

compounds across endpoints. The panel discussed the need to identify common points of departure

(responses) for the benchmark methods that might be defined as the same response level in terms

of impact (e.g., equally likely to produce death, ~equally likely to diminish life quality, equivalent

adversity). Some panel members discussed the need to use severity rather than abnormality as the

common basis for response comparisons. Although time was spent on this topic, no solutions were
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identified. The panel recognized that this topic was better left for subsequent workshops and that

such considerations would be pertinent if either NOAEL or BMD approach,es were to be used in

cross-endpoint comparisons, such as for cost-benefit analysis. The EPA representatives were asked

directly about this point, and they responded that the Agency would look to the specific disciplines

to define the significance of biological responses within each. The panel raised the possibility of

implementing the guidance document in phases, with use of an iterative process.

In regard to the response level issues, the panel introduced the discussion on how uncertainty
;

factors would be used. Panelists expressed the need to discuss uncertainty factors as part of the

.discussion on response level. Protection of sensitive individuals would still be anticipated to be

accounted for in the use of an uncertainty factor approach.

A later discussion of whether the benchmark response should be viewed as a NOAEL or

a LOAEL is very pertinent to the response level discussion. The pros and cons of that approach are

discussed in that section.

The panelists spent a significant portion of their time at the meeting discussing general issues

that are critical for conducting risk assessment based on good science; however, most of these issues

were broader than the benchmark methodology and were just as important for calculation of

NOAEL values. It was clear from. this discussion of science issues for good risk assessment that

most of the panel members were frustrated with the default approaches used in general risk

assessment but were wary of new methodologies- !trocking the boat." The panel contended that

more details are needed in the guidance document on how biological significance would be defined

and applied to benchmark does methodologies.

Panel members also discussed other areas ofneeded clarification, such as whether additional

risk or extra risk would be used as the basic response. Additional discussion ofpotential differences

between cancer and noncancer risk and the use of these two reference points is needed in the

document, and the definitions of these two descriptions needs to be in the body of the document

rather than hidden in an appendix. The panel found it confusing to discuss BMD terminology in

the noncancer endpoints and ED terminology. in the text of the cancer endpoints. A common
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terminology is needed, and one panel member noted that the ED terminology is more intuitive in

regards to the use of confidence limits.

Further, the document needs additional illustration of the potential use of individual versus

mean responses as well as patterns of response versus individual endpoint responses. Some of this

could be accomplished in an expanded section on sele"ction of critical endpoints. The requirement

of the benchmark dose methodology to be useful with patterns of exposure versus individual

responses seems to be especially important for endpoints like neurotoxicity. This issue also affects

NOAEL methods. Two panel members reminded the panel not to overlook human epidemiology

data, not only in defining the biological significance of findings in rodent studies but also in defining

how we look at population responses.

The second approach that the panel discussed and commented on was the limit of detection

methods. Most panelists wanted clarification of this approach. The guidance document referred to

the presentation provided by Dr. Setzer at the workshop. Dr. Setzer's presentation illustrated the

low power ofdetection of effects of many study designs used with toxicology testing. A problem that

the panelists had with the LOD approach was illustrated in a quote from the presentation of Dr.

Setzer: "The draft guidelines propose that, in the absence of the determination of a 'biologically

significant' response, the BMR be set as the LOD of a typical 'good' design for the species and

endpoint considered. For example, designs recommended by various testing guidelines would be

considered good designs." One panelist noted the similarities in this LOD approach as compared

with the LOD approach used with environmental monitoring. Abuses of this approach in that

application (e.g., remediation being undertaken for no contamination because the LOD for

environmental monitoring has been taken as a possible level of contamination and is added with

other nondetects) were referenced as an example ofwhy this approach can cause problems. This is

specific to the BMD methods because they involve assigning a level of response, versus no response

assigned to the NOAEL value. Panel members felt that the LOD approach would lose the

advantage of assigning a specific response level-a key advance of the benchmark methodology

would be lost.

Other panelists in the group presented an alternative view that the LOD approach allowed

the researchers to bound the response. Thus, it would be very useful, not only in showing the
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researcher how low the power of currently used biology test procedures are, but also by providing

a reference point. Yet other panelists felt that the LOD approach would provide disincentives for

improving limitations in experimental design. By accepting a LOD approach, we would not be able

to overcome poor experimental design.

Another concern that the panel members raised in regard to the LOD approach is that it was

providing the wrong incentive for researchers to identify increasingly sensitive biomarkers for

response. The document does not address just how sensitive, yet not clearly adverse; biomarkers of

effect would be handled. Would a LOD approach also be used with these types of studies?

The panel also discussed default procedures. It was clear from both the written comments

and the verbal comments at the meeting that the panel members were confused about the

application of the default procedures for continuous endpoints. Most panelists. felt. more

comfortable with default approaches for quantal approaches than for the proposed LOD approach.

Most of the discussion centered on responses of 5 to 10 percent.

The panel members had several key general comments:

• Several panelists stated that the document represented a statistical overkill and was
in danger of being too prescriptive.

• Some panel members noted that the document was largely silent on use of
biologically based models. There was some support for adding a section to the
document on how the BMD methods might fit logically with progression toward·
these models.

• A number of panel members contended that common nomenclature is needed for
use of BMD-like methods across endpoints. Eliminate use of both ED and BMD
terms to convey the same concept and use one term consistently for application in
cancer and noncancer endpoints.
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Model Selection and Fitting

Colin Park, Discussion Leader
The Dow Chemical Company

Midland, MI

Is the Order of Model Application for Continuous and Dichotomous Data Appropriate?

The main comment made here is that there is an apparentinconsistency between continuous

and quantal data. For continuous data, it is recommended that a linear model be fit first; whereas

in quantal data, more complex models are recommended (e.g., using a polynomial of degree k-l,

then reducing the number of terms as appropriate). One reason for this inconsistency is likely due

to historical practices of fitting models for these different types of data. There did not appear to

be any clear consensus on whether harmonization was important and if so, which way to go, although

the subject came up again under the next question.

Apart from this comment, the general consensus appeared to be that the guidelines in this

section were appropriate.

Should Other Models Be Considered or Should the Number of Models Applied Be More
Restrictive?

Generally the panelists contended that models should not be more restrictive. In fact, some

commenters responded that additional models should be allowed; probit and Michaelis-Mentonwere

specifically recommended. There was, however, a difference in philosophy concerning complexity

of modeling.

One general school of thought was that the most simple model that is consistent with the

data should be used; that is, start with a linear model (with a threshold if necessary), then check for

lack of fit and add more parameters as necessary. Itwas pointed out, however, that lack of fit tests

are quite insensitive. Itwas recommended by one panelist-with apparent general agreement during

the meeting-that a "soft" criterion be used for the goodness of fit test (e.g., p=O.20).
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Others felt that complex models could be fit, then parameters eliminated as appropriate

(backwards elimination) (e.g., start with a polynomial of degree k-l, then look Jor the most

parsimonious model). (Personal note: This is the same discussion that went on 20 to 30 years ago

as to whether stepwise forward or stepwise backward regression was the most appropriate). One

concern mentioned in the workshop is that there is something to be said for simplicity, given that

the output will be used by non-statisticians.

Another school of thought approached the question from the point of view that results

should be calculated from a number of models, then the range (or distribution) of the results

displayed or represented as a summary statistic (e.g., the mean be calculated and .professional

judgment be used).

Are the Parameters Proposed as Defaults for Model Structure Appropriate?

a. What should be the default approach for selecting the degree of the polynomial to
use?

A number of commenters responded that the models should be as parsimonious as possible

(see above on alpha levels for goodness of fit). A few thought that the best fit should be the

criterion, although it is not clear if they had considered the impact on confidence limits.

b. Is the default of not including a background parameter appropriate unless there is
some indication of a background response level?

The apparent consensus on this issue was no.

c. Is the use of extra risk as a default for quantal data appropriate?

Most commenters had no opinion or said that they hadno strong reason for answering one

way or the other. One commenter did say, however, that the use of extra risk for estimation is

inconsistent with how program offices use risk estimates to calculate population cancer burden and

that added risk should be used instead.
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One panelist suggested extra risk be used but said that the recommendation was based on

policy considerations of public health protection (i.e., using extra risk as the estimation procedure

results in higher potency/risk estimates).

d. Is the default ofnot including a threshold parameter appropriate?

No consensus was reached on this question, although the discussion at the workshop

appeared to provide some support for inclusion of a threshold parameter, particularly in the case of

linear models for continuous data. The comment was made that the estimated (threshold)

parameter had minimal biological interpretation relative to the existence of true thresholds. It was

also pointed out, however, that most ofthe parameters in the statistical models had little biological

relevance. Itwas suggested that the correct interpretation of estimates of the threshold parameter

is that it represents an apparent threshold in the observed data, and might be more appropriately

referred to as an intercept.

e. Is the default of modeling continuous data as such appropriate?

A large majority agreed that continuous data should not De dichotomized, although it was

pointed out in this session, and in others, that there has been inadequate research into the operating

characteristics of different approaches to calculating benchmark doses from continuous data. For

example, how much sensitivity is lost by dichotomizing the data?

The issue of the need to first determine the biological significance of changes in many

continuous endpoints was raised in this session and continually through the workshop.

Is the Approach for Determining the Fit of the Model Appropriate? Are There Additional or
Alternate Criteria That Should Be Used?

• See above on alpha levels.

• It was mentioned, even by the statisticians, that more description and/or
familiarity with the AlC criterion was necessary.
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• It was mentioned by a number of panelists that software that included a graphical
presentation of results was a good idea.

• . There was discussion in this session, and later, on the issue of evaluating results from
different models. The general feeling was that an arbitrary requirement that results
from different models be within a factor of 3 was probably not very supportable..
One suggested alternative was to carry forth all outputs in the form of a range or
distribution. Another suggestion was that if different models give widely different
results, this indicates that utilizing the BMD as a point of departure may not be a
good idea. Instead the traditional NOAEL/LOAEL approach should be used.
(Personal note: This would be okay for noncancer risk assessment, but what about
cancer? It appears that EDx's will be more consistent from model to model than
LEDx's, which is another argument in favor of using central estimates rather than
upper bounds.)

Additional Comments

A case was made by some participants for keeping the process more simple than is currently

being proposed. It was held that calculating the limit of detection,. fitting numerous and somewhat

complex models, and calculating confidence intervals is unnecessary. The idea of a BMD is to

calculate a point of departure that is more data-driven than NOAEL's and LOAEL's (noncancer)

and that more accurately reflects the limitations of the data than the linearized multistage (LMS)

model (cancer). The complexity being proposed, however, was inconsistent with some of the

objectives of the risk assessment process (e.g., transparency).

It was held that confidence intervals raise the following problems:

• From the point of view of non-statisticians, confidence intervals introduce a "black
box" component into the process.

• The interpretation of the regulatory limits after the incorporation of uncertainty
factors is not clear. For example, 95 percent of the population is protected? We
are 95 percent sure that all the population is protected? Neither of these
interpretations is correct nor are they implied in the methodology, but it is possible
(likely) that these kinds of interpretations could be made.

• The additional complexity of a lower bound rather than a best estimate has a very
small effect relative to the magnitude of uncertainty factors added on in the next
step.
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• There is more than one method for. calculating the limits resulting in different
answers, thereby adding confusion to the process.

On the other hand. the use of confidence intervals does reward good experimentation,

although simulation results show the rewards to be small. There was consensus, however, that

LED's should at least be calculated in conjunction with ED estimate's. The question concerned

which one to use if a single value was used as a point of departure. It appeared to be generally felt

that reporting a range or distribution of the Ed,. would solve this problem. A very few appeared to

favor the LEDx as a single reported value.

The suggestion was again made in a later session that the point of departure be calculated

as a range or distribution, reflecting the statistical variability of the EDx- There was minimal

discussion of this suggestion, with no apparent strong objections.

There was discussion throughout the workshop on the need to further validate the

methodology, particularly for continuous .elata.
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Use of Confidence Limits

Lorenz Rhomberg, Discussion Leader
Harvard Center for Risk Analysis
Harvard School of Public Health

Boston, MA

The topic of use of confidence limits was the focus of a number of written premeeting

comments as well as of lively discussion during the workshop. The charge· to panel members

included three questions:

• . Should the lower confidence limit on dose be the definition of the BMD/C?

• Are the defaults for the method of corifidence limit calculation appropriate?

• Is the default of the 95-percent confidence limit appropriate?

These are best considered in reverse order, since the later ones presume answers to the earlier.

Is the Default of the 95-Percent Confidence Limit Appropriate?

That is, should we consider other percentiles? Note that the question is about the default; .

specifically, it applies to the BMD/C definition (presuming it is defined as the estimated lower limit

on the dose producing the BMR).

Two participants had noteworthy written. comments on this issue, which they further

discussed at the meeting. One suggested "soft" limits (Le., less than 95 percent) as a way to avoid

the "linearization" of the confidence interval at lower dose levels. Such soft limits were discussed

elsewhere in regard to the goodness-of-fit determination. Here, however, they were aimed at

preserving the ability to track curvature in the data's dose-response pattern. The value of this

consideration was debated, it not being clear to some why linearity of the lower limit with dose in

the lower dose range was to be considered problematic. The lower bound on dose is required for
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one dose only-that producing the BMR-and its behavior at other doses is not really at issue, in

this view.

Another panel member reminded us that the choice of 95 percent represents a tradeoff

between the costs ofmaking the interval's coverage wider than necessary to include the target value

and the cost of missing the target value. The choice of coverage probability therefore has implicit

policy aspects. He also noted that confidence interval construction methods need to be made to

achieve their nominal coverage for all possible sets ofparameter values; for particular data sets and

curve shapes, this nominal coverage may be achievable with narrower intervals, an advantage more

easily realized by bootstrapping methods than by other methods ofconfidence interval construction.

(It should be noted that neither panel member favored use of the confidence interval in definition

of the BMD/C.)

Are the Defaults for the Method of Confidence Limit Calculation Appropriate?

This was the second question in the charge to workshop panel members,and it should be

noted that the direct question is again about defaults. As a default, the present document suggests

reliance on asymptotic methods. The discussionpresumed that confidence limits would be calculated

and presented even if the BMD/C definition did not rely on them.

There are several methods for calculating confidence intervals. These are basedon different

approaches and invoke different assumptions. Moreover, intervals can be placed on various

aspects--estimated parameters, slopes of lines, the population of instances or the mean-that have

very different meaningand interpretation, distinctions that are sometimes lost in risk communication.

Complex models may have complex methods for confidence interval calculation. Certain models

may have parameters difficult to estimate (or to estimate independently), affecting the size of the

confidence interval.

There were some written comments on this question, but it received little discussion at the

workshop. One panel member preferred likelihood-based methods for confidence intervals, since
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maximum likelihood is the preferred curve-fitting method. Another questioned use of asymptotic

methods for the typically small sample sizes of most toxicological studies.

Two panel members asked why bootstrap methods could not be considered. This introduces

Jewer problems with model complexity, multiplicity of parameters, and small sample sizes. A

potentialdifficulty may be that risk managers using such assessments might be disturbed by the lack

of exactly repeatable interval calculations.

One panel member wrote that confidence intervals do not replace a good uncertainty

analysis, which is what is needed to characterize uncertainty. Another noted, however, that

confidence intervals are a natural way to express the degree of uncertainty in th.e calculation of the

BMR from a set of experimental data.

Is the Default of the 95-Percent Confidence Limit Appropriate?

This third question received the bulk of written comment and of discussion during the

workshop. The thrust of the question is whether the BMD/C definition should be based on the

statistical lower (95 percent) bound on the dose/concentration that is estimated to produce the BMR

(as proposed) or on a central estimate of that dose/concentration. Again, we presumed that

confidence intervals would be calculated and presented in any case, even if the BMD/Gwere to be

based on a central estimate of the dose producing the BMR.

The balance of opinion was for cenltral estimates, although a significant group argued for a

definition of BMD/C based on the lower bound. Those favoring a lower bound-based' BMD/C

definition cited reasons that were few and basic, while those arguing for central estimates gave

reasons that were many and varied.

The main argument of those defending the use of the lower bound in BMD/C definition is

that there is uncertainty in estimation of the BMD owing to experimental error in the particular

study used to estimate it. Given the aim of the risk assessment process to identify doses unlikely to

produce adverse effects, we should allow for this potential error to avoid underestimating the
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intended BMD. At the workshop, one panel member noted that any choice of a point in the

distn"bution ofestimates-be it an upper or lower bound or a central estimate-implies a particular

choice ofweights given to some kinds of errors versus others. No stance is free of such values, and

so the particular stance adopted should give weights appropriate to the aim of the exercise-in this

case, not to underestimate risk. Others argued that central estimates are more appropriate for

making comparative choices and for conveying the most plausible interpretation of the data; any

desire to gauge the probability of underestimation should, in this view, be addressed by a separate

examination of confidence limits or uncertainty analysis, not in the definition of the BMD/C.

A second argument offered in favor of a BMD definition based on lower limits was that use

ofa lower bound encourages good experimental design, since good design leads to tighter limits and

thus higher reliable estimates of the BMD. Several participants, in written comments and at the

workshop, raised doubts as to whether the amount of incentive for more powerful experiments was

large enough to be of practical value; they cited their simulations that suggested that practically

foreseeable changes in experimental design had but minor effect on narrowing the confidence

interval. They questioned whether this benefit was worth the shortcomings of a lower limit-based

BMD definition. Another panel member pointed out that most testing is done according to

approved protocols that are evidently felt to be sufficiently powerful given practical constraints, so

that real design flexibility may be limited in any case.

Several commenters noted that using the lower bound would produce BMD/Cs that are

protective of public health. One panel member argued that such use of the lower bound is similar

to the upper bound used in cancer risk assessment, andwould be appropriate from the point ofview

of the goal of harmonizing cancer and noncancer methods. Workshop discussion noted that

harmonizing on central estimates might be a better alternative, in the view of some.

There were several main arguments (plus a number of ancillary ones) presented in favor of

defining BMD/Cs in terms of central estimates of the dose/concentration producing the BMR.

These were discussed in written comments and during the workshop. It was noted by several

participants that at a 1994 workshop on BMD procedures, the use oflower bounds had already been

debated and the use ofcentral estimates endorsed. Some questioned why this issue kept returning.
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The argument most often cited in one form or another was that a central estimate constitutes

the single "best" interpretation of the data at hand. It provides "an unbiased (not intentionally

biased) starting point for risk assessment;" it constitutes "more precise use of experimental data;" it

provides "our best understanding of the response and accurately portray[s] this to the risk manager:"

lower bounds, on the other hand, indicate "where we think the BMDs might be...instead of where

we think they are." At the workshop, some commenters"telt that central estimates could also mislead

by failing to emphasize the existence of a range of plausible lower dose estimates as causes of the

BMR.

A second argument is that the risk assessment process is "already conservative enough" and

needs no special accounting for experimental variability. "There are significant conservative

assumptions to make up for the animal variability;" "manyother health-conservative steps are already

built into the risk assessment process." Some commenters countered that uncertainty should be dealt

with wherever it is found. Several discussants pointed out that the amount of uncertainty accounted

for by the use of the lower bound is trivial compared to that acknowledged in the application of the

several ten-fold uncertainty factors used in determining RID/es. In this view, the slight numerical

adjustment afforded by the lower bound implies an unwarranted degree of precision in the risk

assessment process. Some workshop discussion questioned whether the amount of conservatism

contributed by the lower. bound on an effective dose was worth the "baggage" of accusations of

overblown conservatism that would likely accompany its use.

Third, it was argued that use of lower bound-based BMDs will hamper comparison among

experiments and endpoints that differ in sample size and hence in the width of the confidence

interval on dose producing the BMR.. A lower bound "confounds the evaluation of relative

locations;" a central estimate, on the other hand, "facilitate[s] the comparison of critical effects for

different endpoints." One panel member provided a hypothetical example showing how endpoints

determined with poor dose-response resolution would often be chosen as critical effects if lower

bound-based BMDs were used for comparison, even if these endpoints did not appear critical in

terms of central estimates. The comparability issue received. considerable discussion at the

workshop. It was pointed out that the desired consistency of central estimates would only be

achieved if a single, risk-based definition ofBMR were adhered to, and not if the proposed

definition of BMR on limit of detection were employed. It was widely agreed that comparisons

3-21



among experiments and endpoints, including the choice of critical effect, might be better made on

the basis ofcentral estimates ofBMD. Those favoring use oflower bounds, however, suggested that,

once critical effects were chosen, a BMD definition based on a lower bound would still be possible

and appropriate. In addition, a panel member cautioned that confidence intervals should also be

examined during comparison among studies so as to helpgau~e the probability that rankings and

comparisons are robust to the uncertain values of the central estimates.

A fourth argument cited in favor of central estimates is that confidence limits are widely

misinterpreted by users of risk assessments. Their introduction, therefore, hampers risk

communication. One panel member argued that central estimates were much simpler to grasp and

allowed unsophisticated users to conduct and interpret assessments without delving into statistical

arcana. Several commenters related accounts ofmisapprehensions among users regarding the nature

and meaning of confidence limits. A 95-percent bound may be believed to refer to 95 percent of

the population being free of the effect, or the confidence limit may be interpreted as addressing all

of the uncertainties in the risk assessment, not just the experimental error in the single critical study.

The connection of the lower bound on dose to produce a risk with the upper bound on risk at a

given dose has confused many users. Some commenters argued, however, that the potential for

misinterpretation is a risk communication challenge to be faced, not grounds for omitting valuable

analysis. The development ofEPA software to conduct BMD/C analysis, if well documented and

explained, may obviate some of these concerns.

A fifth issue that was raised is that of the stability and robustness of the confidence interval

calculation in the face ofvariation in methods, models, anddata sets. Several commenters said that

choice ofmathematical model to fit to data had more influence on the estimated value of the lower

bound on dose than on the central estimate. There are several alternative statistical approaches to

calculating confidence limits (raising the issue named in the second question of the charge to

workshop panel members regarding preference among them); confidence limits are somewhat

dependent on which is chosen. One panelist noted that in the context of a given model, the

instability of maximum likelihood estimates, an issue for low d~se extrapolation, was not a serious

concern for estimation in the range of the BMR. There was some concern expressed that reliance

on lower bounds might constrain the choice of models and parameterizations to those with weII

behaved, relatively narrow confidence limits. For example, the statistical difficulty of reliably
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estimating a threshold parameter may dJiscourage consideration of modeling that might produce

useful insight. (A panel ~ember noted that the difficulty in estimating a value for a threshold

parameter may be largely obviated by constraining the degree of high-dose extreme nonlinearity

allowed.) Another panelist noted that confidence bounds are less sensitive to trend than central

estimates. A panel member expressed concern that models with many parameters woul~ owing to

their few degrees of freedom, have particularly wide co"nfidence intervals. In response to the above

issues, proponents of confidence intervals in BMD definition defended the value of addressing

experimental uncertainty; many of the issues could be addressed by appropriate specification of

default procedures.

A panelist noted that the NOAEL has no confidence interval or explicit allowance for

uncertainty in its detennination. In a sense, its uncertainty has been addressed in the fonnof the

uncertainty factors, an element that now is being made more explicit analytically.

Another panel member noted that central estimates of the BMD are usually in the

experimental range, while lower limits on these estimates may not be.

As discussed earlier under the choice of the 95-percent limit, one panel member argued that,

since confidence limits become linear with low doses, use of a lower bound in the BMD definition

amounts to adoption of a linear extrapolation assumption essentially the same as that in the LMS

procedure of cancer low dose extrapolation.

One panelist noted that central estimates are appropriate for use in cost-b~efit analysis.

Others noted that current noncancer risk assessment methods do not make explicit risk estimates

for different dose levels (as cost-benefit analysiswould presumably demand) and that the uncertainty

factors do not produce central estimates, even when a BMD is based on a central estimate.

In the workshop discussion9 it was suggested that the issue ofexperimental uncertainty in the

BMD detennination could be addressed in an explicit uncertainty factor. This would preserve the

advantages ofa central estimate, while allowing consideration ofuncertainty in its proper realm-"risk

management choices in the face of uncertainty. A panel member pointed out that EDlOs were

somewhat like LOAELs and EDoss somewhat like NOAELs (at least in dose magnitude)-the use
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of an uncertainty factor instead of a lower bound-based BMD is thus similar to the traditional

LOAEL-to-NOAELuncertainty factor. Several participants questioned the wisdom ofusing a crude

and approximate uncertainty factor in place ofa well-defined and statistically justified lower bound

that addresses the specific uncertainty of the given experimental design and response levels.

There was considerable discussion of the idea that experimental uncertainty could be

considered as an element separate from the BMD definition. One method for doing this is to make

the uncertainty an explicit uncertainty factor, as suggested by a panel member. There was discussion

of how big such a factor might be and how to make it address specifics of the data in particular

instances. Several panel members stressed using central estimates for comparisons, choices, and

estimations, and then examining confidence limits as a separate step to gain perspective. Another

panelist (in his written comments) said that a full quantitative uncertainty analysis is possible and

preferable to any attempt to fold particular experimental error concerns into any estimation

procedure such as BMD definition. The workshop participants discussed the possibilities of

expressing the BMD as a range or distribution, reflecting not just a central estimate or a single lower

bound, but the full spectrum of tenable possibilities weighed by their relative support. 'Ibis could

enter into a distributional approach to other elements of the assessment, including distributions on

exposure and on the values of the uncertainty factors used in extrapolating animal results to levels

deemed safe for human exposure. Some participants, however, doubted whether risk managers

would welcome diffuse answers to safety questions.

Summary

After considerable discussion of the issues, there continued to be disagreement among the

workshop participants regarding whether BMD/Cs should be defined as the lower bound or the best

estimate of the level associated with the BMR. Many workshop participants argued for use of

central estimates. Their arguments noted several properties of lower limit-based BMD definitions

they deemed undesirable, but they focused on the notion that best estimates were most useful for

comparison among endpoints and studies, while considerations of error in BMD estimation should

be considered separately in the risk assessment process (so that risk management choices could take

account ofit as decision-makers see fit). There was no consensus on this point, however, there being
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a substantial minority of participants arguing that a lower bound-based BMD definition was

appropriate given the purpose of its estimation: to help define a dose unlikely to cause human

toxicity. All agreed that some consideration of the uncertainty in estimation of BMDs owing to

experimental error had to enter into the risk assessment process in some way, and that central

estimates and lower bounds should always both be reported.

If estimation error is to be considered separately, there was disagreement as to whether it

is best to do so in a separate uncertainty factor, with a full q\lantitative uncertainty analysis including

a distribution on the estimated BMD, or simply as a reported lower bound. The question is hard

to separate from that of how other sources of uncertainty in the risk analysis are to be handled. The

central issue is whether uncertainties associated with each element or step of the analysis are to be

somehow incorporated i!1to the results reported for that step (as with a lower bound-based BMD

definition), or whether a separate exercise examines the uncertainties of all steps comprehensively.
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Selection of Benchmark Dose/Concentration to Use as the Point of Departure

William Pease, Discussion Leader
Environmental Defense Fund

OakIan~CA

The panel members supported EPA's general approach of establishing a series of decision

points with defaults as a way of selecting a BMD/C from various model predictions to serve as the

basis for deriving regulatory standards. Panel members criticized several technical aspects of the

Agency's default approach, however, and raised several general issues regarding the attributes that

a "point of departure" for low dose risk assessment might exhibit. The following sections summarize

the technical concerns of the panel and then present the range of opinions expressed about various

attributes of a BMD/C that might be useful in a regulatory risk assessment context.

Comments Requested in Charge to Workshop Panel Members

a. The determination of equivalence ofmethods

EPA proposes to assess the "equivalence" of different BMD model predictions using

statistical procedures (agoodness-of-fit test), expert judgment (based on visual examination ofmodel

fits to observed data), and an arbitrary default de,finition of equ~y'alence (if model estimates of the

BMD/C are within a factor of 3).

The panel was in general agreement that this approach required revision and further

explanation. Itwas noted that goodness-of-fit tests need to be designed so that they evaluate models

in the low dose region of interest (i.e., fit in the area of the EDlO) rather than across the entire

observed data range. There was general support for the use of a visual assessment of model fit:

Most concerns raised regarded selection of a factor of 3 as the default definition of equivalence:

Opinions ranged from a statement that even this size factor could have substantial regulatory impact,

to a request for at least some rationale to support what must admittedly be an arbitrary criterion.
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One panel member noted that the Agency should consider adopting different definitions of

equivalence based on whether the selection choice involved different BMD model estimates for the

same endpoint based on a single study's data or different BMD/Cs generated for different endpoints

from multiple studies.

b. Use of the Akaike Information Criteria for comparing the fit of models

For "equivalent" models, EPA proposes to select the final BMD/C based· on application of

the Akaike Information Criteria (AlC).

Virtuallyall panel members requested additional description and references for this proposed

procedure. Statisticians on the panel raised several concerns about the AlC: It does not focus its

evaluation ofmodel fit on the low dose region ofinterest, and it has generally been applied to select

among models in very data-rich situations (e.g., time-series data). Considerable concern was raised

about the ability of the method to usefully discriminate between model results based on typically

-sparse dose-response data sets. Several alternatives to such heavy reliance on statistical techniques

to guide the decision process at this point included taking the geometric mean of equivalent model

results or selecting the lowest of tlle equivalent BMDs as a health protective default.

c. Is the default approach for selecting the BMD/C to use as the point of departure for
cancer and noncancer dose-response analysis appropriate?

Fornon-equivalent models that have passedstatistical andvisual goodness-of-fit testing, EPA

proposes to select the lowest estimated BMD/C as a health protective default.

Panel members acknowledged that some default procedure is required to select among results

when BMD-estimates are clearly model dependent. There was considerable discussion about

whether the need to rely on such defaults could be reduced by altering the Agency's current

definition of BMD/C so that it is redefined as a model's maximum likelihood estimate rather than

a lower 95th-percentile confidence bound. Some members noted that central estimates ofBMD/Cs

from various models are much less variable than lower bounds, so that an altered definition of the

BMD could produce fewer instances of nOll-equivalent results.
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In clear situations of model-dependent BMD/C estimates, most members of the panel

generally agreed that a default approach of selecting the lowest estimate as a point of departure

could be justified as a public health policy choice. It was noted that there would generally be no

biological or statistical rationale available for selecting one model's result over another at this point.

A panel member opposed to this approach recommended that whenever there is clear model

dependence in BMD/C estimates, the BMD approach should be dropped and the Agency should

shift back to using a NOAELas a point of departure. Another panel member raised the possibility

of carrying multiple model-dependent BMD estimates forward into the risk management process,

rather than excluding some possible BMD values through the application of defaults. Different

model results (with their associated uncertainties and some estimate of their overall plausibility)

would be presented as part of a decision tree to risk managers.

Comments on General Issues Regarding Selecting a Point of Departure

The panel was unanimous in expressing concern that EPA had not clearly expressedits goals

in adopting the BMD approach, and that this had prevented a thorough evaluation ofthe potential

attributes that should be exhibited by BMD/Cs. Through several presentations at the meeting, it

became apparent that EPAprimarilyconceivedofBMD/Cs as an improved replacement (a IIplug-inll
)

for NOAELs in noncancer risk assessment that should generally not affect the conventional

application of uncertainty factors to derive reference doses. Panel members raised a number of

concern about this narrow conception of the BMD approach and identified three other desirable

attributes for BMD/Cs that the Agency should consider as it proceeds with defining and

implementing the BMD approach. The following sections summarize the discussions of the four

potential attributes that BMD/Cs could be designed to support.

a. BMD/Cs should be a IIplug-inll for NOAELs with minimum impact on uncertainty
factors or the RID process

EPAhas been motivated to a considerable degree in its BMD development effort to develop

a new approach to noncancer risk assessment that addresses the widely acknowledged problems of

NOAELs as a starting point, but that preserves the current IIlevel of conservatis~"associated with
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the conventional process. While this motivation is understandable from a political perspective (since

it will result in minimal revisions to current standards and does not require altering standard

uncertainty factors), panel members expressed considerable skepticism about this goal. Members

could reach no consensus on what the current "level of conservatism" provided by NOAEL-based

reference doses was: Some argued it was clearlyadequate, others that we have little or no empirical

evidence about the degree of safety provided by most noncancer health standards.

In the absence of a way of assessing health protectiveness, it appears that this approach of

"aiming" the BMD to be as close to existing NOAELs as possible (Le., designing the BMD approach

to generate a BMD:NOAEL ratio of one over the complete set of compounds assessed) could

actually lead the Agency to duplicate some of the problems associated with the NOAEL approach.

For example, EPA proposes to use the LOD method to establish BMD/Cs rather than a fix~d

incidence level. This approach was developed to ensure that the BMD/C estimated from insensitive

studies (e.g., some neurotoxicity assays) would generally be equivalent to NOAELs that could be

estimated from such studies. Panei members generally rejected this approach because it rewards the

existing detection limits of conventional testing protocols (e.g., by providing a higher percentage

BMD/C as a starting point for neurotoxicity than developmental toxicity) and provides no incentive

to improve detection limits· for inadequately assessed endpoints.

The panel generally agreed that it would be more appropriate for the agency to conceive of

BMD/Cs as aiming for a.low effect level rather than a conventional NOAEL. Particularly if the

Agency redefines the BMD/C to be a central estimate of a dose associated with a lO-percent

incidence of biologically significant adverse effects (ED10)' it will simply not be plausible·to equate

this with the "no observed adverse effect level" of conventional noncancer risk assessment. The

BMD/C will be, by definition, an effect level where something biologically significant·is occurring.

The panel emphasized, however, that this does not make the BMD/C equivalent to a LOAEL. (In

conventional noncancer risk assessment, LOAELs may serve as a point of departure for deriving a

reference dose when a poor study has failed to ascertain a NOAEL and requires application of an

additionallO-fold LOAEL->NOAEL uncertainty factor.) In contrast to LOAELs, theED lO will be

associated with a defined level of adverse incidence, often lower than that of LOAELs from well

designed studies. Because it is an "effect level," however, several members of the panel

recommended that EPA should reexamine its current uncertainty factor practice. The Agency
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should consider whether a new uncertainty factor (to extrapolate to a no risk dose from a low

effective dose to obtain a point ofdeparture) is required and should also examine other impacts that

the B:MD methodology could have on conventional uncertainty factors.

The panel noted that the guidance document needs to explicitly address under what

conditions the Agency anticipates continuing to conduct noncancer risk assessment with NOAELs

rather than BMDjCs. Concerns were raised about the confusion that may arise if the two

approaches are mixed (e.g., used for quantal endpoints, but delayed application for continuous or

neurotoxic endpoints). The document would benefit from a clear statement of the limited conditions

under which NOAELs will continue to serve as points of departure.

b. BMDjCs should provide a consistent and comparable point of departure for
calculating reference doses or margins of exposure

As proposed, EPA's BMDjCs can represent different incidence proportions (from a quantal

default of 10 percent to as high as 40 to 50 percent for some continuous data with high levels of

detection) of adverse impacts of widely varying severity. Risk characterizations for different

compounds (based on the margin ofexposure between current exposure and the BMD) will be more

comparable if they employ a common level of adverse impact as their point of departure.' This is

a feature that is (at least rhetorically) possessed by the current NOAEL/uncertainty factor (UP)

approach: Standard setting begins for all compounds from a level observed to have no adverse

impacts. Uncertainty factors are then applied to derive an RID that is likely to be below the

population's threshold for any adverse impact. The hazard indices that are conventionally used to

conduct noncancer risk assessment (the ratio ofcurrent exposure to RID) are therefore interpreted

as an exposed population's distance from a "safe" level of exPosure. EPA's current BMD approach

complicates this interpretation ofhazard indices because it replaces the NOAELwith a starting point

that represents doses associatedwith different percentage increases in responses ofdiffering severity

for different compounds. To maintain the integrity of an exposureIRID ratio as a risk

characterization tool, it would be ideal if BMD starting points for different compounds could be

selected to be roughly comparable in terms of the potential impact on human health.
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Several panel members emphasized that the BMR (percentage incidence) shouldbe thesame

for most applications to allow fOlr consistent interpretation of derived reference doses or margins of

exposure.

There was general agreement that EPA must address "severity" of impact in defining points

of departure for noncancer risk assessment. Panel members noted that it would be advisable to

derive BMD/Cs based on incidence of adverse endpoints of comparable severity (either all BMDs

could refer to some consistent minimal level ofseverity, or each BMD could be accompanied by a

categorical indicator of the severity of the critical effect it is based on). Either option would involve

using the concept of biological significance as an organizing concept for defining BMR. Expert

judgment would be required to classify commonly observed adverse endpoints by severity (using

different endpoint-specific measures of incidence and adversity to define a common severity scale).

The panel noted that EPA will need to invest substantial effort in developing consensus definitions

for biological significance (for many continuous endpoints) and that this effort could be extended

to develop a common severity scale. Further effort should be devoted to issues raised by attempting

to define a "common level of adverse impact" as a point of departure for standard setting.

One additional alternative approach to this problem involves addressing the variations in the

seriousness of impacts observed at the point ofdeparture with an additional uncertainty factor based

on severity (the guidance does acknowledge that the nature of the response should be a

consideration when evaluating the adequacy of calculated margins of exposure or hazard indices).

c. BMD/Cs should provide a suitable basis for low dose extrapolation

The use of BMD/Cs as a point of departure for low dose extrapolation elicited a wide range

of expert opinions among panel members. Several supported the guidance document's general

dismissal of this potential use, arguing that extrapolation beyond the range of observation using

curve-fitting models is not credible or appropriate for noncancer endpoints. Other panel members

noted that limiting the BMD approach to replacing NOAELs in a conventional uncertainty factor- .

based margin or exposure assessment would forgo exploring a much needed improvement in

noncancer risk assessment: the ability to generate quantitative estimates of the incidence of
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noncancer effects at various exposure levels. Such quantitative estimates of low dose risks for

noncancer endpoints are required if these effects are to be considered in cost-benefit analyses.

Several panel members supported an intermediate position, noting that risk estimation within

the experimental data range (ofapplied doses, not only ofobserved effects) was appropriate if it was

constrained on an endpoint-specific basis (e.g., estlmation down to an EDol might be appropriate for

cancer endpoints, given the power of cancer bioassays). Low dose estimation outside this range

would only be appropriate if analysts could provide a plausible theoretical or biological basis for use

of specific models (as in the case of low dose cancer risk estimation).

There was general panel agreement that the issues surrounding use of BMD/Cs as points of

departure for low dose risk estimation required further discussion in the guidance document: Further

guidance on risk estimation for exposure situations within the experimentally observed range is

needed (notin~ for example, how such estimation is currently being applied to the premature

morbidity and mortality associated with ozone and particulate matter); discussion of other peer-

e reviewed, low dose risk estimation applications is warranted; and' a clear policy statement on

potential uses of BMD approaches for risk estfrnation is needed.

d. BMD/Cs should be derived to provide information useful for modifying uncertainty
factors or evaluating margins of exposure

Several panel members noted that the process of estimating a BMD/C provides information

about the shape of a compound's dose-response curve in the low dose region that is very valuable

to risk managers. Indications of steep or shallow slopes is helpful in evaluating whether margins of

exposure equate to margins ofprotection for public health (e.g., a steep slope in the low dose region

indicates that risks will decrease quickly in the low dose region, and that the linear margin of

exposure provided by standard uncertainty factor applications is likely to be protectfve). Information

about the slope of the dose-response curve is also useful for evaluating the potential severity of

impacts in the low dose region, which can be used to classify endpoints to establish consistent

starting points or to establish the appropriate magnitude for any new uncertainty factor aimed at

extrapolating from low effective doses to no risk doses. Information provided by the contldence

limits on a BMD/C could be used to help establish the appropriate magllitude of the conventional



modifying factor for data quali1ty (if the lower confidence bound is omitted from the definition of

the BMD/C).

Another panel member noted that considerable important information is compiled during

the benchmark dose process that warrants being presented to decision-makers. BMD/Cs could be

conceived as ranges instead of single points of departure (to reflect the variety of model options as

well as choices between best estimates and confidence limits). While the risk management process

has a limited liistory with this type of detailed risk assessment data, adopting a distributional

approach to BMD/C development could combine with a distributional approach to uncertainty

factors to support more probabilistic risk assessment for noncancer endpoints.
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SEcrION FOUR

(rnSERVERS'CO~NTS

Observers were given two formal opportunities to provide information and make public

statements during the workshop. Observers were asked to sign up if they intended to make a

statement. The following comments were made by observers at the workshop.

Arnold Kuzmack of EPA's Office of Water provided two comments. First, on the issue of

including the threshold parameter in models, Dr. Kusmack expressed the opinion that it will be

extremely difficult to communicate to the regulatory and legal communities that the BMD is not a

true estimate of the biological threshold. Second, Dr. Kusmack concurred with a comment from one'

of the panel members about describing sets of comparable endpoints. Dr. Kusmack suggested that

ways to describe this information need to be developed over time.

Lynne Haber ofICF/Clement,Inc., had one comment regarding the choice of the BMR. Ms.

Haber supported the use of biological information for selecting the BMR and expressed the opinion

that the draft guidance needs more information on how to select and use biological information (e.g.,

10 percent change in body weight).

Joseph Siglin ofExxon Biomedical Sciences, Inc., offered an opinion concerning experimental

design. Hestated that discussions concerning better experimental designs are useful, however, there

needs to be recognition that experimental designs are often specified in regulatory guidelines (e.g.,

the number of groups, the number of animals per group). Dr. Siglin stated the number and types

of uncertainty factors applied could be a function of the confidence limits generated by the dose

response (Le., 95-percent confidence limits). Dr. Siglin asked the panel members whether

application of the BMD should be restricted to experiments that lack a clear NOAEL. He pointed

out that the BMD approach is not applicable to studies that show no effects at limit dose levels;

however, this issue has not been specifically addressed in the guidance. Dr. Siglin concluded by
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supporting the concept of keeping the BMD guidance as simple as possible so that it can be easily

understood and applied by general toxicologists.

AmaI MahfouzofEPA's Office of Water expressed the opinion that the BMD is very useful

for certain endpoints.

Hugh Pettigrew of EPA's Office of Pesticides Programs responded to a comment made

during the panel discussions concerning the significance of selecting a factor of 3 for comparing

different BMD estimates. He noted that it is the largest integer that is less than the square root of

10. EPA is always interested in orders of magnitude, he said; however, estimates that differ by less

than the power of 3 only differ by half an order of magnitude. Concerning the use of the terms

"extra risk" versus "additional risk," Dr. Pettigrew pointed out that EPA uses extra risk to regulate

cancer risk and that under the new cancer risk assessment guidelines, EPA will still use extra risk.

Dr. Pettigrew recommended that the authors of the draft guidance document make terminology

compatible with other Agency guidance. Concerning the lower confidence limit on dose, Dr.

Pettigrew was under the impression that this was a one-sided lower confidence limit on dose or a

one-sided upper confidence limit on risk. He noted that existing software to make these calculations

assumes a one-sided confidence limit, therefore, it does not make sense to present central estimates

and upper and lower confidence limits because there is a conceptual difference between a lower one

sided confidence limit and a lower limit of a two-sided confidence interval.

William Marcus ofEPA's Office ofScience and Technology made the observation that EPA

has been discussing dose-response curves for many years and that this workshop's discussions are

nothing new. He also stated that workshop participants were discussing concepts in the absence of

an understanding ofwhat is really being addressed. Dr. Marcus expressed the opinion that cancer

is not always the worst endpoint, and that cancer as an endpoint may not differ from any other

toxicological endpoint. For example, lead is both dose related and do.se responsive in bioassays.

EPA decided not to regulate leadbased on cancer because the biological significance ofother effects

(i.e., decreased mental aptitude in children) occurring at doses lower than those that cause cancer

were more serious. Dr. Marcus posed the following questions to panel members:
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• How do you measure decreased mental ability in children?

• Do you want to measure enzyme changes that result in nice statistical numbers, but
may not have any biological significance?

• How do you decide which endpoint should be measured?

• Should you consider the biological significance, the statistical significance, or the
endpoint that might provide you with information that alerts you to an unknown
problem?
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Agenda
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8:00AM Registration

9:00AM Welcome and Introduction Carole Kimmel
National Center for Environmental Assessment (NCEA), EPA,

Washington, DC

9:15AM Workshop Structure and Objectives Workshop Chair:
Rogene Henderson,

Inhalation Toxicology Research Institute (ITRI) ,
Albuquerque, NM
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National Health and Environmental Effects Research Laboratory,

EPA, Research Triangle Park (RTP), NC
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State University of New York,

Buffalo, NY

11 :30AM Selection of the Benchmark Response Level Discussion Leader:
Elaine Faustman,

University·of Washington,
Seattle, WA
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(Continued)
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Elaine Faustman
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CHARGE TO REVIEWERS

Our overall goal in developing this document is to have a procedure that is usable, that has
reasonable criteria and defaults to avoid proliferation of analyses and model shopping, and that
promotes consistency among analyses. Ultimately, we are trying to move cancer and noncancer
assessments closer together, using precursor and mode of action data to extend and inform our
understanding of risk in the range of ex'trapolation. We would like to have in one package
something that is usable for cancer and noncancer assessments when endpoints are relevant to
both.

Please review the technical points below. As you are preparing your technical comments, we
would also like your advice on how best to achieve our goals as stated above. This should take
the form of further points to be developed in the document or issues that should be clarified.

In your review, please address the following issues and questions on the. Benchmark Dose
Technical Guidance Document.

1.

2.

Selection of Studies and Responses for Benchmark Dose/C Analysis

a. Is the selection of studies and endpoints for the BMD/C appropriate? for
cancer? for nOl1cancer?

b. Should these be the same for cancer and noncancer data?
c. Are there appropriate criteria for determining when data should be combined

for analysis?

Selection of the Benchmark Response Level

a. Is the use of biological significance or limit of detection an appropriate basis
for the selection of the BMR?

b. For the limit of detection, is the approach proposed in the document
appropriate?

c. Is information available to determine the appropriate power level? (Information
on current simulation studies will be presented at the workshop.)

d. Is the default for quantal and continuous data appropriate?
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3.

4.

5.

6.

Model Selection and Fitting

a. Is the order of model application for continuous and dichotomous data
appropriate?

b. Should other models be considered, or should the number of models applied
be more restrictive? .

c. Are the parameters proposed as defaults for model structure appropriate?
i. What should be the default approach for selecting the degree of the

polynomial to use?
ii. Is the default of not including a background parameter appropriate unless

there is some indication of a background response level?
iii. Is the use of extra risk as a default for quantaldata appropriate?
iv. Is the default of not including a threshold parameter appropriate?
v.ls the default of modeling .continuous data as such appropriate?

d. Is the approach for determining the fit of the model appropriate? Are there
·additional or alternate criteria that should .be used?

Use of Confidence Limits

a. Should the lower confidence limit on dose be the definition of the SMD/e?
b. Are the defaults for the method of confidence limit calculation appropriate?
c. Is the default of 95 percent confidence limit appropriate?

Selection of theBMD/C To Use as the Point of Departure for Cancer and Noncancer
Health Effects

a. Gomment on the determination of "equivalence" of models.
b. Comment of use of the Akaike Information Criterion for comparing the fit of

mode~. .
c. Is the default approach for selecting the BMD/C to use as the point of

departure for cancer and noncancer dose-response analysis appropriate?

General Issues

a. The discussions concerning the use of BMD/C approach in cancer and
noncancer risk a$sessment.

b. How understandable the document is for the general tOXicologist/risk assessor.
c. The overall organization of the document, further points to be developed or

needing clarification.
d. The examples of SMO/C analyses in Appendix O.
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Bruce Allen
Review Comments

REVIEW COMMENTS ON EPA'S BENCHMARK DOSE
TECHNICAL GUIDANCE DOCUMENT

Bruce C. Allen
rCF Kaiser

The entire process ofa risk assessment that potentially involves BMD calculation can be
summarized as follows: .

Step 1: Selection of appropriate studies and endpoints for use in the risk assessment.
Step 2: Determination, for each selected endpoint, whether a BMD estimate can and

should be derived. Ifnot, an alternative value may be determined.
Step 3: Calculation ofthe BMDs desired.
Step 4: Interpretation and use of the BMDs (or alternative values when BMDs have not

been calculated).

The Agency has laid out clearly and succinctly (bottom ofp. 11) the reasons why one would want
to move away from complete reliance on NOAELs and LOAELs. In addition, the comment on p.
10 (lines 26-29), to the effect that a NOAEL and LOAEL characterize only one particular study
(and even then, only a relatively small portion ofthe study) is a very important consideration. The
guidance for application ofthe BMD approach should be judged in light ofhow well it appears to
promote BMD analyses that improve the process of risk assessment, i.e., how well it eliminates or
decreases the problems that have been identified with use ofNOAELs.

In general, the guidance provides a reasonable and rational way ofproceeding with BMD analyses.
There are some particular restrictions and default choices that I would not have imposed, and there
are some areas where more explicit guidance may need to be provided. These are presented and
more fully discussed below, but my overall impression is that significant thought has been given
and care has been taken in the development ofthe guidance.

My first concern relates to the comments in the introduction (p.12line 5) that a BMD/C that is
estimated Will always (or should always) be in the observable range. Many situations will arise,
and I believe the guidance does o<;>t necessarily rule these out, where a meaningful and useful
BMD/C can be determined that is less than the doses used in the study from which it is derived. In
fact, the boric acid example in Appendix D shows a case (for Study A oftbat example) where a
BMD was less that the lowest positive dose (which happened to be a LOAEL by traditional
thinking) when fetal weight was considered. Since one point ofthat example should be that the use
of the BMD/C approach can obviate the need for additional testing when a NOAEL is not
obtained, the statement on p.12 about the BMD/Cbeing in the observable range appears to be
inappropriate.

Similarly, on p. 17, following the definition ofthe BMD/C, the "requirement" that "at least one
dose be near the range ofthe response level for the BMD/C" (lines 17-18) should not be a
requirement at all. Clearly, there will be less uncertainty about the value ofthe BMD/C when that
is the case (and that reduction in uncertainty will be reflected in tighter confidence limits used to
define the BMD/C), but to make it a requirement that there be an experimental dose that gives a
response about equal to the BMR. would be too restrictive. In fact, ifusing a NOAEL or LOAEL
is the alternative when this requirement is not met, this will lead to less consistency among points
of departure, because in that case we know that there will not be ~ dose level to choose that will
approximate the response level of interest. The advantage provided by dose-response modeling and
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estimation via that modeling ofdoses that are associated with some predefined level of response is
lost under this scenario. .

Statements throughout the document (e.g., p. 17 line 12) that the BMD/C is not dependent on the
doses used in a study should be toned down. Whereas, generally speaking, the choice ofdose
levels should have little effect on the estimation ofthe dose-response relationship overall, the choice
ofthe doses will have som~ effect on the calculation ofthe Qounds. It is precisely because the
bounds reflect uncertainty about the dose level associated with a particular response, and that
uncertainty depends on what response levels have been observed, that the BMD/C approach ~sing
lower bounds on dose is so powerful. Confidence limit calculations provide a natural way for one
to express uncertainty about the value ofthe parameter (J:3MD/C) of interest.

With respect to the Data Array AI1aIysis - Endpoint Selection process, more guidance may need to
be given for cases in which there are a larger number of studies or endpoints considered relevant.
In particular, how would one identify redundancy among endpoints (p. 18, line 29)? How does one
know when one endpoint "represents others for the same target organ" (p. 19, line 4)? Moreover,
it is not clear to me that a "smoothly increasing response" that allows good fit can or should be the
driving factor for endpoint selection at this stage. Dealing with fitproblems is an important
consideration, but until the modeling is completed it may be difficult to determine whether good fits
can be obtained. It is not clear that fit is an important consideration at the stage ofendpoint
selection.

Have there been any studies or work done to support the claim that having LOAELs differing by a
factor of 10 (p. 19, line 13) will insure that the "critical" BMD/C will not be missed?

The subheading "1. Selection ofEndpoints to be Modeled" can probably be eliminated. What
needs to be emphasized is that the first stage ofselection should be based on relevance, good
experimental protocol, etc., without regard to the ability to derive BMD/C estimates. Secondarily,
one wants to reduce the number ofendpoints that need to be considered (redundancy,
representativeness, sensitivity), and some of the endpoints chosen then may still not be amenable to
dose-response modeling. Finally, one must pick which endpoints that remain can bemodeled (data
set requirements) and what one will do with the remaining ones that are considered relevant,
representative, and potentially sensitive.

So, the section on minimum data set" requirements (p. 19) should, first ofall, include material from
Appendix A about the data needs (or at least explicitly reference Appendix A here with a strong
encouragement to look closely at the needs). Then the caveats about when one should not do dose
response modeling and estimate a BMD/C even when the data needs are satisfied can be provided
in this section as well.

However, that being said, I do not think that all of the restrictions or constraints imposed (bottom
ofp. 19) are appropriate. I think a better way of characterizing the constraints would simply be to
state that dose-response modeling should be done only when there is evidence of the shape of the
dose-response relationship, ifone exists. This would cover all ofthe really problematic cases that
should be included in the list ofconstraints, but it leaves open the possibility of (appropriately)
doing BMD/C estimation for some cases that would be excluded as the constraints are now stated.
For example:

The statement ofthe first constraint (line 19, p. 19) is not very clear. For one thing, does a
biologically but not statistically significant LOAEL count here? In general, what are the criteria
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by which a LOAEL is determined to exist (authors statement, pairwise tests, trend tests?). Ifthis
statement implies that one should not model data sets for which a LOAEL was not actually
observed (as opposed to the possibility that the number of doses and subjects could not have given
a LOAEL because ofdesign limitations), then this is equivalent to saying there is no evidence of
dose-response for the data set under consideration. I would tend not to put as much emphasis on
the existence ofa LOAEL per se - it is so dependent on sample size for one thing - but rather the
evaluation that something biologically and toxicologically "real" is happening. I can think of cases
where a LOAEL may exist, but because ofa large number ofanimals being tested, the differences
that are statistically significant are not biologically meaningful and may just reflect differences that
will inevitably exist among finite groups of"observations," even when those groups were drawn
.from the same population. On the other hand, the lack of a LOAEL may be caused by a small
number of animals; perhaps in some cases lack of statistical significance may exist but it might be
considered that evidence ofa dose-response relationship may evident. I would explicitly allow
consideration of other parts ofthe data base (other studies and/or other related endpoints for the
chemical under consideration - perhaps ones that are not being considered for modeling because of
basic data deficiencies but which still carry information about dose-related effects; I would even
consider related chemicals with similar effects) in order to make a "holistic" appraisal ofthe
existence ofdose-response relationships.

The consideration ofthe presence of dose-response relationships would also rule out
modeling data sets with only one positive response level (lacking the ancillary evidence described in
the preceding paragraph). A single positive response level (even when other doses have been tested
and have exhibited background-level responses) should not be considered to provide evidence..about
the shape ofthe dose-response relationship and would therefore not be modeled.

On the other hand, the existence ofonly high levels of response (criterion starting at line 25
ofp. 19) should not necessarily preclude modeling. There may be many cases in which responses
are all above 50% but one still gets a clear picture of a dose-response relationship (what about
cases where background starts out near 50%?). I would consider modeling those -- the uncertainty
concerning the BMD/C corresponding to a lower level of response may be greater than might
otherwise be the case, but that is covered by the calculation of confidence limits. Later (in the step
when one interprets and chooses from among various BMD/Cs) this uncertainty may dictate that
another BMD/C is used for regulatory purposes, but a BMD/C calculated from such data will
carry information relevant to the final decisions to be made. Ifall responses are above 90%,
however, then less (perhaps next to nothing) might be said about dose-response shape and such
cases could be ruled out. The same would hold if there only existed a plateau ofcontinuous
responses (and no ancillary information).

The bottom line here is that it is the presence of evidence suggesting the existence and general
shape ofdose-response relationships that allows one to feel comfortable fitting dose-response
models to the data set(s) under consideration. When that evidence is present, then the appropriate
modeling can be done. When it is absent, then the constraints on the modeling are not well-defined
and modeling should not be pursued.

Although this may require some additional elaboration, onemight consider using a trend te~ on the
positive doses (i.e., exclude the controls) as a way to determine if there exists sufficient information
about a dose-response relationship for modeling and BMD/C estimation to be done.

There is a definite need to consider data combinations (p. 20). However, more guidance may be
required for users to know what constitutes biological or statistical compatibility. Nevertheless,
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the point (lines 5-7) that additional research can affect the BMD/C estimates (including increasing
them, unlike a NOAEL estimate) is an important one that deserves to be emphasized.

Concerning the selection ofthe BMR level, I have one peripheral comment first (and this relates to
many similar occurrences throughout the document). There is a discussion ofbiologically
significant changes, with body weight as an example. One needs to be very careful with such
examples, to be explicit about what it is that is being measured and considered to be biologically
significant. In the case ofbody weight, a 10% change'is suggested as a biologically significant
change. Is this 10% change in the mean values ofdifferent groups (this interpretation is suggested
on p. 58, line 12) or an individual drop in body weight that is 10% below an average (unexposed)
level? To see what difference this could make, consider a test group that had 50 animals with 25
ofthem having body weights of 90g and 25 with body weights of 95g, whereas the controls
averaged 100g. As a group the treated animals average 92.5g (only 7.5% below the controls and
so not biologically significant?) whereas, individually, 50% ofthe animals exhibited a 10%
decrease in body weight. The latter appears to be a serious effect if 10% decrease on an individual
basis is important. The implications for setting BMRs are important also. If biological
significance is on a group average basis, then the BMR should be defined in terms of changes in
the mean value [(m(O)-m(d»/m(O) = .10]. On the other hand, one might want to set the BMR in
terms ofa relatively low probability (10%) that individual animals will experience a body weight
that is 10% lower than background. In the former case (based on average change), the treated
group in the example would not appear to have reached the BMR level. In the latter case
(individual basis) the group would be considered to have greatly exceeded the BMR response (50%
ofthe group members had 10% lower body weight!) and the dose for that group would appear to
be well above the BMD (or even the MLE for the selected BMR).

Secondly, if the BMD is intended to replace a NOAEL, then does this assignment ofthe BMR to
the biologically significant (LOAEL-like?) response tend to overestimate the NOAEL-like BMD?
The same concern might apply to the BMRs based on detection limits, except that the relatively
low power required (50%) might lessen the concern there.

It should be recognized (and perhaps explicitly stated somewhere in the document) that the decision
to base BMRs on detection limits carries with it some implicit acknowledgments. First, that
responses ofa certain magnitude have no chance of being considered BMRs because of the sample
sizes, background rate (or variability), and power choices made. This implies (as it has always
done for NOAELs anyway) that one finds acceptable the high likelihood of "missing" changes of
such magnitude. Have people considered sufficiently the basis for the determination ofthe
standard sample sizes so that the Agency is willing to make such a statement? Second, when larger
sample sizes than the standard are used, it is quite possible that the BMDs that result will be
greater than LOAELs from those studies. The Agency needs to be willing to go on record as
supporting use of such BMD estimates and not defaulting back to a LOAEL or NOAEL just for
the sake ofconservatism.

Because the manner in which the detection limits and BMRs are to be derived can only fix the
power (50% by policy choice) and the sample size (standard size) a priori but the background rate
may not be as well-determined, would the BMR be allowed to vary according to the observed
background rate in any particular case? Would it be species and strain dependent and would
historical control data be used to define it? More needs to be specified concerning the choices for
background rates in the BMR derivations.
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A set oftables or graphs that gives detection limits as a function ofbackground rate and sample
size might be very useful.

Starting in section ill.C.2 (p. 23), issues ofmodel fit are emphasized. It is important, therefore, to
be clear about what constitutes good fit and how it will be measured. It is not clear that the
standard techniques for assessmg fit for continuous variables (e.g., F-tests) are adequate. Some
computer-intensive (simulation) approaches can be used and might be recommended (or built into
EPA's software). Such an approach would also alleviate another problem that is sometimes
encountered, i.e., having no degrees offreedom available for formal, traditional tests. The
simulation-based fit assessments do not need spare degrees offreedom, and I do not see a strong
need to limit the flexibility ofthe models used to fit data just for the sake of getting those degrees
of freedom.

Furthermore, the standard procedures for determining fit ofcontinuous models look only at the
predictions ofthe means as compared to the observed means. They do not directly consider the
prediction ofthe variability. Yet, the estimates of variability are very important for BMD/C
estimation to the extent that the BMRs are based either on (1) changes in the mean relative to the
underlying variability or (2) a hybrid approach that depends on the predicted distributions around
the mean values to derive probabilities of response.

It appears that the agency needs to do a bit more development and make some decisions about fit
issues so that the guidance can be clear and explicit about how good or adequate, fit will be
determined.

Some questions/comments about the order ofmodel application (p. 23, lines 12-20):
Ifa linear model is run first for continuous data, why not also for dichotomous data?
Why pick the polynomial model to run prior to the power model?
Do the choices for the continuous data models extend to the use of the hybrid approach? If

so, then the Weibull model (which has the added advantage that it is the same model that can be
applied to quantal data) should also be considered and explicitly listed.

Rather than picking an order for application, one might suggest the 2 or 3 models that
should be considered and that they all be run initially. This does not put such a burden on the
assessment offit - a barely acceptable linear model might be substantially improved by adding
nonlinear terms, but this would not be determined in the step-wise procedure that is now specified.
The standard goodness offit assessments are not really very good at discriminating between model
alternatives like that anyway.

With respect to the model structure (pp 23-25), the following comments are offered:
When (and it) one allows exponents on dose (and related parameters) to be less than one,

some procedure should be describedl whereby the instabilities can be lessened. One way we have
investigated is to do the fitting first with unrestricted exponents. Then, the exponent that is
returned as the maximum likelihood estimate is used as the lower bound on the exponent for a
second iteration, and it is only in the second iteration that lower bounds on dose are derived. Even
this does not always eliminate some very small values for the lower bound.

I would recommend eliminating the restriction and discussion ofthe background
parameter. I can think ofno good reason for making a zero background the default. It is much
easier to make the default be the inclusion ofthe background term and only allow it not to be
estimated if the biological or toxicological data suggest that that is appropriate.
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Similarly, I would allow consideration ofthe threshold parameter, even though it does not
correspond to a biological threshold. Call it something else ifdesired, but there are instances
where its inclusion is essential for obtaining adequate representation ofthe dose-response
relationships. Ifalternative fit assessment procedures are implemented (see above) the loss ofthe
degree offreedom is not crucial. Moreover, by explicitly allowing that parameter, the class of
dose-response functions considered is increased. This is important because then the bounds that
are calculated and which constitute the BMDs represent the uncertainty in the dose estimation for
the larger family ofcurves. The resulting BMDs, even if they do not correspond to a curve that
includes a threshold parameter, were allowed to have it if the optimization dictated that it was
needed, and therefore one avoids criticism that the lower bounds are model-dependent in a way that
excludes "threshold-like" behavior.

The section on selecting the BMD/C (pp. 26-27) needs to be substantially altered. First, there is a
mixture of issues here that is not clearly delineated. The first issue is what to do with different
BMD/Cs for the same endpoint (and study) resulting from different model predictions. The second
issue is what to do with different BMD/Cs from different endpoints and/or studies. The first issue
is adequately addressed by the first two bullet items in this section, although I would emphasize
examination ofthe MLEs much more than has been done. The second issue is not addressed at all,
except to the extent that one can infer from the discussion of the NOAELILOAEL and BMD/C
comparison that the lowest BMD/C would be selected.

Even more important, that discussion ofwhat to do with NOAELslLOAELs when they look to be
the most sensitive is not adequate. Especially because the guidance lays out several cases where
BMD/C derivation should not be done, it is important to rethink how NOAELs and LOAELs can
and should be used, and not just rely on old concepts. The whole idea is to get away from the
problems ofthe NOAEL, not to exaggerate them by mixing them up pell-meIl with BMD/Cs. As
an example, if the critical effect was from a large study, and the LOAEL was a LOAEL because of
the large sample size even though the observed response rate was less than the BMR, why would
one choose that LOAEL (or the corresponding NOAEL) as the point of departure? The basic
problems associated with use ofNOAELs stilI plague this guidance if the last buIlet item on p. 27
is all that is said about use of non-BMD/C results.

I have serious doubts that BMD/C approaches will prove to be very useful for cost-benefit
assessments and I completely disagree with the statement that the BMD approach "provides a good
starting point to develop benefits estimates for non-carcinogeJ;ls" (p. 42, lines 22-23). NOAELs are
no better, but this is not an improvement that is provided by BMD-like analyses.

The discussion on p. 57, lines 4-8 does not make sense to me. What is the point here?

On p. 59, line 1, do the authors mean "refined" or "defined." The interpretation ofthe level of
effort needed before one can use the limit of detection approach for setting BMRs may depend on
that distinction.

I also think that the statements about the low background rate in the EPA-sponsored work on
developmental toxicity (p. 62, lines 1-3) is incorrect. For many of the endpoints that included
resorptions, the background rate was quite large. Ifone considers the analyses ofthe
developmental toxicity data sets that have been done to be the empirical equivalent ofthe limit of
detection calculations proposed, then it appears that the results of that analysis should be
interpreted as suggesting use of5% additional risk when doing the recommended assessment of
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such data. The Agency should explicitly state that, unless other comparable analyses of
developmental toxicity data become available, the current information supports using 5%
additional risk for developmental toxicity data, especially in light of statements that the choice of
extra or additional risk is unimportant when a limit ofdetection approach is used.

The discussion on p. 68, starting wi1h line 23 and continuing to p. 69, is not at all clear. Although
lack of independence is a problem that needs to be (and has been) addressed in certain instances,
what does the statement about "choice ofthe model foim" mean?

On p. 72, lines 9-13, the discussion needs some attention. It is not that nonmonotonic data mean
that typical models can not be used, it is only that the fits might suffer because ofthe
nonmonotonicity. Careful consideration of the reasons for nonmonotonicity should be
recommended. Even still, log-transforming doses will not do anything about nonmonotonic
responses nor would it help much with abrupt increases in response.

The description ofthe figure on p. 79 may need some work. And why are the BMDs from the
figure different from any ofthose in Table 2?

Other general comments include the following:
There is insufficient attention paid to pharmacokinetics and the use of "delivered dose"

estimates in BMD analyses. The guidance should strongly encourage the use of such dose
estimates for BMD derivation and make note ofthe fact that the dose conversions (for the test
species) should be done prior to modeling, with "back-calculation" ofhuman exposures associated
with delivered dose versions ofBMDs completed after the modeling and BMD estimation. It has
been found (with vinyl chloride for example) that model fitting difficulties were largely resolved
when appropriate delivered dose estimates were used. [As a minor point, it might be noted that the
dose scalings referenced on p. 44 line 27 are for oral exposures - inhalation concentration scaling
is done using BEe considerations, right?).

The move to BMD approaches also offers and excellent opportunity to reassess the use of
uncertainty factors (UFs). UFs have been touched on in the document, but more explicit and
extensive discussion ofhow they might be considered and re-evaluated in light ofthe BMD/C
method could be added.

I think that the document should include a flow-chart showing how the various
considerations (mechanistic infonnation, data set requirements, modeling constraints, etc.) come
into play and direct the course ofa noncancer risk assessment. "What this document should be
trying to do is describe the infonnation inputs that point one in the direction ofthe type ofanalysis
(BMD or otherwise) that ought to be done. A BMD analysis using the standard set ofmodels, the
default choices for BMRs, etc. may be the default of last resort, so to speak, in that one would do it
only if other options that include more chemical-specific and mechanistic inputs can not be
implemented or do not appear to be justified. A flow-chart would be very useful in summarizing
that process.
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George P. Daston
August 27, 1996

Comments on EPA's BENCHMARK DOSE TECHNICAL GUIDANCE
DOCUMENT

My overall impression of this document is that it is a useful how-to manual on the
application of BMD. It. along with the Risk A~essment Forum report entitled
"The Use of the Benchmark Dose Approach in Health Risk Assessment- should
be sufficient for toxicologists in the program offices to successfully and correctly
apply this method tor risk assessment It is also worth noting that this document
does a fine job of continuing EPA's efforts in harmonizing risk assessment for
cancer and other forms of toxicity. My most significant suggestion for the
application of BMD is that it be based on a central estimate of the BMR instead of
on a lower confidence limit (l.eL). While I agree with the use of a confidence
limit in principle, its use becomes problematic when one tries to make
comparisons across different toxic endpoints that are evaluated using study
designs of varying group sizes. and varying statistical power. Using a central
estimate will 1)make better use of the one area along the dose-response curve
that we can model with some precision; and 2) facilitate the comparison of critical
effects for different endpoints. It should be possible using the central estimateto
have a single default level of response for the SMR, rather than the sliding scale
-limit of detection- approach. My suggestion is fleshed out in my response to
question 4. a below.

My answers to the specific questions are:

1. a. The selection 01; studies and endpoints are. and should be, the same as for
NOAEL-based risk assessment. These studies. run according to regulatory
guidelines, are widely regarded as satisfactory apical tests to detect hazards of
all sorts. These studies should therefore be adequate bases for risk assessment,
regardless of the method employed. However, the advent of the BMD should
cause the Agency to suggest greater flexibility in study design. particularly in the
number of dose groups and animals/group. It may be possible to design studies
that better define the shape of the dose-response curve, especially its lower end,
better than the standard 2-3 dose groups plus a control.

It is worth making explicit the distinction between endpoints that are dichotomous
or quantal by nature (e.g., alive or dead. 5 or 6 fingers) than those that are
quantal by fiat. The latter are best exemplified by the classifications of mild.
moderate and severe that are widely used In histopathology. While these
classifications are useful in providing the opinion of experts as to the severity and
adversity of a finding. they obscure the fact that the observed responses are In
reality part of a continuum. There may be some utility in de-quantalizing these
types of data for the purposes of BMD-based risk assessment, particularly given
the Agency·s Interest in using precursor and mose of action data to help
understand the degree of risk in the range of extrapolation.

1. b. There is no reason to make a distinction between cancer and non-cancer
endpoints.
1. c. These criteria are appropriate, and the example provided In Appendix 0 is a
good one.
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Other comments on Selection of Studies and responses: It appears that the
guidance document indicates that the critical effect be selected as simply the
lowest BMO. This is connoted by the statement that all endpoints whose
LOAELs are within an order of magnitude of the lowest LOAEL shouldbe
modelled. This seems to be inappropriate, as it does not take into account all of
the other information that is part of expert judgement, such as the plausibility of
the effect. its severity in comparison to other sensitive effects, etc.• as well as the
other information sL/ch as slope of the dose-response curve. that comes along
with the calculation of the BMD, and may be very Informative as to Which effect
should be selected as the basis for RfD calculation.

The first of the three criteria for a minimum data SElt (bullet points on p. 4 and p.
19) does not make sense to me. One of the real advantages of the BMD
approach ls that it would allow one to use a study that is statistically insufficient to
generate a credible NOAEL or LOAEL but still conveys enough information such
that there is cleat evidence of a hazard. The second criterion In this section Is
also too restraining. While it is true that the choice of a mathematical model for a
data set with only one positiveresponse group is arbitrary, it is no more arbitrary
than the a priori choice of the dose level that ultimately becomes the NOAEL for
the study. Given that the gUidance for cancer risk assessment suggests a
straight line as a default for low dose extrapolation, it seems appropriate to
suggest a similar default for data within the experimental dose range.

2. a. For continuous variables, the biological significance detennination Is
appropriate. The limit of detection approach is appropriate for those endpoints
for which there is general agreement that some level of effect on that parameter
is adverse, but there is insufficient information or consensus to pinpoint a specific
level. In those instances, it seems to me that an 80% statistical power would be
more comparable to currently employed limits of detection than a 50% level. For
those continuous variables for which there .is no generally agreed upon
interpretation regarding adVersity, 11 would be my opinion that these not be used
for risk assessment, although they may still be useful as auxiliary information.
For quantal endpoints, the decIsion as to whether something is adverse should
also be made a priori and should be contained in the guidance given in regulatory
risk assessment guidelines. I find a consistent level of response as the default
for these endpoints to be more appealing than the limit of detection method. as
this will facilitate comparison across endpoints.

2. b. It looks OK. although as noted in the response to 2.a. it is not my preferred
option for quantal endpoInts or some continuous ones.

2.c. The results of the simulation should prove lIseful. Others have made
calculatIons on limits of detection based on the CVs for various endpoints
commonly measured in screening studies with sample sizes recommended by
regulatory testing guidelines. These may also be a good source of information.

2.d. Ssa my response to 2. a, particularly regarding the need to first determine
whether a response is adverse.
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3. a. The order of model application is satisfactory. The log-logistic model for
quantal data has been demonstrated to be flexible enough to handle most dose-
response curves. and does not have the problems of the Weibull model in fitting
the lower end of dose-response curves with very steep slopes. The
recommendation that the curve from each model be graphically displayed and
critically reviewed for its relevance to the data, especially the lower end of the
dose-response, is appropriate and cannot be stressed too much. .. .

3.b. The guidance document provides some flexibility in choosing additional
models on an ad hoc basis as long as the Choice is explicitly justified, so there is
little need to include additional models. There is also no good reason to restrict
further the number of models, at least until more experience is gained on the
behavior of the models for a variety of toxic modalities.

3.c. These defaults apprear to be appropriate and are in line with what was
recommendede by an expert group at the EPAlAJHCIiLSI workshop on
benchmark dose. The only point that is not supported by that working group is
the choice of excess risk over additional risk, a point on which that group could
not reach consensus. The explanation for the decision not to include a threshold
term is very well put: there is no relationship between this arbitrary contrivance
and a biological threshold.

3. d. The approach is adequate, and as noted above, it is an excellent
recommendation that the curve from each model be graphed. It should be stated
in stronger terms that the exclusion of high dose data should be a last resort if
none of the models fit. A preferred altemative would be to setect other models
that are not on the shoJt list of recommended defaults. Furthermore, prior to
excluding data, allof the data points should be graphed in a scattergram as an
aid in determining the possible causes of lack of fit of any model (e.g". extreme
non-monotonicity of the data).

4. a. EPA should consider using central estimates instead of lower confidence
limits in calculating the benchmark dose, especially for data from studies that are
conducted according to accepted regulatory guidelines. There are several
reasons for this recommendation. First, one of the main reasons for using a tel
was to penalize studies with low sample size or other statistical deficiency as
compared to standard guideline studies, which are widely regarded as adequate
to detQct hazard. However, as long as the studies that are used for BMD
calculation meet therequil'ements of the guidelines, this reason for relying on
confidence limits is obviated. Other means can be employed to handle
substandard studies, such as reliance on confidence limits for those that do not
meet the minimum requirements of the regulatory guidelines, employing
additional uncertainty factors, or simply not considering them as the source of the
critical effect for risk assessment. Second, use of the central estimate Is a better,
more precise use of the experimental data. These data represent the area of the
dose-response relationship of which we are the mos1 certain It is for this very
reason that the potenoy oomparisons in cancer risk assessment rely on central
estimates of the T010 rather than a LCL Why then would we wish to arbitrarily

15



discard this small shred of certainty in an otherwise uncertain process? The
third. very pragmatic reason for relying on a central estimate is that it greatly .
facilitates comparison of different endpoints. For a variety of reasons, regulatory
guidelines for the detection of hazard of different endpoints rely on various
numbers of animals per group and have different statistical power. A good
example is the difference betWeen developmental toxicity studies, where a 3-5%
Increase in risk for malformations or resorptions may be statistically discemable.
vs. a neurotoxicity study where it may take a 30-40% decremel,t In a clinical
parameter before it is discemable. It is clear that the consensus of the
neurotoxicology community Is that this design is satisfactory to detect a hazard;
however, neither the NOAEl-based or BMD (calculated as a LCL) approach auld
be adequate to assess risk from these studies. The former would be far 100
in$ensitive. and the latter would be overly sensitive. Furthermore, neither would
be easily comparable with the developmental tOXicity results. If we were to
evaluate a set of chemicals that were equivalently neurotoxic and
developmentally toxic using the NOAEL approach, all oi the RfDs would probably
be based on developmental toxicity; using the BMO, all would be based on
neurotoxicity. This does not make sense. Therefore, I reoommend that the BMD
be calculated as a central estimate, and that other steps be taken to account for
study insufficiency, etc. This recommendation also makes it easy to select a
consistent level of response as the BMD for quantal endpoints, across all forms
of tOXicity. I find this to be preferable than the sliding scale approach that is now
being taken in the Guidance Document.

4. b. If confidence intervals must be calculated, these defaults seem OK. at least
to this non-expert.

4. c. As noted above, I do not advocate Using confidence limits for studies that
meet regulatory testing reqUirements. Should a confidence Intelval be used, I
suggest that 1..1.5 standard deviations would be adequate.

5, a, These determinations of equivalency appear satisfactory.
5. b. I have no knowledge of the Ale.
5. c. Yes.

6. a. The EPA is to be congratulated for its continuing attempts to harmonize
cancer and non-cancer risk assessment. The use of the BMD is one way of
moving toward that goal. I think, however, that it should be recognized that the
8MD is not a credible basis for low-dose extrapolation for either endpoint. While
this is acknowledged fat non-cancer endpoints. it is not for cancer. Statements
like that on p. 11, line 18 need to be rethought and either qualified or rem Qved.

6. b. The document appears to be right on target for the intended audience.

6. c. The organization is satisfactory.

6. d. The examples in Appendix D are excellent. I suggest that the remainder of
the chemicals in IRIS for which the RfD was derived from a BMD also be
inoluded in Appendix D for illlustrative purposes.
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School of Public Health and Community Medicine
Department of Environmental Health-Roosevelt
University·of Washington
4225 Roosevelt Way NE, #100
Seattle, WA 98105-6099
Phone: (206) 543- 9711 FAX: (206) 685-4696

Comments on the USEPA Draft Benchmark Dose TechnicalGuidance Document
(EPAJ600/P-96/002A).

August, 1996

Page vii , line 4 & Page ~i, lines 12-14. The first paragraph of document
states that it is to be used in conjunction with EPA 1996c document. For
usability, the more "stand alone" this document is, the easier it will be to
use.

Page 3-4, lines 28, 29 and 1. Has the EPA conducted studies to determine
that only LOAELs within "lOX of other LOAELs need to be evaluated for BMD
analysis? Is it true that no BMD/Cs would be less than 10 fold from the
LOAEL. Add references or detail in later section.

Page 4, lines 2-14. Other criteria that could be evaluated, includes
guidance on what to do with non-monotonic dose response relationships.

Page 4, lines 11-14. USEPA should explain in detail how they determined the
criteria used in bullet item 3, under question 2. This reviewer had
difficulty in determining how curves with all responses above 50% would all
automatically be inappropriate to model. Additional criteria may be needed
in this bullet item. For example, perhaps specifying maximal percent
response change per doses evaluated or ratios of dose spacing compared to
response change.

Page 10-12. This reviewE~r would suggest that the paragraph starting on Page
11 at line 21 should go on page 10 at line 30.

Page 11, lines 13-16. Important concepts are discussed here, yet it was
unclear to this reviewer the rationale for choosing a linear default
analysis. Will a further section answer this? More details need to be
provided here, rather than just referring to other documents. [See comments
on Page 16].

Page 11, lines 12-13. Please make the following changes in these lines:
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page ii, lines 11-13.
II••••••••with appropriate curve-fitting models; and then (2) extrapolation
below the range of observation is accomplished by modeling if there are
sufficient mechanistic data or approaches or by a default procedure (linear,
nonlinear, or both) if no such models or mechanistic approaches exist."

Page 13, Figure 1. Is there a need to show the SMR and SMD atspecific
percentage response levels to clarify the figure? Also should the
illustration show a SMR above the NOAEL, as well as below? Should the LOAEL
be identified on this graph? Should statistical significance of data points
be shown?

Page 14, lines 8-11. It is not user friendly to constantly refer to other
documents that should be used in conjunction with this document. Write one
benchmark document and provide enough details to be useful as a "stand alone"
document.

Page 14, line 23. Add references to this sentenCe.

Page 14, line 29. WhOat studies are referred to .in this sentence? Only those
by Faustman et al or is reference being made to earlier cited papers in lines
26-27.

Page 15, lines 12-14. These sentences give the impression that there was no
biological rational'for evaluating reduced fetal weight. These sentences
should be modified to include this rational for these choosing these studies.

Page 15, line 14 & 17. Replace "cut off values" with response levels.

Page 16, line 9. This reviewer feels that caution should be used when
mentioning the Saysian approaches because the only cited paper is not in a
peer-reviewed journal. Please add additional specific references for this
application or remove this concept.

Page 16, lines 12-18. Insert details from page 11, first and second
paragraphs (lines 1-20) here. A brief paragraph without details
(specifically details in lines 8-16) can be left on page 11 that discusses
the loss of dichotomy between cancer and non-cancer approaches.

Page 16, lines 26-29 and page 17, lines 1-3. This willingness to continually
incorporate new improvements in these processes would have more weight if the
specific time of re-evaluation or the next re-evaluation was also speCified
or at least the process for re-evaluation was specified. (See also comments
for page 40).

Page 17, line 17. How "near"?
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Page 19, lines 13-14. Please provide rational for only looking at other
endpoints if LOAEL i~) within 10 fold over the lowest LOAEL. Havestudies
been conducted that show that no other endpoints would result in lower
SMD/Cs? For this reviewer, this point was not intrinsically obvious. (See
earlier comments on Page 3-4, lines 28, 29 and line 1).

Page 19, lines 22-24. Specify what is done when only one responding group is
present. Does the risk assessor use a NOAEL approach? Indicate what is
done, not just what is not done.

Page 19, lines 25-28. This constraint needs to be explained. Why was 50%
response chosen? This reviewer would suggest that more specific guidance
could be given. (See earlier comments for page 4, lines 11-14).

Page 20, section 3 Combining data. Add reference here to peer-reviewed
pUblication by Allen et al. .

Page 21, lines 14-17. The guidance document should provide a few more
details on what would be evidence of IIbiological significancell

• This
reviewer would suggelst listing example EPA risk assessment guidance for
developmental toxicity here. Also, perhaps, referencing groups such as MARTA
that publish guidance information. Would EPA accept IIbiological
significancell only after peer review or consensus workshop concurrence?

Page 21, lines 18-22. Regardless of findings of simulation studies, this
section needs to be expanded. Is an example given in AppendixS for each of
these approaches? Adding a few more details here could help in understanding
this approach. This was very confusing for reviewer.

Page 22, lines 1-4. Document should explain why lIextra riskll should be used
for SMR set on basis of biological significance. Also explain why it does
not matter for limit of detection approaches. Need to add glossary so users
truly understand extra versus additional risks.
Don't hide definitions in appendix.

Page 23, lines 7-8. Explain what IIcurve fitting in a manner similar to the
EPA softwarell means. Reviewer needs additional details to understand these
comments.

Page 23, lines 12-20. Provide a few details to justify the order which
models are to be run on the data. This justification could be as simple as
adding a few references or adding a few sentences that explain the order of
model selection.
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Page 23, lines 22-24. Again, this reviewer cautions the authors about
referring to other documents for details that are needed in this document.
Pull out key points and list here.

Page 24, lines 3-9. Add references to justifY this approach.

Page 24, line 18. Add some examples of what additional information or "work"
is needed.

Page 24, lines 19-20. To be user friendly, add complete thoughts here rather
than just referring to other places in the document.

Page 24, lines 21-25. This reviewer agreed with the approach delineated for
the "threshold" intercept term.

Page 25, line 25. Specify whether the EPA software will include this
approach.

Page 25, lines 2-9. This reviewer would suggest that reference to studies
showing loss of statistical powers should be added here. Also the reviewer
would suggest that a simulation study would probably show a "reward'· Le.
decrease in confidence limit and increase in SMO/C if data is kept as
continuous data.

Page 25, lines 10-15. Authors should add a sentence or two that discusses
likelihood theory.

Page 25, section 5. Where will the concept of "non convergence of models" be
discussed? This reviewer suggests thatthis location might be appropriate.

Page 25, lines 24-29. This reviewer applauds the authors for their
requirement ofgraphical displays of the data.

Page 26, lines 10-15. This reviewer cautions the dropping of "high doses"
without producing some additional guidelines.

Page 26, lines 25-28. Additional details on the Akaike Information Criterion
are need. Are these prOVided in the Appendix? If so, add note. This
reviewer was surprised that no reference was given for this method. Authors
must add peer-reviewed reference.

Page 27, lines 5-8. Add a few details on how risk assessors could use
evaluation of the MLEs to determine patterns or add reference to example in
appendix.
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Page 27, lines 9-12. Author should specify what the risk assessor should do
when there is a mixturel of BMD/Cs and NOAEL/LOAEL values and the critical
effect is a BMD/C

Page 28, lines 15-25. Good examples.

Page 29, lines ~3-5. Would using a BMD/C approach possibly change the use of
an extra 10 fold for inad.equate experimental design (if the study could still
meet the earlier criteria for allowing BMD/C use)?

Page 31, line 8. Insert the word "of' between the word "use" and the words
"these approaches."

Page 31, Section V. This reviewer feels strongly that consistent
nomenclature be used 'for all endpoints whether they are for non-cancer
endpoints or cancer endpoints. Surely we can arrive at a consistent term for
EDx, TDx, or BMDx.

Page 32, line 1. Please define Iifetable methods and summary incidence
methods. .

Page 32, lines 3-9. Authors must provide some additional details here. The
document describes these approaches for BMD/C calculations and it should also
provide similar details for ED10s if this is really going to be a useful
document. Identify and explain where there are differences in these
approaches.

Page 33, line 18. Correct typographical error.

Page 34, line 17-18. Acid details and reference to justify statement that
"There might be modification other than DNA reactivity (e.g.. certain
receptor-based mechanisms) that are better supported by the assumption of
linearity."

Page 35, lines 26-27. Authors need to illustrate how the MOE analysis
considers steepness of the slope. If these point are illustrated in the
appendix, then please add reference her~.

Page 36, lines 7-9. Authors need to explain what is meant by the statement
that"... tumor data might support a greater MOE than a more sensitive
precursor response...JI. Please give examples to illustrate what is meant by
"greater MOE".

Page 36, lines 14-18. Authors again need to illustrate these points with
examples and additional details.
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Page 36, lines 19-28. Authors highlight problems in using different models
for curve-fitting, yet they do not offer solutions. Will the new software
that is being developed include mUltistage models for use? If so, citehere.
How does the risk assessor resolve these differences between models? Authors
must provide better, specific guidance.

Page 38, lines 21 and 22. What does this sentence mean? How can something
be both more qualitative and quantitative? Explain.

Page 40, lines 3-12. See earlier comments about delineating a process for
updating (page 16).

Pages 43-45. Authors do a good job at identifying research needs and
inconsistencies that need to be addressed. Authors should describe a plan of
how to address these critical needs.

Page 55, lines 15':'26. Good discussion, but authors need to define what is
meant by "poorest results". Does this refer to comparisons with NOAEL
values, size of confidence levels, etc.? Please specify. Is this the
reference that was used to set up criteria for acceptance of a SMO/e
analysis? If so, please provide a few more details to substantiate these
criteria.

Page 56, lines 14-17. Will the examples in the appendiX show how continuous
data is used when individual animal data are not available and only summary
data with a measure of variability? Please do include in the examples

Page 59, lines 3 and 4. Do authors mean exposure versus dose in this
sentence? .

Page 59, lines 24-26. Why is the SMO/e : NOAEL ratio of one set as a goal?
Please justify. Is the NOAEL set as a "gold standard" for comparison? This
reviewer would sug,gest that this is inappropriate.

Page 60, lines 8-14. Add these definitions to the text as well, not just in
appendiX.

Page 64, Figure 3. Authors should prepare similar tables for standard
experimental sizes for both cancer arid non-cancer experiments. This would be
especially interesting for the neurotoxicity behavioral study designs.

Page 65, lines 18-24. Are the "other requirements" for setting the SMR going
to be developed by EPA? This reviewer would certainly encourage some
additional agency work on this topic.
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Page 66, lines 6-12. PIE!aSe specify what are parameters a and b. What
parameter is background in your equation?

Page 67, lines 4-6. Authors' could give criteria for model selection.

Page 70, lines 2-8. Authors need to provide additional details on how to
handle the identification of the "best" formats.

Page 71, line 9. Authors should explain what is a "correlation structure."

Page 71, lines 17-18. Will the EPA model package include a goodness of fit
statistic program? This should be included.

Page 71, line 23. How large?

Page 73, line 13. Describe the likelihood ratio test and add a reference.

Page 73, lines 15-17. As this reviewer noted earlier, additional details and
references on Akaike's Information Coefficient are needed.

Page 74, line 21. Add a few more details about the asymptotic normality
approach for constructing confidence limits.

Page 75, lines 13-18. Could SAS macros be written and included as part of
the EPA software?

Page 76-78. Authors need to provide additional details on how individual
versus group data were used in the model.

Page 76, Figure 4. Was there a significant trend test for these data? What
was the GOF statistic? Please add these details.

Page 78, lines 21-28 and Page 79, Figure 4. The explanation for Figure 4
needs improvement. A key to identify line types is needed and possibly a
larger range of line styles maybe necessary to clarify responses. For
example, line 23 and 24 refer to the lower solid line which this reviewer
could not identify.

Page 80, Table 1. Add what incidence is evaluated to the table heading.

Page 81, lines 4-6. What provision is available in the guidelines?

Page 81, Table 2. Were these values obtained using Fleiss, 1981 approach?
If so, please cite this reference.
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Elaine Faustman

Page 82, lines 6-8. How did the author assess the "excellent model fit?"
What are the GOF statistics?

Page 83, Table 4. Authors should carry this assessment to a conclusion.
Illustrate how the databases could be combined.

P~ge 8S;Table 1. What are the units listed for fetal wt.?

Page 86, Table 2. What incidence is. given in-this table? Please label.

Page 91, Example 4. It appears to this reviewer that a Fleiss, 1981 based
table for N=SO is needed to obtain the values in Table 1. If this is so,
please add.

Page 92, line 14. Authors state that the data could notbe adequately fit.
How do the authors know this? Was the GOF statistic rejected?

Page 92, Example 4. Authors need to give "bottom line". What BMO/C will be
used for risk management? .

Page 94, Appendix E. Model development looks great but give increased
indication throughout text what models and features will be included in
the model package. Will any GEE approaches ~e included?

Appendix: In general, the examples were set-up well and this reviewer liked
the inclusion of a summary of the main points that were to be illustrated in
each example. Overall however, the examples need additional details, perhaps
even example data input in a format that will be compatible with the model
package that you are putting together. Also provide basic statistical
information and trend analysis for each of these examples. Include
statistics for GOF and likelihood ratio tests if applied. All examples
should have NOAEL and LOAEL values given for comparison. It was not always
clear to me that a risk assessor had enough details from these pages to identify
and independently determine all of these values. Authors should insure that
each example stands alone and no other resources are needed to do any of
these calculations.

Glossary. This technical document needs a glossary. Key words that need to
be included in the glossary (not all inclusive list):

Akaike Information Criterion
Asymptotic Normality. Approach
Lifetable Methods
Likelihood Theory
Likelihood Ration Statistics
Goodness of Fit Statistics
Summary Incidence Methods
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U.S. EPA Benchmark Dose Workshop Premeeting Comments
1. Fowles, page 1

Comments on the USEPA external review draft document: Benchmark Dose Technical Guidance
Document. August 9,1996. EPA/6001P-96/002A. .

1) Selection ofStudies and Responsesfor Benchmark Dose/C Analysis.

It is important to acknowledge that, particularly for acute non-cancer toxicity studies, the data are often
comprised of small sample groups (i.e. 5 or 6 animals p~r group). This means that observing responses in
the range of the BMR will' not be possible for many ofthese studies. Therefore, it seems that the criteria
for data used in BMD/C calculations for acute toxicity studies requires some flexibility. This concern
would probably only apply to non-cancer data sets.

There are methods for determining appropriateness ofcombining data sets for analyses. One example of
such an approach is given in the appendix under "combining data sets".

2) Selection ofBenchmark Response Level

The use of biological significance for continuous data seems a reasonable approach. This approach would
presumably supersede any lack of statistical significance if the data are expressed as dose-related changes
in the mean. The transformation ofcontinuous to quantal data for the analyses is a straightforward and
logical process.

The explanation ofthe limit of detection needs further detail. As.it is currently written, there is little actual
guidance provided, and much is left to the risk assessor's understanding ofrelatively sophisticated
statistics. For example, according to the guidelines, a power level must be chosen for each species and
endpoint. The risk assessor must then decide on an appropriate incidence of detecting a difference from
background (50% is given as an example in the document - is this a default recommendation?). How
should one go about selecting this distinguishing incidence?

The authors should make some clarifications in certain other areas as well. On page 59, lines 25-26 there is
a statement that there is a goal of achieving an "average BMD/C:NOAEL ratio of one." This "goal" has
not been discussed in any previous portion ofthe document and should be explained.

The defaults for the quantal and continuous data, in general, seem reasonable. I did not understand the
percentages given on page 60, lines 22-23. It seems that the percentage for extra risk in the example
should be 50%, not 10%.

In our experience, there are arguments supported in this guideline for use of a 5% BMR and the log-normal
probit model for acute responses (single exposure studies ofmembrane irritation, neurological
disturbances, frank effects, or lethality). The data for this default are presented in the attachment provided.

3} Model selection andfitting:

The models presented appear to be adequate for the majority of chronic and developmental data sets.
However, the log-normal probit model has been historically the dominant model used in acute toxicity
studies and our preliminary analysis indicates that the probit model compares favorably with the Weibull
model using proximity to NOAELs and distance between maximum likelihood estimate and 95% lower
confidence limits as evaluation criteria. Since, on the last page ofthe document, the probit model is
included in the software planned for release; it should be added as an acceptible default method for acute
toxicity data sets.
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U.S. EPA Benchmark Dose Workshop Premeeting Comments
J. Fowles, page 2

4) Use ofconfidence limits:

This section ofthe document seems complete.

5) Selection ofthe BMDICto Use as the Point ofDeparture for Cancer and Non~cancerHealth Efficts

There should be a preliminary analysis comparing models in order to determine if the default factor of3 for
differences in BMD/C results is appropriate for eliminating concerns about model selection;

A discussion ofthe theory, behind the Akaike Information Criterion, 'including its major assumptions would
beheJpfuL

6) General comments,

The document is written in an informal easy-to:-read style, which is useful for the general readership.
There is a good deaLofvery useful information conveyed in the document. However, in certain areas, the
document relies on a good deal of implicit knowledge and contains unsupported default assumptions. The
decisions to use defaults in key areas are not clearly explained (e.g.~ why 10% is now the recommended
default for quantal data sets, when previously the benchmark dose workshop concluded 5% or 10% were
adequate (Bames et at., 1995». A more detailed discussion about the mathematical assumptions that are
integral in the different models would be helpful (e.g. Weibull versus quantal polynomial models, versus
probit model). Risk assessors need to be educated about the assumptions they. are making when using these
models to avoid their reliance on "black-box" software outputs.

Other specific comments:

Section on uncertainty factors (page 29): The document states that the only change in uncertainty factors
with BMD/C methodology would be the absence ofa LOAEL to NOAEL uncertainty factor. However, the
document also states that there is a "goal" of achieving a BMDIC to NOAELratio of 1, on average (page'
59, lines 25-26). In other words, the BMD/C is simply trying to approximate as closely as possible, a
NOAEL. The problem with these two simultaneous statements is thatthe basic premise ofconducting
BMD/C analyses is to improve the considerations of dose-response and sample size in our estimations of a
threshold. Ifwe have confidence in our methodology, then a) it is not necessary to judge the results by
their proximity to the NOAEL, and b) uncertainty in the estimate has been reduced. We have proposed
that the uncertainty would be reduced in intra-animal variability in response, which likely has some bearing
on inter-individual variability.

Typographical and/or grammatical errors:

Page 27. line 5: "a" should be changedto."Qe:
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Attachment A. Comparisons ofBMC and NOAELs for Probit and Weibull Models Using Acute Toxicity Data.

Comparison of Benchmark Concentrations with NOAELs and
LOAELs for Acute Toxicity Endpoints

3.83

lO.5

lO.6

12.8

9.3

8.03

16

10.49

9.27

4.50

8.21

17.6

iethaiity (hamster) USEPA (1992)
respiratory irritation MacEwen et al.
(human) (1970)
eye and respiratory Verberk et al.
irritation (human) (1977)
lethality (mice) ISilver and

McGrath (1948)
lethality (rats) IAppleman et al.

(1982)
lethality (mice) I Svirbely et al.

(1943)
lethality(rats) IAdams et al.

(1952)
lethality (rats) IMacEwen and

Vernot (1972)
lethality (mice) IWerner et al.

(1943)
lethality (mice) IWerner et al.

(1943)
lethality (mice) IWerner et al.

(1943)
eye irritation Kulle et al.
(human) (1987)
lethality (rat) Hartzell et al.

(1985)
lethality (rat) IDarmer et al.

(1974)



w
N

Chemical MLEnJ MLEQ,5 NO.uL LOAEL< NOAEU NOAEU Slope Endpoint Stlldy
(9S%Cl) (95%Cl) {ppm} (ppm) 'Beet BCqs

Hel 671 (344) 1003 (609) 410 1134 0.8 0.7 3.9 lethality (mouse) Danner et al.
(1974)

HCN 56.4 (17.6) 75.8 (32.5) 83.2 107.2 4.7 2.6 5.3 lethality (mouse) Bhattacharrya
et al. (1991)

HF 216 (166) 242 (204) 263 278 1.6 1.3 11.69 lethality (mouse) Wohlslagel et
al. (1976)

Methyl bromide 769 (601) 871 (726) 875 956 1.5 1.2 12.56 lethality (mouse) Alexeeff et aJ.
(1985)

Methyl isocyanate 0.052 0.055 0.045 0.062 1.2 1.1 33 respiratory irritation Mellon lnst.
(0.036) (0.041) (human) (1963)

Methyl isocyanate 22 (16) 27 (22) 22.7 33.5 1.4 1.0 7.3 lethality (rat) Rhone-Poulenc
(1992)

Methyl isocyanate 10.6 (5.9) 13.2 (8.5) 13 19 2.2 1.5 7.0 lethality (guinea pigs) Ferguson and
Alarie (1991)

Methyl isocyanate 8.7 (2.8) 11.3 (4.8) 8 16 2.9 1.7 6.0 lethality (rat) Geil et aJ.
(1987)

Methylene chloride 17,847 18,144 17,250 18,500 1.2 1.1 95 lethality (rat) NTP (1986)
(14,836) (16,082)

Phosgene 0.8 (0.3) 1.3 (0.7) 1 2 3.3 1.4 3 lethality (mouse) Kawai et aJ.
(1973)

Styrene oxide 5.98 (2.24) 9.49 (4.63) ND 15 ND ND 3.4 lethality (rats) Sikov et al.
1.5* 0.67* 0.32* (1986)

Vinyl chloride 5877 (2968) 7345 4000 8000 1.3 0.9 7.50 eNS effects (human) Lester et al.
(4340) (1963)

Vinyl chloride 236,000 253,000 250,000 275,000 1.1 1.0 22.8 lethality (mouse) Prodan et al.
(227,000) (246,000) (1975)

Vinyl chloride 524,000 545,000 500,000 575,000 1.2 1.1 40 lethality (rabbit) Prodan et aJ.
(424,000) (466,000) (1975)

Vinyl chloride 502,000 527,000 500,000 575,000 1.2 1.1 33 lethality (guinea pig) Prodan et al.
(410,000) (453,000) (1975)

No NOAEL was evident. Not included in the analysis, shown for comparison only.



Comparison of Benchmark Concentrations from
Probit and Weibull Models

••••••••-
Acrolein 16.5 (9.1) 13.0 (6.0) 18.8 (12.0) 17.0 (10.2) 11.2 23.3 lethality USEPA (1992)

(hamster)

20609 (17287) I 17342 (12816) I 20950

Ammonia

Ammonia

67.0 (11.6)

18236 (14247)

15.4(1.l)

12662 (7857)

77.8 (20.8) 30.8 (5.7) ND
5*

50

23380

eye and
respiratory
irritation
(human)
lethality (rats)

Verberk et aI. (1977)

Appleman et al.
(1982)

Benzene 5536 (4539) 4085 (3007) 6548 (5650) 5775 (4731) T4980 T7490

VJ , Chlorine 211 (169) 179 (1l9) 232 (197) 219 (168) 1213 1268
VJ

EGBE 1180 (954) 872 (608) 1371 (1l70) 1207 (955) 1032 T1482
EGEE 2196 (1546) 1435 (781) 3307 (2223) 2309 (1562) ND 12990

299*

EGME 2151 (1663) 1472 (930) 2548 (2089) 2161 (1586) 2461 T3439
Formaldehyde 0.504 (0.253) 0.356 (0.130) 0.715 (0.435) 0.659 (0.346) 0.5 I 1.0

HCI 1464 (946) 982 (453) 1772 (1271) 1509 (893) 1793 2281

HCI 1941 (1148) 1300 (750) 2122 (1410) 1693 (1169) 2078 2678

HCI 671 (344) 387 (154) 1003 (609) 829 (454) 410 1134

HCN I 56.4 (17.6) 35.5 (5.8) 75.8 (32.5) 63.6 (20.0) 83.2 107.2

HF I 216 (166) 156 (94) 242 (204) 213{l54) 263 278

Methyl bromide I 769 (601) 628 (425) 871 (726) 813 (629) 1875. I 956

lethality (mice)
lethality (rats)

lethality (inice)
lethality (mice)

lethality (mice)
eye irritation
(human)
lethality (rat)
lethality (rat)
lethality
(mouse)
lethality
(mouse)
lethality
(mouse)
lethality
(mouse)

Svirbely et aI. (1943)
MacEwen and Vemot
(1972)
Werner et al. (1943)
Werner et al. (1943)

Werner et al. (1943)
Kulle et al. (1987)

Hartzell et al. (1985)
Darmer et al. (1974)
Darmer etal. (1974)

Bhattacharrya et aI.
(1991)
Wohlslagel et al.
(1976)

Alexeeff et al. (1985)



Comparison of Benchmark Concentrations from
Probit and Weibull Models (continued)

{ '. ~~".~P~.~....:'H·'H·:" M ... ".~..... . E'..·....· N ~ L''''~ .. .' ....~
~EOl . ...•.... .MLEm LEo5 .ML ll5 OA£ LOA,EL l!;1\(1IP9~11lt
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Methyl isocyanate 0.052 (0.036) ND 0.055 (0.041) ND 0.045 0.062 respiratory Mellon Jnst. (1963)
irritation
(human)

Methyl isocyanate 22 (16) 15 (9) 27 (22) 24 (17) 122.7

Methyl isocyanate 10.6 (5.9) 5.81 (2.1) 13.2 (8.5) to.O (5.2) I 13

Methyl isocyanate 8.7 (2.8) 5.8 (0.74) 11.3 (4.8) 9.84 (2.5) 18
Phosgene 0.8 (0.3) 0.4 (0.09) 1.3 (0.7) 1.1 (0.4) I 1

w I Vinyl chloride 5877 (2968) 6574 (2308) 7345 (4340) 8717 (4331) 14000+:-

33.5

19

16
2

8000

lethality (rat)

lethality (guinea
pigs)
lethality (rat)
lethality
(mouse)
eNS effects
(hUman)

Rhone-Poulenc
(1992)
Ferguson and Alarie
(1991)
Geil et al. (1987)
Kawai et al. (1973)

Lester et al. (1963)



Distance Between NOAEL and Benchmark Concentration Depends on the Endpoint
Examined and Model Used

NOAELIBC01 NOAELIBCos
USEPA Workshop

(Developmental endpoints 29±44 5.9 ± 8.4
only)

Weibull model
CaIJEPA

(Acute endpoints not including 1.8 ± 0.9 1.2±0.4
developmental toxicity) n =25 studies n =25 studies

Probit model
CaIJEPA 4.3 ±3.8 1.8 ± 0.9

Weibull model III =18 studies n =18 studies

Comparison of Models
Probit Model

:::!Iiiimili;::!:!!j:!::::::::::::::::::!::!:!:!:::!:!:iii::!!:!:::!:::::::!::!::::::::::::!:::::!!!:!:!:!:::::!:!!!:::::::::::::L:::lI!!iW:::::!:!:!:!:!:!::::::!:::::::::::U:::II::::::::::::::::!:::::::::::!:!:::I::::::iii::;

NOAELIBCos* 1.2 0.4
NOAELIBC01 * 1.8 0.9
MLEos/95% I,CL** 1.5 0.6
MLEo1/95% LCL** 1.8 1.0
BCosIBC01** 1.4 0.3

* n = 25 studies (4 studies did not contain NOAELs)
** n = 29 studies

Weibull Model

I~a.i.!!t!i:~:::::::::l:I!:!:!:t!:t::I::::::::::::::::::::::::::I!:!:::::!::;::!:!:tI:::::::I:::::!:!:!L:j:~111:!:::::t::::!::::::::::::::::IH::311:::!!::::::::::I:I:::!::::::lI::::!
NOAELIBCos* 1.8 0.9
NOAELIBC01* 4.3 3.8
MLEosl95% LCL** 2.0 1.1
MLE01/95% LCL** 3.2 3.1
BCosIBC01** 2.3 1.1

* n = 18 studies (2 studies did not contain NOAELs)
** n = 20 studies
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Use of the Probit model in acute toxicity BMD/C calculations

The log-probit model is among the most widespread models used in acute toxicity testing and has
traditionally been used extensively for determination ofacute lethality and other dichotomous responses
(Finney et aI., 1971; Rees and Hattis, 1994). Furthermore, because the model is normally distributed, it is
biologically plausible and accounts for some degree ofinter-individual variability (Rees and Hattis, 1994).

For a toxic response with a specific threshold, a I to 5 percent response approaches the margin of useful
extrapolation for acute noncarcinogenic data due to the limited number of animals used 'in most
experiments. Use of the 95 percent lower confidence limit on concentration takes'into account some
variability of the test population and is dependent on the number of subjects in the study.
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Attachment B. Example ofa method for evaluating the combination ofdata sets

Combining Data Sets

The approach proposed by Stiteler et ai. (1993) illustrates one method to evaluate the statistical validity in
combining data sets based on differences in the maximum likelihood estimates. The Ishinishi et ai. (1988)
study on the non-cancer health effects ofdiesel exhaust in rats provides data that can be used with this
approach. Rats (male and female groups) were exposed to light or heavy duty diesel exhaust for a full
lifetime (30 months). The exposures were for 16 hours/day, 6 days/week. The sample sizes were 59-61
female and 64 male rats/group. The endpoints examined were sensitive measures of pulmonary epithelial
and alveolar damage. A benchmark dose analysis was performed using a log-normal probit model with the
female rat data (Tox-Risk software for the IBM-PC). Heavy duty diesel was determined to be.more potent
than the LD diesel for induction of hyperplastic lesions. The dose-response relationship of the males
exposed to HD was not well modeled by the log-normal probit relationship, particularly at extrapolated low
doses. For example, the 95% lower confidence limit on the BDo1 using the male HD data was 2.3E-
3 Ilglm3, or a factor of 4.4E5 below the MLE. This is partially due to the shallow dose-response slope
from the male rat data. The test for the acceptance ofcombining data sets using maximum likelihood
estimates from the log-normal analysis indicated that the male and female data sets should not be
combined. The test for combining the data ~ets is shown below:

Data Set
Combined
Female
Male

Maximum Log Likelihood
-153.961
-85.129
-65.297

The natural logarithm of the Generalized Likelihood Ratio (GLR) is
[-153.961 - (-85.129 + -65.297)] = -3.535.

The likelihood ratio test statistic is calculated as -2 (In GLR) = 7.07

The chi-square test for one degree of freedom results in p = 0.008, indicating that there are significant
differences between the 2 data sets such that they should not be combined.

For the above reasons, the female rat HD diesel data were used to determine the benchmark dose fordiesel·
exhaust. Similar sex-dependent responses were observed in both the light and heavy duty diesel
experiments.

Rat Lung Hyperplasia Data Following Diesel Exposure (Ishinishi et aI., 1988)

Diesel type Diesel Concentration
Heavy duty omg/m" 0.46 mg/m" 0.96 mg/m" 1.84 mglm" 3.72 mglm"
Male 0/64 2/64 4/64 4/64 8/64
Female 1/59 1/59 3/61 10/59 17/60
Light duty omg/m" 0.11 mg/m3 0.41 mg/m" 1.18 mg/m" 2.32 mglm"
Male 4/64 3/64 2/64 4/64 38/64
Female 0/59 1/59 4/61 8/59 49/60
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Comments on
"Benchmark Dose Technical Guidance Document"

EPAl6001P-96/002A, August 9~ 1996

David W. Gaylor~ Ph.D.
National Center for Tqxicological Research

Foodl and Drug Administration

Following are my comments to the questions raised in the ItCharge to Reviewers."

1. Selection of Studies and Responses.

a. No comment.

b. Yes.

c. No comment.

2. Selection of the Benchmark Response Level.

a. Defining biological significance as some specified change in the average is of
little value. This does not indicate how many individuals may be at risk. For
example~ a shift in average body weight of 10% might put a small percent of
individuals at risk or half of the individuals at risk, depending on the standard
deviation.

The "limit of detection" basically mimics the NOAEL. As such, it retains most
ofthe bad properties ofthe NOAEL and is harder to compute. It is counter to the
benchmark dose approach and reverts back to the NOAEL.

For continuous data, the so-called hybrid methods should be used (e.g., Gaylor
and Slikker, 1990). Where an adverse level for an individual cannot be
established, an abnormall range can be used, e.g., below the frrst percentile or
above the 99th percentile. Then the proportion (risk) of animals in the abnormal
range can be estimated as a function of dose. This requires choosing an
appropriate distribution (e.g., log-normal) and an estimate of the standard
deviation. This approach is then compatible with that used for cancer risk
assessment.

b. No. See comment for 2a.
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c. No. See comment for 2a.

d. Okay for quantal. Not for continuous (see comment for 2a).

3. Model Selection and Fitting

a. No comment.

b. For continuous dat~ the choice of biologically-based models should be
recommended, e.g.~ the Mic.haelis~Menten or Hill equation for receptor mediated
processes. At leaSt, saturation-type models with asymptotes should be considered.

C.I. No conunent.

C.il. No. Almost every biological effect occurs spontaneously, although it might be
rare. It is not realistic to set the background at zero. In fact, this may create poor
fits. The model estimate of the background often will be better than the estimate
based on only th.e control animals. .

c.iii. Additional risk is equally good.

c.iv. Yes.

c.v. No comment.

d. No. Goodness-of-fit tests should be performed with higher P-values, e.g., P <
0.20, A P < .05 will allow very poor fits. At this rejection level, only the worse
::fits will be discarded. The purpose of a Goodness-of-fit test is not to keep all but
extremely poor fits, rather it is to keep only the better fits.

Further, a chi-square Goodness-of-fit test can be perfonned on just the data from
the lower doses, as this is the region of interest.

4. Use ofCo,nfidence Limits.

a. Ye~.,

b. No comment..

c. Ye,s..

44



5. Selection of the BMOtC to use as the Point of Departure.

a. No comment.

b. A brief description of the Akaike Infonnation Criteria would be useful.

c. Yes.

6. General Issues.

a. No comment.

b. Okay.

c. Okay.

d. No comment.

Further Comments:

A. Most biological measurements appear to be described by a log-normal distribution.
TIlls is particularly true as most measurements are greater than zero with an occasional
high reading. The default for distributions of measurements should be the log-normal.
The possible exceptions are organ and body weights where the normal distribution is
appropriate.

B. Page 34. A major argument for low dose linearity, additivity to background, should be
included. Chemicals that augment an ongoing toxic process will produce low-dose
linearity. The appearance of adverse effects in control animals indicate that threshold
doses have already been swpassed by endogenous or other exogenous sources. Hence,
the addition ofeven a small dose ofa chemical to such a process will produce an effect,
albeit small, unless there is total homeostatic control.

C. Page 37, line 14. Van Ryzin (1980) used 1% as a benchmark response level.

D. Page 69, lines 21-23. This statement is not true. In fact, this could be the worst
approach. Variables that are affected by dose create colinearities among variables that
make it very difficult to establish cause and effect.
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August 26, 1996

William R. Hartley, Sc.D.
Associate Professor
Tulane Medical Center
School ofPublic Health and Tropical Medicine
New Orleans, LA 70112

Review: Benchmark Dose Technical Guidance Document

GENERAL Review comments are provided in the order of the issues detailed in the Charge to
Reviewers.

SPECIFIC COMMENTS
1. Selection ofStudies and Responses for Benchmark Dose/C fBMD/C) Analysis:

a. The proposed guidance for selection of studies and endpoints for the BMD/C is appropriate for
noncancer and cancer assessment. The process for selection of studies involves evaluation of data
for which modeling is feasible, so the BMD/Cs can be estimated. More discussion would be useful
on potential for a multivariate analysis approach. The focus on endpoints that are relevant to
humans and the most sensitive effect is where extensive toxicological knowledge is required on the
part of the risk assessor. As the BMD/C concept is used by the risk assessment community, there
will be considerable discussion and hopefully growing consensus on identification .of relevant
endpoints. I generally agree that endpoints should be modeled if their LOAELs are up to IO-fold
above the lowest LOAEL.

b. The same general criteria regarding data quality and potential relevance to human health should
be used for the selection of studies and responses for cancer and noncancer assessment using the
BMD/C approach. Generally cancer studies will always be tumor incidence data unless there are
data on precursor events in the carcinogenic process such as physiological disturbances and other
organ toxicity. The document correctly notes that the straight-line extrapolation from the LEDIO
and the LMS procedure result in similar estimations of potency. This will probably be the most
common procedure for cancer assessment. The BMD/C approach for noncancer effects will still
result in a "safe dose" calculation.

c. There are appropriate criteria. for determining when data should be combined for analysis. Data
sets should be both statistically and biologically compatible before being combined for dose
response modeling. The document states the advantages of combining appropriate data sets for risk
assessment and research direction.

2. Selection of the Benchmark Response fB.MR) Level

a. The use of biological significance and limit of detection are an appropriate basis for the selection
of the B.MR. The document provides a clear rationale for the two bases for specifying the B.MR: a
biologically significant change in response for continuous endpoints, or the limit of detection for
either quantal data or continuous data. Default decisions are clearly established.
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b. To fmd the magnitude of response just detectable, a default power level of 50% and a one-sided
test with a Type I error of0.05 is suggested. The explanation ofselection the default power level of
50% needs further discussion. Data{cases)to support this approach should be discussed.

c. ram not aware ofextensive data to determine the appropriate power level. Perhaps the Simulation
studies will provide a basis for a decision. .. . .

d. Default decisions for quantaI and continuous data are appropriate. For quantal'data, an increase
(I0%) in extra risk is the best default approach for public healthprotec,tion.

3. Model Selection and Fitting

a. The order of model application for continuous and dichotomous data is appropriate. It is
important that the guidelines, in the final form, continue to allow the risk a,ssessor to use other
models.

b. The number ofmodels allowed should not be more restrictive.

c. Comments on parameters proposed as defaults for model structure.

i. Recommend the degree ofpolynomial equal k-l (number of exposure groups minus one) by
convention. This is identified as step 1 in the document. I know of no reason to deviate from this
approach.

ii. The background parameter should not be included unless there is some indication of a
background response level. There should be some discussion of the use of background data from
concurrent controls versus historical control data. This issue is important in cancer risk assessment
and possibly in noncancer assessment where background data may exist on some test procedures in
laboratory animal species.

iii. The use ofextra risk as a default for quantal'data is appropriate and protective ofpublic health.

iv. I agree that a threshold parameter is not a biologically meaningful parameter in models for
BMD/C analysis. Therefore, it should not be included.

v. I agree that in BMD/C analysis, continuous data should be modeled directly without
conversion to dichotomous format to avoid the loss ofvaluable information.

d. The document is clear that the criteria for final model selection will be based on how well the
various models describe the data, conventions regarding the biological endpoint being evaluated,
and model application to multiple data sets. Some discussion regarding the conventions regarding
the biological endpoint being evaluated would be useful. I believe this refers to both toxicological
and statistical consensus for analysis of particular types of data. Growth and development of
consensus regarding currently difficult endpoints to evaluate (for example - immunological data)
will be useful and hopefully become more important in model selection.

4. Use ofConfidence Limit

a. The lower (95%) confidence limit on dose should be the definition of the BMD/C. This is
protective of public health and is similar to using the upper confidence limit on risk as currently
practiced in quantitative cancer risk assessment. Considering the uncertainties, it is the only choice
from a public health standpoint.
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b. Defaults for the method ofconfidence limit calculation are appropriate.

c. The default to the lower 95% CL on dose is appropriate by convention and protective of public
health given the uncertainties.

5. Selection of the BMD/C to Use as the Point of Departure for Ca.'1cer and Noncancer Health
Effects

a. Centering the selection of equivalent models using the goodness-of-fit (GOF) statistic (p>O.05) is
appropriate. However, as stated, it is important that the GOF criteria be applicable to the low dose
end of the dose-response curve. I agree with the criteria presented for elimination of high dose
groups from the data set.

b. Not enough information is presented for me to specifically evaluate the Akaike Information
Criterion (AlC). Based on the g,eneral information presented the approach of a rank based value
measuring deviance ofthe model fit seems reasonable.

c. Generally agree that the default approach for selecting the BMD/C to use as the point of
departure for cancer and noncancer dose-response analysis is appropriate. However, more
supporting documentation is needed to support the factor of three approach for determination of
model dependence. Generally, selection of the lowest BMD/C will be protective of public health.
However, if there are outlier values for the BMD/C consider a geometric mean value or other
statistic. For example, under the current cancer guidelines, geometric means may be used for
determination ofpotencylsiope factors.

6. General Issues

a. The discussion concerning the use of BMD/C approach in cancer and noncancer risk assessment
is adequate provided that the risk assessor is familiar with other supporting USEPA risk assessment
guidance documents which detail quantitative procedures. Although it is stated that this document
supplements existing guidance documents, a brief discussion of uncertainty factor application to the
BMD/C should be included. Procedures for application of uncertainty factors for interspecies
variation (animal-to-human dose extrapolation - cancer vs noncancer approach) and intrahuman
variability (sensitivity) should be included.

b. The document is understandable to the general toxicologist/risk assessor. However the proposed
procedures are more complex than current methods. Providing the opportunity to attend workshops
and use USEPA software will be useful for most risk assessors. Many standard quantitative risk
assessment procedures have been established over the years, and there may be some resistance to
changes to overcome.

c. The overall organization of the document is good with a logical progression of issues and
guidance. Implementation of the procedures will require more statistical support for toxicologists
conducting risk assessments. Software with "help screens" will reduce some but not all the
requirement for additional support from statisticians. Established approaches for selection of the
BMR for various endpoints or types of endpoints need to be added to the document before release.
Comments on cost-benefit analysis needs are interesting but I do not expect that this issue will be
resolved any time in the near future with out extensive input from risk managers and others. I
suggest deletion ofthis issue from the document.

d. Examples provided in Appendix D are usefuVessential. However, a generic case studies approach
similar to previous USEPA workshops OIll quantitative risk assessment should be developed and
included with the document (perhaps as an appendix).
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Comments on the Draft of the BMD Technical Guidance' Document

.1:. It is premature to apply the BMD approach until toxicologically-based

criteria for use of a BMD can be established empirically.

The Benchmark Dose (BMD) approach is a potentially useful tool for risk

assessment. It is important for the EPA to encourage the use of quantitative risk

assessment approaches that might improve the current risk assessment

process. However, there is very little practical experience in applying the BMD

approach to most data sets, with the exception of developmental toxicity. This

makes it very difficult to set criteria for determination of the BMD that would be

biologically based. For this reason, I believe that it is premature to replace the

currently used NOAEUsafety factor approach with the BMD approach for

deriving RtC's and RfD's for non-cancer endpoints. At most, it could be used in

conjunction with the currently used NOAEUsafety factor approach, which the

majority of the participants at the EPAlILSI/AIHC benchmark workshop agreed

has been sufficiently protective (Barnes, et ai, 1995, p.305). This will allow us to

collect the experimental data needed to determine the most suitable conditions

under,which the BMD approach might be applied rather than rely on arbitrary

defaults.

At present the benchmark dose approach has only been rigorously

applied to the developmental toxicity endpoints of dead implants, malformed

fetuses, and fetal weight. There is very little experience in applying this

approach to the vast majority of non-cancer endpoints typically used to evaluate

the toxicity of regulated chemicals. For example, the benchmark dose has not

been systematically applied to any of the behavioral data which make up the

bulk of the data generated in conducting the EPA's neurotoxicity screening

battery.
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The limited experience in applying the benchmark dose approach to non

cancer endpoints requires an increased reliance on default criteria that are not

empirically based. This is especially evident in the guidance on the criteria for

selecting the benchmark response level (BMR). Although this section tries to

offer methods of selecting the BMR that take into account different endpoints

and experimental designs, they are not practical alternatives because there is

insufficient experience. For example', the guidance document acknowledges

that for most continuous endpoints there is no consensus on what a "biologically

significant" effect is. So, for all practical purposes, either the statistical default

on Limit of Detection or the default on 10% increase in extra risk will be used.

Without further empirical evidence, the guidance on using limit of detection at a

default power level of 50% is essentially an arbitrary decision that has no clear

biological or even sound statistical basis. Without further empirical evidence,

the default guidance of using 10% increase in risk is an arbitrary criteria for

many non-genotoxic endpoints based on developmental toxicity data sets which

mayor may not be relevant to other non-cancer endpoints and study designs.

Thus, the benchmark dose method could be reduced to becoming a

highly sophisticated method of deriving an arbitrary result. Even

more dangerous, the sophisticated statistical methods employed gives the

illusion that there is scientific legitimacy to the approach when in fact very little

scientific judgement is used in establishing the SMD.

2. The BMO approach may not be well-suited for neurotoxicity data sets..

The proposed EPA's neurotoxicity risk assessment guidelines

emphasizes that behavioral data (approximately 32 endpoints) should be

evaluated in terms of patterns of effects, not individual endpoints. At present, the

NOEL could occur at a dose level that produces behavioral effects if there is no

56



Abby Li 8/29/96

pattern of effect consistent with a neurotoxic effect. The SMD approach as

outlined in the guidance document does not provide a way to evaluate different

endpoints in a manner consistent with the EPA's neurotoxicity risk assessment

guidelines. In addition, there is increasing emphasis on the use of quantitative

measurements rather than subjective evaluations in neurotoxicity testing.

Statisticians/toxicologists are still exploring different methods to apply the SMD

.to continuous data sets and it seems premature to recommend any method for

analysis of continuous data.

3. The Confidence Limit should NOT be included in the definition of the

SMDtC.

The guidance document states on page 3 that ''the SMDtC accounts for

variability in the data since it is defined as the lower confidence limit on the dose

estimated to produce a given level of change." Although it is true that the lower

confidence limit takes into account animal to animal variation and experimental

variation (# animals, methods of evaluation), it also is dependent upon the type

of model selected. All other things being equal, model selection appears to

have great influence on the LEDx ,and much smaller impact on the EDx. Thus,

an additional uncertainty is introduced into the analysis in a non-transparent

manner when the lower confidence limit is used. For this reason, the EDx and

NOT the LEDx should be the point of departure for further risk assessment.

Using the EDx wiU make the estimate for the point of departure for risk

assessment a much more precise estimate than if the LEDx is used. The risk

manager could then assess the experimental variation and determine if

additional safety factors need to be added.
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4. The limit of detection (LOD) with the 50% power level is arbitrary and

confusjng.

The LOD sounds like a statistically elegant method to determine theBMR.

However, in the absence of any empirical evidence to support the 50% power or

any other power, it is an arbitrary method. If one wishes to arbitrarily set criteria

for the SMR, then it would be much more straightforward to set some value (like

a 10% or 20% change) and acknowledge that this is an arbitrary science policy

decision. The LOD with the power level has less intuitive meaning to the

average toxicologist and the issue is confused by the selection of a 50% power

level. Statistical methods are guiding the selection of the BMR, instead of

biological criteria.

.5... Should there be a selection of BMDIC if there js model dependency?

If the BMD/C estimate exhibits a high degree of model dependence, then why

would one conclude that the most conservative estimate should be used.

Wouldn't it be more appropriate to NOT use this approach?

6. Can some operational limits be defined that would limit extrapolation

from going below the observable range?

At the beginning of the guidance document, it is clearly stated that the BMD is

estimated in the observed range. Is there a way to define operational limits that

would prevent extrapolation from going below the observable range.
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Comment. on the Draft orthe BM» Techpical Guidance Document

I. Selection ofStudies and Responses for Benchmark Dose/C Analysis

a. Is the selection of studies and end points for the BMD/C appropriate? for cancer? for
noncancer?

The Agency's approach to review the overall database on a given compound to identify
and characterize the hazards of the oompound is indeed appropriate. The guidance
document appropriately discusSes that the selection of the critical study should be based
on the human exposure situation that is being addressed, the quality of studies in question
and the relevance and adequacy of the endpoints. The guidance document further
reconnnend~ that representative endpoints that show smoothly·increasing response with
increasing dose should be selected in order to obtain a good fit of the dose response
model. This is where we believe the guidance needs to be modified. It is important to
point out that usc of BMD/C approach is "an alternative" to the NOAEULOAEL
approach. What this means is that the SMOte approach is "a. tool" in the overall tool box
of a risk assessor. Therefore, if the data 0111 critical endpoint from the best.quality study
are not conducive to model fitting but provide an adequate point of departure, i.e., an
appropriate NOAEL, for extrapolation to derive an acceptable exposure level then there's
no need to use alternative endpoints to detcnnine II. BMD/C.

The emphasis should be on the appropriate endpoint which is biologically significant and
has an adequate point ofdeparture from which to extrapolate. To illustrate our concern, a
situation which is not uncommon in toxicological data available for deriving RIDs is
presented. Suppose a given compound produces hepatocellular· hyperplasia and some
focal necrosis at the higb dose but no histological changes are observed at the lower dose
levels. Since the effects are obsexved only at the high do~ the data cannot be
appropriately modeled for BMD/C. Based on the current Agency guidance alternative
endpoints like liver weight or liver enzyme changes could be modeled and a BMD/C
obtained. Ifthis B.MD/C is an order or two lower than the actual NOAEL for histological
changes, then there is no justification for using the lower BMD/C because it is quite
posSIble that liver em.'yme chal1ges are more of a nW'ker for exposure rather than being
meehanisticallylinked to the histological changes in the liver.

b. Should these be the same for cancer and noncancer data?

The scientific judgment that is used for selecting the appropriate study for both cancer and
non.caneer endpoints is similar. Ifmultiple studies are available. the choice of the study is
determined by the overall quality of the study in terms of use of appropriate protocols,
adequate number of animals, appropriate route of exposure, adequate number of tissues
for histopathological evaluation etc. The big difference between cancer and non-cancer
studies is that for non·-cancer data, generally either a critical endpoint or a few endpoints
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can be selected based on biological plausibility from the many endpoints which may show
statistical significance for obtaining the point of deputure for extrapolation to human
hazards. For cancer on the other hand iftumors are observed at multiple sites tn different
sexes of animals very seldom does knowledge exist on the appropriate tumor to use for
extrapolation to human risk and generally the responses are modeled to determine the one
providing either the lowest cancer slope thetar or as proposed in the new cancer guidelines
(EPA, 1996) the lowest LEnto is ~ected as the point of departure. Thus different
endpoints and somewhat different criteria should be used for cancer versus non-eancer
studies. The issue of uge of non..tumor data for identifying the point of departure for
extrapolation for cancer data is still being addressed and therefore the use ofthese type of
data should await additional analysis ofthis issue.

c. Are there appropriate criteria for determining when data should be combined for analysis?

The current guidance document provides the advantages of combining ('appropriate" data
but provides no guidance on when it is appropriate to combine data. An example is
provided where data on the same endpoint are combined from two different studies which
were conducted using the same protocol. Guidance is needed on both when different
datasets on a given endpoint from different studies can be combined and when data from
different endpoints can be combined fram a given study because the same mechanism of
action is responsible for the ~ges in these endpoints.

2. Selection ofthe Benchmark Response Level

a. Is the use of biological significance or limit of detection an appropriate basis for the
selection ofthe BMR?

While in theory this sounds like an interesting idea, there is no justification for placing this
yet untried approach in a regulatory guidance document. Devlopmem of hea1th-bascd
criteria have a significant impact on society in monetarY terms and in light of these
consequences, only well established procedures which are scientifically defensible should
be used for developing these criteria From our perspective. application of the benclunark
dose methodology bas only been tested widely on development toxicity data and this
exercise led to the need for a more appropriate model which takes into account within
litter variance. Evaluation of other types of datasets will have additional learnings and
therefore before benchmark dose is recommended as the default methodology ror both
cancer and all non-cancer endpoint'~ additional evaluation of this methodology is
appropriate.

b. For the limit ofdetection, is the approach proposed in the document appropriate?

.As per our statistician, the approach provided in the guidance document is a "statistical
overkill".
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C. Is information available to determiner the appropriate power level? (Information on

simulation studies will be presented at the workshop.)

d. Is the default for quanta:! and continuous data appropriate?

The default appears to be appro¢ate for quantaJ data but for continuoU& data the default
can only be considered to be appropriate for developmental endpoints. As stated in the
guidance document, as of the time the ILSIlEPA workshop, the .participants of that
workshop were reluctant to recommend the use of continuous data for deriving
appropriate points of dc~parture·for extrapolation. In our evaluation of continuous data
from subchronic toxicity studies (Nair et at., 1995a); no consistent relationship between
the NOAEL and the continuous eQ.dpoint BMDs was found. Alw, as stated in the
guidance document, a new approach has been proposed by Crump (1995) but this
approach has not been applied to many actual datasets because the software based on this
approach has not been available until.very recently. Thus, the detault for continuous data
should await evaluation orthis methodology with actual datasets.

3. Use ofConfidence Limits

a. Should the lower confidence limit on dose be the definition ofthe BMD/C?

Instead ofusing the lower confidence limit on dose as the definition BMD/C and the point
of departure, the ED10: should be the default point of departure for extrapolating to
acceptable levels. Two reasons why we support the use of ED10 versus the lower
confidence limit are (1) the values for EDIO appear to be ltlOdel independent while the
LBDlO values appear to be model dependent. The controversy that arises when different
values are obtained based on different.models from the same dataset can be avoided by use
of the EDIO. (2) As has been suggested by others at the ILSI workshop. the apparent
precision that is added with the use of the statistical confidence limit in the first step of
developing regulatory health standards is minuscule, compared to the: uncertainty that is
introduced through use of multiple conseNative uncertainty factors for deriving an RID.
Recent evaluations (Nair et aI. 1995b and Sherman et ai. 1995) ofa substantive number of
subchronic and chromc study datasets show the conservative nature of the lOX
uncertainty factors that are currently used to extrapolate to an RID. So there are
significant conservative nsswnptions to make up fur the animal variability. Also, use of
consistent modern day regulatory protocols and international harmonization will help
reduce the variability in the animal data. Thus, the inconsistency in the two steps of the
procedure for deriving a health based criteria provides a false sense of precision in the
procedure and has a chan.ce ofmisinterpretation.

b. Are the defaults for the Jnethod ot"confidence limit calc.ulation appropriate?

See above
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c. Is the detault of95% confidence limit appropriate?

See above

5. Selection ofthe BMD/C to Use as the Point ofDeparture for Cancer and Noncancer Health E1rects

a. Comment on the determination of"equivalence" ofmodels.
b. Comment ofuse ofthe Akaike Information Criterion for comparing the fit ofmodels.

As per our statistician, the Akaike Information Criterion is an appropriate criterion for comparing
the fit of models.

c. Is the default approach for selecting the BMD/C to use as the point of departure for cancer and
noncancer dose-response analysis appropriate?

The benchmark dose methodology appears to be a potential alternative to the NOAEL
approach for developing health based exposure criteria but cannot be presently
recommended as the deftwlt approach for regulatory use. As discussed in Nair et al.
(1995a), and the present guidance document the BMD method is an acceptable alternative
only when good dose-response data are available. In our evaluation we found that only 30
ofthe S1 randomly selected studies in the Monsanto database had sufficient dose response
data to even consider modeling for obtaining a benchmarlc dose. Ofthese only, 16 studies
had appropriate quanta! data. We feel our data is representative of the overall database
that is currently available in toxicology. In addition additional validation of the methods is
needed with different endpoints. Use ofthis methodology should await :further validation
for different endpoints and different dataset!.
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Comments on EPA's Benchmark Dose Technical Guidance Document

Comments on general issues are provided first, followed by responses to the questions

raised in the "Charge to Reviewers" document. Additional technical comments are also

provided on specific sections ofthe technical guidance and organized by the order they

appear in the document.

General Issues

a. The discussions concerning the use of the BMD/C approach in cancer and noncancer

risk assessment were generally well written·and easily understood. Specific comments on

technical issues are provided below.

b. In general, the document should be understandable to the general toxicologist/risk

assessor. If training materials are available, perhaps selected slides/examples would be a

useful addition to the document within the main text or appendices. There are a number

of sections, particularly in Appendix C, that require a strong statistical background and

experience in the use ofmathematical models and will be oflimited use to the generalist.

c. The Executive Summary should be rewritten to be a true "executive summary", and to

present the key points discussed in the document in, at most, one or two pages. As it is

now written it is redundant with long passages from'the main body oftext but does not

include the detail needed to understand the rationale for the choice ofdefaults and

constraints. It does, however, represent a good summary ofthe technical guidance

document for possible use ~lsewhere. The text in Appendices A and B should be

incorporated into the main body ofthe document in the appropriate sections. As

mentioned above, consideration should be given to simplitying or deleting a number of the

sections in Appendix C because the information provided, while well prepared, is too

technical and will be oflittle practical use to the risk assessor using the BMD/C method.

It is doubtful that terms such as "asymptotic normality", beta-binomial" and "correlation
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structure" will have much meaning to the non-statistician. In Appendix C, Section 4

"Assessing how well the model describes the data" and Section 5 "Comparing models"

should be incorporated into the main body of the document. Ofparticular importance are

the discussions ofthe criteria for evaluation ofgoodness-of-fit and the need for graphical

displays. The separate listing ofmodels available in the new software in Appendix E

clearly identifies the range ofmodels proposed now and will facilitate revisions to the

technical guidance document in the future.

A number ofpoints could be developed further, including: basis for choice ofBMD/C,

criteria for assessing goodness-of-fit, importance and use ofgraphical displays, examples

ofRMD/C derivation, calculation ofpower for "typical" study designs, and influence of

BMD/C on choice ofappropriate uncertainty factors and margins of exposure.

d. The examples in Appendix D should be retained and expanded to include more detail

on how to step through the BMD procedure. This can be done without being too

prescriptive. It might be helpful to include sample input screens and the output generated

by the EPA's new software. Providing greater detail in the examples wiIl result in more

consistent application of the method and fewer deviations (misuses).

1. Selection ofStudies and Responses for Benchmark Dose/C Analysis

a. As a general comment, guidance of the type offered in this document and the

constraints recommended are definitely needed to ensure proper use ofthe BMD method

and limit its misuse and application to poor or inappropriate data sets. The discussion on

selection ofstudies and endpoints is appropriate although several minor points should be

considered, including the possible bias introduced when selecting a "representative"

endpoint for a particular target organ (see also specific comments on p.18-19 ofguidance

document below).
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b. There should be little difference with respect to the selection ofcancer and noncancer

endpoints for BMD analysis - both should be based on an evaluation ofthe quality of

studies, relevance to humans and reporting adequacy. However, the application ofUFs or

criteria for acceptability for MOEs may differ between noncancer, cancer and surrogate

cancer endpoints. This also holds true for the NOAEL. This section tends to suggest that

studies should be selected to allow BMD derivation rather than presented as qualification

criteria for whether BMD should be calculated at all with the implicit default to the use of

the NOAEL.

c. The following are some possible criteria for determining when studies could be

combined:

1. Statistical evidence that the study attributes are not different (e.g., population

variance, group mean responses at the same (or very similar) dose levels).

2. Similarities in the conduct of the studies (e.g., species, strain, group size, protocol,

laboratory).

3. Similarities in endpoints and data reporting (e.g., individual values vs. summary

statistics).

4. Congruence in modeling results between individual and combined data sets, Le.,

does the combined model yield similar values for goodness-of-fit, MLE and lower

bound on dose at the benchmark response level (BMR).

5. Ability to clearly state the rationale for combining studies.

The combining and weir,hting ofdifferent endpoints within studies, as with the boron

example (#3) in Appendix D,·should be approached with caution because, despite the use

of expert judgment, it is still subjective. There is a need to' avoid any appearance of
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manipulating the data and to be able to explain the rationale for weighting endpoints.

Transparency is very important to avoid the "black box" aspect that is inherent to the

BMD approach (and mathematical modeling ingeneral).

,2. Selection ofthe Benchmark Re~ponseLevel

a. I agree that the first choice should be the level asso~iated with a biologically significant

effect as determined by expert judgment. I also agree that, in the absence of a biologically

significant level, the limit ofdetection should be used rather than a'fixed level of response

(e.g., 10%). Since this is such an important aspect of the B:rvID method, the information

provided in Appendix B should be incorporated into the section that addresses this issue in

the document.

b. ' The flexible approach proposed for determining the limit ofdetection is appropriate

and will probably be the single most impnrtant a~pect ofthe procedure to ensure that it is

not applied to poor or inappropriate data sets.

c. I am not aware of any readily available databases or summary information that would

enable a quick estimate of the power for typical study designs. However, information

should be readily available to the Agency to. assign a power to typical guideline studies of

various types based upon past submissions and the literature. I recognize that his would

take some work but the Agency should move in this direction. A single default power

level should be adopted and reflected in this document and the examples in Appendix D.

A power level of80% is consistent with the convention for stlJdy design that attempts to

minimize the Type IT error O~) ofrejecting the null hypothesis when it is really true. This

is usually restricted to between 10 and 20% yielding a power (1-13) of80 to 90%. Use of

a power of50% results in an additional level ofconservatism that is unnecessary

considering the other health-conservative aspects already built into the risk assessment

process. Using a power level of50% means that the Agency is willing to incorrectly state

that a response is above the limit ofdetection 50% ofthe time with, the attendant .
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economic burden, and without providing additional protection ofhealth beyond what is

necessary.

d. The defaults for selecting a BMR. for quantal and continuous data are appropriate. The

risk assessor should make a specific determination that the endpoint evaluated using a

quantal model actually represents a biologically significant 'effect.

3. Model Selection and Fitting

a. There is not enough practical experience with BMD to state, with confidence, the

"proper" order ofmodel application for continuous data. If a scientific rationale does

exist, it should be explicitly stated here. It is likely to be preferable to encourage use ofall

three continuous models and choose the one with the best fit (statistically and visually).

This is the approach proposed for quantal data.

c

b. Any models that can fit the data well should be considered, although I agree that it

would be nice to limit the number ofmodels in the future as experience dictates.

c. Comments on parameter defaults:

1. The default approach for the degree ofpolynomial should be to use the value

that gives the best fit.

11. A background term should be included. Ifbackground is zero, won't it drop

out ofthe calculation?

iii. Use ofextra risk as a default implies that the incidence ofresponse is

independent in th(;: absence ofdata to indicate otherwise. This would be

inappropriate for compounds that cause an increase in the incidence ofa

spontaneous lesion when tlns was not known or suspected beforehand.
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IV. The decision not to use a threshold is desirable so as not to "force" the curve

and to let the model fit the data.

v. Continuous data should be modeled directly so that no information is lost due

to conversion to dichotomous data. Either way, the risk assessor still has to

decide on an appropriate BMR (biological significance or limit of detection).

d. More detail on the Akaike Information Criteria (AlC) should be provided in the text

and appendices with examples ofhow it can (and should) be used to evaluate how well a

model fits the data. I support removal of the high-dose group ifit unduly influences the

behavior ofthe model in the low-dose region. A visual "sanity" check on the fit in the

low-dose region should always be an integral component ofthe evaluation ofmodel fit ..

Additional guidance should be given on when a model does not provide an adequate fit

visually..

Is it possible to provide additional guidance on the use ofgoodness-of:fit? Are there cut

offvalues for the F statistic (continuous data) or p-value for the Chi-Square analysis

(quantal data) that could be used to indicate how well the model fit the data (even though

it was statistically adequate)? Could the :MLEILED10 .ratio be used as a measure of fit (or

variability) in the low-dose region, with ratios> 3 triggering. add~tional scrutiny to

determine whether the B:rvID should be used in place of the NOAEL?

In the absence ofa clear biological or statisticalbasis to pick one (equivalent) model over

another, the range ofB:rvID/Cs or the geometric mean B:rvID/C should be provided to the

risk manager rather than the lowest B:rvID/C. Comparison of the BMD/C(s) with the

NOAEL (or LOAEL) in every case will help detect problems and will aid in deciding on

the appropriate MOE.
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4. Use of Confidence Limits

a. The central estimate rather than the lower confidence limit on dose should be the

definition ofUMD as it was recently used by its originator (Crump, 1995). Thecentral

estimate (MLE) is superior to the LEDl~ (B:rvIDL) for the following reasons:

1. The l\1LE is a more stable and precise estimate of the response at a given dose

level (especially in the low-dose region) and is a closer representation of the

experimental data.

2. The l\1LE is almost always within the range ofobservation while the LED10 may

not be.

-
3. The l\1LE doesn't require a downward adjustment to the uncertainty factor (UP)

for intraspecies variability that use of the LED lO should include to account for

using the lower tail of the distribution ofdoses for a particular BMR.

4. Adjustments in the uncertainty factors and margin ofexposure (MOE) can be

made when the l\1LE is used. It is more transparent to make adjustments at the

risk management stage than to incorporate the conservatism in the dose-response

assessment.

5. Many other health-conservative steps are. already built into the risk assessment

process.

Future analyses and simulations should evaluate which of the possible l\1LEs (OS, 10,

biologically significant or limit ofdetection), for a wide range oftoxicological endpoint,

will approximate the NOAEL best.
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b. The default for the method ofconfidence limit calculation (using likelihood theory)

seems appropriate. It should be clearly stated how the confidence limits are calculated by

the new EPA software so that other models can be compared and to avoid the "black box"

criticism.

c. Ifit is determined that theLEO.o should be used, the 95% confidence limits is

appropriate because It has been the convention in risk assessment and statistical analysis

(except in rare situations when a greater level of significance is needed). Presentation of

the 95% and 99% confidence limits could provide the risk manager with a better

perspective on the variability ofthe data in the low-dose region.

5. Selection of tbe B:MD/C to Use as the Point of Departure for Cancer and

N'oncancer Health Effects

a. Comments on determinatIon of"equivalence or models" is provided above I'n "Model

Selection and Fitting;',

b. Other than the reference to the Akaike lnf'orm:ation Criterion in the document, there

was no infonnatiort provided to evaluate how it it provides a measure ornt. I am not

familiar with this parameter.

c. The BMD/C can be used as a point ofdeparture for noncancer risk assessment as long

as the choice ofthe HMJ;>/C (central estimate of lower bound on dose) is a good estimator

ofthe NOAEL. The use ofBMD to extrapolate beyond the range ofobservation for

cancer risk assessment is inconsistent with the original intent and. current use of HMO ror

noncancer endpoints. As it is used now, the BMD is likely to be valuable as a tool for

hazard ranking and either the central estimate or the lower confidence limit could ?e used.

However, ifBMD is used for low-dose extrapolation (in the absence ofbiologically-based

or case-specific models) it should be recognized, and comnl.unicated, that this use has little

or no biological basis and is only being done as a matter ofscience policy.
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The use ofB.MD/C for cancer endpoints will be more transparent than the use of the LMS

model and the technical guidance document clearly states what is being done, i.e., drawing

a straight line from a point in the range ofobservation (where we have data) to zero.

Some of the key issues are: 1) what the point ofdeparture should be, 2) what biological

endpoints should be used (e.g., preneoplastic changes or tumor incidence, and 3) what

level of risk should be used. The latter should depend on the former two.

As with noncancer endpoints, the point of departure for cancer risk assessment should be

the central estimate (MLE) rather than the lower bound on dose for the same reasons cited

earlier. Health-protective steps introduced as a matter of science policy should be

incorporated separately by using an appropriate choice for acceptable risk or MOE,

depending on the endpoint modeled.

Since it is likely that many chemicals will be evaluated using, at least, the linear default,

additional guidance will be needed on the appropriate tisk levels, UFs or MOEs to apply

to subtle biological changes (e.g., adduct levels, mutation rates or cell proliferation rates)

that may be mechanistically related to tumor formation, but have no quantitative

relationship yet defined. Presumably, these effects and their response rates will be treated

differently than tumor incidence data. The use ofnon-tumor data may be more

appropriate for determination of the MOE and should be used with caution when

extrapolating to an acceptable risk due to the. uncertain relationship between these effects

and tumor formation. For example, DNA repair mechanisms may produce non-linearities

in the low-dose region for surrogate endpoints (or tumor data for that matter) resulting in

an overestimation of the risk predicted by linear extrapolation.
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TECHNICAL COMMENTS ON SPECIFIC SECTIONS OF THE DOCUMENT

I. EXECUTIVE SUMMARY

pp. 1-9. The Executive Summary should be rewritten to'.be a true "Executive Summary"

and to present the key points discussed in the document in, at most, one or two pages.

'Much ofit as it is written now is merely cut-and-pasted from the main body ofthe

document. Presumably, those that need to use the document will readit from cover to
,

cover. The existiz:tg executive'summary could still be useful in'other communications

about the BMD·method.

n. INTROnUCTION

p: 15, lines 1-11. Application of the benchmark dose (ENID) method to developmental

toxicity endpoints and has shown that the HMD (LEDlO) is a relatively imprecise estimator

ofthe NOAEL. The HMDs calculated to date for quantal developmental toxicity

endpoints have generally been 2..3 times lower than the NOAEL unless special models for

nested data are used. 'Continuous data yield better,predictions but the goal to have an

overall average BMD/NOAEL ratio of 1 has not yet been achieved. The imprecision in

estimating the NOAEL may actually exceed the imprecision of the experimental NOAEL

(even ifderived statistically) in corresponding to the "true" NOAEL. This newly

introduced uncertainty can be addressed by using a central estimate instead ofa lower

bound on dose and/or by a,djusting the MOE.

p. 16, lines 25-26. The NOAEL and BMD should be used in parallel until sufficient

experience is gained on how and when to use the BMD. It is premature at this time to

advocate general use ofBMD for endpoints other than developmental toxicity.
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p. 17, lines 6-8. The definition should be more general and should not specifically

advocate use ofthe 95% confidence level butratherspecify a "statistically derived dose",

leaving the door open for use ofthe MLE.

p. 17, lines 10-11. Stating that the BMD is intended to be used for "low-dose

extrapolation" is not consistent with the original intent of the method which was to

characterize the dose-response relationship within (or near) the observable range. Using
I

this language blurs the distinction between "risk" and the margin ofexposure (MOE)

which reflects the uncertainties when estimating a safe dose in humans.

p. 17, lines 15-16. The BMD/C approach may actually increase the uncertainty in

NOAEL esti~ationdue to the imprecision in this estimation and use of the LED IO• This

suggests that a modification in the UF for intraspecies variation should be considered

because some ofthe variation is accounted for by use ofthe 95% c()nfidence limit.

ID. BENCHMARK DOSE GUIDANCE

A. Data Array Analysis - Endpoint Selection

p. 18, lines 21-23. The reader should be cautioned here that, for some chemicals, use ofa

study that provides a NOAEL from a quality study for a relevant, sensitive endpoint is

preferable to a BMD (which may be higher) from a study where it can be calculated. .

p. 18, lines 28-29, p. 19, lines 1-6. There may be a conservative bias introduced when

selecting one ofseveral endpoints representing the same target organ. The most sensitive

may be one oflower severity which needs to be reflected in the acceptability ofthe MOE

or choice ofUFs (and MF in particular).
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1. Selection of Endpoints to be Modeled

p. 19, lines 13-14. Inclusion ofendpoints if the LOAEL is 10 times the lowest LOAEL

seems reasonable, but what is the scientific basis for this statement? If empirical data are

available, they should be mentioned here.

B. Criteria for Selecting the Benchmark Response Level (BMR)

p. 21, line 21. ,Ifa powerlevel of80..:g0% is used In the design ofa typica:l study thenwe

should use a value consistent with this as a default because it is,,presumed that a ,quality

study will be used for the critioal endpoint. InClude the section on discussion ofpower

from Appendix B here.

p. 59, lines 21-'2Z.Use of0.80 for power should be reflected here (and elsewhere in the

document) ifthis is determined to be the default in the absence .ofapower foca "typical"

study design.

C. Mathematical Modelin,g

2. Order ofModel~ppJication

p. 23, lines 12-14. Explanation should be given to the rationale for the proposed order. Is

the preference based upon the desire for simplicity? If there is no sound scientific basis,

then all thre~ models should be runloseewhich;gives thebestfit.

3. Determining the Model Structure

p.24, lines 3-9. Why use the simplest model with an adequate (statistical) fit? Why not

use a stepwise reduction in polynomial and see which gives thebes! fit visually and

statistically (F statistic, p-value for Chi-Square analysis and/or AlC).
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p. 24, lines 10-18. A background term should be included in the model until more work is

done to justifY its exclusion as a default.

p. 24, lines 19-20. The reference to selection·ofthe BMR is unclear. This section should

be expanded briefly and clarified.

p. 24, lines 21-25. An explanation should be given for why "threshold", within the context

ofBMD modeling, is not a biologically meaningful parameter. This is important because

ofthe expected orientation ofthe reader who is considering BMD as a tool for evaluating

noncancer endpoints (and some cancer endpoints) that are recognized as having biological

thresholds. It might be helpful to point out that the BMR and the BMD that is calculated

actually describe the biological threshold (one that is not discernible from background).

p. 24, lines 26-29. Modeling of continuous data directly is appropriate because ofthe loss

of information (and precision) by converting to quantal data. Use ofa hybrid approach

should be mentioned as a possible future enhancement, but should not be. advocated (e.g.,

line 29 "can be used") until it has been validated and there has been sufficient experience

with its use for a variety of toxicological endpoints.

IV. Using the BMD/C in Noncancer Dose-Response Analysis

A. Introduction

p. 28, lines 4-25. The level of experience with the use of the BMD approach is accurately

depicted in this section and is illustrated by the relatively few chemicals that have been

evaluated using this method. The risk assessor should be advised to use the methodology

with caution with all endpoints, but particularly with endpoints other than developmental

toxicity where most ofthe experience has been.
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B. Effect of the BMD/C Approach on Use of Uncertainty Factors

p. 28, lines 28-29, p. 29, lines 1-5. This very briefpara~aphstates the obvious advantage

ofthe use ofthe BMD method when onl~ a LOAEL is available (circumventing the need

for the LOAEL-to-NOAEL conversion and attendant conservatism ofapelying an' e~ra

lOX uncertainty factor). However, it fails to identifY other opportunities for its use with

respect to the choice ofuncertaint);' factors. For' example, use of theBMD could impact

the'choice ofthe.-unc.ertainty factor for intraspeciesvariability iftbeLEO is used! instead of

the :MLE, since some ofthe variability is. a1read~ accounted for by use, of·the lower 95%

confidenceJimit for the, distributionofdos.es (as predicted: by, the curve fitting model) at

the B:MR. Use ofthe LED and applyingthe, usual' UF results in "double dipping" with

resp.ect to eXllerimental' and intraindivioual'v.ariability:

It might be worth mentioning thattbe BlVID method;' can be used' as.: a toano evaluate data

sets to determine the approl?riatenes.s ofaefault, (lOX) UFs. For example, the ratio ofthe

1\1LElLED might be a good surrog.ate. for a data-derived factor to describe. intraihdividual'

variability (which c.ontribute.s, at least,. some extent to the susceptibility ofa subset ofthe
, .

general population) and could be applied directly in human studies for a sp~cific

comp'ound or collectively fOr many studjes to develop a distribution ofv.alues. This

distribution could. be. used to replace,. the defaul~ distribution currently being developed for

probabiliStic:l~fE)~~ ..

Recent. analyses by Allen et al. (1'994) might also shed'some light on the current default

UP for LOAEL-to-NOAEL conversibn. f<bre.xample,the Q;LOAELlQBMDlO (7.4), to

QNOAEUQBl\.IDlO (2.9) ratio 0£2.6 (7.4/2.9) is;siSnificantIy lessthan 10. Ihe

eq!Ji'valentratio for continuousdatawas'2r2':
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C. Dose-Response Char.acterization

p. 29, lines 8-14. An important distinction is made here between "level ofrisk" and

"degree ofprotection" which has implications on the use of the HMD as a point of

departure. The BMD only provides infonnation about the response at a given dose, which

is usually a response in animals. Perhaps with human studies the percent response can be

equated to risk within the range ofobservation, but not below this range, and not for the

general population. The MOE reflects the attendant uncertainties in estimating a dose that

is unlikely to be without effect in the general population. This is not a description ofrisk,

but rather a statement ofsafety.

p. 29, lines 26-29. This proposed wording should be modified, as appropriate, to reflect

the consensus position(s) on the use of central estimates vs. lower confidence limits and

flexible determination ofBMR based upon biological significance and limit ofdetection as

already mentioned.

V. Use of Benchmark-Style Approaches in Cancer Risk Assessment .

p. 35, lines 28-29. Why suggest that the value for addressing human differences in

sensitivity should be greater than 10 when the current default is 10. Besides speculation

based upon theoretical considerations, there are no sound data to indicate that this default

has not been adequately protective.

p. 36, lines 1-6. Why constrain an adjustment for interspecies differences to "no less than

1/10" if available toxicokinetic data for a specific compound might suggest a lower value.

p. 37, lines 8-26. No real explanation or scientific justification is given on why the LED IO

was chosen as the point ofdeparture. If anything, the discussion ofEDlOS, etc., suggests

that use of the central estimate is more appropriate.
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C. Dose-Response Characterization

p. 38) lines 8-14. As mentioned earlier) several otherprocedural choices and defaults

inherent to the BMD method compound the conservatism already built into cancer risk

assessment. EPA should supplement the analysis ofKrewski (1990) to demonstrate that a

linear extrapolation from the LED IO gives "similar" results than from the TDso and lower

points. This an~ysis might justify the use of the 'NILE which is superior for the reasons

stated earlier.

Respectfully 'Submitted)

~"'~""'.:.. "'''<. .'. ". '

. -, \ '. '.

Bruce D. Naum~,Ph.D., DART

Principal Toxicolo,gist

Merck&Co~Inc.
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James R. Olson (8f2R,/96)

Comments on the Benchmark Dose Technical Guidance Document (EPN600/P-96/002A)

1. Selection of Studies and Responses for Benchmark Dose/Concentration (BMD/C)

Analysis

The document states (starting on line 22, page 3 and line 13, page 18) that selection of the

appropriate studies and endpoints is discussed in Appendix A and in various EPA

publications (U.S. EPA, 1991a, 1994c, 1995f, 1996a and b). The selection of the appropriate

studies is based on the human" exposure situation that is being addressed, the quality of the

studies, and relevance and reporting .adequacy of the endpoints. The ultimate goal is to

identify studies that can be successfully modeled,so that BMO/es can be calculated and used

in risk assessment. It would be helpful to reorganize this section with this ultimate goal in

mind. Ifonly high quality, peer reviewed studies are to be considered, this needs to be stated

directly, rather than citing previous EPA documents. If human studies are given priority over

animal studies, this also must be clearly stated. Adequate exposure assessment is a key issue

in human studies and it is an issue which also needs to be considered in animal studies.

Pharmacokinetic considerations, including physiologically based pharmacokinetic (PB-PK)

models,tissue dosimetry, body burden, should be considered alongwith exposure assessment

for a given study.

Selection of the appropriate endpoints for the BMD/C analysis is the next important

consideration. The document (line 9, page 19) was somewhat vague, stating that the

endpoints to model should focus on endpoints that are relevant or assumed relevant to

humans and potentially the "critical" effect (i.e., the most sensitive). The document indicates

that multiple endpoints can be modeled, but are there sensitive responses (biological vs

toxic) which are not appropriate to model? If so, this should be stated clearly. For cancer

risk assessment, the document states that it is customary to adjust for background tumor

rates, combine fatal and incidental tumors, and correct for early mortality (line 24, page 31).

The statement that nontumor data may actually be used instead of tumor data for

determining the point of departure for the MOE analysis (line 20, page 35) needs further

clarification. Which nontumor data are being considered? It would be helpful to discuss

cancer and noncancer data in the same part of the document addressing endpoints.
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The section on the Minimum Data Set for Calculating a BMD/C is presented, starting on

line 16, page 19). This section is mosthelpful in identifying data that are appropriate for

Modeling and BMD/C analysis. However, more information is needed in this section. The

statement that "the number of dose groups and subjects should be sufficient to allow

determination ofa LOAEL," needs to be defined further. Perhaps the criteria could be more

rigorous and recommend that there be more than two exposure groups with a rest?0nse

different than control. An ANOVA analysis would also be appropriate to assess differences

between groups.

The section on Combining Data for a BMDjC Calculation (page 20) needs further

development. Define statistically and biologically compatible data sets. Should the data sets

be combined only when the same species and strai"n of animal were used? The issue of

combining data sets prior to modeling has significant advantages which are briefly discussed
r

in the document.

2. Selection of the Benchmark Response (BMR) Level

Selecting the appropriate BMR level is critical in establishing a BMD/C. The document

indicates that there are two bases for specifying the BMR: 1) biologically significant change

in response for continuous endpoints, or 2) the limit of detection for either quanta! or

continuous data (page 21). These general approaches seem appropriate. Biological

significance in most cases is not defined for a given response. There is a need to document

with references specific cases (endpoints) where a biologically significant changes have been

accepted/recommended. Are there cases where a 5% change is considered biologically

significant (line 13, page 20)? AppendiX B is helpful in providing a more in depth discussion

of these issues, particularly with regard' to setting the limit of detection for specifying the

BMR. Terms such as extra and additional risk need to be defined in the body of the

document as well as in Appendix B. The limit of detection approach proposed in the

document seems appropriate, however further information is needed to· determine the

appropriate power level. The default for quantal data appears adeq~ate, however it is not

clear what the default is for continuous data.
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3. Model Selection and Fitting

Once again, this section could benefit from reorganization, with some of the more critical

discussion in Appendix C included in the main body of the document. The order of model

application for continuous and dichotomous data presented on page 23 appear appropriate,

however there still appears to be doubt regarding the rational selection of models for

dichotomous data. Since many end users may not have a background in modeling, it may

be useful in the future to limit the number of models. Adequate, rigorous evaluation of

various models will be necessary prior to restricting the application of these models. The

following comments are directed at proposed defaults for model structure: i) Approach for

selecting the degree of the polynomial used appears appropriate, but I have Jimited

background in this area. ii) The default approach for including or excluding background

parameters appears to be somewhat in doubt. This parameter may vary for continuous and

dichotomous data. In many cases a background response rate is present with quantal data,

however this is not generally the case for continuous data. It appears that in all cases the

BMD will be reduced when background parameters are excluded from the model. iii) Line

19, page 24 should clearly state and justify that extra risk,will be used as a default for quantal

data. iv) Not including a threshold parameter appears appropriate. v) The default of

modeling continuous data as such is appropriate and is well justified in the document:

A section which addresses the approach for determining the fit of the model needs to be

included in the body of the document.

4. Use of Confidence Limits

A new section on confidence limits should be incorporated into the body of the document,

with limited reference to appendix C.

5. Selection of the BMD/C to Use as the Point of Departure for Cancer and Noncancer

Health Effects

Lines 16-18, page 26 need to be reworded to provide to provide a more clear concluding
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statement regarding the determination of "equivalence" of models.

The use of the Akaike information Criterion for comparing the fit of models appears

appropriate but should be presented in greater detail in the body of the document. The

section on the default approach for selecting the BMD/C to use as the point of departure

for analysis needs to be more clearly presented, 'including a discussion of cancer and

noncancer data. Lines 4 and 5, page 27 are not clear. Should the statement in parenthesis

read, "(eg more than a factor of 3 compared to others)"?

6. General Issues

The discussions regrading the use of BMD/C approaches in cancer and noncancer risk

assessment are useful, but appe~r to be somewhat out of order in the overall organization

of the document. Issues directly relevant to cancer and noncancer risk assessment should

be incorporated earlier in the document. For example, a good definition ofBMD/C is 110t

given until page 17 of the document. Following this concise description of theBMD/C it

would be helpful to describe benefits and application of this approach for cancer and

noncancer risk assessment.

Some reorganization of the document would be most helpful to make 'it more useful for the

general toxicologist/risk assessor. The main bogy of the document should be understandable

without extensive reference to Appendix material and other EPA Documents, such as the

frequent reference to the background document on this topic (EPA, 1995c).

The examples of BMD/C analyses in Appendix D are helpful and should remain .in the

appendix section.
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PREMEETING COMMENTS

Benchmark Doses: opinions based upon a sample size of 1.

The use of a Benchmark Dose for many'cancer and noncancer endpoints is likely a more
rational point of departure than, the current methodologies.

Replacing the LMS or NOEL procedure is an improvement in the default process, even
though the results may be essentially the same. The use of extrapolation factors from an
LED or ED more accurately describes the uncertainties in the process and makes it more
clear what the process really entails.

I believe, however, that thE~ methodology in the proposed guidance document represents
statistical overkill. The precision and effort incorporated in estimating a point of departure
must be tempered by the knowledge that the next step in the process is the incorporation
of uncertainty factors of between 100 and 100,000. The appropriate factor(s) needed to
appropriately protect public health are largely uncertain. Setting up complex
methodologies to more precisely estimate the point of departure may fall into the
category of killing a fly with a ·sledge-hammer. In particular, I believe that power
calculations, sequential model fitting, and confidence limits are all unwarranted. As a
statistician, if I believe we have overdone the estimation procedures, I can only imagine
what toxicologists might tl1ink about this approach.

Specifics

1. Selection of Response level.

The response level (e.g. 1%,5%, 10%), should be the same for most applications,
otherwise the interpretation of the result will not be consistent, and/or different
uncertainty factors will then be applied. I believe that an ED05 or ED10 is the
most appropriate point of departure in most situations. Chris Portier has pointed
out that an ED01 might be most appropriate for some epidemiological
applications since an ED05 often represents an extrapolation upwards.

2. Model selection.

If an ED is used rather than a lower confidence level on it (see later), the model
selection issue will be of much less concern. For an ED10 or ED05, a purely
linear interpolation between the two responses bracketing the ED value will be
sufficiently accurate in most cases and does not require a computer. If there is
strong nonlinearity in the data, a nonlinear model will be required but estimation
of the ED will be much less model dependent than the calculation of the lower
confidence interval. ThUS, the output is less model dependent and reflects a
biological endpoint rather than a statistical endpoint.

91



Colin Park

3. ED or LED

I strongly believe that an ED (05 or 10), not a lower confidence on it, should be
the starting pointfor whichever extrapolation process is. used. There are a number
of reasons for this recommendation:"

The primary reason for this recommendation is the apparent precision that is
inferred if a statistical bound is placed on one portion of the process. Under the
default procedures, risk or Margins of Exposure are generally calculated by taking
results from high dose rodent studies, estimating a specific point on the dose
response curve (e.g. ED1 0), extrapolating the rodent results to man, then applying
largely empirical extrapolation factors or uncertainty factors. The methodology is
useful for setting regulatory limits, but there are large uncertainties, for example,
"spanning an order of magnitudell

, in where the regulatory limit should be.
ill,

To apply a complex statistical procedure which reduces the ED10 by about 25%
to 50% when extrapolation/uncertainty factors in the range of 100 - 100,000 are
then applied does not make sense for the following reasons:

a. The apparent precision adtled to the answer is notscientifically warranted.

b. There is more than one statistical methodology that could properly be
used to calculate the confidence limits, resulting in differentanswers. For
example, the LMS' upper bounds as opposed' to the upper statistical
confidence limits on the MS model.

c. The ED10 is conceptually a very simple endpoint. For example, it can be
reasonably estimated in most cases by interpolation between actual data
points using graph paper and a ruler. Replacing this simplistic endpoint
with one which requires a computer program, resulting in a "black boxll

answer loses the transparency and simple logic oUhe process.. I think we
are losing focus on what th~ question really is.

d. It is not clear what the resulting interpretation should be. Some may think
that since an upper 95% confidence limit is being calculated, the resulting
low dose risks," e.g. one in a million, have a 5% chance of being
exceeded. It is clear from a publication resulting from a number of expert
workshops (ILSI, 1996), that this is not felt to be a valid interpretation by
the experts. The total procedure is felt to be more conservative than the
above interpretation. But the use of a statistical confidence limit on one
small part ofthe total extrapolation process will mislead riSK managers and
the public as to the precision and interpretation of the results.

It h'as been argued that the use of confidence limits rather than the central
estimate will reward better experimentation. From a theoretical point of view this
is true to a small extent, but from a practical view it will have little or no effect.
Bioassays and FIFRA/TSCA tests must meet minimum standards, for instance on
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number of animals, to be acceptable to the agency. The question then is what
would be gained by doing additional work beyond the minimum?

Simulation work that I have done has'shown that doubling the number of animals
in each dose group will increase the LED10, but by only a minimal amount;
generally by 20 to 35%. For example, the LED10 is often on the order of ED10/2
or ED10 - ED10/2. Under conditions of almost perfect goodness of fit, the upper
bound on the theoretical increase in the LED10 resulting from doubling the
number of animals may be approximately

ED10 - lED1 0/2)
Y/2

or 0.65 l' ED10, as compared to 0.5.ED10.

I cannot imagine that we would ever double the number of animals for such a
small gain.

Another argument in support of the LED as compared to the ED is that the LED
would allow optimal experimental designs to increase sensitivity, and thereby
increase the LED. Simulation results have also shown this to be only of academic
interests; the gains are minimal.

In summary, the use of an LED over an ED has numerous drawbacks with almost
no redeeming value.

I would also remind the agency that they convened an expert peer review group
to examine, among other things, the question of using an ED as compared to an
LED (EPA, 1994). The work group came back with a strong recommendation that
the ED be used, for most of the reasons stated above. I strongly urge EPA to
follow the advice that they soughrand received.

I can understand that the EPA wishes to harmonize the cancer and noncancer
methodologies, but I believe that they are harmonizing in the wrong direction. If
the agency feels that the ED10 is, on average, an overestimate of a NOEL
(noncancer), I believe that using the ED05 would be more appropriate than using
an LED10. .

I look forward to discussing these issues in the upcoming workshop.

Colin Park
517-636-1159
USDOWYLC@IBMMAILCOM
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COMMENTS ON
RAF DRAFT

BENCHMARK DOSE TECHNICAL GUIDANCE DOCUMENT

William s. Pease, Ph.D.
Environmental Defense Fund

1. Selection of Studies and Responses

The document has a thorough, adequate discussion of the selection

of studies and responses that should be SUbjected to Benchmark Dose (BMD)

analysis.

EPA should consider emphasizing "severity" of impact On contrast

wHh sensitivHy) as the principal consideration, as risk characterizations

for different compounds (based on the margin of exposure between current

exposure and the BMD) will be more comparable if they employ a common

level of adverse.impact as their point of departure. This is a feature that

is (at least rhetorically) possessed by the current NOAEL!UF approach:

standard-setting begins for all compounds from a level observed to have no

adverse impacts. Uncertainty factors are then applied to derive a

reference dose (RfD) that is likely to be below the population's threshold

for any adverse impact. The hazard indices that are conventionally used to

conduct noncancer risk assessment (the ratio of current exposure to RfD)

are therefore interpreted as an exposed population's distance from a "safe"

level of exposure. The BMD approach complicates this interpretation of

hazard indices because it replaces the NOAEL with a starting point that

represents doses as~)ociated with different percentage increases in

responses of differing severity for different compounds.

EPA has not proposed to address these potential variations in the

seriousness of impacts observed at the point of departure with an

additional uncertainty factor based on severity, although the nature of the

response is a consideration When evaluating the adequacy of calculated

margins of exposure or hazard indices (36). To maintain the integrity of an

exposure!RfD ratio as a riskcharacterization tool, it would be ideal if BMD

starting points for different compounds could be selected to be roughly

comparable in terms of potential impact on human health. Further effort

should be devoted to issues raised by attempting to define a "common level
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of adverse impact" as a point of departure for standard setting. One

alternative would involve scoring observable endpoints in terms of their

severity (ranging from measurable modulation of biological function

through frankly adverse) and attempting to select the critical endpoint in

terms of biological significance. Another option would involve using a

sliding percentage incidence scale for different categories of endpoint

severity.

2. Selection of Benchmark Response Level

The guidance document identifies three approaches to selecting a

BMR level (a biologically significant change in response, the Ifmit of

detection, or, as a default for quantal data, a 10% increase in extra risk.)

While a biologically significant change is the most conceptually appealing

besis for a BMR level (and could be defined to ensure a common level of
,I'

adverse impact as a starting point), this would require substantial further

work by the EPA to obtain public input and scientific consensus.

There are also substantial problems with the proposed limit of

detection approach: significant resources and considerable debate may

surround the agency's effort to simulate the sensitivity of detecting

various endpoints using standard protocols, and the resulting BMR levels

may be very difficult to interpret in the standard-setting process. From

the example of HFC-134a provided in the guidance document (80-83), it is

clear that this approach can produce points of departure that are

associated with between 30-50% incidence of adverse 'effects (Leydig cell

hyperplasia, in this example). It is unclear why existing limitations in the

sensitivity of standardized tests should be rewarded with the prospect of

much less stringent RfD/Cs. The document notes that the BMC using the

limit of detection approach is substantially higher than that based on a

default of 10% incidence, and that "this difference ... would be translated

directly into the derivation of the RfC or other health exposure limit

because there would be no difference in the application of uncertainty

fectors for the two approaches" (83). This approach appears to provide the

wrong incentive for adequate testing, rewarding current limitations in

sensitivity to detect some endpoints, rather than stimulating improved

testing to detect biologically significant alterations in these endpoints.
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Adopting all three potential approaches to defining. a BMR level will

foster confusion in the interpretation of BMD-derived health standards.

EPA should rely more strongly on use of a science policy default at this

point in the implementation of the BMD method: unless the BMR can be

specifled on the basis of a biologically. significant change in response. a

10% increase in extra risk should be used to specify the BMD/C. {The

Gaylor and Slikker approach to converting continuous data to quantal data

should also be adopted as a default). EPA should initiate a process to

define "biologically significant change" for endpoints that are most

frequently reported in standardized testing.

3. Model Selection and Fitting

No comment.

4. Use of Confidence Limits

No comment.

5. Selection of BMD/C to Use 8S Point of Departure

The statistical criteria proposed for selecting among potential

models to derive a BMD/C are reasonable and utilize plaus1ble pollcy

defaults (factor of 3 equivalence. use of Akaike Information Criterion to

select among equivalent models. selection of lowest BMD/C as final health

protective default) in order to ensure that EPA does not become mired in

proliferating analyses and model shopping debates.

6. General Issues

a. Rationale for moving to a BMD approach

The arguments in favor of improving the underlying scientific

foundation of dose-response assessment by reducing reliance on No

Observed Adverse Effect Levels are persuasive and have achieved

consensus in the scientific community. However, these arguments may not

be sufficient to justify the transition problems likely to accompany such a

substantial change in conventional approaches to noncancer risk

assessment. It is unlikely that the science benefits alone (of increased

precision in dose-response assessment and improved testing incentives)
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are likely to justify the resource costs required to revise existing RfD!Cs

or reissue regulatory standards based on the NOAEL!UF approach.

The guidance document presents two policy rationales for moving to

a BMD approach to help strengthen the scientific case for change.

Unfortunately. these policy arguments ~ave not been sufficiently developed

to be persuasive. First, EPA maintains that "we are trying to move cancer
" "I '11

and noncancer assessments closer together" (vii) and notes that the

recently proposed Carcinogen Risk Assessment Guidelines _adopt a

modification of the BMD approach (using the LED 10 as a point of departure

for default low dose extrapolation): However, there is no discussion of

how the use of similar points of departure will facilitate the comparison

of cancer and noncancer risk assessment results. The Presidential

Commission on Risk Assessment and Risk Management recently

recommended "adoption of a margin of exposure (MOE) approach to enable

direct comparison of cancer and noncancer risks (presumably, one would

compare the magnitude of the ratios of current exposure to the BMD for

noncancer effects and carcinogenic effects, and smaller ratios would

indicate greater potential public health concerns). This risk

cheracterization use of BMD!Cs could contribute useful information to the

risk menagement process, but it requires that the point of departure for

carcinogens and noncarcinogens be roughly equivalent in terms of severity

(so that only the ratios of current exposures to common levels .of adverse

impact need to be compared).1 This potential policy use imposes

restrictions on the selection of the BMR(favoring a fixe-d probability of

similar adverse impacts over the use of the limit of detection method), but

these considerations are not addressed in the guidance document.

Second. EPA maintains that the benchmark dose approach "provides a
III,,,, \

good starting point to develop benefits estimates for non-carcinogens" for

use in cost-benefit analyses (42), While acknowledging that the approach

1 The document's example statement ·of what can used to communicate [MOEs or reference
volues] based on BMO/Cs· (29-30) illustrates that the EPAs' current approach is unlikely to
lmprove risk communication and will certainly confuse the general public: "The BMO/C
corresponds to a dose level Which yields (with 95~ confidence) a level of effect in a test
specles of. for example, t 0% or less for quantal data, or that represents a change from the
control mean of, for example, 5% for continuous data. This is about the lowest level of effect
that can be detected reliably in an experimental stUdy of this design .... Overall, theBMD/C
will be 0 more consistent point of departure than the NOAEL and will not be constrained by the
doses used in a particular stUdy."
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cannot generally be used to indicate the incidence of morbidity or

mortality in exposed populations. There is a growing demand from the

policy process that input from health risk assessment be capable of

economic valuation for incorporation into cost-benefit balancing, and a

real risk that input that cannot be mon~tized (even if it is indicative of a

potential public health problem) will be ignored in decision-making. In

this context, selectilJn of a non-cancer risk assessment method that

avoids generating incidence estimates and produces output (incomparable

MOE ratios of current. exposure to different degrees of adverse impacts)

that is practi cally impossi bl e to monetize is unlikely to improve the ri sk

management process. It will certainly not alter the current regUlatory

system bias towards emphasizing low dose cancer risks at the expense of

noncancer effects, because only cancer risks will be assessed using

methods compatible with cost-benefit analysis.

Use of the MOE is one of two possible approaches to using BMD

methods to place cancer and noncancer effects on a common scale and to

generate incidence estimates for cpst-benefit analyses. The alternative

would be to estimate upper bounds on possible noncancer risks using linear

extrapolation below t.he BMD, as is done for cancer risks. The guidance

document does acknowledge that BMD methods could be used to determine

the number of cases Elxpected for vari ous noncancer endpoi nts "when

exposure levels are in or near those in the experimental data range" (42),

but it dismisses use of BMD methods to generate lower dose risk

estimates without discussion.2 The document does not address existing

low dose ri sk assessments that have been done using the BMD method, 3

2 The document states only that "Although the BMD!C is associated with a defined level of risk
in the stUdy population from which the BMD!C was calculated, it would be misleading to
translate that to a level of risk at the MOE or RfD!C or other reference value" (29).

3 See W. Pease, J. Vandenberg and K. Hooper (1991). Comparing alternative approaches to
establishing regUlatory levels for reproductive toxicants: DBCP as a case stUdy. Environmental
Health Perspectives 91: 141-155.

M. Meistrich (1992). A method for Quantitative assessment of reproductive risks to
the human male, Fundamental and Applied Toxicology, 18:479-490.

D. Hattis et al.,(19El8). Male fertility effects of glycol ethers: A Quantitative analysis,
Center. for Technology, Poli cy and Industrial Development, Massachusetts Institute of
Technology. ,

D. Hattis (1991). Use of biological markers and pharmacokinetics in human health risk
assessment, EnVironmental Health Perspectives, 90:229-238.
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nor does ft make an organized presentation of the issues involved (both

strengths and weaknesses) in this type of application. It does not present

potential applicfltions that have been important components of the basic

scientific papers by Kimmel and Gaylor promoting the BMD approach. 4
, , .

This approach should be presented in the guidance document as one option

for fulfilling demands from the policy process to apply common methods to

cancer and noncancer effects, and reasons for its rejection should be

provided.5

b. Discussion of other impacts of BMD approach

In the political arena, a primary question about EPA's new proposed

methodology w111 be its impact on existing standards that have been

establf shed using the NOAEL!UF approach. There is a good di scussi on (15)

of the scientific evaluations that have been done to date on the

relationship between NOAELs and BMD response levels, but this

information is not used to make any general statements about whether

existing RfDs will be more or less stable if EPA makes a transition from

NOAELs to BMDs as a starting point for deriving health-based standards.

This issue should be addressed explicitly, using examples of current RfDs.

How mflny compounds are likely to require smaller UF's in standard

derivation due to the elimination of the need for factors accounting for

LOAEL to NOAEL extrapolation or modifying factors based on data quality?

K. Sil ver et al. (1991). Methodology for quantitalive assessment of ri sks from chroni c
resplrotory damage: Lung function decline and associated mortality from coal dust, Center for
Technology, Pollcy end Industrial Development, Massachusetts Institute of Technology.

4 Kimmel and Gaylor illustrate how the BD approach can be used to provide upper bound risk
estimates on exposure levels deemed allowable by the conventional NOAELlUF approach.
5 The 1995 RAF report on The Use of the Benchmark Dose Approach In Health Risk Assessment
provides two principal 6rguments ag6inst using the BD approach for low dose noncancer risk
estimation: 1) BMD models are statistical models that do not incorporate biological
mechanlsn1s, so ~redlctions may be In error at low doses (7, 61). This argument can as easily
be raised about linear extrapolation applied for low dose risk estimation on carcinogens. Most
BND models can be given a biological interpretation and support alternative assumptions about
the existence of a toxicological threshold. Some of the no-threshold models discussed (e.g.,
Weibull) do not require linearity at low doses. We actually may have more variety in
ossessment models available to us for non-carcinogen risk estimation than for cancer QRA,
providing more opportunity to avoid error. 2) Linear ex'trapolation at low doses is
inappropriate for non-carcinogens, so BMD models wttl give us erroneous results. While BMD
models must be applied With care to non-carcinogenic risk estimation, there are a number of
toxicants and endpoints where linear extrapolation may be reasonable. Moreover, Crump
(1976) provides a general rationale supporting low dose linearity if a toxicant's damage is
odditive to background mechanisms of disease, Which also clearly supports some uses of BD
methods for low dose risk estimation
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How many RfDs are lH(ely to change by a sUbstantial factor, and how does

EPA propose to handle requests from interested parties to review and

revise existing RfD/Cs?
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Comments on Benchmark Dose Technical Guidance Document - U.S.
EPA External Review Draft August 9, 1996

Adam Finkel and William Perry
Occupational Safety and Health Administration

I. SUMMARY

This Draft is far too involved statistically for what it tries to do - estimate a BMD

or point of departur~ in the observable range (10% increase in general) for the

application of safety or uncertainty factors. We suggest that if all EPA wants to do is to

replace the NOAEL approach with a BMD, then a simple polynomial of degree k-1, with

unrestricted parameters and without step-up or step-down procedures, can be used to

fit both quantal and continuous data. Nested models for reproductive risk assessments

can also be put into polynomic:ll form. If EPA wants to be more conservative in the

BMD range, other simple procedures for polynomial fitting by step-up procedures with
\

the low-dose portions of the dataset could used.

Of greater concern to liS is EPA's emphasis on a methodology which employs

the BMD lo as a point of departure for the use of uncertainty factors. We believe that the

uncertainty factor approach should be limited and that modeling should be relied upon

more frequently for human risk extrapolation. We believe that the types of rules and

guidance presented in the Draft can be used to extend the range of extrapolation down

to at least 10-2 and in many cases to the 10-4 level for noncarcinogens and even lower

for carcinogens (see, for example, Baird et aI., 1996. Noncancer risk assessment: A

probabilistic alternative to current practice. Human and Ecological Risk Assessment,

2:78-99). To have confidence in. extrapolation down to the 10-4 range requires

assumptions which would substitute a probabilistic structure for EPA's planned

continued use of uncertainty factors. Even extending the range to 10-3 after all would >

enable other regulatory agencies, such as OSHA, to use the results directly in regUlatory

decisions. We suggest below, for example, that the critical dataset be modeled in
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"human equivalent doses" as a substitute for the "animal-to-human" uncertainty factor.

Likewise, the lower confidence limit on the ED10 . could beconskiered the "incomplete

data base" uncertainty factor. We have also offered a reference for building inference

structure into the "human variability" and "subchronic to chronic" uncertainty factors. We

believe such an approach offers much more promise especially to the risk manager,

who can be presented with a reduced range of uncertainty and a distribution of human

threshold doses, instead of RID's based on uncertainty factors.

In short, we believe that the Draft is too complex for its stated purpose of BMD10

estimation mainly from animal studies, and that its focus should be on methods for low

dose extrapolation for human risk assessment.

II. INTRODUCTION

The Draft document seeks to provide general rules and procedures for the

"modeling" of data in the observable ran'ge, the main purpose being to derive a

standardized measure of dose as a point of departure for use of uncertainty factors to

derive an RID. That standardized measure is the lower confidence limit on the 90%

confidence interval (derived by the asymptotic distribution properties of the likelihood

ratio statistic) of the estimated dose level which produces a 10% response in the

selected study or studies. The rules for use of the procedures are general enough for

them to be recommended for both continuous and quantal data, for cancer,

reproductive, developmental, and neurotoxicology risk assessments, as well as for all

other effects for which EPA wants to estimate.RfDs or RfCs. Several models are

prescribed with general freedom for additional curve-fitting allowed. The document

promises that the EPA will make the necessary data-fitting software available - 13

models (7 for quantal data, 3 for nested quantal data, 3 for continuous data), listed on

page 94. Supposedly, the continuous data models could be fit to individual data, but

without adjustments for either time or covariates.
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Our comments will be divided into two sections - general and specifics. The

GENERAL section will cover the Draft's approach to risk assessment modeling and the

SPECIFICS sections will be comments on the individual pages, plus the Iimit-of

detection concept.

III. GENERAL

The Draft is long on technical details for performing all kinds of modeling but is

short on purpose. EPA's proposed cancer guidelines remarks that EPA wants to scale

back the approach for estimating cancer risks so that risk estimates do not appear to

derive from an overly sophisticated approach that is not warranted. However, the BMD

approaches outlined by this document seem to fall into the same trap. If the purpose is

really to estimate a point of departure for applying the standard safety factors or

generating a margin of exposure, why go to all the trouble to examine fits of several

models and select ones b~sed on complicated statistical criteria? Why not just employ

a few of the most flexible models and take it from there since EPA acknowledges that

the proposed models have no biological significance and the primary purpose of BMD

analysis is to provide consistent points of departure across the board?

In general, although this Draft has many good procedures and is quite well

written and documented in most areas, we believe that it misses on two major points; 1)

that the purpose of modeling is to make the most use of the data and knowledge about

the biological process of the disease or condition; and 2) that the purpose of risk

assessment is to predict effects in humans at the environmental levels they are exposed

to, not effects in animals at experimental exposure levels.

With respect to the use of modeling to make best use of the available data, we

believe that this Draft fails in this regard, primarily because it has already chosen to

depart at a 10% response level, rather than seek a model which can be used to

extrapolate to lower response levels. Modeling is done for either or both of two main
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purposes - prediction of adverse effects and risks related to exposure to hazardous

substances and determination ofanalytical factors that affect estimation of risks. The

Draft has chosen to emphasize only the former, with the possible exception of

discussing the order of model applicability on-page 5 prescribing that "continuous data:

A linear model should be run first." (Supposedly, the reason for fitting a linear model is

to test the slope parameter, but this appears not to be the case here, since for

dichotomous data,on pg. 3, a linear, or one-hit, model is not even mentioned as a

possibility). The Draft then prescribes many statistical and other procedures, which will

be discussed below, to get to the BMDx ' but in the end the reader is left wondering

whether any of this actually makes any difference. Our feeling is that if all one wants to

do is to predict a BMD10, then why not use an unrestricted (parameter) polynomial of

degree k-1 to fit the data, using likelihood fitting procedures for both quantaland

continuous data? Procedures could be used which would put higher weights on the

responses in the 1% to 20% range.

Although we do not advocate the use of an unrestricted polynomial for estimating

the BMD10 as a general approach for risk assessment, we believe it is superior to the

suggested procedures for BMD10 because it: a) provides a consistent approach for both

quantal and continuous data; b) generally provides a better prediction in the region of

interest; c) provides a lower confidence limit more related to sample size and less reliant

on model structure or fit; and d) establishes the exercise as a pure curve-fitting

procedure for prediction, which it is meant to be - a "truth in advertising" if you will.

With respect to the importance of predicting effects in humans, the·Draft actually

starts off on the right track by stating on page 19 (also pg. 3) that "the selection of

endpoints to model should focus on endpoints that are relevant or assumed relevant to

humans and potentially the 'critical' effect (Le., the most sensitive)". It further

recognizes that different experimental designs will produce different LOAELs and

NOAELs, and so suggests modeling datasets "if their LOAEL is up to 10-fold above the

lowest LOAEL" (pg.3). What the Draft misses here is that the suggested modeling will
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still be done with animal doses, not human equivalent doses. A consequence of

calculating a 8MO based on the animal data is that, where there are differences in

pharmacokinetics between humans and. animals, the wrong endpoint may be ;selected

for modeling.

An example of this is seen in case study Example #4, 1,3-butadiene (80) and

ovarian atrophy, pgs. 91-93. In this case study female mice chronically exposed to 6.25

or 625 ppm 80 via inhalation for up to 2-years exhibited ovarian, and uterine atrophy

(males similarly exposed exhibited testicular atrophy). The draft selects ovarian atrophy

as the most sensitive endpoint. However, Sipes et al in a series of papers presented

strong evidence that the 80 metabolite diepoxybutane (BDE) is the agent responsible

for ovarian atrophy, and other authors have presented papers showing that the mouse

metabolizes 80 to BOE at a much faster rate than does the human or rat, and has much

higher blood and ti~sue BOE levels. This suggests that a) the most sensitive

reproductive endpoint for humans is not ovarian atrophy or uterine atrophy (both of

which may be correlated because ovarian atrophy is most likely caused by loss of

ovarian hormones), but probt::lbly testicular atrophy whose links with BDE have not been

established, and b) that risk assessment modeling should be based on human

equivalent dose, wherever possible, with a default (body weight)3/4 species conversion

factor. Therefore, we suggest the following wording be added to pg. 3 line 25:

"Similarly, whenever possible, the dose metric should be modeled as·human

equivalent dose. Experimental studies or PBPK modeling may be used to establish

human equivalent doses, or,as a default, dose! (body weight)3/4 may be used for.

animal-to-human dose conversion. Such a species conversion factor should be

interpreted to convert from the typical animal to the typical human, butshould not be

interpreted to account for inter-individual variation among humans.

Likewise, to be consistent V{ith this thought, on page 18, line 20 add the

sentence:

"Studies based on humans should be given priority as critical effect studies

wherever possible and appropriate."
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In a similar vein we suggest including a paragraph with respect to applying the BMD

method to internal dose such as found in the middle paragraph page 28 in reference

EPA 1995C.

Most important with respect to human risk assessment is the EPA concept

that modeling should not be used to extrapolate below the observable range. We

believe that EPA has chosen this wrong road to travel for many, if not most,. of

these suggested applications. We believe that the models fit to the data should

be used for extrapolation, how far to be determined by both biological and

statistical considerations. At a minimum, we would extrapolate to the 0.01 level

and seek to go to the 0.0001 level for nonc~rcinogens(lower for carcinogens)

depending on rules for application. We also believe the methodology which

should be developed should seek to minimize the use of uncertainty factors,

much like the above suggested use of "human equivalent dose" in the modeling

does for the animal-to-human uncertainty factor. For example, Baird et al (1996)

use the slope parameter of the log-Probit to develop distributions for the other

uncertainty factors which relate to the adverse effect. The result is a probability

distribution of human threshold doses, from which the risk manager could

estimate the likelihood that various exposures were below the human population

threshold.

IV. SPECIFICS

A. Limit of Detection.

The concept of limit of detection (LOD) is discussed on pages 17, 20, and

21 as an alternative to biological significance of an effect. The statistical primer on

power and sample size is given on pages 59-62, and an example of its use is presented

as example #2, HFC-134a,. on pages 80-84. However, it is still unclear when and why it

should be used in BMD calculations. Power and sample size considerations are
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important when designing a study or when statistical significance has not been found.

However, in the example, there is both a NOAEL and LOAEL based on statistical tests

of Leydig celi hyperplasia, and the LOAEL represents a statistically significant extra risk

of 22%. The calculated BMC10 for both the polynomial and Weibull models (no

threshold) is 11000 ppm. We were unable to understand the use of LOO here at all.

The authors also use the LOO for illustration in the 1,3 BO example, #4, pg. 92, also

without any enlightenment. If there is any usefulness of LOO in BMOapplications, then

maybe the authors can clarify the explanation. Perhaps it fits under example #1, carbon

disulfide, whose biological significance of BM010 is questioned, but whose BMRis at a

higher level of response than the highest dose group in the study.

Also, we question the significance of using a limit of detection for an effect as a

benchmark response in cases where the risk assessor cannot determine a biologically

significant benchmark response. Why should the size of a typical animal study be the

basis for defining a BMR? If there is uncertainty about whether an effect is biologically

significant, or how much of a change is deemed to be significant, what is the point of

modeling the response since we can't translate the result into anything that is

meaningful in terms of risks to people?

B. Specific line .citings

Pg.1 lines 16-18. The LOAELs and NOAELs are usually based on

statistical significance. Add something like "while the NOAEL is the highest dose at

which adverse effects are not significantly increased over controls. "

Pg. 2. Line 6. There is no nonlinear extrapolation procedure proposed as a

default procedure. Furthermore, we thought the proposed cancer guidelines did!lQ1

recommend a point of departure for case-specific or biologically-based models. We

thought the point of departure· is strictly a default notion of departure to a line through

zero.

Pg. 2. Line 20. The Tukey NOSTASOT approach for determining a NOAEL
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considers the slope of the dose-response curve. See reference EPA 1995C pg. 29.

Pg.4. Line 5. "At a minimum, the number of dose groups and subjects should

be sufficient to allow determination of a LOAEL" It seems to us that as long as.a BMD

is being used, the lower confidence interval will reflectthesmallsample size, and that

this restriction is not necessary.

Pg. 4. Lines 7-10. For aBMD10 we believe thatone exposure group with a

response in the 10% to 20 % increase range .should be enough for an ;estimate.

Pg 4. Lines 11-14. The Draft states that modeling is not appropriate irall

responding groups show greater than 50% response, or where there isa clear plateau.

If the first dose group shows a response on the order of50%orso, why shoulCl BMD be

rejected since we are only extrapolating down to a 10% risk level? The C1ecision whether

BMD analysis is appropriate should be baseCl on consi~eration of the whole data .set. It

is easy to foresee a sigmoid dose-response with a very steep slope (e.g. as seen with

certain hormones), so that there is very little difference in dose between a BMD10 and a

BMDso.We don't see why this can't provide.good information if the BMDsare close.

Pg. 5. Line 2. Also, Example #1 Carbon disulfide pgs76-78. The example

given for >10% decrease in nerve conduction velocity (NCV), actually represents a

decrease from a control population, not an individual decrease of 10%. Thus, the

question of biological significance becomes a problem of a dose of carbon disulfide

which shifts the whole population one standard deviation to the left. While 4.5 mls

decline in NCV won't harm the average person (45 m/s), it will be much more critical to

the person already on the lower tail. Thus, the question should be rephrased as at

which dose will NCV become an impairment and what percent of the population will be

affected at that dose. We question whether the 10% reduction is the correct BMR.

Finally, since cumulative exposure was found to fit the data better than workplace

exposure concentrations (pg.78 lines 2-3), the BMD should account for this in its

suggested. A BMC of 12.ppm or 20 ppm.is not an adequate representation.

Pg. 5. Line 20. "A linear modeLshould be run first." Why? Furthermore, the

sequence is odd, since in the following sentence,. "If the fit of a linear model i.s not

adequate, the polynomial model should be run __". But, if the polynomial (k-1) doesn't fit,
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then the advice (pg 6 lines 14-17) is to drop the highest dose together with the highest

degree in the polynomial. This doesn't quite fit, however, with the statement on pg 6 line

16-17 "to select the model with the fewest parameter that still achieves adequate fit.", or

that on page 73, line 9 that "Finally, it is generally considered preferable to use models

with fewer parameters, when possible." If this is the objective, then the polynomial

procedure should be a step-up rather tha~ a linear followed by a step-down. For risk.

assessment extrapolation modeling we would support a step-up since it provides more

conservative low-dose risk estimates, but for BMO lo estimation alone as a point of

departure, a step-down procedure is preferable, since prediction within the observable

range is the primary objective.

Pg 5. Line 23. To be consistent with line 20, if for no other reason, a linear (one

hit) model should be run first. Also, Probits and Log-Probits have much more history in

bioassay experiments than dOE~S the logistic, and the Probit gives nearly identical results

in the observable range. We would s.ubstitute Probit for logistic and include log-Probit

on page 94.

Pg 6. Line 5. "Guidance" should be changed to "rules" or "c9mmandments" as

long as "will" is the verb mood on lines 7, 12,15, and 16.

Pg 7. Line 2. (also pg 24 lines 21-24). "Because (threshold) is not a biologically

mneaningful parameter". If the threshold term is not a biologically meaningful

parameter, then what in this exercise is? We can understand EPA's reluctance to use a

threshold term based on a) EPA's desire to protect public health, b) EPA's concern that

declaring a threshold for some compounds and not others would be complicating, and c)

the limited applicability of the threshold concept in the BMO calculations, but EPA should

be candid about it. Also, since it is already in both the THC and THRESH software,

from which EPA will be basing its software, why not include it (line 5)? Crump's original

paper in 1984 contained a few very nice examples where it seemed clear from the data

that there was a likely threshold, at least for all practical purposes. It would be difficult to

defend using a non-threshold model in such circumstances, or at least estimating a

threshold directly from the empirical data if not from the models themselves. Finally, if

you don't include threshold, remove it from the example discussion on page 82.
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Pg 8. Line 5. "Models should be eliminated that do not adequately describe the

dose-response in the range near the BMR". This should be defined better. We can

define a statistical concept of low-dosegoodness-of-fit in, say the 0 to 20% range. We

believe this is an important concept, especially since the authors claim that the threshold

parameter is unimportant (pg.7 line 3-4).

Pg. 9. Line 6. Can there be a reference for the Akaike Information Criterion, if

not in the summary then in the main text?

Pg 9. Line 4. If two or more BMO model forms yield BMD estimates within a

factor of 3, EPA recommends ranking models according to the Akaike Information

Criterion. This is perhaps the best example that EPA's approach tends towards being

unjustifiably sophisticated (even more so than for cancer risk assessment in this

particular case). Are factors of three really distinguishable, and what is wroll9 with

presenting SMOs as ranges, which is more honest?

Pg. 10, Lines 12-13. The LMS procedure can produce S!m!. desired estimate

(MLE, mean, 95th percent UCL, 99th percent UCL, et?) or an entire probability

distribution for the q1 term. The fact that EPA has always ignored all estimates other

than the 95th percent UCL does not mean that this is a constraint inherent in the LMS

procedure.

Pg. 11, Lines 7-8. We, think that it is inappropriate to refer to "conclusions" about

mode of action. Except in rare cases, these will be "suppositions."

Pg 29. Lines 9-14. EPA states that it would be misleading to translate a BMO

for a defined level of risk from an animal study into a level of risk at the RfO or MOE for

humans, primarily, it seems, because the average level of effect at the BMO is less than

the BMR (of 5 or 10%) given that the BMO is defined as a lower confidence limit. But

the whole point of using the LCL for the BMD is becau~e the average level of risk may

be as high as the BMR given the statistical limitations of the underlying study. Thus, we

feel that this statement provides no justification for not extrapolating down to moderately

low risk levels on the order of 1% or 0.1 %.

Pg. 36, Lines 1-6. This should be clarified to explain whether the 10-fold factor is

to be applied above and beyond the conversion via BW·75 (itself a factor of nearly 10 for
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mice) or whether the BV\fJ.75 conversion is meant to correct for "interspecies sensitivity."

If the latter is meant, the document ought to make clear that this is not a phenomenon

related to inherent susceptibility, but merely to allometry.

Pg. 38, Line 6. Despite the flippant and excessive use of this term outside EPA,

there are no "biased" defaults, only defaults that properly serve different purposes. The

BWO·75 can be properly described as a "central tendency" default, but it should not be

given a superior moral footing over truly health-conservative assumptions.

Pg. 39, Line 7. The document should make clear that, at present, EPA's cancer

risk assessment methods make no allowance whatsoever for inter-individual variations

in human susceptibility. If newer approaches involving the BMD do succeed in

"addressing the principal sources of human variability," this will be a first for the Agency

(and will then require more explanation of how to compare the newer, biologically

plausible methods with the implausible ones currently in use). However, we are

skeptical whether such a fundamental (but critical) change will actually occur.

Pg. 41, Lines 1-3. Only a stout utilitarian would claim that the sole purpose of a

benefits analysis is to estimate the adverse effects in a population. Despite the views of

"mainstream economists", "benefits to society" are nothing more than a collection of

benefits to individuals; if some individuals face unacceptably high risks, their welfare

must be factored in to the social analysis.
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DEPARTMENT OF HEALTH & HUMAN SERVICES
Public Health Service

National Institutes of Health
National Institute of
Environmental Health Sciences
Division of Intramural Research
Laboratory of Quantitative and
Computational Biology

P. O. Box 12233, MD A3-06
Research Triangle Park, NC 27709
T:(919)541-4999/F:(919)541-1479
e-mail: portier@niehs.nih.gov

Eastern Research Group, Inc.
110 Hartwell Avenue
Lexington, MA 02173-3134
Attn.: Kate Schalk

RE: EPA/6001P-96/002A Benchmark Dose Technical Guidance Document

In general, I strongly support the concept of moving away from the use of NOAEL's and
LOAEL's when estimating doses to which uncertainty factors can be applied. The current
draft guidelines are a clear improvement over the existing methodology and will clearly be an
aid in moving this debate forward and discontinuing the use of LOAEL's and NOAEL's.
However, I feel that, in several areas, additions and clarifications in the document will greatly
enhance it's utility and function. Of major interest to me would be augmentation of the
document to support "mechanistic linkage" in the evaluation of benchmark doses, better
guidance on why a certain measure of risk and BMR is chosen, proper use of information
contained in confidence bounds, and less stringent choices on the types of statistical analyses
to be done. These are detailed in my comments below.

On the first point, the guidelines make no mention of the use of mechanistic models for
calculating effect doses. The document concentrates on the analysis of single data sets and
fails to recognize that many of the endpoints being studied which do not reflect morbidity or
mortality (mechanistic data) are "mechanistically linked" to a morbidity or mortality endpoint.
In many cases, the mechanistic data can be obtained at lower doses effectively stretching the
dose-response curve for the morbidity/mortalIty endpofut. This oversight could well lead to
reduced use of mechanistic models in favor of analyses of single data sets even though there
is clear, "mechanistic linkage". That issue aside, there is little motivation in this document for
researchers to pursue the underlying cause of a specific response, since, the criteria for
inclusion, exclusion and presentation of the dose-response analysis does not identify or
suggest uses for presumed "mechanistic linkage".
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From a statistical perspective, the docwnent lacks balance. Certain aspects of the analytical
procedures appear to be extensively detailed (e.g. use of likelihood-based confidence bounds),
some are ignored (e.g. choice of statistical tests for goodness-of-fit)~ and some appear to be
poorly developed (e.g. what measure to use for continuous data). There needs to be better
balance in the document concerning the degree to which statistical procedures are outlined. In
general, I feel the authors should use much broader terms focusing on process more than on
technical merit of one method over another.. For example, it would be appropriate to require
a sensitivity analysis of model choice on the resulting BMD/C·but inappropriate to restrict
Weibull models to a shape parameter of 2: I without any concern for the data, the endpoint
and the effect of the restriction.. Finally, the document fails to concern itself with assumptions
(and their impact) which go into the calculation of confidence bounds. Just as effective doses
are sensitive to model choice, confidence bounds can also be sensitive to assumptions which
are generally ignored.

I also feel it is inappropriate to present the confidence bound on an estimate of effective dose
without presentation of the point estimate. There is a suggestion in this document that this
confidence bound represents population variance rather than variance on the estimated mean
for the population derived solely from the single data set studied. This should be clarified.
In general, I would prefer that the point of departure for extrapolation be the point estimate of
the effective dose for the BMR and that the confidencebound be presented as partially
informative of the uncertainty in this estimate. The reasons for this opinion are:

• point estimates represent our central tendency estimate of what is correct (especially
for mechanistic models); as such, they provide our best understanding of the response
and accurately portray this to the risk manager

• confidence bounds are subject to (generally) hidden assumptions, do not generally
cover all sources of variation and often are misinterpreted; confidence bounds simply
represent the range of uncertainty in an estimator based upon the data at hand and a
set of assumptions concerning distribution of these data and how we intend to derive
the bound

• confidence bounds are less sensitive to the trend in the data than are the point
estimates; as such, focusing on the confidence bounds alone can cause you to miss
important consistencies in the point estimates which may alter your opinion about the
quality of the full set of estimates

• there is no other area in which confidence bounds". are interpreted as the estimate for
policy decisions; in this case, it is simply used as a tool to add unknown
conservativeness to the estimate of the dose for departure to extrapolation.
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• when uncertainty factors are used, the appropriate place for variance in the estimate of
the effective dose is as an uncertainty factor; as such, when consistent trends are
observed across numerous data sets, the uncertainty factor could be altered to reflect
stronger belief in the effective dose chosen

It appears to me that the choice of the B:w.rR is not based upon the proper objective.
In this document, the method detailed for use of a 10% B:w.rR is tied to the ability to detect
statistically significant findings in a routine (or specific when power calculations can be done)
experimental protocoL However, the main focus should be on the trend in the data, the
consistency of the observed patterns of dose-response and the degree to which one must
extrapolate to estimate the effective dose. At the least, if statistical significance was insisted
upon as a criteria for calculating the point-of-departure for extrapolation; why not find the
highest estimated effective dose which includes zero in it's lower confidence bound. I do not
advocate this concept, but at least it is consistent with the stated purpose of the approach.

I would prefer a B:w.rR which is at or below the lowest dose used in the study; in this case I
feel a little bit of extrapolation would be good as it would be sensitive to curvature in the
data. None of these issues are considered. .

Below are specific comments on the Executive Summary. These comments also relate to the
appropriate sections of the document; the comments are not repeated.

Page 2, line 24: Is this the proper reference to the first use of this procedure or similar
procedures? I seem to recall an Interagency Regulatory Liaison Group publication from the
late 70's with a similar theme. David Gaylor was part of that group and may be able to locate
the reference.

Page 3, line 3: This statement, concerning variability, is in common use in this area and yet I
am uncertain what is meant here. Does this imply accounting for all known sources of
variance? Does this include bias? Is it implying population variance or variance on the
estimate of the dose relating to the BMR?

Page 3, line 25: "critical" needs a better definition.

Page 3, line 28: What is the justification for this lO-fold rule? It would be easy to define a
study design which violates this rule but provides the excellent information for a BlvID/C
analyses. For example, a. study with 30 dose groups witli 5 animals per dose may be superior
to a study with 3 dose groups of 50 animals per group, but would surely yield a higher
LOAEL. Why does the LOAEL even enter the discussion here? Should not the inclusion of a
study be based upon its relevance, quality and design rather than overall effect in pair-wise
tests?
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Page 4, line 3: "critical endpoints" has not been defined.

Page 4, line 5: Why is the detennination of a LOAEL so important? What is the role of
trend in the data? What is the role of data from seyer,~l stl:ld~es with ~e same general trend
and lacking pairwise statistical significance? Again, I feel it would be more appropriate to
base inclusion upon scientific merit of the study rather than statistical significance in pairwise
tests. However, if a statistical criteria is needed, it should be tied to the ability to estimate
model parameters rather than a test of significance.

Page 4, line 7: This statement is unsupported and, in my best statistical
opinion, incorrect. The example above·could clearly be· devised to provide no
pairwise test significance, yet very sound data for estimation of a BMD. This
bullet should be removed or modified to reflect an assessment of the quality of
the data for modeling, not testing.

Page 4, line 11: This point is also too vague. All three points in this section
could be handled in a better way. To do a RMD/C analysis on any data set,
you must have a design which results in sufficient data to have estimable model
parameters (a clearly deimed statistical term to allow for dose~response

analysis) and sufficient degrees-of-freedom to allow for variance estimation.
Once you have decided the data are scientifically valid and the endpoints is
relevant to public health, that covers it.

Page 4, line 28: "Biological significance" is undefined. Do you mean of
clinical importance to a healthy individual (such as your example suggests) or
of public health importance to a population? There is a considerable difference
in the two perspectives; a halving of the PFC response in a healthy individual
may be no problem, in an immune challenged individual, it could be
devastating. Since populations contain both, one must account for
distributional shifts in the population. Maybe there needs to be a guideline
document specifically addressing population risks for clinical measures.

Page 5, line 3: Why use the ability of a statistical test to determine an effect
(limit of detection) as the main criteria in an estimation process? Should you
not instead focus on where extrapolation begins and interpolation ends? Or
maybe on signal~to~noiseon prediction of doses corresponding to a certain
B:MR (see general comment above)? While testing and estimation are indeed
linked as statistical procedures, the linkage used here is inappropriate.

Page 5, line 8: 10% is too high; in some cases, this would be an extrapolation upward. I
would prefer I% but might not complain too much if it were 5%.
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Page 5, line 15: This statement discourages a variety of alternative methods
not "sanctioned" in this document. Included in this list would be a number of
well studied concepts such as mechanistic modeling, Hill models for receptor
ligand binding, bootstrapping data, other confidence region procedures, and
different risk measures such as life expectancy. Adequate software for analysis
is absolutely required for calculating the types of quantities described her, but it
has never been (at least to my recollection) ~PA's policy to have software be
the defining factor in. their guidelines and I would hope this will not be the
initial case.

Page 5, line 20 vs. line 23: There is no justification for the discrepancy in
approach to continuous vs. quantal data. So, why the difference in linear first,
etc.? Would it not be: better to recommend that any models used be subject to

. certain rules conceming estimability, variance, goodness-of-fit, etc. rather than
these seemingly arbitrary restrictions?

Page 6, line 6: This restriction is unacceptable from both a statistical and a
biological point-of-view. Instability in data results in instability in a model.
An arbitrary constraint on the model will result in a misrepresentation of the
quality of the data for fitting the model. In .addition, some biological processes
could result in powers of < 1. Finally, this represents a restriction in how data
should be analyzed that has little to do with the individual data set being
studied. As mentioned several times earlier, data analysis should, be flexible
and reflect the quality of the data; not subject to restrictions based upon a
requirement of "stability". This bullet should be dropped.

Page 6, line 19: This bullet could be. considerably improved. Within the
context of the model, it is always possible to use a statistical test to evaluate
the importance of tlle background parameter in the model. Even without a
formal test, a sensitivity analysis the importance. of background to the BMD/C
calculations could be performed. The subjective strategy presented here does
not seem to follow sound data analysis rules.

Page 7, line 1: Because none of the models used provide for a protective
effect, you will have problems with certain data sets if you fail to allow for a

. flat region. An example would be the effect of cyclophosphamide on mortality
from listeria infection (Luster et al. FAAT 21, 71-82, 1993). Here, because of
a demonstrated protective effect at low-doses, there is an effective threshold for
this response. In immunotoxicology, this pattern of response occurs often
enough to warrant concern in any guidance you propose. .
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Page 7, line 6: Most (if not all) induced biological effects have a theoretical
maximum. For quanta! data, that maximum is generally assumed to be 1. For
continuous endpoints, such as gene expression, it would be some maximal
expression rate. The issue of what to use.as a measure seems clear; it should
always be extra risk where the measure is BMR=(response at effective dose 
background response)/(maximum response - minimum response). The question
then becomes one of proper design to allow. for estimation of the maximum
response and the use of models which can.account for a maximum level of
effect. In cases where the data are insufficient to define the maximum effect,
historical information, common sense or an alternative measure would need to
be used. This is a point in the document where the authors could provide some
guidance on the best designs for effective dose calculation.

Page 7, line 20: Why is it necessary to be so specific on the methodology for
confidence bounds? What Tole would bootstrapping play here? This would
certainly be difficult to apply to mechanistic models. Finally, as per my
general comments, I do not like the concept of portraying a confidence bound
as a point estimate.

Page 8, line 2-24: There are no biological considerations given here (the
previous line s~ggests they would be here). While I agree that G-O-F and
graphical presentations are important, they should not be the only
considerations. Finally, there is no discussion of the use of models with more
parameters rather than discarding data.

Page 9, line 1-17: In keeping with the concepts of the new cancer guidelines,
it would be appropriate to drop this section or simply refer to ways in which
the results of all analysis could be presented to the risk manager allowing them
to choose an appropriate dose from which to extrapolate..

Thank you for the opportunity to review this document.

Sincerely,

Christopher J. Portier, Ph.D.
Chief, Laboratory of Quantitative and Computational BiolQgy, and
Associate Director for Risk Assessment, Environmental ToXicology Program
National Institute of Environmental Health Sciences
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Premeeting Comments

General Comments

I am in favor of EPA's adoption of the benchmark dose method, and I applaud the
agency for laying out a considered, thorough guidance document on the technical
aspects. Clearly, a lot of work has gone into this document. The document is generally
well written (although a few parts need some attention) and most often it steers a good
course between allowing case-by-case flexibility and being sufficiently prescriptive to spell
out how to execute the available choices in thought-out, concrete guidance.

Frankly, in this regard it far surpasses the recently proposed revision to the
carcinogen assessment guidelines. Those guidelines, in prompting case-by-case
flexibility in approach, often mandate general analytical paths and then leave the analyst
.without much in the way of a practical technical framework to follow. I think the present
BMD document demonstrates how involved and difficult it is to put generally phrased
ideas and principles (even laudable principles that are widely agreed-upon) into concrete
technical practice. The general idea of the BMD approach can be stated in a sentence
or two, but the methods to implement that simple notion have been under concerted
development for several years now. Their explication in this document needs nearly 100
pages oftechnical discussion which, while making admirable progress, nonetheless leave
some key technical points and methodological particulars insufficiently defined or
explored. One wonders whether the several dozens of such two-sentence, generally
phrased ideas in the proposed carcinogen guidelines will receive similarly rigorous
thought in their implementation processes.

Inevitably, a document such as this must compromise among the needs of several
audiences; some will seek rigorous and thorough technical discussion of the analytic
methods and their derivation, others will wish for an elucidation of the underlying rationale
and reasoning behind the technical approaches, and still others ask for a didactic
approach that explains the operation, basis, and meaning of the methods in generally
accessible terms. By and large, the document succeeds in balancing these. As noted
further below, however, some attempts in the body of the document at non-technical
explanations of key statistical ideas could be improved. (The treatment of these in the
appendices is much better, however.) These key ideas include confidence limits,
statistical power, independence and additivity, and risk above background. .

I personally am in the camp that would like to see more attention paid to rationale
and reasoning behind the chosen methods. An explicit statement of such rationale is
important for several reasons: 1) it expresses the analyst's goal or intent in applying the
analytical procedures; 2) it therefore forms the basis for judgment in choice of appropriate
procedures and methods-one can only judge the soundness of a procedure when there
is a clear statement of what one intends to accomplish by it; 3) it provides a framework
for advancing the methodology upon the advent of new kinds of data-for instance data
on mechanisms of toxiG action and pharmacokinetics; and finally, 4) a clear statement
of rationale behind risk assessment methods is essential to effective communication of
the risk characterization to risk managers and the public. For these reasons-especially
the last-the NAS report Science and Judgment in Risk Assessment recommended that
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the agency articulate the intended basis, rationale, and major assumptions behind its risk
assessment methodology.

In view of this, I feel that the present document needs a clearer statement
regarding what the SMD/C is intended to represent; Le., not just how it is determined, but
the rationale for determining it in that way. To a large degree, the BMD/C (at least in this
document) is presented just as the outcome of particular procedures-the document
seems to skirt characterizing it as having any specific toxicologic meaning. The NOAEL,
in contrast, is not just the outcome of an experiment; it has an intended meaning (albeit
a somewhat vague one) as an observable point related to the "bottom" of the distribution
of individual susceptibilities to the endpoint in question. One can understand the way of
determining the NOAEL as a means for accomplishing the intended estimation-and one
can judge the success or failure of the procedure in reference to this intended end. (And
the NOAEL does indeed have such failures, some of which prompted the development
of the SMD approach).

Too often in risk assessment, we agree on procedures to apply without ensuring
that there is a common understanding of the intent, meaning, and scientific rationale of
the analyses. As soon as such intent and meaning become issues (as in application of
judgment or use of novel data) a debate begins to rage-not about the case-specific
data, but about conflicting interpretations of the implicit assumptions inherent in the
defaults one hopes to supersede. Instead of productive discussion about the agent's
toxicological properties, the debate then focuses on conflicting theories about
reconstruction of the default methods' original rationale.

There is a lot more to risk assessment than benchmark doses and NOAELs. The
document presumes that other aspects of the risk assessment process and the basic
framework for its conduct are set out elsewhere and basically agreed upon. I have taken
this as given in my comments. It is worth noting, however, that BMD-determination
methods interact with other outstanding questions in risk assessment. These include the
use and interpretation of uncertainty factors, the division of extrapolations into
pharmacokinetic and pharmacodynamic components, the additivity-to-background issue
and the assumptions about dose thresholds, contrasting dose-scaling methods and
rationales for cancer and non-cancer endpoints, estImation of risks above the RfD/C,
dose-rate effects, and risks from less-than-Iifetime exposure.

Defining the SMJ1

I am concerned about the shift from a consistent risk .Ievel 'for the BMR (be it 10%
or 1%, extra or additional risk) to an emphasis on limit of detection and/or "biological
significance.N A consistent risk level makes the meaning of the BMD comparable across
applications and fosters consistency of application, use, and interpretation. One of the
drawbacks of the NOAEL is its dependence on experimental design-although all
NOAELs should be somewhere at the bottom of the distribution of individual
susceptibilities (presuming the existence of a threshold), exactly where it is vis-a-vis the
distribution (Le., what percentile it represents) is dependent on sample sizes, dose
placements, etc. that are properties of the particular experiment, not of the toxicology of
the compound. In other words, reliance on the NOAEL hampers the generalization of the
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particular experimental results to inform other situations largely because of questions
about the comparability of "no effect" determinations across studies.

A key advantage of an ED-10 (or of any risk-specific dose approach) is that it
focuses on the toxicological properties one is hoping to characterize and generalize with
the experiment rather than on the experiment itself. One can then separate (or hope to
separate) the issues of the toxicological properties imperfectly revealed by experiments
and the degree of imperfection of that revelation. That is, one can keep separate the
issues surrounding the meaning of an ED-10 for the risk assessment process and those
regarding potential bias, uncertainty, and pitfalls in the estimation of the ED-1 0 with the
data at hand. Going to a SMD that is based on limit of detection abandons a principal
advantage that this method has over the NOAEL.

I don't like the idea of EPA getting into the business of making rUlings on "typical"
experimental designs, sample sizes, or background rates for different kinds of
toxicological tests. There are several reasons: 1) it will be a lot of work that the agency
doesn't need and that delays the implementation of application of SMD methods until the
relevant characterizations have been done; 2) it will be the source of lots of unproductive
argument as interested parties squabble about what design and background findings
should be enshrined in official policy (perhaps with an eye to whether SMDs will go up
or down as a result); 3) it will be hard for the agency to avoid making pronouncements
as to valid or sufficient experiments generally, leading to the necessity of EPA
experimental guidelines for virtually all toxicological testing that might result in
SMOs-Le., it won't stop at getting input for level-of-detection (LaD) determination but
will lead to de facto standards for toXicological testing; 4) it will therefore tend to freeze
experimental design; 5) it will create an incentive for poor experiments with high LODs .
so as not to allow the agency to say that a lower LaD is achievable in "typical"
experiments.

All of this is in addition to the fact that a determination of SMR by the LaD is ill
advised, for reasons already named.

In essence, the Iimit-of-detection method for determining the SMR changes the
question from one of estimating a toxicologically meaningful point near the lower end of
the distribution of susceptibilities to one of estimating the dose level at which a NOAEL
is expected in future experiments (given a definition of NOAEL in statistical significance
terms). That is, the LaD approach embraces the very problems with the NOAEL that the
SMD approach seeks to overcome!. If such manipulation and specification of
experimental design is to be undertaken, why not just apply it to the NOAEL procedure?
This would overcome many of tile objections to the dependence on experimental
design-you just specify the design to be used!

"Siological Significance" in· Defining the SMR

The term "biological significance" is used as a key notion without being defined.
This is critical, since a number of meanings have been attached to the term in different
settings, and some interpr,etations would be quite harmful to the SMD methodology.
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In most cases, "biologically significant" seems to mean "adverse," as when the
BMR for continuous endpoints is defined as a change in the mean that is "biologically
significant." In these cases, stating the matter more straightforwardly in terms of adversity
seems far preferable. The notion of adversity is problematic (especially for continuous
endpoints, as discussed below), but giving it another name doesn't help.

In other settings, "biologically significant" is sometimes used to refer to the
evidence of an agent's tumorigenicity provided by the appearance among exposed
individuals of a few tumors of a type that is historically rare; the notion is that even if such
responses are not "statistically" significant (as judged by pairwise comparison against
concurrent controls), they are nonetheless valid evidence. This is really still a statistical
notion of significance, but the "test" is done informally, giving weight to the prior
experience with control groups from earlier studies. If this sense of "biologically
significant" were to be applied to BMR determination, it would suggest that any
observation of an historically rare response should be taken as demonstration of the
agent's ability to cause the response at that dose, regardless of statistical criteria. This
seems ill advised.

If a "biologically significant" response means one that has biological
consequences, then any response can be ruled significant depending only on the
sensitivity of one's ability to detect biological sequelae.

As I have said elsewhere in these comments, I feel that the use of an "adverse"
degree of change in the popUlation mean of a continuous measure to define a BMR is
burdened with difficulties of interpretation. This is owing to problems with defining
adversity at the population level, discussed below, and my preference for a BMD based
on a standardized level of risk, discussed above.

BMD for Continuous Endpoints

The methods for continuous data still need a lot of thought and development. I
think it is critical that methods for such endpoints be as consistent as possible in
toxicological and risk assessment meaning from one case to another. But as now
proposed, such meaning is very dependent on the method of determination. I can offer
no solution to the problems I raise at present. It seems difficult to construct a scheme in
which two notions that ought to be fundamental-"Adversity" and "Risk"-have logically
consistent meanings across methods.

These need to have conceptions that are consistent across applications of BMD
to continuous data and consistent with their use for dichotomous data. Failing this, the
BMD procedures (for they will be multiple) will always have an arbitrary element, with the
meaning of the BMR level dependent on the methodology for getting there as much as
on tOXicological properties or implications for risk assessment. When there are several
methods that could be applied, there must be a clear basis-either in explicit policy goal
(such as public health protection in the face of uncertainty) or (preferably) in meaning,
accuracy of estimation, or biological and toxicological interpretation-for the choice of
one method over others to be seen as other than arbitra,ry. In the present document, the
choice seems to be based mostly on "guidance," i.e., on choice rules and defaults that

132



Lorenz Rhomberg

are set out without a lot of justification in a consistent framework of meaning of the
resulting BMD and risk assessment rationale. The concepts of risk and adversity do not
have consistent meanings across methods, and they must form the basis of this
framework.

"Adversity" and Continuous Endpoints

The concept of adversity of an endpoint is difficult enough for quantal data in
current non-cancer risk assessment, but at least it is separable from the process of
characterizing NOAELs, and could be separate from the characterization of SMDs. Any
observable endpoint that can be scored as present or absent can produce dichotomous
data. The adversity question is separate-for each such endpoint one must decide
whether presence of the effect should be considered an impact on· health or a mere
accommodation of the body to the change of circumstances provided by the dose.
There are arguments about whether this jUdgment (for it is a jUdgment) should be part
of risk assessment or of risk management. It is possible to have this argument because
the adversity issue is separate from the assessment issue; one can readily make a
NOAEL for a change in enzyme levels, tooth discoloration, or whatever, and later decide
whether that endpoint is to be considered as an unacceptable impact on health.

With continuous data, there are several proposed courses of action to define
adversity, and they tend to get bound up in the BMD derivation process. Each method
has problems, and the differing solutions tend to make the meaning of adversity
dependent on the BMD calculation process.

Dichotomization-this preserves compatibility of meaning with dichotomous
endpoints. It has two problems: the definition of a cut-off and the implicit valuation of
changes in the measured feature in different parts of its range.

The cut-off problem is that the choice of cut-point introduces an arbitrary element;
if it were clear at what point in the measurement scale adversity begins, the endpoint
would already be a dichotomous one.

The implicit valuation problem is that, by introducing the cut-point, one is saying
that only changes in the measure that result in dropping below the cut-point are of
concern; an individual that was already below the cut-point (and hence "affected")
becoming still lower is not considered adverse, while an individual weJlabove the
cut-point that experiences a drop in value that just fails to bring him below the cut-point
is similarly supposed to have suffered no ill effect. If, for example, the continuous
variable were 10 and exposure to lead dropped the whole distribution of las by 5 points,
the adversity would be determined only by the number of additional people who fell
below a certain level (say 85)-Le., from 87 to 82, from 86 to 81, etc. Drops from 110 to.
105, from 100 to 95, or from 80 to 75 would play no role in the determination of the·
adversity of the lead exposure. That is, there is an implicit valuation of changes in
different parts of the range, with health concern being focused only on changes in the
region of the cut-point. (This is not just "loss of information" in the statistical sense, which
the document mentions, but also a constraint on what kinds of impacts get attended to.)
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In a sense, the dichotomization process fails to acknowledge a distribution of
values in the unexposed population. If adversity is conceived of as an unacceptable
degree of deterioration, attributable to exposure, in the value of the variable that one
would have had had one not been exposed, then a single cut-off value for the whole
population misses the point. It might be possible in some circumstances to measure the
value of interest before and after the exposure and then to make a cut-off for degree of
change, with affected individuals being those who have unacceptable degrees of
perturbation of their original condition. But it will often be impossible to ascertain a
meaningful pre-exposure condition. In any case, the problem of attending only to values
around the cut-point remains, it is just recast on an individual level.

The alternative to dichotomization presented in the document is to model the
change in mean value in the population as a function of exposure. In a way, this goes
to the opposite extreme-only the general shift in the distribution is attended to, while the
individual fates of members of the popUlation are ignored. That is, to the degree that
there is an absolute level of the variable that is compatible with individual health, the
extent to which a fall in the general distribution puts individuals into the realm of ill health
(by pushing them too low on the value of the variable in question) is not measured per
se. For example, if we lower the nerve-conduction velocity of a population by 10%, how
many people are put into a state that can be considered ill health? Are those already low
in the distribution at especial risk? How many do we place into the category of being a
risk from further lowering by eroding their reserve capacity?

That is, the two approaches, dichotomization and modeling the mean response,
pay attention (imperfectly in each case) to different aspects of adversity, both of which
seem potentially relevant. Dichotomization implies an absolute level of the variable that
is necessary for health; modeling the mean response implies that lowering from one's
initial value by some amount is adverse, Le., it stresses relative change and measures
impact only at the popUlation level. Both are crude in that they make the distinctions
sharper than they really are and give no weight to impacts that are qualitatively the same,
but not of sufficient magnitude to trigger the cut-off criterion.

"Risk" and Continuous Endpoints

The above considerations about "adversity" interact with the notion of "risk." For
dichotomized variables, risk is the probability that an individual will be moved from the
unaffected to the affected class as a result of exposure. If the initial states are unknown,
then this risk is the same for everyone with similar exposures-some fraction of the
popUlation will be affected, but not knowing who, everyone's prospects for being among
them is a matter of chance. But if we can know initial states, then those already near the
cut-off are clearly at much greater risk than those who are not.

The notion of I'risk" is quite different for continuous variables modeled as a change
in the mean with exposure. An unacceptable degree of population change is defined
(either 11biologically" or by limit of detection), but at the dose a which this level of change
is achieved there is no identiTIcation of individuals who are or are not personally affected.
Thus, there is no real meaning to individual risk. Below aBMR defined in this way,
everyone is a member of a population that collectively has insufficient impact for concern,
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and above it, everybody is a member of the population that is collectively considered
affected, regardless of their personal state.

Specific Comments

The. following comments apply to specific points in the document, identified by
page and line number in the format [pagenumber - Iinenumber].

[1-14] - It should state that I3MD methods apply to chronic noncancer toxicity.

[1-17J - These LOAEL and NOAEL definitions are not precise. The LOAEL is where
"adverse effects have been detected." How about statistical significance? The NOAEL
is" the highest dose at which not adverse effects have been detected." Again, the role
of significance not is clear, and it should apply to detection at that or lower doses.

[2-18J - "The NOAEL does not account for variability in the data." This is a very poor and
misleading way to address experimental uncertainty (which appears to be what was
intended). The NOAEL addresses, indeed is based on, variability in the data, but the use
of the NOAEL as a measure of the compound's toxicity neither addresses the different
responses at other doses nor the experimental uncertainty (not variability) in the no-effect
level owing to limited sample size.

[3-1] - the BMD is only more consistent than the NOAELif it refers to the same risk level
across studies, but this is no longer so given the switch to multiple forms of SMR
determination, as discussed above.

[3-3] - See [2-18].

[3-25] - The notion of "sensitive" needs to be defined.

[4-5] - "At a minimum, the number of dose groups and subjects should be sufficient to
allow determination of a LOAEL." This criterion makes a precise definition of LOAEL
essential. I don't agree that the criterion should be applied. A hazard may be clearly
detected by trend tests or other methods without a strict LOAEL being definable.

[4-7] - This seems to be eqUivalent to the previous criterion. How would one identify a
group statistically different from controls with a trend test?

[4-9] - "With only one responding group, there is inadequate information." Does
"responding" mean at a significant level? Then two elevated doses are necessary! I
disagree strongly with this criterion, which is not justified. ("Too arbitrary" is too vague.)

[4-28] - As discussed abovE~, "biological significance" must be defined more precisely
than as something that is "biologically significanL"

[5-4] - It is not clear how statistical significance is to be used as a criterion fo~ biological
significance.
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[5~8] - This definition of defaults is not clear. Appendix B has a much better explanation.

[6-10] - A better reason to avoid parameter values less than unity is that the biological
and risk assessment interpretation of infinite slopes at low doses is untenable.

[6-12] - Why a top-down approach for choosing the degree of the polynomial? A
bottom-up approach would seem preferable, increasing the degree until there was nO
further significant explanation of variance.

[6-19] - The term "background parameter" is not defined. The claim thatexcluding such
a parameter is conservative is surprising, and I suspect this conclusion depends on how
such a parameter appears in the model-as additive or independent background. It is
conservative to omit independent background, but I doubt it is generally so to omit
additive background. .

[7-1] - "Threshold parameter" also needs definition.

[7-21J - Why are asymptotic methods preferred, especially given the small sample sizes
typical of many non-cancer experiments. Why are bootstrap methods not used?

[8~11] - Quantal models based on the tolerance distribution idea don't assume equal
probability of response among individuals, but only that one doesn't know the individual
tolerances ahead of time--a subtle but important distinction. It is important for the
underlying logic of the BMD approach to be clear whether one is relying on underlying
variation in tolerance or underlying stochasticity. .

[8-13] - Continuous responses may be lognormal too.

[9-9] - Should a criterion for model preference be that no dose-dropping to achieve fit
has been done?

[9-13] - There is danger in the provision for dropping "outliers" among indistinguishable
models. It is easy to imagine a case where the total span of models is greater than a
factor of 3 and that dropping an extreme leaves the remaining models within 3-fold of one
another, but that the Ifo.utlierlf is closer to its nearest neighbor than the other models.
"Outlier' needs to be more clearly defined if this provision is not to be used as an
argument why all models except those in the top (orbottom)3-fold range should be
ignored.

** * 'I<
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outlier?3':foldrange

[10-16J - Linear cancer low-dose extrapolation is also based on concerns for additivity
to background processes and the stochastic nature of carcinogenesis.

[10-20J - See [1-17].
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[10-21] - Saying the NOAEL is "adjusted downward" is a misleading description of the
RfD/C process. Nothing is adjusted, but a lower level of exposure is chosen as being
able to be claimed safe.

[10-26] - Criticizing the LOAEL and NOAEL as being merely operational and without
toxicological meaning is ironic, given that the BMD is being set up to be exactly that.
See my earlier general comments.

[11-25] - See [2-18].

[12-24] - See comments on "biological significance." The issue of defining a degree of
quantitative change that is adverse needs a lot of further development before it can be
meaningfully used in this process.

[13-Figure 1] - The ordinate should be labeled as risk over background.

[13-Figure 1] - The curve labeled "Lower statistical limit on dose" illustrates how it is
necessary to be precise in how one discusses confidence limits. As I understand it, the
asymptotic likelihood ratio-based methods for confidence-limit generation specified in the
text actually lead to alternatiVE! sets of model parameters, specifying alternative curve fits,
that provide the intended lower bound on dose only for a specific risk level. For a given
point, this alternative curve will generally be farthest from the MLE at that risk level, but
nearer to it, and even crossin!~ it, at other risk levels. The dotted line shown can only be
achieved by making a composite curve out of local pieces of a lot of these risk-specific
alternative curves. That is, the dotted line corresponds to no single bounding curve, but
to linked up pieces of a lot of mutually incompatible different ones.

[15-27] - See [68-11].

[17-11] - The phrasing could imply that one will usually extrapolate a dose-response
curve from the BMD/C.

[17-12] - The BMD/C is dependent on the doses in the study in the sense that its
determination depends on the data.

[18-20]- The criteria for selecting appropriate studies should include the reliability with
which the endpoint can be detected or measured.

[18-24] - It should say "all such studies should be modeled," Le., one does not have to
model rejected studies.

[19-5] - This phrase appears to argue that one should select data that make the models
work. This is the tail wagging the dog.

[19-10] - See [3-25].

[19-19] - See [4-5].
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[19-21] - See [4-9]. Also, one must define what it means to be "different" th~n controls.
Is it statistical significance?

[20-2] - It needs to be more clearly spelled out what makes data sets "statistically and
biologically compatible," at least in terms of .what jUdgments must be reached.

[20-2J - Toxicology and risk assessment have always been very wary of combining data
from separate studies, and with good reason. There are serious issues ofcomparability
of experimental animals, lack of randomization across studies, consistency of husbandry,
consistency of endpoint diagnosis, and so on. If this long-standing practice is to be
changed, it needs much more justification than provided.

[21-14] - See [4-28].

[21-23] - See [5-8]. The discussion of additional and extra risk is not at all clear here.
It is much better in Appendix S, which I had to read to make out what was intended here.
The limit of qetection of a study is expressed in degree of response, and this degree in
turn can be expressed either as extra risk or additional risk. Thus [22-2] is confusing in
its implication that the limit of detection somehow involves extra or,additional risk.

[24-1] - See [6-10].

[24-7] - See [6-12], but here there is the added puzzlement of why a linear model (Le.,
degree of 1) is chosen first, and then a polynomial with a top-down degree determination.
Why start with bottom-up, then switch to top-down? The impetus to start with a linear
model shows the value of the bottom-up approach in my view.

[24-11] - See [6,19]. Also, the criteria for deciding whether to use a background
parameter need to be clearer. Actual presence of a response in the control group seems
a poor criterion, given the small sample sizes. The description of monotonicity should
make clear if "same" and "lower" refer to statistically significant differences or not.

[25-22] - "p>0.05" should be IIp<0.0511

[26-15] - See [9-9].

[27-5] - See [9-13].

[28-11] - I disagree that basing some BMD/Cs on continuous variables and others on
discrete ones lIis not a problem using the approach advocated in this document." As
discussed above, I think it is still a big problem and should greatly concern the agency.

[29-22] - "[c]ommunicating...the central estimates" of what? Of dose associated with the
SMR?

[34-4] - Does a "response" below the 10% level need to be significant to be a point of
departure?
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[34-14] - The "unfounded sophistication" of the LMS procedure is not an implication of
that procedure but rather an unfounded inference on the part of certain critics.

[35-28] - It should be clearer that this is addressing variability among humans in
sensitivity. The need to define sensitivity, noted several times earlier, arises again, It is
essential to realize that one must have a 'clear stance on the partition of sensitivity
between pharmacokinetic and pharmacodynamic aspects to do this sensibly. Also, there
is not such thing as defining sensitivity independently from the dose units that are being
considered.

[35-29] - Is the 10-fold factor for human variability in sensitivity to be calculated in terms
of administered dose? If an internal dose measure is used that is not proportional to
administered dose, 10-fold in such units may be much more or less than 10-fold in
administered dose units. What is The rationale for the 10-fold?

[36-2] - See [35-28], [3,25J. This issue is particularly acute for cross-species
extrapolation. If a human is 10-fold more sensitive than a mouse to a mg/kg/day dose,.
then he is 200-fold less sensitive on a mg/day basis and 7,OOO-fold less sensitive on a
total lifetime mass basis, assuming chronic exposure.

[36-17] - It is not clear how using both linear and nonlinear default procedures may be
used to IIdistinguish between the events operative at different portions of' the
dose-response curve and consider the contributions of both phenomena.1I How does
having two alternatives help jUdge their combined effect?

[39-2] - 1I ... risk estimates at lower doses from a nonlinear model can be substantially'
lower than those from a linear model." But the nonlinear approach that is suggested, the
margin-of-exposure, has no risk estimates at lower doses, and indeed it specifically·
rejects the idea that such risk estimates should be attempted.

[39-7] - The application of the BMD methodology to the case of cancer risk assessment
raises a number of questions that need to be explored:

• For tumors analyzed as secondary to toxicity, must the experiments on
toxicity be for chronic exposure? Must the toxicity be chronic toxicity?

• What happens to the lifetime doseadjustment defaults when partial lifetime
exposure can engender such toxicity?

• How is cross-species scaling to be done when the immediate endpoint is
noncancer toxicity but leading to tumors? Is carcinogen dose scaling or
noncancer dose scaling used?

• If RfC-style dosimetry is used, how is route extrapolation to be done?
• What dose units are appropriate for judging the margin of exposure?

What units are used for the 10-fold factors? How is nonlinearity between
administered dose and internal dose to be incorporated in MOE analysis?
How do such considerations interact with the rationale for the size of the
10-fold factors and any empirical justification they may have?

• How does one stop consideration of the low-dose extrapolation of fitted
models beyond the point of departure?
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[42-14J - "These estimates potentially can be used to determine the number of cases
expected for various non-cancer endpoints when exposure levels are in or near those in
the experimental data range." What about the effects of the uncertainty factors for
animal-to-human extrapolation and for human variability in sensitiVity?

[44-26J - I'm not sure that current carcinogen assessment methods address variability
among humans at all, even implicitly.

[47-25J - A major typo.

[57-18] - This is a very important issue. I'm not sure what the right approach is. To do
route extrapolation before BMD analysis incorporates nonlinearity into the BMD
calculation, but is. this a good thing? What does it say about the shape of the curve, the
size of margin of exposure, the difference between the ED-10 and LED-10, etc.? This
needs discussion.

[59-26J - "•..the goal of overall average BMDjC:NOAEL ratio of one." This is an obscure
place to state such a goal. Why is. there such a goal? Why should not the BMD
methods stand on their own merits? Clearly, it helps with acceptance if the change does
not undermine precedents or lead to markedly different conclusions. But the BMD
methods should not be tailored to make as little difference in the assessment of risks as
possible. If a sound approach dictates taking different views o.f risks, so be it.

,.,

[67-20J - Experimental animals don't "present withll conditions, and we seek to protect
human health impacts whether or not people seek medical attention. This is jargon
misused.

[67-25] - See [24-11J.

[68-11] - Between the choices of modeling the continuous data directly and
dichotomizing the responses, there is the semi-parametric, rank-based approach to
BMD/C analysis developed by Ron Bosch, David Wypij and Louise Ryan. [Bosch, R.J.,
Wypij, D., and Ryan, L.M. (1995). A semiparametric model for quantitative risk
assessment with continuous responses. ASA Proceedings of the Biometrics Section,
112-117; Bosch, R.J., Wypij, D., and Ryan, L.M. (1996). A semiparametric approach to
risk assessment for quantitative outcomes. Risk Analysis, to appear.] The basic idea
here is analogous to the two-sample comparison, where one could compare two groups
by a Hest or by a 2x2 chi-square test if one dichotomizes the response. IIln between"
these two options (say, if the data are not normally distributed) lies the Mann-Whitney
rank-sum test which is the nonparametric alternative. This approach is exactly the
generalization of the Wilcoxon or Mann-Whitney test to the BMDjC dose-response
problem.

[69-27] - I'm not sure that coming close to the data means is the object of fitting when
the method is not least squares.
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[71-23] - The reasons given for rejecting use of p-values for choice among models sound
very much like the logic behind maximum likelihood estimation when one is estimating
parameters within a model. .

[72-10] - Monotonic data shc)uld be good for using typical models. There is presumably
a typo here somewhere. .

[73-16] - The Akaike Information Index needs a reference, even in a draft.

[73-22] - "Confidence limits bracket those models..." It is really one model with different
parameter values. The usage here has shifted from elsewhere.

[73-28] - "...to cover some reasonable amount of the distribution of the source of the
modeled data." This phrase is entirely unclear to me.

[74-1] - Here is where a good non-technical explanation of confidence limits, their
derivation and meaning, is needed. The existing passage is much too technical for the
uninitiated, and old hat for those who can read it.

[77-18] - Is this an example of using a 10% default level or of using "biological
significance" as a SMR-defining method?

[87-17] - In this example, thH data sets can be combined if they are left as continuous,
but the criteria for combining reject the combination if the data are dichotomized. This
should illustrate some more general qualms about either dichotomization or the criteria
for combining studies.

==============================================
Lorenz Rhomberg Harvard Center for Risk Analysis 617-432-0095
(rhomberg@hsph.harvard.edu)
===============================================
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Comments by Robert l. Sielken Jr.

August 28, 1996

o. General Comments / Personal Perspective

• The major point of debate for me and most people is the risk assessment for

doses that are below dose levels known to have a substantial probability of

causing an adverse human health effect. I shall refer to these doses as low

doses regardless of the absolute magnitude of the doses and refer to their

associated probabilities of an adverse effect (whether zero or greater than

zero) as low-dose risks. Hopefully, high-dose risks are more identifiable and

quantifiable, and the issues in their management more clear. .

• My focus is on the issue of how to assess low-dose risks.

• There are currently two major approaches to assessing low-dose risks. One

approach is that currently used for noncancer health effects which is based

on the idea that there is a dose (e.g., a Reference Dose (RfD)) that is likely to

be without appreciable risk of deleterious effects.· For the sake of simplicity,

I shall refer to this approach as the reference-dose approach. The reference

dose approach does not explicitly quantify low-dose risks (for doses either

below or some distance above the reference dose). The other approach is

that formerly/currently used for cancer health effects which is based on the

idea that all doses greater than zero have risks greater than zero and utilizes

high-to-low-dose extrapolation to characterize those risks. For the sake of
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simplicity, I shall refer to this latter approach as the high-to-Iow-dose-
m ..'

extrapolation approach. The high-to-Iow-dose-extrapolation approach

explicitly quantifies the low-dose risks based on. dose-response modeling or

assumed form of high-to-Iow-dose extrapolatioh..

• For quantitative cost/benefit or benefit/cost analyses, some quantitative

values need to be assigned to low-dose risk$.

The reference-dose· approach does not expliCitly assign numerical values to

low-dose risks. Even if one were to interpret the risks for doses below the
Ii, .", ;", '

reference dose as zero, the risks for doses greater than the reference dose

would still need to be quantified. If the starting point .for the determination

of the reference dose were a BMD determined via dose-response modeling,

then presumably the fitted dose-response model could be used to quantify

the risks for dose greater than or equal to the BMlj. However, that still

leaves the risks for doses between the RfD arid the BMD not quantified -- and

this dose region may well be the region of paramount concern for risk

management. Thus, the reference-dose approach does not generally provide

the quantitative characterizations of risks at different doses needed for

cost/benefit analyses.

The high-to-Iow-dose-extrapolation appr~ach does quantify the risks at all

doses. However, the major problem with the dose-response modeling of low

dose risks, especially those well below the experimental/observed dose

region, is that the results of anyone dose-response model are subject to

doubt/disbelief/uncertainty. Nevertheless, a good uncertainty analysis of the

risks in the low-dose region that would reasonably characterize the relative

likelihood of different risks in the low-dose region would greatly alleviate this

problem. Thus, the high-to-Iow-dose-extrapolation approach coupled with

good quantitative uncertainty analyses does generally provide the
.'

quantitative characterizations of risks at different doses needed for

cost/benefit analyses.

146



Robert L. Sielken Jr.

If probabilistic risk assessment is interpreted to mean high-to-Iow-dose

extrapolation using dose-response models accompanied by uncertainty

analyses that incorporate all/more of the available relevant information

including explicit evaluation of the alternatives for the components of the

dose-response modeling and incorporate the current state of knowledge

about the relative likelihood of these alternatives, then probabilistic risk

assessment seems to be the best approach to doing risk assessments in

support of cost/benefit analyses.

• People ought to be more optimistic rather tban pessimistic about uncertainty

analyses. Uncertainty analyses can be more than just qualitative; they can

also be quantitative. Furthermore, uncertainty analyses can do more than

provide a range of possibilities. New tools and techniques enable uncertainty

analyses to incorporate all/more of the available relevant information

including explicit evaluation of the alternatives for the components of the

dose-response modeling and incorporate the current state of knowledge

about the relative likelihood of these alternatives.

• The public and defense lawyers do not like to deal with risks greater than

zero. If a dose is less than aHeference Dose (RfD) or other dose "that is

likely to be without appreciable risk of deleterious effects," then that dose is

interpreted by the public and the lawyers as "zero risk" and is

okay/acceptable. On the other hand, if cancer is the health effect of

concern,· then currently any dose greater than zero is interpreted as having a

risk greater than zero and that is not okay, not acceptable, or at least a

problem for both the public and lawyers.

The problem lies in the public and Iitigators perception/reaction to any non

zero risks and their treatment of very small probabilities of an adverse health

effect a,nd de minimis/negligible risks.
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• It is my belief that there are two major reasons why people want to

calculate a benchmark dose (BMD) and use it as the basis for a reference

dose (RfD) or margin of exposure (MOE) calculation. The first reason is that

they believe that (for many modes at action associated with cancer and

noncancer effects) there are dose levels Where the risks are de minimis

(rol!ghly, the risks are either zero or so small that they ought not be of

con-cern). The second reason is that they believe that the only way to reflect

low-dose de minimis risks is via an'RfDorMOE analysis. The second reason

is supported by the belief that up to this point in time the quantitative

characteriz-ation of low-dose risks has mostly been done so, poorly:.that it is

better to not 'quantify low-dose risks· at all.

The unhappiness with past and frequently current attempts to quantify low

dose risks stems from many failures. For instance, the linearized multistage

model and other low-dose linear extrapolations have frequently failed to

reflect available biological data, use biologically based dose-scales,

adequately reflect interspecies differences, etc. Furthermore, the obstacles

to using anything other than default assumptions have been so. great that

additional research and data collection have not been encouraged. In

addition, there has been little agency acceptance or encouragement of

analyses that consider multiple alternatives and more of the available data

alternative high-to-Iow-dose-extrapolation models, alternative dose scales,

alternative characterizations of interspecies differences, alternative data sets,

etc.

Many of the attempts to include more science in the qLJantificationof low

dose risks have been plagued not by poor science but rather by the poor way

the science has been implemented. The "implementation" or "what is done

in practice" in the name of a good idea or scientific principle is what is

critical to the usefulness of the result. For example, lots of mischief has
"

occurred in the name of the idea that any curve is roughly linear over a short

distance -- such as using straight lines to estimate curves over a long
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distance, and using straight-line interpolations over long distances to

estimate slopes over a short distance at a low dose.

In the spirit of improving quantitative dose-response modeling and

extrapolations rather than abandoning them entirely, many efforts are

ongoing to try to improve existing methods of quantifying low-dose risks -

physiologically-based pharmacokinetic (PBPK) modeling, expanded

uncertainty analyses (considering multiple alternatives, tree analyses,

distributional characterizations, and other probabilistic techniques), etc.

However, progress in many people's minds seems to be perceived as too

slow and/or too difficult. The consequence seems to be a fall back to an

improved version of the reference-dose approach (based on a BMD or ED10 or

LED lO) which incorporates the idea of a low-dose region where the risks can

be characterized as de minimis. However, the price for this fall back is the

loss of quantified risks in the region between the area of de minimis risks and

the region of the BMD or the ED1O' This price will be paid when we try to do

relevant cost/benefit analyses without quantified risks in the region between

the area of de minimis risks and the region of the BMD or the ED1o'

• If a benchmark dose (BMD) is going to be calculated and used as the basis

for a reference dose (RfD) or margin of exposure (MOE) calculation, then how

should the BMD be calculated? This is the question that is addressed in the

following comments.
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1. Selection of Studies and Responses for Benchmark Dosele Analysis

a. Is the selection of studies and endpoints for the BMO/e app;opriate?

for cancer? for noncancal'? .

• In the spirit of incorporating more of the available data and explicitly

exploring the quantitative impact of alternatives, it may be more

useful and informative to evaluate and report tile BMO for each of the

available relevant studies and endpoints. Tree analyses may be a

useful tool in organizing, presenting, and communicating these

multiple alternative calculations of a BMO. A plausibility distribution

could also be used to reflect the relative likelihood of these

calculations being relevant to humans.

• One of the most important issues associated with BMO/C analyses is

the issue of what level of adversity or severity should be associated

with the endpoint for a BMO/C.

This issue is raised repeatedly throughout the document but riever

satisfactorily resolved. In fact the last sentence in the body of the

report points to an awareness of this key missing ingredient -- "These

and other issues, such as how to deal with severity of effect, need

further consideration by the Agency. ,; (pag~ 45, lines ~-3)

This issue has been raised in the past -- and not really fully answered 

, - when the distinction was made between a NOEL and a NOAEL; that

is, the difference between an effect and an adverse effect.

• SMOs based on different effects or effects of different severity or

different adversity are not comparable and thus counter to one of the

main reasons advanced for calculating SMOs in the first place.
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• "Biological significance" for different substances may not be

associated with the same levels of adversity or severity of the

resultant health effects and hence does not guarantee comparability.

• All cancer effects do not have the same adverse health consequences

(death, disability, discomfort, disfigurement, etc.). All noncancer

effects do not have the same adverse health consequences (death,

disability, discomfort, disfigurement, etc.). Similarly, cancer effects

are not necessarily more severe or less severe than noncancer effects.

• Cost/benefit analyses and comparability of BMOs need for the SMOs

to be associated with or accompanied by some specified measure of

the adversity of the health effect upon which they are based.

The benefit of a risk reduction surely depends on the

adversity/severity of the health effect avoided.

• Either all SMOs must refer to some minimum level of

adversity/severity in their corresponding human health effects or each

SMD must be accompanied by a label/index indicating the

adversity/severity in its corresponding human health effect. The latter

may be more useful in comparisons and cost/benefit analyses.

• Time to response is rightfully a component of adversity/severity. Yet

time to response is not mentioned in the document. It certainly

matters to most individuals when they have a response (an adverse

health effect). For example, mortality at age 85 is better than

mortality at age 55. Adversity/severity could include the amount of

time an individual could expect to be free from the response.

• Time to ,response can also be a useful component of cost/benefit

analyses.
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• The adversity/severity of a substances effect might also rightfully

include the likelihood/probability that the effect can be

cured/repaired/treated.

• The specification of the endpoint for j:I SMP should reflect the ultimate

use/uses that are to be made of BMD based analyses. One of the

proposed uses is certainly cost/benefit analyses. I believe several

people enga~ed in such analyses have said that risk assessors should

determine the needs of the uS~JS of risk assessments in order to

determine how the risk assessment should be done.

For example, Lester Lave of Carnegie Mellon University is paraphrased

in Risk Policy !3eport, July 1~, 1996, in connection wit.h Commission

on Risk Assessment & Risk Mana!;]ement proposal as emphasizing

"the crucial role of good risk assessments as a foundation for benefit

cost analyses, noting that underlying risk data -- not economic

valuatipns -- are always the greatest source of contention", being

"highly critical of the common practice of risk analysts presenting

data to economists and askinfl for an after-the-fact benefit-cost

analysis," and suggestin!;} "that it is essential for risk analysts and

economists to communicate from the start about what data are

needed to ensure that risk assessments are usable "by economists, as

recommen<;lec;i under the commission's new management framework."

b. Should these be the same for cancer and noncancer data?

• The level of adversity/severity associated with a BMP is of equCiI

importance to both cancer anc;l noncancer Oqta.

c. Are there appropriate criteria for determining when data should be

combined for analysIs?
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• There are certainly many pitfalls associated with combining data for

analysis. If the data were analyzed both separately and combined, the

different results could be communicated in the form of a distribution

indicating the relative plausibi·lity of the different results. In any

specific instance, the combining of data for analysis may not be right

or wrong but somewhere in between -- with the relative plausibility of

the combined result depending on the specifics of the particular

instance.

2. Selection of the Benchmark Response Level

a. Is the use of biological significance or limit of detection an appropriate

basis for the slelection of the BMR?

• SMOs based on biological significance are not comparable to SMOs

based on limit of detection.

b. For the limit of detection, is the approach proposed in the document

appropriate?

• The approach proposed in the document for SMOs based on the limit.
of detection is not appropriate. The approach proposed in the

document for SMOs based on the limit of detection attempts to have

the SMO mimic a NOAEL. However, I thought that what we were

seeking to do was to replace the 'NOAEL by a quantity that had a

rnore well defined risk -- like a dose that has a 10% added risk.

c. Is information available to determine the appropriate power level?

(Information on current simulation studies will be presented at the

workshop.)

d. Is the default for quantal and continuo'us data appropriate?
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3. Model Selection and Fitting

• Dose-response modeling should incorporate biologically based dose

scales. Delivered doses based on PBPK modeling and other methods

of determining the dose delivered to the target tissue shol,lld be

considered. Biologically effective doses reflecting not only the

amount delivered to thEl target tissue but also the net amount of

health effect related activity (DNA adducts formed and not repaired,

cell proliferation, cell toxicity, etc.) should also be included as an
J : :II' " I 'ii, ~ I'

alternative dose scale for dose-response modeling.

a. Is the order of mOdel application for continuous and dichotomous data

appropriate?

b. Should other mo~els be considerEld, or ~hould the number of models.

applied be more restrictive?

• Uncertt;1inty analyses can indic~te and reflecl the explicit evaluation of

the quantitative impact of alternative models. The family of models

should not be unduly restricted a priori.

c. Are the parameters proposed as defaults for model structure

appropriate?

I. What should be the default approach for selecting the degree
!, ~

of the polynomial to use?

• The degree of the polynomial should be sufficient to fit the

curvature in the dose-response data. The ..de~ree of the

polynomial should be increased until further increases do not

significantly improve the fit. Analogously, the degree of the
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polynomial could be decreased until further decreases

significantly lessen the goodness of the fit.

The degree of the poly.nomial should not be limited by the

number of experimental dose levels. Furthermore, if the

parameters are restricted, then the number of parameters need

not be limited by the number of experimental dose levels

either.

• The sel~ction of the degree of the polynomial (or more

generally the structure of the dose-response model) interacts

with the selection of restrictions on the possible values of the

model parameters; therefore, an "alternative" is not just the

degree, out an ordered pair [degree, {parameter restrictions}].

Because the possible role of hormesis is often linked with

parameter restrictions, the selection of the structure of the

model family (e.g., degree of the polynomial and parameter

restrictions) involves a very controversial sequence of

decisions. This sequence of decisions has a very real potential

to build into the analysis a preconceived result (or

predetermined nature of the result), overwhelming all of the

information in the data. Excessive reliance on technical

aspects of an "AIC theory" will only tend to divert attention

from the real, decisive issues such as "Does hormesis exist in

the case at hand?"

The EPA document only discusses parameter restrictions for

the log-logistic model (page 23).

ii. Is the default of not including a background parameter

appropriate unless there is some indication of a background

response level?
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• No. The default should be that the background parameter is

included unless there is clear evidence that the background

response leVel is zero.

Explicitly modeling the, background. dose and/or the background

response p.robability can be very important when there are

interspe.cies.differences in,the,l5ack'grounddoses and/or the

bacKgt'ound:resp~nseprobabilities.

An example ofthis problem occurs when theA'gency uses its

standard procedure. for converting,.animafdose levels to

"humanequivaleht doses'" (HE15s) andtnen uses these HEO's

during.the fiitrngof'the cancer dbse~responsemodel 'to the

animal" response, frequencies. The probl'em with this use'of

HEO's is not widely understtiodI

• For a finite-size data set witn a;true, nonzero oacr<ground rate,

there, is, some probabiliWtliat'tl1ere are no responses in one

experiment: .

iii. Is,.the'use of' extra· risr<~ as a. default for q,uantal'data'

appropriafe?':'

• There are at: least: two reasons why. the use ofadded;risk is

more appropriate than the use ofextra risk. fheflrst reason is"

that added risks are comparable from one substance to

another. The added risks for two substances indicate"wHich

substance has the greater increase in the probability of a

response -- without having to incorporate the probability of

that person not being a victim of the background' response

rate. The second reason is that adaed risk is more easily and

accurately interpreted by the public. If there are N people
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exposed, then the expected number of additional responses is

N times the added risk and is not equal to N times the extra

risk. Unfortunately, when risk is characterized in terms of .

extra risk, the expected number of additional responses is

usually falsely reported/communicated as N times the extra

risk.

iv. Is the default of not including a threshold parameter

appropriate?

• No. The objective is to estimate the BMD. In the absence of a

biologically-based model, the objective is to estimate· the BMD

with as simple (parsimonious) a model as possible. Threshold

parameters can facilitate the parsimonious fit of curve-fitting

models to data. In the context of the estimate of the BMD, it

is the properties of the estimate of the BMD that are important

-- not the properties of the estimate of the threshold parameter

-- and the estimation of the BMD can be improved in some

cases when the model contains a threshold parameter.

The cases where the inclusion of a threshold parameter are

especially useful are when the response-frequency data at zero

and the lower experimental/observed doses are flat (non

increasing) and the response frequencies beyond some positive

dose follow a simple pattern. In such cases polynomials and

other models based on powers of dose struggle to compromise

between the initial· flat dose-response relationship and the

eventual increasing dose-response relationship.

v. Is the default of modeling continuous data as such appropriate?
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d. Is the approach for determining the fit of the model appropriate? Are

there additional or alternate criteria that should be used?

• The fitting criterion should reflect the objective. The primary

objective of the fitted models is to provide an estimate of the BMD.

Given the objective of estimating the BMD, the fit is most important in

the neighborhood of the BMD and less important elsewhere.

Therefore, the fitting criterion should be most heavily influenced by

the fit in the neighborhood of the BMD. The situation is similar to the

difference between using least squares versus weighted least squares

as the estimation criterion. Weighted least squares can be used to

more heavily weight the fit in the region of concern and give less

weight to'the region further away. When the objective is to estimate

the BMD, weighted least squares (with greater weights near the BMD)

,WQuld be preferable to least squares (which has equal weights

everywhere).

Maximum likelihood estimation is generally a good estimation criterion

and is a good fall back here. On-the-other-hand, maximum likelihood

estimation does not emphasize (weight) the fit in the neighborhood of

the BMD. However, maximum likelihood estimation could be modified'

to incorporate weights.

Comparisons of different fitted models should emphasize the fits in

the neighborhood of the BMD.

Graphical evaluations of fits, regardless of the fitting criter'ion, are

worthwhile and should be. encouraged.

158



Robert L. Sielken Jr. --

4. Use of Confidence Limits

a. Should the lower confidence limit on dose be the definition of the

BMO/C?

• No. I believe that the best estimate from the fitted model should be

the definition of the SMO/C. Thus, if maximum likelihood estimation

is the fitting criterion, then the maximum likelihood estimate from the

fitted model should be the definition of the SMO/C.

I believe that the uncertainty in the estimate of the BMD should be

reflected in the uncertainty analysis for the BMD and not be in the

definition of the BMD.

Uncertainty analyses can be more than just qualitative; they can also

be quantitative. Furthermore, uncertainty analyses can do more than

provide a range of possibilities. New tools and techniques enable

uncertainty analyses to incorporate all/more of the available relevant.
information including explicit evaluation of the alternatives for the

components of the dose-response modeling and incorporate the

current state of knowledge about the relative likelihood of these

alternatives.

One of the reasons given in the past for basing the SMD on the lower

confidence limit was to encourage the generation/collection of more

data. This goal should be encouraged through the effect of sample

size, etc. on the uncertainty analysis.

I also favor the use of the best estimate of the SMD as the definition

of the SMO/C because it facilitates comparisons between substances.

Best estimates indicate where we think the BMOs are and their

relative locations. Confidence limits indicate where we think the
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SMOs might be (instead of where we think they ~) and confounds

the eVc;lluation of relative loc;:ltions.

1think that the "old" ar9um~nt that be.st estimates are too unstable to

use for comparisons wasweatly over-simplified and not corr,ect (or at

least not always correct) and is largely 'irrelevant for benchmark

.response .(SMR) levels near 1O%acfde.cf/extra risk.

I also favor the use of :the best estima:te of the 8MO as :the definition

of the BMO/C because it i~ most appropriate for cost/benefit analyses.
, .

Of course, .1 .also believe that cost/benefit analyses should reflect not

only the best estimate of the BMO but also the uncertainty analysis

which indicates the rela.tive likelihood of different valu.es of the 8MP.

In other words,1 believe th~t cost/benefit f;malyses should be based

on the plausibility distribution for theBMO. The plau~ibility

distribution indicates how Iikfiily the SMO is to be different values

based on .the availabl~ relevant inforrnationand explicit ·consideration

of the dose-response mocfelin,9 alternatives.

Another reason I favor the use of the best estimateo'f the8MD i3S the

definition of th,e 8MD/C is that a statistical confid~nce limit on the

SMO does not adequately reflect the uncertainty about the valu~.of

the BMD -- for example, a statistical confidenc;:e limit does not reflect

the uncertainty in the choice of the family of models to be fit to the

data. Thus,a confidence limit on the 'HMO .~ivesa false i~pression

that it is an accurate reflection of the real un~ertaintyand

encompasses all elements of uncertainty.

,b. Are the ,defaults for the method of confipence limit c~lculalion

appropria~e?
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• I do not believe that confidence limits are equivalent to an uncertainty

analysis and do not believe that confidence limits should replace

uncertainty analyses.

Uncertainty analvses can/should include alternative data, alternative

dose-response models, alternative assumptions, etc. Thus,

uncertainty analyses include much more that just experimental

variability. (By experimental variability, I mean, for example, that if

an experiment were repeated, the outcome in the replicate experiment

might not be exactly the same, say 28 responses out of 100 animals

-at risk, as in the original experiment).

• I believe that the impact/unc-ertainty introduced by "experimental

variability" is better reflected by procedures like those based on

bootstrapping than by confidence limits.

• Confidence limits and confidence intervals do not necessarily have the

properties that most people attribute to them. In the nice cases, like

confidence intervals on the mean of a normal distribution, the

probability that the 95% confidence interval will contain the true value

of the mean {SI is 0.95 for all values of S. However, this

characteristic ( for all values of 8 ) is not true in all cases. In fact, a

confidence limit procedure gives only a lower bound on the probability

that the procedure will perform successfully. For example, ,if the

procedure is a confidence interval on a parameter, then the procedure

performs successfully if on a trial the numerical confidence interval

contains the true value of the parameter. A 95% confidence interval

on a parameter'S, means that at least 95% of the time the confidence

interval will contain the true value of 8. In cases like those involving

dose-response modeling, the confidence interval may contain 8

99.999% of the time for some values of S, contain S 99% of the time

for some other values of 8, and contain 8 95% of the time for still
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some other values of S. All that the 95 % means is that at least 95 %

of the time the confidence interval will contain the true value of a
regardless of the value of S. This means that, for the value of a
corresponding to the situation one is actually in, the 95 % confidence

limit procedure will contain S at least 9.5 % of the time but it may· be

big enough to contain S 97.5%~ 99%, 99'.99%, etc. of the time.

Thl,Js, for some values of S, the 95% confidence limit may be much
"bigg.er than it really nl?eds to be and hence contain many more value$

than it needs to --therE;lby ~ivin~ ~,fals~ impression (an overstatement)

of the range of likely valu.es.
, ,

!~ " '~. '" '

Unfortunately, in the case of dose.,response modeling, the requirement

that a confidence limit procedure perform successfully at least 95 % o·f

the tjro~ for all possible models in the family of models often means

that it performs succ~ssfuJly95 % of the time for one subfamily of

models (like linear models) and performs successfully much greater

than 95% of the time for another sUbfamily of models (like nonlinear

models) -- thereby exaggerating the range of model possibilities when

the true model is a member of this latter subfamjJy of models.

A simple example of the behavior of 95 % confidence limits ih the

case of dose-response modelinQ is the linearized multistage model. If

the true multistage model is quadratic in dose at low doses, then the

95 % upper confidenc~ limit on the added/extra risk atone of these 

low doses exceeds the true added/extra risk at that dose much more

often than 95 % of tim.e.

• In general, in the context of dose-response modeling and especialfy

nonlinear dose-response modeling, I have had fewer problems with

Hkelihood ratio based confidence limit techniques th~n confi<:fence limit

techniques based on g.~ymptoticnormality.
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c. Is the default of 95% confidence limit appropriate?

• A common misinterpretation (and correct interpretation) of the 95 % in

a 95% confidence limit is diseussed in my last comment under 4.b.

• Although 95% is a frequent choice, the appropriateness of the choice

actually depends on the relative magnitude of the cost of the limit not

containing the target value and the cost of the limit containing values

other than (beyond) the target value.

5. Selection of the BMD/C to Use as the Point of Departure for Cancer and

Noncancer health Effects

a. Comment on the determination of "equivalence" of models.

• The defaults of retaining (especially for the purposes of a quantitative

uncertainty analysis) all models that are not rejected because of a bad

fit, evaluating ~lraphical representations of the fitted models, and

focusing on the f.it in the region of the BMR (possibly eliminating one

or more high dose groups) are reasonable defaults.

b. Comment on m;e of the Akaike Information Criterion for comparing

the fit of models.

• The Akaike Information Criterion (AIC) is not ideal for comparing the

fit of models when the primary objective of these fitted models is to

provide a.n estimate of the BMD. Given the objective of estimating

the BMD, the fit is most important in the neighborhood of the BMD

and Jess relevant elsewhere. The situation is similar to the difference

between using least squares versus weighted least squares as the

estimation criterion. Weighted least squares can be used to more

heavily weight the fit in the region of concern and give less weight to
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the region further away. Comparisons of different fitted models
'I' • ,'I'" I", I,,:: ,,,", '"

should emphasize the fits in the neighborhood of the BMD.

It is true that the Akaike Information Criterion (AIC) has been

successfully used to determine the number oT parameters in

autoregressive time series models and other models like polynomials
,

where there is a natural sequence of additional parameters (increasing
,

powers in the case of polynomials). However, this use of AIC is not

the same as comparisons across different families of models With

entirely different structures (like m~itistage, WeibulI, probit, and log

logistic families of models).

I, , I' I

c. Is the default approach for selecting theBMO/C to use as the point at
departure for cancer and noncancer dose-response analysis

appropriate?

• In the spirit of incorporating more' of the available data and explicitly

exploring the quantitative impact of alternatives, it may be useful and

informative to evaluate and report the BMD for each of the available

relevant studies and endpoints. Tree analyses may be a useful tool in

organizing, presenting, and communicating these multiple alternative

calculations of a BMD. A plausibility distribution could also be used to

reflect the relative likelihood of these calculations being relevant to

humans.

• For the purposes of cost/benefit analyses and risk management

decisions, quantitative uncertainty analyses may be equally important

or even more important than the selection of a single number to

represent the BMD/C.

Uncertainty analyses can be more than just qualitative; they can also

be quantitative. Furthermore, uncertainty analyses can do more than
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provide a range of possibilities. New tools and techniques enable

uncertainty analyses to incorporate all/more of the available relevant

information including explicit evaluation of the alternatives for the

components of the dose-response modeling and incorporate the

current state of knowledge about the relative likelihood of these

alternatives.

• Uncertainty analyses and tree analyses explicitly presenting the

SMO/C values corresponding to alternatives can provide the risk

manager with more information and lessen the censoring of

information in the risk assessment stage. This would be consistent

with the goal of the risk assessor providing useful information to the

risk manager rather than the risk assessor partially usurping the role of

the risk manager.

• For the purposes of cost/benefit analyses and risk management

decisians~ the information in the dose-response models land

accompanying uncertainty analyses) concerning the dose-response

relationship and the added/extra risks at different doses should nat be

lost or unreported. That is, information about the value of the SMO/C

is not the only useful information generated during dose-response

modeling and uncertainty analyses.

6. General Issues

• In general, I thought that the document was well written, well

organized, and understandable.

• There are some significant issues that are not mentioned in the

document and some others that were not thoroughly discussed.

Several of these issues are raised in my comments.
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Robert L. $ielken ,Jr. --

a. The discussions concerning the use of BMO/e approach in cancer and

noncancer risk assessment;

• Biological data from PBPK modeling and other sources which provide

information on the shape of the dose-response relationship below the

BMD/C should not be i~nored in the evaluation of risks pelow the

J3MD/C.

• The h!3zard ranking for a spegific BMR (e.~., 10%) does not imply

that the same ran~ing would hole:! for a different SMR (1 %, 5%,20%,

etc.). The real hazan:1 rankin!;) is determined by the shapes of the

c:los~-respol')serelationships for the different substances.

Th!3re is a real dan,ger that the hazard rankin~ for a specific SMR will

be misinterpreted/misuseq as an absolute ranking for all BMRs.

~ The PE3rsonal computer software being developed for EPA will no
I "

doubt be useful. However, there is a real dan~er associated with

limiting analyses solely to that software or discouraginl;J the

develc;>pmE;lnt of additiOnal software.

Any software package embodies limitations, restrictions, assumptions,

and specific methods which may be ben~ficially explored in

uncertainty analyses. Additional software should facilitate this

inforrnation gatherinl;J.

Differences betvyeen s9f~ware in the insignificant digits of a

calculation are insignificant and should not be used 95 a reason to

discourage software devel()prnent.
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Robert L. Siefken Jr. --

b. How understandable the document is.for the general toxicologist/risk

assessor;

• The document does a good job of introducing and explaining most

concepts. This ~elps make the document understandable for the

general toxicologist and risk assessor.

c. The overall organization of the document, further points to be

developed 01' needing clarification;

• The Akaike Information Criterion (AIC) was never clearly defined.

The Encyclopedia of Statistical Sciences defines the criterion as

choosing the m, number of parameters, to minimize

[(n + rn + 1)j(n-m-1)] x (residual mean square with m predictor

parameters)

where n is the sample size.

In other references, AIC implies minimizing with respect to k:

-2 x (maximum log-likelihood with k parameters) + 2k

• The GEE methods were never clearly defined.

• Background doses and background response rates are important in

route-to-route extrapolations as well as in inter~pecies extrapolations.
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Robert L. Sielken Jr.

d. The examples of BMO/e analyses in Appendix O.

• The inclusion of examples is a good idea. Several important issues

are not addressed in these examples (e.g., the use of biologically

relevant dose scales in dose-response modeling and the importance of

adversityIseverity).

" ~'"
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1:21-24.

Preliminary Comments on
EPA's draft Benchmark Dose Technical Guidance Document

Thomas B. StalT, Ph.D.
ENVIRON Corporation

18 August 1996

The LOAEL and NOAEL represent an operational definition ojquantities that
can characterize a study, muido not necessarily IUll'e~ consistent association
with underlying biolOgicalprocesses nor with thresholds.

This statement applies equally well to BMD/C's (as defined in the document) and
also to estimated upper confidence limits on risk at a given dose.

2-18. The NOAEL also t:Wes not accountfor variability tn the data ...

A NOAEL must fail to produce a significant response. so whatever the observed
response was, it must have been below the null hypothesis rejection cut point for
the study. and the latter is determined, at least in part, by the variability of the data.
Furthermore. LOAELs must produce a statistically signifieant response. so they
dO not share this "limitation" with NOAELs.

2:20-21.

..., a study with a limitednumber ofanimals will often result in a higher NOAEL
than one which has more animals.

I know this assertion is "common knowledge", but what is the factual basis for it?
When have real studies identical except in sample size beencondueted to examine
the potential effects ofsample size on NOAEL behaviQr?

In addition, the slope ofthe dase-response curve is not taken into account in the
selection oj a NOAEL ...

IfTukey's NOSTASOT trend test procedure were used, as in Faustman et aI., tbis
limitation would not apply. Note that BMD/Cs also are dependent on study
design, in particular on dose selection and spacing.

2:27. The notation: BMDIC

LED10 or something equivalent would be preferred because it is more explicit
about what it acvJally is.

3:28-29. In general endpoints should be modeled iftheir LOAEL is up to lO-1oldabove the
lowest LOAEL. This will insure that no endpoints with the potential ...
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4:8-10.

The only way to insure is to analyze them aU, not just those with LOAELs within
a factor of 10 from the lowest LOAEL.

With only one responding group, there is inadequate information about the shape
ofthe dcse-response curve, andmathematicalmodeling becomes too arbitrary.

It is interesting. and perhaps ironic, tbat.this situation. with only the bighest dose
group respondins significantly. and, let's say, with lots of response-free doses
really close to the highest dose tested, would provide the best possible empirical
support for the C'dst~nce ofa sharply thresholded dose-response.

5:3-7. Limit ofDetection: ...

I will argue strongly against this option. I believe that toxicologists, perhaps with
some limited assistance from biostatisticians, must decide what a biologically
significant level ofresponse is prior to conducting experiments to be used for risk
assessment purposes. Then biostatisticians can design the experiments to detect
those effects with 80% or greater power. It is very serious mistake, in terms of
senseless expenditure ofvaluable resources, to encourage the conduct of
experiments which will fail (by design) to detect biologically significant effects as
often as halfof the time. .

5:8-13. Defaults: ...

Why 10% extra risk? Is 10010 extra risk typically detectable with any reasonable
amount ofpower? Ifit isn't, then the studies to be used for this purpose will need
to be strengthened. I believe very strongly that more stringent minimal criteria
need to be established for studies to be used fOr risk assessment purposes. Ifstrict
criteria are not established now. we will be stuck with the same inadequate designs
forever!

5:20. A linear model should be runfirst.

Why? Is this a conservative policy decision? No rationale is provided.

5:23-24. Dichotomous data: _•.

Drop the log-logistic model and add the probit model. The logistic model was
suggested by Fisher to simplify analysis ofodds ratios which are themselves just
approximations to relative risk$. The models considered should be structured so
as to provide "easy access" to an underlying cumulative hazard function, which
might, at some future date, be "explained" or accounted for with mechanistic data.
I also strongly recommend that a one-hit model with intercept be included in the
family. This would provide a fairer test of the utility and adequacy ofa threshold
model than has been previously undertaken. Models flexible enou~h to resemble a
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6:8-9.

6:19-27.

thresholded dose-response even without intercepts don't provide a fair null
hypothesis test ofthe existence ofa non-zero intercept.

Unconstrainedmodels ltU'lJI be applied ifnecessary tofit certain data.

Ifthis means that ~cponents smaller than 1 would be permitted in certain
circumstancest 1vigorously oppose it..No model should be entertained which
produces nonsensical results. such as near-infinite slope near zero dose. They are
just too easy to lniSuse.

(based on p>O. osfrom the goodness-of1it statistic).

A rationale needs to be provided for this cut Poutt.

Backgroundparameter: ...

I believe that a background parameter should be included in the models unless
there is good reason not to. Non-monotonicity is not a good reason to include a
background parameter. Historical control information is particularly important in
this regard, yet is not mentioned here.

7:1-5. Threshold Parameter: ...

I believe strongly that a one-hit model with intercept should be included in the
software. See my comments above re Dichotomous Data.

7:19-24.

'8;4-1 L

Conficknce limit calculation

With the very small sample sizes ofmost studies ofnon-cancer endpoints. I find it
difficult to accept that asymptotiC properties ofthe likelihood ratio statistic are
truly relevant. Small sample behavior needs to be considered; iflittle is known,
then this should be a high priority.

Options other than 95% lower bounds should be made available. The 95% lower
bounds are. on average. linear through zero even in the 100-' response range.
Thus, they do not reflect adequately any curvature in the underlying data. The
Studies are generally too weak to reject linear lower 95% bounds most ofthe time
even at 100,/0 response rate levels. I strongly encourage making bounds as "sofrlt as
80% part of the package, ifonly to reveal more clearly how insensitive the mOre
stringent bounds are to curvature in the data.

GOF In the range near the BMR

This is very importantt especially since what happens at the high dose end ofthe
dose-response curve may very well be totally irrelevant to the issue ofhuman risk.
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9:2-17.

10:23-24.

Consideration should be given to weighting deviations inversely as some function
oftheir distance from the low dose end ofthe observable ta.I18e.

somewhat arhitrary default criteria

The Akaike Information Criterion is not described in any detail, and it.s
performance characteristics with smalrsamples and nearly equivalent models are
probably not well-established. I am skeptical that this is a good idea.
Furthermore. 1 believe that great care should be taken not to trivialize differences
as small as factor a 3. This factor could be enonnously ~portant in terms of the
costs ofcompliance. If the models are truly indistinguishable according to
legitimate statistical criteria, then any ofthem could be used. and from the
compliance cost side~ the one with the largest estimate would obviously be
preferred.

I don't understand why the desire for reasonable conservatism should come into
play only with models whose estimates differ by more than a factor of3. This is
itselfan arbitrary cut point. Furthermore. metors greater 3 are likely to be even
more significant in terms ofdifferentials in the costs ofcompliance. The desire for
reasonable conseTVatism has made its way into too many places in this document.
It needs to be balanced against the potentially unreasonable costs ofcompliance.
(c.f.~ The Perils ofProdence by Nichols and Zeckhauser).

MaJ'gin ofExposure (MOE)

I am deeply concerned about how this concept will be employed in comparing risks
across endpoints and sub~.: I greatly prefer the toxicologic concept of
Margin ofProtection (MOP). In contrast to MOE, which is a simple ratio of
exposure levels~ the MOP is a relative risk, i.e, a ratio ofthe estimated risks
associated with two exposure levels.

The critical idea here is that Margin ofExposure is not synonymous with Margin
ofProtection (1v!OP) except when the relationship between exposure and the
likelihood ofa toxic: response is linear. When a linear dose-response relationship
prevails. alOO-fold Margin ofExposure will confer a lOO-fold Margin of
Protection,. all other £actors being equal. In contrast. when a threshold-like
nonlinear dose-response prevails, a 1DO-fold Margin ofExposure could confer a
lOO,OOO-fold or even greater, perhaps infinite, Margin ofProtection.

How then can one decide which oftwo materials to use in a particular application,.
even ifthey produce exactly the same toxicity? Suppose, for example, that
material A offers a lO¥fold MOE, but has a nonlinear (cubic~ for example) dose
response, so that its MOE of 10 actually confers a 103

:;; IOOO-fold Margin of
Protection. Matezial B. on the other hand, offers a l00-fold MOE, but bas a
shallow, nearly linear dose-response. so it confers only a IOO-fold Margin of
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10:26-29.

11:24-25.

t 1:25-26.

Protection. Material B would be preferred by a factor of 10 based on the MOEs,
but in fact, it i:> material A that provides the 10-fold greater Margin ofProteetion!
This simple example iUustrates two points: that 1) MOE calculations are not
necessarily conservative; and 2) poor decisions may result from their use in
comparative risk settings ifone focuseS on ratios ofexposure levels ,rather than on
the nature ofthe underlying dose-response relationships.

. '.

At a public meeting on tbeCommission on Risk Assessment and Risk
Management's draft report held on 11 July in Washington DC, Dr. Adam Finkel
(OSHA) described the net impact on toxicity assessment ofthe MOE approach as
"Breaking What's Not Broken", Dr. Steven Bayard (EPA on loan to OSHA)
agreed with Finkel that use ofMOEs for comparative risk assessments is not a
good idea. And, perhaps surprisingly,l agreed wholeheartedly with both of them!
Use ofMOE to conduct comparative risk analyses is most definitely not a good
idea.

MOE use for comparative risk purposes presumes that exposure is a perfect
surrogate for response~ thus, its use is predicated on the assumption, albeit implicit,
that all dose-response relationships are linear. While the MOE approach is simpler
and more tran.c;parent than the linearized multi-stage model cancer risk assessment
methodology it would replace, simpler is not necessarily better. Although the
MOE approach would give both cancer and noncancer endpoints a common
metric. it provides an essentially linear metric, the worst possible metric to be using
for noncancer endpoints. I believe that public health would best be served by
expending significant efforts to raise the level ofconsciousness and sophistication
of the public, risk assessors and managers, and all other interested parties to the
point where they can begin to appreciate the very real complexities and
uncertainties surrounding these extremely difficult issues. I am concerned that the
MOE approach works in exactly the opposite direction: it serves only to trivialize,
by linearizing, all oftoxicology.

The LOAEL andNOAEL represent ..•

Exactly the same statement applies to Bh.1Ds. It's not fair to single out NOAELs
and LOAELs as suffering these limitations when BMDs also possess them.

.., and is dependent on s1Udy design, inparticular on dase selection andspacing.

The same limitation applies to BMDs. Say so.

... a limitednumber ojanimals will often result in a higher NOAEL than one
which has more animals.
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11:29.

12:5-7.

12:8-10.

12:25-26.

16:16-18.

This would only be true ifthe troe response at the NOAEL were nonzero, and
large enough to be detectable with the larger number ofanimals, but also too small
to be detected with the smaller number ofanimals. How a/ten do these particulars
apply?

Additionally. a LOAEL cannot be used to a derive a NOAEL ..,

The Faustman et a1 papers show how the average LOAEL to NOAEL ratio in the
studies they analyzed ""'as about 2.5. This empirical factor could be used to
estimate a NOAEL from a LOAEL in cases where one was not obtained.

17re BMDIC ... can be usedas a more consistentpoint ofdeparture than either the
LOAEL or NOAEL.

I disagree. I think LOAELs are every bit as good. ifnot better, especially in
relation to lower bounds on ED1Os. Maybe the problem is semantic..What
exactly is meant by more consistent?

The BMD/C accountsfol' variability in the data ...

LOAEL responses must meet or exceed the least statistically significant response
oftbe study desiSDt and thus they do accountfor variability in the data.
NOSTASOT NO/...ELs do also (see my earlier discussion on this point). It is
simply not true that confidence limits must be employed as estimates to account
for data variability. I believe that this is just one mote manifestation of reasonable
conservatism.

The level ofsignificance can be basedon biological significance, or on statistical
significance.

The latter is a very poor second choice. and r am opposed to it as a default.
Biological significance, established a priori. is the only truly legitimate criterion.
Anything else is susceptible to accusations ofdata dredging or cheating. Minimal
criteria for adequacy for risk assessment purposes need to be established, and
determination ofbiological significance should be one ofthem. Otherwise,
experimental, designs can be manipulated to give practicalI~ any desired resuh:

Thus. guidance isprovidedin this document on the use ofthe RMDICas the point
ofdeparturejor low dose extrapolation ofboth cancer and noncancer health
effects.

I thought that low dose extrapolation ofnoncancer health endpoints was to be
avoided. Ifthis is coming. I object strenuously.
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17:15-]6.

18:22.

19:21-24.

20:27-29.

Definition ofthe BenchmarkDose ..,

Strike the words ..• the staJistical lower confidence limit on :... The BMD should
be a central estimate. The confidence interval can be given, but an unbiased (at
least not intentionally biased) starting point for risk assessment should be
employed. I have made and will continue to make the same argument in regard to
the new draftc~r guidelines.

Ifwe do not movc~ off the lower bounds, then assessments ofnoncancer endpoints
will be linearized in much the same way as cancer endpoints have been since the
advent of the linearized multi-stage model. Studies ofnoncancer endpoints are
generally too weak to reject linearity ofthe lower 95% confidence bound for risk
specific doses even as large as those producing 100.10 responses. Use ofsuch lower
bounds wiU likely introduce additional conservatism into the risk assessment
process, paniculady for dichotomous data, because these bounds are little different
from the doses that would be obtained from straight-line-through-zero
extrapolation from upper bounds on the responses at the NOAEL, LOAEL, or the
maximum .dose te.'Sted. .

The BMDIC approach does not reduce uncertainty inJwrent in extrapolatingfrom
animal data to humans (exceptfor that in the. LOAEL to NOAEL extrapolation) ...

J don't. understand meaning ofthe parenthetical phrase. Has the uncertainty in
extrapolation from the LOAEL to the NOAEL been quantified objectively? Ifso,
by how much has the B:MD/C approach reduced it?

... studiesfor which modeling isfeasible, ...

Feasible is too weak a restriction. Only those studies for which modeling is a
reasonable exercise should be considered.

There must be more than one exposure group with a ,:esponse different than
controls .,.

See my earlier comments about this situation which may actually represent a sharp
threshold.

For endpointsfor which there is no agreed upon biologically significant change,

A range ofpotenttally biologically significant changes should be explored. This
would be far preferable to falling back on detection limits, which according to
sound experimental design practice, were derived from estimates ofminimum
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21:2-4.

biologically significant changes.

In thisproposal, there are two basesfor specifying the BMR: t:l biologically
significant change in responsefor continuous endpoints, or the limit oftktection
for either quantal or continuous data.' '"

Why is biological significance not also relevant to quantal endpOints? Elsewhere in
the document, (I'm not sure exactly where) I believe there is a statement that any
quantal response is biologically significant. Does EPA really believe this? I hope
not. I believe that biological significance ifevery bit as important a consideration
for quanta! endpoints as it is for continuous ones.

21:9. The limit ofdefection is based on ... andwhether extra or additional risk is 'USed
in the model.

I don't understand how.the choice between extra or additional. risk could influence
the limit ofdetectiQij. ofa study.

21:18-22.

21:23-24.

22:8-10.

22:23-26.

Limit ofDe~ction

50% power is way too low. See my previous discussion.

Defaults

10% increase in extra risk is probably below detection limits (with reasonable
power) ofmost noncancer study designs.

The goal ofmathematical modeling ... is tofit a model ... that describes the data
set, espedaJ1y at the lower endoftIre observable dose-response range.

This is a laudable goal, but I do not see how the goodness offlt criteria, the Ale,
or the maximum likelihood estimation process have been tailored to meet this goal.
Actually, the fitting process finds a "best" model in some overall sense; it gives no
special emphasis at all to the lower end ofthe observable dose-response range.
See my earlier discussion for how one might approach this problem via inverse
distance weighting.

Thus, criteriafor final model selection will be basedsolely on whether various
models describe the data, conventionsfor the particular endpoint under
consideration, and, sometimes, the desire tofit the same basic modelform to
mUltiple data sets.

These cri~erla seem to have little relevance to the above-stated goal ofthe
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23:6-20.

23:28-29.

24:3-9.

24:10-18.

24:21-25.

25:5-9.

25:10-15.

modeling exercise.

Order ofModel ApplicatiolJ

No rationale is; provided for running a linear model first. Is this reasonable
conservatism 2lgain?

I recommend dropping the log-logistic model and adding the prooit and one-hit
with intercept models. See my earlier discussion.

Unconstrained models may be applied ifnecessary tofit certain data.

I disagree strongly. Weibull models with shape parameters less than one are
simply biologically nonsensical near zero dose, and they should not be allowed into
consideration for that reason alone.

Degree ojJ!olynomia[ ...

The principal ()fparsimony seems to be playing a role in this discussion. This
principal has proved useful when the plausibility ofalternative but differentially
complex mechanistic explanations ofphenomena is considered. But the BMD
approach is not mechanistically based. It is strictly empirical, and simpler is thus
not necessarily to be preferred. .

BackgroundParameter ...

A background parameter should be included unless there is good reason not to.

Thresholdparatneter ,..

Justification for exclusion ofa threshold tenn includes the statement that it is not a
biologically me.aningful parameter. Are any ofthe parameters ofthe proposed
models biologically meanillgjUfl I tbink. not. As discussed previously. a one-hit
model with intercept should be included in the suite ofmodels to be included in the
software.

Conversion to dichotomous data couldhe considered .•• in cases where the need
for a probabilistic estimate ofresponse outweighs the loss ofinformation.

A specific example ofsuch a situation would be very helpful.

Confidence Limit Calculation
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26:8-9.

26:23-28.

27:5-7.

29:11.

29:26-29.

30:6-8.

As indicated in my previous discussion, methods that account for the small sample
characteristics ofthe likelihood ratio statistic would be preferable ~o those based
on its asymptotic behavior. because the situations we wJIl be considering are not
likely to anywhere near asymptotic. I also strongly encourage the production of
softer confidence limits (such as 800./0 and central estimates) for comparison
purposes. because these are likely to be more responsive to any curvature present
in the data. In every case, the model parameters that correspond ttl the
confidence limits as calculated should be provided. This is mentioned nowhere
in the document but is cru.cially important to gaining insight into the Jow dose
behavior ofthose Iimits.

Forexample. a smooth change ofslope may be deemed more reasonable for a
given response than an ahnJpt change.

Or vice versa.

... estimatesfrom the remaining models are within ajaetoroj3•••.

A better case needs to be made the Ale is really a useful ranking tool. I am not
convinced..Also, why not use the Ale all the time? Finally, see my previous
discussion ofthe importance ofcosts of compliance.

Additional analysis might include the use ofaiJditi01JtJl models. the examination
ofthe parameter value.,;jor the models used, ..•

Examination ofthe parameter values for the models used is extremely important
and deserves much heavier emphasis in the document..

Vze dose at the MOE '" but the exact degree o/protection is unknown, ...

This is quite an understatement. but I agree in principle that proper interpretation
ofMOEs is impossible absent infonnation regarding mechanism that has direct
relevance to low-dose response.

The BMDICcorresponds to a dose level whichyields (with 95% con.fidence) ...

Replace this with .The BMD is a lower 95% confidence bow1don the dose level
estimated toyield •..

Overa//tlhe 8MDIC will be a more consistentpoint of~parture than the NOAEL

This part ofthe assertion has not been esta,tilished·to ~y satisfaction.
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32:29. In contrast, FYA uses EDIOsfrom the lower endofthe experimental range
because ojitsfocus on human environmental exposure.

Keep up the good work. Don~ mn back onto LED!Os.

34:2. The LEDIO is proposedas the point ofdeparture.

There is a kind ofbootstrapping going on between the cancer guidelines and the
BMI> guidance documents. I understand that the drafteancerguidelines, which
originally recommended EDIOs as the starting point, replaced them with LEDIOs
in part to be consistent with the BMD approach that bad previously proposed
using lower bow1ds on effect doses.

fm not sure which came first, but I am vigorously opposed to the bounding
procedure. Because the study designs for noncancer endpoints are so weak, the
focus on bounds serves only to linearize noncancer endpoints.in essentially the .
same manner as has already been accomplished with cancer. Risk managers
deserve to see best estimates. in fact, entire distributions ofestimates. not just
particular estimates that are biased in many subtle ways. most unquantifiable. in the
interests ofpublic health.

34:17-18.

35:23-24.

37:16-17.

There might be modes ofaction other than DNA reactivity (e.g., certain receptor
basedmechanisms) better supported by the assumption oflinearity.

I don't understand this sentence at all. !fit is being suggested that certain
bypothetical receptor-based mechanisms might imply linear dose responses, I
would agree. However. I do not believe that linearityper se can be proven. It is
just the other side of the threshold argument.

•.. thus, the lceyobjective 0/the MOE analysis is to describefor the risk manager
how rapidly response may decline with dose.

MOEs are just exposure ratios. I.don't see how they can be used to say anything
about how rapidly response may decline with dose. except~ the special case
where the dose-response is linear; in that case. MOEs are synonymous with MOPs
(Margins ofProtection).

For an upper bormd on linear extrapolation, a straight line from an upper bo'lllld
on risk at the lower end ofthe experimental range had beenproposed by Gaylor
andKodell (1980).

Ifthis were to be compared with the BMD/C approach proposed in the guidance
document, it would differ very, very little. I prefer it to the BMD/C approach,
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38:13.

41:25-27

42:22-23.

because it emphasizes tbat the real uncertainty in toxicology studies arises in the
response data. not the treatment levels._ Unlike the BMD/C approach, it does not
confuse the issue by converting that response uncertainty to some colTesponding
uncertainty in the dose associa.ted with a pre-specified, and likely never tested,
dose. The doses employed in toxicology studies are by fur the best defined
characteristics ofthem.

••. slope factor wouldretain the use ofstatistical bounds• ..•

As noted previously, I am vigorously opposed to this approach. The bounds (both
LEDIOs and BMD/Cs) are too insensitive to curvature in the data. They thus
serve to linearize aU oftoxicology. A shift to central estimates alleviates this
problem, and more stringent minimal experimenta1 design criteria for risk
assessment purposes can ameliorate any residual concerns regarding anti
conservatism.

1'0 estimate benefits, the numbers ... are obtained by multiplying individual risk
times the size ofthepopulation exposed

How will individual risk be characterized? By upp~bound risk estimates andlor
upper bound exposure estimates? The opportunities for overstatement ofbenefit
would seem to be virtually limitless.

The benchmark dose approach thusprovides a good startingpoint to develop
benefits eStimatesfor non-carcinogens.

I disagree strongly. Ifthe approach were to be implemented using central
estimates rather than lower bounds, it would be far better. However, the main
difficulty is the acknowledged absence ofmechanistic infonnation that is relevant
to extrapolation, both across species and from high to lower doses. Absent case
specific mechanistic information relevant to these extrapolations, we are stuck with
empirical curve-fitting, which can be trosted (at least to some extent) only for
interpolation between data points~ it cannot and should not be trusted at all for
extrapolation.

I believe that the document must place far greater emphasis on the primacy of
mechanistic data in guiding mathematical dose-response modeling. Additional
approaches should be explored that might aggressively encourage, ifnot mandate,
the collection ofsuch data with experimental designs adequate for risk assessment
purposes. Ifsuch progress is not demanded, we will be forever stuck analyzing
inadequate studies with inadequate models.
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