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1. INTRODUCTION

1.1 Overview and Objectives

This report was prepared by Environmental Research & Technology,
Inc. (ERT) under Environmental Protection Agency (EPA) Contract 68-02-2090.
It follows an earlier research program performed by ERT (EPA Contract
68-02-1342) in which analytical tools were developed specifically for
evaluating the effectiveness of Supplementary Control Systems (SCS) in
meeting ambient air quality standards (EPA 1976a).

The present study applies those analytical tools to a case study of
an operational SCS. A user manual (Appendix B) is also provided. The
SCS at the Commonwealth Edison Kincaid Station at Kincaid, Illinois, was
chosen.* It was operational as of July 1976. However, neither of the
two 600-Mw generation units at Kincaid was operational until October
1976. The 123-day period October 1, 1976, through January 31, 1977, was
used in this analysis. A 120-day test period is the minimum required to
assess the reliability analysis techniques (EPA 1976b).

A primary objective of this study is to discuss the analytical
techniques themselves and their applicability to the problem of esti-
mating SCS reliability. By reviewing in detail a case study demonstra-
tion of the analysis, a more complete understanding of the usefulness
and appropriateness of these techniques has been obtained.

All the objectives of this study are summarized below.
' Select an SCS for use in the case study analysis and obtain
permission for the use of the data from this SCS.

® Define the air quality forecasting system to be used in the

operation of the case study SCS.

° During 120 days of SCS operations, collect all pertinent data

required for reliability analysis.

o Test the reliability of the SCS through application of error

ratios as defined in the previous work.

*Although EPA has approved SCS for certain SO, sources, SCS is not
approved as a control strategy for the Kincaid Station. It is
referred to here only for case study purposes.
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° Apply the ERT computer program PROBL to the evaluation of the
120-day test period.

) Document the model PROBL and provide a user manual.

° Evaluate the analytical techniques and their usefulness.

It is important to clarify the intended meaning of the word '"relia-
bility". The ultimate reliability of an SCS program is measured in
terms of whether or not the applicable standards have been violated.

The applicable standards for the Kincaid SCS are the National Ambient
Air Quality Standards (NAAQS) for sulfur dioxide (802), which specify

3- and 24-hour average concentrations that can be exceeded no more than
once per year. Because no excesses of the NAAQS were observed during the
123-day test period, the reliability of the Kincaid SCS has to be
evaluated in other terms.

A second definition of ''reliability'" for an SCS is the consistent
ability to predict ground-level concentrations accurately. This defini-
tion is a more stringent reliability requirement and represents the

primary focus of this case study-

1.2 SCS Reliability Analysis

ERT developed procedures for evaluating the uncertainty of meteoro-
logical forecasting, emissions forecasting and air quality modeling
associated with the operation of an SCS. The procedures require that

the following four concentration values be recorded for each forecasting

time:

) the concentration predicted by a model using predicted meteoro

logical parameters and predicted emissions (this concentration

value is the basis of the real-time SCS control action);

0 the concentration predicted by a model using observed meteoro-

logical parameters and predicted emissions;

] the concentration predicted by a model using observed meteoro-

logical parameters and observed emissions and

. the maximum concentration recorded by the monitoring network.
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The procedure combines the above recorded data and model results
to attempt to isolate the errors due to meteorological forecasting
uncertainty from the errors due to model uncertainty.

The observed maximum concentration CO is represented by C0 =Q M
where Q is the emission rate and M is a function of the dispersion-
related meteorology.

The predicted maximum concentration is assumed to be Cp =Q M- RT,
where RT is a ratio describing the total error between predicted and

observed concentrations, that is:

fr = &/G,

RT contains contributions from many sources of error and uncertainty.
These sources of uncertainty arise from each component of the SCS -
meteorological forecasting, emissions forecasting and air quality
modeling.

Consider the following formulation of RT:

where R
W

7

Rq and Rm are the error ratios for meteorological forecasting
(w = weather), emissions predictions (q = emissions) and air quality
modeling (m = model), respectively.

While the multiplication of the three error ratios above does not
define all the potential errors within an SCS, it does relate to all
errors made in evaluating the predicted concentration (Cp) versus the
measured concentrations (CO) in the field. The uncertainty involved in
the actual measurement of concentrations surrounding the source is omitted
from this particular consideration. Aside from the obvious instrumenta-
tion errors in measuring concentrations, there is the additional difficulty
of not having measurements of concentrations at each desirable point.

The theoretically appropriate system would have measured the maximum
concentration at any receptor point in the area of the source. Because
the monitors measure only a fraction of the occurrences of significant
ground-level concentrations, the analysis techniques must be interpreted

in light of that difficulty.



This study has defined seven specific sets of data hours, called
cases, in which comparisons of predicted versus measured concentrations
are made. The specification of these cases is detailed in Section 3.2.
The results obtained in each of the seven cases will lead to a more
complete understanding of the operational SCS than would a single error
ratio analysis for all hours.

Another analysis technique used does not deal with the errors
involved in forecasting method% but rather with the ability of the SCS
to ensure that NAAQS are not exceeded. In general, this can be analyzed
by developing a probability distribution of concentrations. The
probability distribution of the observed maximum concentration around an .
uncontrolled source may be defined as the combined probability of the
emissions Q and the meteorology M as defined in the equation for Co
above. If it is assumed that Q and M are independent, the analysis is
fairly straightforward. Note, however, that for nonbase-loaded plants,

Q and M may not be independent. Peak loads tend to occur with very cold
winter storms and hot summer afternoons, while nighttime stable atmospheres
are associated with generally light loads.

With an operational SCS the probability of expected ground-level
concentrations is the combined probabilities of Q, M, and RT’ the SCS
total error ratio. The air quality impact of a given meteorological
situation is dependent on the emissions, which are linked to the meteoro-
logy through the application of controls. There is a probable inter-
dependence of emissions and meteorology, but the present analysis will
assume their independence. Combining probabilities has been automated
in a computer program called PROBL. PROBL calculates the probability of
exceeding the ambient air quality standard for various control strategies,
thereby providing a major test of the reliability of an SCS as a function

of control strategy.
1.5 Kincaid SCS Program

The SCS of the Commonwealth Edison Kincaid station was selected as
a test example and permission to use the data was obtained. Because ERT

was responsible for providing the meteorological and air quality forecasting,
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air quality monitoring, and air quality and emission control decision
modeling, using the Kincaid program was a cost-effective way of completing
the case study of reliability. The SCS program at Kincaid became
operational on July 19, 1976 and produced 123 days (months of October,
November, December and January) of operational SCS data by January 31,
1977.

The Kincaid Generating Station is located approximately 25 km
southeast of Springfield, Illinois, and consists of two adjacent 600-Mw
coal-fired generating units. ERT is under contract to the operator of
Kincaid, Commonwealth Edison Company, to provide nearly all of the SCS

program operations. Important features of the program are:

° a 10-station network of monitors for SO2 (the pollutant being

controlled);

[ the communications network to collect real-time concentration

and meteorological information for the SCS;

) the meteorological forecasting and support to provide predic-

tions of meteorological conditions;

. air quality modeling to predict the expected concentrations,
not only at the 10 monitor locations, but also at 246 other

model receptor locations spaced around the generating station;

0 a control system for evaluating the threshold concentrations
at which emission cutbacks should be initiated and the delivery

system for cutback recommendations and

) data retrieval, storage and validation systems to ensure the
accuracy of the monitored data collected and its retention for

future analysis.

The use of Kincaid, where ERT operates the SCS, has greatly
facilitated the collection and processing of data. Greater difficulties
would have been experienced if another SCS with a different operator had
been used in the analysis.

There is, however, one significant drawback to the use of the
Kincaid SCS system in this case study. Over the four-month period,

October through January, only two control actions were initiated and
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no violations of the standards were recorded. Because of this very low
number of control actions, the case study method will not effectively
test the response of a control system to predicted excursions above the
standards, nor will it provide information on the establishment of the
threshold for initiating control actions. Although recommendations will
be made on the basis of the analysis of the four-month data record, the
system has not been '"put to the test' often enough to evaluate its
response. In spite of this drawback, the case study will provide much
information on the reliability analysis technique and its applicability

to operational situations.
1.4 Detailed Discussion of the Kincaid SCS

ERT is operating the SCS for Commonwealth Edison Company for the
purpose of maintaining NAAQS for SO2 in the area of the Kincaid Generating
Station in central Illinois. The Kincaid Station consists of two 600-Mw-
rated generating units that exhaust through two side-by-side 500-ft
stacks. The apﬁroximate separation distance between the two stacks is
100 feet. The close proximity of the two stacks has led to the reason-
able assumption in model evaluations that the stacks are, for diffusion
purposes, a single point source. In addition, it is assumed as a matter
of conservative modeling practice that plume rise is not enhanced by the
interaction of the two plumes.

The Kincaiq Station is a mine-mouth coal-fired plant that burns
approximately 4.2% sulfur coal. When burned, this fuel produces emissions
on the order of 5840 g/sec for each unit when operated at capacity.

Model calculations at capacity indicate that over a three-vear period,
ground-level concentrations could approach the 24-hour aﬁerage standard

of 365 ug/m3 (0.14 ppm) of SO2 on 22 days (ERT 1976). The maximum
ground-level concentrations were normally expected in the 6 to 8 km
distance from the source but could occur as far as 17 kilometers out.

No occurrences of 3-hour average or annual average concentrations above the
respective standards were expected based on preliminary modeling results.

A real-time air monitoring (AIRMAP ) network in the vicinity of the

Kincaid Generating Station measures SO,, meteorological and power plant

’7!
parameters. The location of the 10 monitoring stations [the required
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number - (EPA 1976)] and the Kincaid Generating Station are shown in
Figure 1-1. The grid of 256 receptor points used in the Kincaid AQFOR-
CONDEC Model is displayed in Figure 1-2. Table 1-1 presents information
on the monitoring stations in the network.

SO2 concentrations are monitored by Meloy flame photometric analyzers
at all 10 monitoring stations. Commonwealth Edison operates a 76 meter
(250-foot) tower, which is maintained by Murray and Trettel, Inc. and
contains instrumentation for wind speed and wind direction at the 10 meter
(33-foot) and 61 meter (200-foot) levels of the tower. The temperature
difference (AT) between the 10 meter and 61 meter level is also measured.
Low-level atmospheric stability is determined from the AT between these
two levels. Dew point and insolation are measured at the 2 meter level
of the tower. The data obtained from the 802 sensors and these tower
sensors are transmitted in real-time to the SCS control center in Concord,
Massachusetts. Strip charts serve as a backup for the real-time data
acquisition system.

Table 1-2 presents the operating experience of each of the Kincaid
generating units during the 123-day test period. Both units operated
simultaneously for 19 days, mostly in January, which represents 16% of
the test period.

Table 1-3 presents raw real-time data capture statistics by site
for all SCS parameters over the 123-day test period. Raw real-time data
capture is defined as the percentage of data received in real-time via
computer, without review by data analysts or meteorologists for validity
or historical data processing.

A monostatic acoustic sounder manufactured by Aerovironment is
operated by ERT to obtain real-time information on the height of tempera-
ture discontinuities in the vertical (inversions) that may exist. A
remote readout of the instrument output is displayed in real-time at the
SCS control center for use by the SCS forecasters.

The air quality dispersion model that is used in the real-time SCS
program is called the Kincaid AQFOR-CONDEC model (details in Appendix A).
This model calculates the expected ground-level concentrations around
the Kincaid Station (AQFOR portion) and selects a plant operating schedule

from a specified set of emission control actions (CONDEC portion).
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0t1-1

TABLE 1-1

KINCAID MONITORING NETWORK INFORMATION

Station Station Elcvation Distance kilometers (mi)

Statyon Name Number (m (fr) above msi?) sensors from Kincaid Plant
New Corty 1 179 (587) 502 12,2 (7.6)
Cascade 2 180 (590) 502 10.9 (6.8)
Edinbury 3 182 (598) SOZ 9.7 (6.0)
Sangehrls 4 183 (599) S0, . 3.4 (2.1)
Puawnec 4 184 (604) 50; 8.0 (5.0)
Pawnce Tower 184 (603)

2 (b-t1) Level Td' insolation

Tom {33-tt) lLevel ws, wd, T

olm (200-tt) lLevel ws, wd, AT, %
Clark 6 184 (003) SOz 1.9 (1.2)
Kincaid 7 185 {voo) 502 5.0 (3.1)
Jeasyville ] 180 (0l0) 503 9.3 (5.8)
Clear Creck Y 188 (618) 502 9.7 (6.0)
Zenobia A 184 (605) S0, 8.7 (5.4)
Power Plant 183 (0U2) Ac;ustic sounder

Unit 1 B 330 (1,102)C Stack gas analyzer,

load signal
Unit 2 ¢ 3360 (1,102)° Stack gas analyzer,
load signal
“sk - mean sea tevel

Downwind Sector (°)
from Kincaid Plant

133°
154°
196°
154°
063°

330°
277°
255°
315°
005°

193°
214°
256°
214°
123°

030°
377°
315°
005°
065°

pownwind
Dircection (°)

163°
184°
226°
184°
093°

360°
307°
285°
345°
035°

b : . - ) . . . . . . . .
e downwind direction is defined by the direction from the plant to the monitoring station. The downwind sector is subtended by an arc of 130°

centercd on the downwind direction,

TStack herght an U asd



TABLE 1-2

SUMMARY OF THE DAYS OF OPERATION OF THE KINCAID UNITS
DURING THE 123-DAY TEST PERIOD

Unit 1 Unit 2

October 1976 0 21
November 1976 0 20
December 1976 4 28
January 1977 28 20
Total Days 32 89
Percentage of

Period 26% 72%
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TABLE 1-3

KINCAID RAW REAL-TIME DATA CAPTURE FOR
OCTOBER 1976 THROUGH JANUARY 1977

Bl

B2

B3
B4
BS
B6
B7
B3
B9
BA
BL
BU
BL
BU
BL
BL
BU
BL

SCS Data
Site Parameter Capture (%)
New City SO2 93.46
Cascade SO2 99. 36
Edinburg SQ2 97.53
Sangchris SO2 98.68
Pawnee 502 98.54
Clark SO2 96.24
Kincaid SO2 97.29
Jeisyville 502 98.71
Clear Creek SO2 98.78
Zenobia SO2 98.85
Pawnee Tower (Lower) WS 89.06
Pawnee Tower (Upper) WS 99.06
Pawnee Tower (Lower) WD 99. 06
Pawnee Tower (Upper) WD 99.06
Pawnee Tower (Lower) Temp. 99.06
Pawnee Tower (Lower) Td 99.02
Pawnee Tower (Upper) AT 99.06
Pawnee Tower {Lower) Insolation 99.06



The Air Quality Forecast (AQFOR) model is a state-of-the-art

multiple-source Gaussian diffusion model that has the following charact-

eristics:

) It uses the Briggs plume rise equations but accounts for stack
tip downwash where important.

. It accounts for background concentrations from a background
concentration look-up table.

) It accounts for capping of the plume by an elevated inversion
but considers punch through if the final plume rise is more
than 50 meters above the elevated inversion height.

. The concentration is averaged over a sector width at the

receptor in accordance with procedures detailed in Appendix A.
A sector width of 22-1/2° has been used throughout the present

analysis.

The Control Decision (CONDEC) model provides the basis for control
actions, which are defined as any alterations of scheduled plant opera-
tions due to SCS recommendations. CONDEC can be initiated when scheduled
plant operations and forecast meteorological conditions combine to
produce predicted SO2 concentrations that approach the NAAQS somewhere
in the receptor field. Control actions can also be initiated whenever
the observed SO2 concentrations at monitor locations reach certain
threshold values and the predicted meteorological conditions indicate a
potential violation of the NAAQS. Predicted concentrations and guidance
for control actions are obtained from the AQFOR-CONDEC computer model
for the Kincaid SCS program, which computes maximum hourly SO2 concentra-
tions for 24 1l-hour periods and compares the predicted concentrations
against the model threshold values. The model first analyzes the long-
term averages (that is, the 24-hour average), then continues to analyze
to the shortest term average (that is, the I-hour average) and compares
each value against the corresponding model threshold value. Whenever a
receptor average exceeds the specified threshold, CONDEC examines each
forecast period contributing to that average and determines the

operating conditions that will meet all model threshold constraints.
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Figure 1-3 is a graph of the threshold curve. The 3-hour and
24-hour 802

factor'" between the threshold and the standards. The 3-hour and 24-hour

standards are shown on this graph to illustrate the ''safety

threshold values on the curve are approximately 80% of the corresponding
SO2 standards. If 802 concentrations computed by the model for any
receptor point exceed these model threshold values, control action is
recommended in the computer output. The SCS forecasters analyze this
output and then transmit to Kincaid twice daily a final recommendation
for plant operations. Other features of both the AQFOR and CONDEC
models are detailed in Appendix A.

The models used in this study had not yet been upgraded from their
original design to include the experience gained in actual operations.
It would naturally be expected that improvements could substantially

increase the operational accuracy of the entire SCS.
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2. SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

The reliability analysis technique developed in '"Technique for
Supplementary Control System Reliability Analysis and Upgrading' (EPA
1976a) has been tested in a case study using the Kincaid Generating
Station SCS as an example. The reliability of the SCS has been tested
in two ways: (1) the hour-by-hour ability of the SCS to predict the
then-measured ground-level concentration has been evaluated by an error
ratio technique and (2) the ability of the SCS to avoid exceeding NAAQS
has been evaluated by a statistical combination of frequency distribu-
tions (accomplished by the computer program PROBL).

The error ratio analysis involved comparisons of real-time, maximum
predicted ground-level concentrations to maximum measured concentrations
occurring over the 123-day test period. Because the entire set of
1-hour average concentrations contains many hours with very small
values, a threshold was established for use of the hour. In addition,
subsets of the data were selected to overcome the lack of observed data
at each model receptor point (256 points). The error ratio amalysis is
quite sensitive to the selection rules used to define these data subsets.
Specifically, the statistics are systematically biased by the data
selection criteria and by the value of the threshold concentrations. A
further analysis of the source of errors in the SCS divides the total
error into component parts; errors in forecasting the observed meteoro-
logy, errors in projecting the power plant emissions, and errors in
modeling ground-level concentrations.

The conclusions of the error analysis follow:

) The error ratio has a value range between zero and infinity.
It is therefore very sensitive to low values of either the
predicted or observed concentrations. One data subset was
defined by eliminating all hours where the observed concentra-
tion was less than 0.05 ppm (~135 pg/ms). Since predicted
concentrations in the range of 0 to 0.05 ppm still remained in
the data set, a systematic bias towards low prediction results

occurs. A bias toward underprediction occurs because of this



lack of symmetry in the observed to predicted data base. 7The
result is also a large variation in Rp- Two specific difficulties
of the Kincaid SCS were found to account for much of the
underprediction: 1) measured ground-level concentrations

caused by other nearby 502 sources and 2) hours when the

mixing depth was forecast to be lower than actually occurred,

and the SCS predicted no contribution from Kincaid.

When the same threshold is used for both the predicted and
observed values the error analysis indicates that the SCS
tends to overpredict and the scatter is greatly reduced. The

symmetry between observed and predicted data sets is restored.

When the predicted values are also restricted to monitored
locations (instead of the entire field of receptors) the
results do not change appreciably. One interpretation of this
result is that data from the monitoring system around Kincaid
is representative of the values resulting from the analysis of

the entire receptor field.

For the limited number of hours in which the predicted and the
observed concentrations at a specific monitor were both above
the threshold, the mean error ratio shows only a slight under-
prediction in the mean. This subset may be a good test of a
model but represents a narrow test of the SCS. This is because
the actual location of the predicted maximum is not the basis

for a control action.

If the subset is determined only by predicted concentrations
above the threshold while measured concentrations can be any
value, an exaggerated overprediction occurs, again because of

the lack of symmetry in the data set.

When the threshold is raised, the mean RT and its standard

deviation both decrease.



The analysis was expanded to 3-hour and 24-hour average
concentrations to determine if a larger safety margin existed
with respect to the standards than is apparent from the 1l-hour
averaging time ahalysis. The 3-hour average results did not
show any improvement. For the 24-hour averaging time, the
mean safety margin was much higher, showing a tendency to

overpredict the 24-hour average concentration.

Separating the total system error RT into its components was
useful in suggesting that the '"observed'" meteorology did not
result in model predictions as accurate as those using the
predicted meteorology. This somewhat surprising finding
suggests that short term predictions based on synoptic scale
meteorological forecasts may have a higher reliability than
meteorological inputs derived from on site measurements by
instruments at heights that are low in relation to plume
heights.

The error ratio analysis techniques provide a method for
generating gross statistics concerning the SCS model reli-
ability. Two cautionary notes are appropriate for future

applications of this technique.

1) The breakdown of the total system error into component
error ratios provides insight. The analysis for Kincaid
showed that very reasonable total system error ratios
resulted from the balancing of overprediction and under-

prediction factors of the error ratio components.

2) Because the error ratios are severely affected by
extremely low values of measured or predicted values,
care must be taken to ensure that the results are
applicable to the highest air quality concentrations
which by their very nature focus on the occurrences of
worst-case meteorological conditions. For this reason
thresholds should be used in the development of any
meaningful statistics for SCS reliability. Separate
consideration should also be given to evaluating SCS

reliability from a worst-case analysis point of view.
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The analysis for Kincaid using-the error ratio method has revealed
some important characteristics about that method.

The analysis of each hour of a test period and the consequent
averaging of all the results is less useful than the analysis of only
those hours with significant measurements. To retain symmetry in the
data base, thresholds need to be applied also to the predicted values.
It is difficult to establish a criterion by which to judge an SCS's
performance. An ideal RT of 1 with a small geometric standard deviation
(the minimum is 1) appears to be difficult to attain. If a sector-
averaged model is used, as is appropriate to protect against exceeding
the standards, it was shown that large means and standard deviations
could be expected.

The second portion of the reliability analysis is the application
of the PROBL program to the frequency distributions of emissions,
meteorology and SCS total error ratio RT to evaluate the expected
percentage of the time when the standards might be exceeded despite the
SCS efforts. This analysis, based on the data subset with the worst SCS
predictive result, projects that the concentrations due to emissions
from the Kincaid Station are expected to exceed the 3-hour standard less
than once per period. The test period was 123 days and the percentages
may not be valid for any other time period, but they are indicative of
the general situation. Because RT values are higher for 24 hours, the
expectation of exceeding the 24-hour standard (although untested in this
study) would be even lower.

The following conclusion can be drawn. The reliability analysis
technique, error ratios plus PROBL, developed previously and tested in
this study provides a method of analyzing the large quantity of SCS data
to assess the overall reliability of an SCS. The data base for develop-
ing the inputs to PROBL did not include enough observed concentrations
near the NAAQS to define clearly the frequency distributions used at the
high concentration end. Nevertheless, the result of the PROBL analysis
indicates expected violations less than once per year, indicating that
the Kincaid SCS is reliable. This result occurs despite the use of the

original model that had not yet been upgraded based on operational

experience.
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It has become clear, however, that the analysis techniques do not
provide a logical method for the upgrading of SCS forecasting techniques.
It is believed that what is true at Kincaid is true elsewhere; in other
words, that observed meteorology is the greatest weakness in verifying
model results. It is also clear that investigating the individual hours
(such as Case 4), when the forecast system most radically underpredicted
the observed concentrations, is far more likely to result in model and
forecast methodology improvements than the use of the techniques described
and used here. This suggests only limited continued use of these techniques
and more effort to be placed on modeling and forecasting the worst-case

situations.
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3. RELIABILITY ANALYSIS METHODS

3.1 Discussion of Error Ratios

A complete SCS has four general components in which uncertainties
can exist. These components are (1) air quality monitoring, (2) meteoro-
logical forecasting, (3) emissions forecasting and (4) air quality
modeling. The first of these, air quality monitoring, differs signifi-
cantly from the other three components in that inaccuracies in monitor-
ing, if they go undetected, cannot be quantified. Inaccuracies in
measured concentrations can be divided into two categories: instrumen-
ation errors that result in inaccurate measurements of ground-level
concentration, and failure to monitor the maximum ground-level concen-
tration because of inappropriate or insufficient deployment of monitors.
In either event, the actual maximum ground-level concentration will not
be accurately measured.

The first of the possible monitoring errors, instrumentation
inaccuracies, has received a great deal of attention. Significant
portions of the formal structure of an operating monitoring system,
especially a real-time system for an SCS program, are devoted to monitor-
ing accuracy. A complete field testing and calibration system provides
measurement accuracies traceable to the National Bureau of Standards.

In addition, it is common to invest significant time and energy in
editing and validating the monitored data once received. Such a quality
assurance program is the only means to assess the reliability of the
measured concentrations. Any system will, of course, have missing data.
The more data the system captures, the less likely that maximum ground-
level concentrations will be missed.

The second reliability factor in measured concentrations, the
number and placemerit of monitoring stations, has been addressed in
detail in ERT's previous report on reliability analysis (ERT 1974). Using
an air quality model and an example source emission, it was shown that
in order to observe more than 90% of all SO2 concentration values
greater than 0.25 ppm, it would be necessary to have 25 monitoring
stations located around the source. If the threshold concentration were
reduced to 0.1 ppm, the 25 monitors would observe only 72% of the

maximum concentrations. It should be noted that adding the 25th station
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increased the percentage of observed maxima by only 0.3% for the 0.25 PpPm
threshold. Because of the expense of a monitoring station, it is clear
that all reasonable sets of monitoring stations will miss a relatively
high percentage of significant peak values. Hence, if violations are
expected to occur and monitoring alone is used to guide the decisions

to control emissions, a significant number of undetected violations will
occur. For this reason, and also because many sources require advanced
warning of the need for emission reduction, for an SCS program to be
reliable it must forecast expected severe meteorological conditions
and/or predict expected ground-level concentrations.

The other three components of an SCS program in which uncertainty
can exist, meteorological forecasting, emissions forecasting and air
quality modeling, are interrelated and are portions of the mechanism for
predicting ground-level concentrations. The error in an SCS system at
any given time can be characterized by the ratio between the maximum
predicted concentration and the maximum observed concentration. In

equation form, that is:

C
RT = _R
C
o}
where

RT is the total error ratio of the SCS system,
CP is the maximum predicted concentration and

CO is the maximum observed concentration.

The definition of Cp can be expanded to show its dependence on Qp’
the expected emissions from the source and, in a more complex way, upon
Mp’ a variable that includes the meteorological parameters which affect

plume dispersion. The equation for RT therefore becomes:

Co(Qy M)
Rp = c,

[#3]
]
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Hence, if the complete air quality forecast Cp (Qp, Mp) were correct,

it would equal CO, and the ratio R would equal 1. Although it is not

T
possible to deduce errors in CO using the above equation, errors in Cp
can be deduced by comparison to a ''validated" CO

Three possible sources of uncertainty are mentioned above. They

can be included specifically in R, through the following equation:

T

RT = Rw . Rq . Rm

where

Rw is the error ratio for meteorological (weather) forecasting,

-

Rq is the error ratio for emissions prediction and

Rm is the error ratio for air quality modeling.

By separating the total SCS error R, into three components that

can be addressed individually, the relatzve magnitude of each component
can be assessed. As experience with an SCS program is gained, isolation
of the factors responsible for total system error RT provides a reason-
able mechanism for determining areas for improvement.

Since RT is defined as a ratio of concentrations, it is desirable
to have each of its component ratios also defined in terms of concen-
trations. The only effective way to produce concentrations for compari-
sons in the ratios is through an air quality dispersion model. Of
course, it is desirable to use the same model for development of each
ratio leading to the total system error. Because the model, therefore,
becomes an important part of the analysis technique, Rm’ the air quality
modeling error, shall be defined first.

The error in the model is defined by the ratio of the concentrations

calculated with the model using observed meteorology and observed emissions

to the measured ground-level concentrations. This ratio can be represented

by the equation:



in which Cp (Qo, MO) is the maximum predicted concentration with
observed emissions and observed meteorology. The model used for
evaluating ground-level concentrations must be used consistently in this
and the subsequent ratios.

The error due to the effect of incorrectly forecasting emissions,
R , is the ratio between the ground-level concentration impacts calcu-

lated with predicted emissions and observed emissions. The equation is

C, Q. M)
q Cp(Qo, M)

in which Cp (Qp, MO) is the maximum predicted concentration with fore-
cast emissions and observed meteorology and Cp (Qo, MO) is the maximum
predicted concentration with observed emissions and observed meteorology.
Note that the ratio compares model evaluations of the ground-level
concentration, keeping the meteorology constant. The ratio of the
concentrations may or may not be simply the ratio of the emissions; for
example, when a different sulfur content fuel is used for the same
operating load at the plant (a fuel-switching SCS program), Rq would be
equal to the ratio of emissions only (QP/QO). However, in a load-
switching SCS program such as that at Kincaid, or when the load of the
power plant varies, the change in load affects not only the pollutant
emissions, but also the plume rise. A decrease in load reduces the

plume rise and brings the plume closer to ground-level, a change in the
opposite direction as the reduction in total SO

2
therefore, must be defined as the ratio of concentrations that includes

emissions. Rq’

the effect of this change of plume rise.

The third and final error ratio is that ratio associated with
meteorological forecasting, Rw' By a similar technique to that used for
R, the ratio for meteorological forecasting error is the concentrations
predicted by the model with forecasted meteorology divided by the

concentration predicted with observed meteorology, or

C_(Q, M)
R = L
o CP(O‘P’ MO)

(V2]
]
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in which CP(QP, Mp) is the concentration predicted by the model using
predicted emissions and predicted meteorology, and Cp(Qp, MO) is the
concentration predicted by the model using predicted emissions and
observed meteorology. This formula, therefore, represents the ratio of
predicted air quality concentrations using predicted versus observed
meteorology. holding the emissions constant at the predicted value.
This ratio defines the meteorological forecasting error in a very specific
way, which is related not to the forecasters' ability to define the
overall synoptic or dispersion situation, but to the forecasters' ability
to specify model input parameters that yield accurate concentrations
predictions.

It is appropriate here to discuss the meteorological input parameters.
Most models require at least three basic meteorological inputs: wind
speed, wind direction and stability class. The first two are usually
derived at stack top height from available measurements at other heights.
The third is normally derived empirically from some other measure of
atmospheric stability. The temperature difference (AT) between two
heights on a meteorological tower is often used to define atmospheric
stability class. A fourth parameter that is often used is commonly
termed the mixing depth. Mixing depth is the total vertical depth of
the atmosphere through which it is assumed that the plume may be mixed.
Normally, the plume can disperse upward without bound, but often meteoro-
logical conditions trap the plume below some specific height. Hourly
mixing depth is approximated from National Weather Service radiosonde
data, which is gathered twice a day, by interpolating to hourly values
by using hourly surface temperature measurements. The forecaster,
therefore, needs to assess each one of those four meteorological parameters
accurately in order to strive for a value of Rw of 1.

It is now possible to give a more complete formula for the total

system error ratio:
C (Q,, M)
- P

. - G M) (% 1) G M) Ty My
C,,, MY T, ) C c

0

The separation of R, into its component parts has not altered the

T
fact that it is a ratio of the concentrations predicted with predicted

emissions and predicted meteorology to measured concentrations. If each
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individual component were forecast precisely, then each of the component
R's would equal 1, and the total R would equal 1. The two intermediate
nodel predicted concentrations cancel, which means that errors in
observed emissions and observed meteorology do not show up in the final
error ratio RT' However, errors in observed emissions or meteorology
can be very important to the component R values. '"Errors" in observed
meteorology and observed emissions arise from inaccuracy and inappropriate-
ness of measurements. For instance, if wind speed and wind direction at
the top of a tower are unrepresentative of the plume path, an '"error'" in
observed meteorology is the result. Errors may balance each other,
however. 1If, for instance, Rq were 1, an error in observed meteorology
that in the model resulted in a lower than measured concentration would
create a low Rm, but might be offset by a high Rw so as to produce an
RTzl. Another point worth noting is that the above formula could

equally well have used predicted ground-level concentrations with
observed emissions and predicted meteorology, CP(QO, Mp). Since changes
in load affect the plume rise, observed meteorology rather than predicted
meteorology was chosen for the plume rise calculation. Rq is therefore
evaluated with observed meteorology.

An example may help to illustrate the approach. Table 3-1 gives an
example of the error ratio method. Note that each of the component R
values represents a slight overprediction and the total is therefore
well over the measured value, C0

The method described above defines a quantitive way to calculate
the total system error in an SCS program and the three major components
of that error. This systematic approach provides a framework for analyzing
the errors and therefore the reliability of an SCS program.

Because the total system error does not measure the ability of the
SCS program to maintain the ambient air quality standards, a method for

that analysis is given in Section 5.



TABLE 3-1

EXAMPLE OF ERROR RATIO METHOD

Predicted Observed
Meteorology
Wind Direction (°) 150 148
Wind Speed (mps) 5 6
Mixing Depth (m) 800 500
Stability Class 4 4
Emissions
Unit 1 0 0
Unit 2 530 500
Concentrations (ppm of SOZ)
o , M) 0.084
P(QP PJ
Cp(Qp, M) 0.080
Cp(Qo, Mo) 0.076
C 0.060
[o]
RT = Rw X Rq X Rm

Rp o Col@oM))  CQuM)  Gy(QpM) cp(gp,mp)
o

X X
T, @, M) * T QM) c,

o . 0.084 0.080 0.076 _ 0.084 140
T © 0.080 0.076 0.060 _ 0.060 .

R = 1.05 R = 1.05 R = 1.27

W q m
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5.2 Establishment of Cases for Analysis

As indicated in the previous section, it is unreasonable to maintain
a monitoring system large enough to measure all maximum concentrations.
While it is customary to analyze worst-case meteorology and the historical
records at a specific site in order to locate the limited number of
monitors for maximum coverage, this process still cannot cover all high
concentration situations. As a result, an SCS program which employs an
air quality model should make predictions for locations where no measure-
ment is available. Because the number of points at which concentrations
are predicted is larger than the number of points at which concentrations

are observed in the limited monitoring network, a value of R_ greater

T
than 1 on average should be expected.

In evaluating an entire 120 day test period of SCS program opera-
tion, it is evident that a large number of the individual hours may not
be of much interest or import. For instance, for most nighttime hours,
the plume remains well aloft and will not affect any of the monitoring
stations in the flat terrain surrounding Kincaid. While the model will
calculate relatively small concentrations at ground level, any differences
could make substantial changes to the value of RT . For this reason, it
is appropriate in the analysis to use a threshold concentration value to
limit the number of hours studied to those that are most important.
Establishing a threshold for either the observed or predicted values
produces, however, another systematic bias in the RT values. Consider,
for example, the data subset that is characterized by lower-than-threshold
observations but includes the full range of predicted values. If this
data subset is eliminated from the full data set, a systematic bias
toward underprediction (RT < 1) will result because the mean values of
the observed data become higher when the values below the threshold are
removed, while the mean value of the predicted set is not necessarily
affected.

A number of cases have been constructed that attempt to define the
biases caused by the lack of complete monitoring coverage and the use of

threshold concentrations. These seven cases are presented in Table 3-2.
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Case

N N
. . . .

TABLE 3-2

SCS RELIABILITY ANALYSIS CASES

Maximum Concentration
Measured at a Monitor

Any Monitor > Threshold
Any Monitor > Threshold
Any Monitor > Threshold
Any Monitor > Threshold

Maximum Concentration
Predicted in Real-Time

Any Receptor > Threshold
Any Monitor > Threshold
Any Monitor > Threshold

3-9

Maximum Concentration
Predicted in Real-Time

Any Receptor
Any Receptor > Threshold
Any Monitor > Threshold

Same Monitor > Threshold

Maximum Concentration
Measured at a Monitor

Any Monitor
Any Monitor

Same Monitor



The cases are defined as a set of hours with similar relationships of
maximum concentration measured at monitors, Co’ to the maximum concentra-
tion predicted in real-time, Cp(Qp, Mp). It is useful to describe these
cases individually and to indicate the expected bias.

The first four cases were culled from the 123-day test period by
searching for each hour during which a concentration measured at any
monitor exceeded the threshold. When the values at more than one
monitor exceed the threshold, the monitor with the highest concentration

is selected.

] In Case 1, the maximum measured concentration above the thresh-
0old is compared to the maximum predicted concentration at any
receptor location surrounding the source, without regard to
threshold. The receptors are defined as all those locations
for which the air quality model makes an evaluation. This
case 1s a severe test because a concentration above the
threshold must be predicted for each hour that such a concentra-
tion was measured. The exact location of the predicted
concentration is not important, however. For RT to equal one,
the prediction must simply be equal to the monitored concentra-

tion.

) Case 2 requires the additional condition that the maximum
predicted concentration must be above the threshold value.
This case still does not require that the model accurately
predict the location of the maximum concentration, only its
magnitude. This case should be a less severe test of the
system because it eliminates all those cases where very
little ground-level concentration was predicted. Case 2 is a

subset of Case 1.

) In Case 3, the predicted maximum concentrations considered are
only those at monitored locations. The threshold value is
retained, but the concentration may be predicted at any monitored
location, i.e., not necessarily the location where the maximum

concentration was measured. Case 3 is a subset of Case 2.

] Case 1 adds an additional constraint: the maximum predicted

concentration at a monitor occurs at the same monitor that
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experienced the maximum measured concentration. This case
represents a severe test of predictive accuracy as it requires
that the correct location of the measured concentration be
predicted. It is not clear that this is required in an SCS
since a control action is initiated no matter what receptor is
predicted to have a high concentration. The use of a threshold,
however. on both concentrations limits the number of hours
considered to those with some reasonable predicted value.

Case 4 is a subset of Case 3 and represents the smallest data

set of Cases 1 through 4.

) Cases 5 through 7 depend primarily on the maximum predicted
concentration. Case 5 is developed by searching the entire
test period for all those hours in which the predicted maximum
concentration exceeded the threshold at any location in the
model receptor grid. The maximum predicted concentrations are
then'compared to the maximum observed concentrations in the
monitoring system. This is specifically the case which would
tend to produce high values of -the ratio, RT’ because the
predicted maximum concentration may be nowhere near a monitored
location or because no elevated concentrations may in fact

have occurred during the hour, whether observed or not.

0 Case 6 requires that the maximum predicted concentration be at
a monitor site. Although each hour in Case 6 1s one of the
hours in Case 5, the maximum predicted concentration will
generally differ since it must be at a monitor instead of at a
receptor. Just as in Case 3, Case 6 would apply to a SCS that

considers monitored sites only.

o Case 7 applies the constraint that the maximum measured con-
centration must be at the same location as the maximum predicted
concentration. This case, like Case 4, is a test of the
ability of the prediction system to forecast the correct

location as well as the correct magnitude of a concentration.

The two groups of cases tend to show completely different aspects
of the SCS reliability. Cases 5 through 7 will, in general, be biased

towards overprediction, first because monitors are not located at all
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the receptors, and second because maximum measured concentrations have
not been restricted by a threshold. Cases 1 through 4, however, are
biased towards underprediction of the forecast system because of the
emphasis on maximum monitored concentrations. By looking at the results
of these two groups of cases simultaneously, a better understanding of

the SCS as a whole can be obtained.

-

3.3 Data Collection and Processing

The evaluation of error ratios requires the collection and processing

of a large quantity of data. The necessary values are the measured 502

concentrations, Co’ at each of the 10 monitoring sites and the following

calculated ground-level concentrations:
° C , M
p%r Mp)
o Cp(QP, MJ)
¢ C,(Q M)

as they were described in Section 3.1. For the model calculations, the

following input parameters are needed:

) plant emissions

o wind speed

° wind direction

° atmospheric mixing depth

) differential temperature (as a measure of stability)

Both the observed values of these parameters and the predicted
values at the time of the forecast are needed. In the operational
svstem at Kincaid, a forecast is made twice a day, at 0700 and 1600 hours
Central Standard Time. Each of the input parameters is forecast and the
AQFOR model is run on the computer. The results of these model runs are
logged as well as stored on magnetic tape. This log enabled the study

team for this project to select the maximum predicted concentration over

(2]
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the whole field or at any specific monitor. The hour-by-hour values of
predicted concentration for the most recent forecast in relation to each
hour are used. This log therefore provides Cp(Qp, Mp). Since the
remainder of the analysis does not require Mp’ there is no need to
handle two sets of meteorological variables.

The other two model calculations require observed meteorological
data and one requires observed emission data. These observations are
available in real-time to the forecasters on duty and are, in fact, used
as historical data in the AQFOR model calculations (the concentrations
from previous hours are used to assess the probability of exceeding the
24-hour standard during the hours for which the forecast is being
made). Although this observed data is placed in computer storage during
the real-time retrieval, it is not considered valid until the strip
chart data and calibration/maintenance reports have been received from
the field. A two-step process follows. The first step, editing,
eliminates from the data base all obvious errors in the values stored in
the computer. It also eliminates values that are indicated as problems
by calibration/maintenance. The second independent process, validation,
samples the strip chart data for agreement with the numbers in computer
storage. This process takes 30 to 45 days, after which the observed
parameters become available for use.

A computer system could model concentrations for each hour of the
test period (in this case 2952 hours). In this study, establishing a
lower threshold of 0.05 ppm reduced the quantity of hours considered to
two sets: the set for Cases 1 through 4, consisting of 321 hours, and
the set for Case 5 through 7, consisting of 905 hours. A total of
177 hours was common to both sets so that a total of 1049 distinct
hours, or 35.7% of the total hours in the 123-day test period, was
considered.

Although the techniques for analyzing the error ratios could have
been computerized, it appeared that the most cost-effective approach for
this data set would be the use of a manual tabular mode of calculation.
This procedure has been carefully reviewed and cross-checked to ensure

the quality of the results.
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One significant problem encountered in the processing of the
concentration data was the treatment of 'background" SO2 from other
sources. AQFOR is set up to add a background concentration depending
on wind direction, wind speed and stability class to the predicted
concentrations from the Kincaid plume. A background lookup table,

Table 3-3, was developed for Kincaid during July and August of 1976 when
the plant was not operating but the monitoring system was. This lookup
table is, of course, specific to those two suﬁmer months and may be of

less value for the winter months of the 123-day test period. An alternative
method of background assessment could be provided by averaging the
concentration values at monitors determined to be upwind, that is, not
within a 90° sector of the observed wind direction. It was decided,
however, that the predicted concentrations that the forecaster receives

from AQFOR are based on the lookup table and therefore so 1is Cp(Qp, Mp).

The other model calculations for Cp therefore ought to use the same

background for consistency.
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Wind
Direction

NNE

NNW

Columns labeled 1-6 represent

No.
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10
11
12
13
14
15
16
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.007
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.004
.008
.009
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.012
.010
.020
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.012

0.009

.009
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.010
.013
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.007
.008
.004
.007
.003
.010
.016
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.003
.012
011
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Unstable

.009
.004
.005
.007
.008
.004
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.015
.010
.009
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.004
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o O o O 0O O 0O o o o o o o o o o
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.004
.007
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.008
.004
.008
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.011
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.009
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TABLE 3-3

BACKGROUND CONCENTRATIONS, ppm SO2
LOOKUP TABLE FOR KINCAID
(BASED ON JULY-AUGUST 1976 DATA)

Neutral

5 6 1 2 3 4 5 6 1 2

.012 ©0.012 0.004 0.006 0.006 0.006 0.006 0.006 0.004 0.007
.006 0.006 0.009 0,008 0.003 0.002 0.005 0.005 0.003 0.003
.007 0.007 0.008 0.004 0.004 0.005 0.005 0.005 0.004 0.003
.007 0.007 0.007 0.008 0.008 0.008 0.008 0.008 0.004 0.005
.008 0.008 0.015 0.009 0.010 0.010 0.010 0.010 0.004 0.005
.004 0.004 0.006 0.008 0.010 0.007 0.007 0.007 0.005 0.006
.008 0.008 0.009 0.014 0.013 0.013 0.013 0.013 0.006 0.004
.009 0.009 0.023 0.012 0.003 0.011 0.011 0.011 0.006 0.004
.013 0.013 0.021 0.013 0.008 0.027 0.015 0.015 0.006 0.006
.013 0.013 0.020 0.016 0.023 0.020 0.020 0.020 0.005 0.009
.010 0.010 0.002 0.013 0.¢11 0.004 0.010 0.010 0.004 0.004
.003 0.003 0.004 0.003 0.004 0.004 0.004 0.004 0.002 0.002
.003 0.003 0.010 0.003 0.003 0.005 0.005 0.005 0.004 0.003
.012 0.012 0.008 0.008 0.008 0.008 0.008 0.008 0.002 0.006
.009 0.009 0.020 0.014 0.007 0.014 0.014 0.014 0.003 0.002
.009 0.009 0.005 0.014 0.006 0.009 0.009 0.009 0.005 0.004

different wind speed classes.

Class

Wind Speed Range (mph)

0-4

5-8

9-12
13-16
17-20

21-greater

o O O O © O 0O O O O o o c o o C

Stable

.010 0.
.002
.003
.005
.004
.005
.005
.003
.008
.011
.009
.002
.003
.003
.013
.008

oo o O 2 O O 0 o O o o ©C o o o

006

.003
.004
.005
.006
.005
.005
.004
. 006
.008
.004
.002
.003
.003
.004
.005

0.
0.
0.
0.
0.
.005
.005
.004
.006
.008
.004
.002
.003
.003
.004
.005

o

c O O o oo © O O o

006
003
004
005
004

0.006
0.003
0.004
0.005
0.004
0.005
0.005
0.004
0.006
0.008
0.004
0.002
0.003
0.003
0.004
0.005



4. RESULTS OF RELIABILITY ANALYSIS

4.1 Total System Error RT

Table 4-1 presents a summary of the R analysis results. The

geometric mean and standard deviation haveTbeen used to characterize the
distribution of RT values. The RT values are bounded by 0 and infinity
(if a zero observed value occurs) with an ideal mean value of 1.

Because of these bounds, geometric statistics appear more appropriate
than arithmetic statistics (see Figure 4-1).

The geometric mean has been calculated by:

1
Rp = RPR®RY....RY)
where n is the number of hours in the case.
The geometric standard deviation has been determined by:
1/2

2
(Z In Ri)

n

2
Z(ln Ri) -

n-1

S = exp

where Ri is the value of RT for the ith hour. Note that in contrast to
the arithmetic standard deviation, for which zero denotes no variations
from the mean value, the minimum value of S (corresponding to no varia-
tions from the mean value of RT) is unity. Therefore, the ideal value
of § is 1.0.

If distributions of R, are log normal, 68.3% of the values are

contained between the valqu ﬁf/s and (ﬁ&)(S). Using Case 1 as an
example, where the arithmetic mean and standard deviation are 0.86 and
0.90, respectively, 68.3% of the values lie between R = 0.09 and R =
1.80.

Before reviewing the specific results of the case analyses, it is
of interest to obtain a better feeling for the expected values of the

mean value, RT’ and variations about this mean as evaluated with S.
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TABLE 4-1

SUMMARY OF RESULTS FOR R,

1
Geometric Complete
Number of Geometric Standard Range of B B
Case Hours Mean R, (Rp) Deviation (S) R, Values RT/S (RT)(S)
1 321 0.40 4.49 0.02 - 6.69 0.09 1.80
2 177 1.22 1.77 0.26 - 6.69 0.69 2.16
3 66 1.21 1.79 0.31 - 6.56 0.68 2.17
4 22 0.86 1.72 0.38 - 3.50 0.50 1.48
5 905 4.37 2.72 0.14 - 44.00 1.61 11.89
6 288 3.56 2.65 0.38 - 29.67 1.34 9.43
7 58 2.33 2.76 0.38 - 22.33 0.84 6.43

See Table 3-2 for definition of cases. The threshold used is 0.05 ppm.
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Consider the uncertainty associated with not knowing one meteorological
variable wind direction exactly. We have estimated the 1-hour averages
as if concentrations were uniformly distributed over a 22-1/2° wind
direction sector. This is, in effect, a concentration value that
better represents the average of a large number of measurements. NOw
suppose that, for any given hour, the actual concentration distribution
was Gaussian and centered about a specific wind direction, within the
22-1/2 sector. Depending on the actual wind direction, a monitor
located on the centerline of the sector would be expected to measure
concentrations that could be above or below the sector-averaged values.
However, by our definitions, the arithmetic average would equal the
sector-averaged value. What values of RT and S could be expected from
the effect of this uncertainty in wind direction alone?

The ratio of the predicted (sector averaged) to observed (Gaussian)

for any single event of this idealized situation would be given by:

2.03 2/20 2
g, X 2.0310 e 7 y
Rr L 220 2 X
€ Y
g o
z
where
X = distance to receptor from source
oy,cz = diffusicn coefficients at distance x for a specific
atmospheric stability category
y = crosswind distance from plume centerline
y " 2 2
= max, Q.OSWOV e Y /20y dy
fpo= e —x
max o ’
where
Y max = distance from plume centerline to edge of 22.3

sector, i.e., x tan 11.25°



The integration in the above formula yields:

2
Y max /6oy2
where

Similarly, the geometric standard deviation can be derived as

S = exp [.149 EX;
y

Now we can make an evaluation, but the distance x and the stability
category must be specified. With the ASME unstable category at 2,000
meters from the source, E& = 1.21 and S = 1.47. The plume fits well in
the sector for those conditions (value at Ymax only 0.349 of the sector
average) and the RT and S values are small. At ASME neutral category
and 6,400 meters from the source, the plume is quite narrow with respect
to the sector (value at Y max is 0.000366 of the sector average) and

RT = 6.22, while S = 15.18. This exercise demonstrates that even in
idealized situations the use of R, and S as measures of system error

and/or reliability can be misleadzng. Moderately large values of S can
be associated with a system which is in fact very reliable. Also note
that the allocation of continuous variables such as wind speed and
atmospheric stability into discrete categories in many modeling approaches
results in errors that affect ﬁ& and S (primarily) by producing an irre-
ducible limit to the expected accuracy of predictions. No attempt is
made in this study to quantify this lower accuracy limit for the Kincaid
system.

The results in Table 4-1 cover the entire 123-day test period. The
results were evaluated one month at a time, but a review showed no
significant month-to-month variations except those caused in some months
by very small sample sizes. Month-by-month summaries are therefore not

presented.
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A discussion of the results for R on a case-by-case basis follows.
It is helpful to refer to the definitions of the seven cases found in

Table 3-2. The threshold value selected is 0.05 ppm.
4.1.1 Casel

Case 1 contains 321 hours in which the maximum monitored concentra-
tion was greater than 0.05 ppm. As can be seen from the geometric mean
of 0.40, the values are in general underpredicted and the ratios have a
fairly large geometric standard deviation. Underprediction is expected
from the bias of the sample in Case 1, caused by the inclusion of
predicted values below the threshold. There are bound to be many times
when the SCS would not forecast ground-level concentrations above back-
ground at any receptor, while the monitors could measure a concentration
above the threshold. Such a situation might occur when stable atmos-
pheric conditions are predicted, which then lead to very small concen-
tration predictions since the plume is modeled to remain elevated. If
the stable conditions actually occur, then the monitored ground-level
concentrations may be due to other nearby low-level sources of SOZ' The
SCS would be using only the average background concentrations from the
lookup table and thus would underestimate the measured concentration
while not underestimating the impact of the Kincaid plume. This situ-
ation has undoubtedly occurred.

Another source of the low ratios is the set of events for which the
measured concentrations are just above the threshold, while the predicted
concentrations are small or equivalent to background. In order to
quantify how sensitive the results are to the threshold value, the hours
for Case 1 were reviewed for thresholds of 0.10 ppm and 0.14 ppm. The
comparative results are presented in Table 4-2. These results demonstrate
the sensitivity of the results to threshold. The higher the threshold,
the lower the geometric mean and therefore the greater the underprediction.
In the extreme case of the 0.14 threshold, the entire first standard
deviation is below an R of 1. Note, however, that this is a small
sample size representing only the highest 28 hours of measured concen-

trations.
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Threshold
ppm

0.05

0.10

0.14

0.05
0.10

TABLE 4-2

SUMMARY OF RESULTS FOR R
COMPARISON OF THRESHOLDS

T

Geometric
Number Geometric Standard
of Hours Mean ( T) Deviation (S)
CASE 1
321 0.40 4.49
76 0.28 3.67
28 0.25 3.03
CASE 2
177 1.22 1.77

21 1.09 1.3

Complete
Range of
RT Values
0.02 - 6.69
0.02 - 2.22
0.02 1.09
0.26 - 6.69
0.59 - 2.22

0.09

0.08

0.08

0.69
0.81

(R (S)

1.80
1.03

0.76

2.16
1.47



Another reason for the underpredictions evident in Case 1 is the
use in this study of a sector-averaged model in the prediction of
l1-hour averaged concentrations for comparison to measured data. A
sector-averaged model is used in AQFOR because the SCS is oriented
toward protecting against exceeding the 3-hour and 24-hour standards.
To realistically assess the average for multiple hours, average expected

l-hour values rather than peak l-hour values are used in the calculations.

4.1.2 Case 2

The Case 2 hours are a subset of the Case 1 hours with the addi-
tional restriction that a concentration must have been predicted above
the threshold of 0.05 ppm at some receptor. Both predicted and observed
values are above the threshold, and the bias identified in Case 1 is
eliminated. The sample size, however, was reduced from 321 to 177 hours.

Case 2 does show considerably better statistics. On the whole,
when the SCS is predicting a significant concentration, that prediction
is within a factor of two a high percentage of the time. The mean value
of RT is greater than 1.0.

If the threshold in Case 2 is raised from 0.05 ppm to 0.10 ppm, the
result is a very good geometric mean ratio and standard deviation as
shown in Table 4-2. There are many hours for which neither the model
nor the monitors produced any significant ground-level concentration.
When these hours are eliminated from consideration, the model produces a

more accurate description of the expected concentration.
4.1.3 Case 3

Case 3 adds the additional restriction that the receptor for which
the SCS made a prediction must be a monitor site. This case shows very
little statistical difference from Case 2 even through 111 hours have
been dropped. This fact implies that the monitoring field provides a
good sample of the entire receptor field since the results for the data
subset for monitored locations are nearly the same as the results for

the subset for all receptors.
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4.1.4 Case 4

In Case 4, both the measured and predicted values above the thres-
hold must be at the same monitoring site location. Only 22 hours fit
the criteria of the case, which shows that only rarely did the SCS
predict the exact location where a concentration was subsequently
measured. The percentage is, in fact, 6.9% of all hours with measured
concentrations greater than 0.05 ppm. This fact appears to demonstrate
that the SCS must make predictions for a large number of receptor points
and provide for control actions on the basis of expected contravention
of standards at any one of those points. An SCS should act on predicted
concentrations regardless of the location estimated for the maximum
impact.

Case 4 represents a test of the ability of the SCS to predict at a
specified point the expected concentrations quantitatively. Since
concentrations above the threshold are both measured and predicted at
the same location, the comparison illustrates one measure of the validity
of the SCS prediction. Case 2 is the other best test because in fact in
an SCS one does not generally care where the highest values are predicted
if the value is accurate. Case 4, however, has been used as an example
in some of the subsequent analyses in this section.

The statistics for Case 4 are quite reasonable despite the limited
sample size. The geometric mean of 0.86 shows a tendency for slight
underprediction (recall the underprediction is, in fact, expected since
sector-averaged predicted values are being compared to l-hour averaged
observations), but most of the values are within a reasonable range of

the perfect score of 1. The lowest value for R is only 0.38.
4.1.5 Cases 5 through 7

Cases 5 through 7 are based on data selection rules in which the
predicted values are above a threshold and thus have a strong bias
toward overprediction. Significant concentrations (in excess of 0.05 ppm)
were predicted for 905 hours or 30.7% of the hours in the 123-day test
period. There were only 321 hours (10.9%) when significant concentra-
tions were measured. These figures are reasonable since significant

concentrations are often predicted at locations with no monitor. It
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appears, however, that there are also many circumstances in which the

SCS overpredicts the concentrations that are measured at ground level.
The statistics of Cases 5 through 7 support that judgment since even

Case 7, which involves comparisons at the same monitor, shows a geometric
mean greater than 2. Note that there is no threshold restriction on the
measured value for any of these cases. Note also that applying a
threshold restriction to the Case 7 data set would result in a case

equivalent to Case 4.
4.1.6 Summary of Cases

The analysis of Cases 1 through 7 demonstrates the sensitivity of
the predictive statistics to concentrations below the threshold. Bias
towards overprediction occurs when the threshold is applied to predicted
concentrations and not measured, while a bias toward underprediction
occurs when the threshold is applied to observed and not predicted
concentrations. When thresholds are applied to both observed and

predicted values {Cases 2, 3 and 4), there is a slight overprediction,

and the standard deviations are much smaller.
4.2 Analyzing Error Ratios of SCS Components

To understand more fully the complex processes that are summarized
in Table 4-1, consider the results for the three components Rw’ Rq and
Rm. Table 4-3 presents the geometric means and standard deviations for
the components. Multiplying the mean values of each of the components
in a case gives, within round-off errors, the RT value for that case.

Several general statements about the results in Table 4-3 can be
made. The prediction of the emissions is very good and the impact of
errors in emission projections on the total error is relatively insig-
nificant. This effect is caused by two factors: (1) in a base-loaded
plant, the load is normally not expected to vary greatly from hour to
hour, and prediction of load should be and is fairly accurate (especi-
ally when one of the units isn't operating, which reduces generation

resources, a situation that existed during much of the test period) and

N
Qo
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nces in emission strength are somewhat offset by plume rise.

The second effect arises because the method compares the effect of
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TABLE 4-3

SUMMARY OF RESULTS OF Rw’ Rq, R
THRESHOLD OF 0.05 ppm

m

Number . W _ q _ m -
Case of Hours R, S Rq S R S (Rw)(Rq)(Rm)
1 321 1.19 4.51 1.00 1.32 0.34 4.83 0.40
2 177 1.90 4.79 1.04 1.38 0.61 4.66 1.21
3 66 5.69 4.50 1.01 1.06 0.20 4.74 1.15
4 22 3.92 3.69 1.02 1.08 0.21 3.57 0.84
5 905 3.29 5.56 1.00 1.47 1.34 5.34 4.41
6 288 7.03 4.09 0.99 1.27 0.50 4.31 3.48
7 58 5.63 4.01 1.01 1.15 0.41 3.83 2.33



predicted and observed emissions on ground-level concentrations. If
load is higher at Kincaid, emissions are higher, but so is plume rise,
which reduces ground-level concentrations. This observation does not
imply that estimates of Q are always correct. In any specific hour, the
error in emissions prediction may significantly affect the accuracy of
the concentration prediction.

The statistics for model error, Rm, indicate that the model is

largely at fault in failure to achieve a reasonable R The results

T
indicate that, except for Case 5, the model on the average underpredicts
the measured concentrations. The standard deviations are uniformly
large, indicating a wide variation in results. Thus, even when the
observed meteorology is used, the concentrations predicted by the model
apparently are not conservative.

The geometric mean of Rm is lower than that of R., which implies

s
that some component of the SCS counteracts the modeligg tendencies to
underpredict. A quick review of the Rw shows that these values are
generally higher than 1 and do provide the offset required to raise the
overall RT values above those provided by the model, which implies that
the forecasted meteorology, when converted to ground-level concentra-
tions, is much more conservative on the average than the observed
meteorology. These effects on Rw and Rm suggest that the observed
meteorology may be the parameter that causes the high value of Rw and
the low value of Rm. To check this hypothesis, the study examined the
individual values in Case 4. This case was chosen because it compares
observed and predicted values at the same monitor location.

Table 4-4 summarizes the results of the detailed analysis of
Case 4, Beside each small value of Rm is given a major reason for the
underprediction of the observed concentration, Co’ by the model with
observed meteorology. Hour 3 is an example of the difficulty often
experienced with mixing depth. The meteorclogical forecast called for
significant concentration at the menitor, and the mixing depth was
forecast to be well above a height that would have any significant
effect. In the observed meteorology, two radiosonde soundings at
Peoria, Illinois, are interpolated to determine the mixing depth. This
observed mixing depth for Hour 3, 450 meters, was so low that the model

assumed that the plume entered and remained in the elevated stable



TABLE 4-4

DETAILS OF CASE 4

Meteorology

Load (Mw) Diizzgion g;ﬁid Mixing

Sample Unit 1 Unit 2 (degrees) (mph} Depth (m) Stability

Hours Co RT Rw Rm Reason 0BS PRED OBS PRED OBS PRED 0BS PRED OBS PRED OBS PRED
1 0.162 0.59 1.09 0.52 4 0 0 530 550 338 340 11 13 3,000 500 3 4
2 0.136 0.63 0.99 0.63 4 0 0 529 550 346 340 11 14 3,000 500 3 4
3 0.055 1.09 7.5 0.15 1 0 0 532 S50 176 175 9 12 450 3,000 4 4
4 0.158 0.44 0.77 0.41 4 0 0 368 550 219 230 18 12 500 3,000 1 4
S 0.079 0.72 19.0 0.04 2 0 0 185 250 281 290 13 8 3,000 900 1 4
6 0.060 1.33 1.05 1.27 0 0 529 530 180 180 21 17 500 800 4 4
7 0.053 1.74 30.7 0.06 2,4 0 0 534 535 273 290 12 12 3,000 500 1 4
8 0.067 0.84 2.95 0.28 2 250 300 0 0 163 180 11 8 500 600 2 4
9 0.062 0.87 2.84 0,31 2,4 270 300 0 0 164 185 12 9 500 3,000 1 4
10 0.072 0.76 2.89 0.26 2 291 400 0 0 164 185 11 9 600 3,000 2 4
11 0.062 0.89 3.67 0.24 2 361 400 0 0 174 190 12 9 700 3,000 3 4
12 0.054 1.63 6.29 0,26 2 169 100 539 550 316 300' 22 18 3,000 3,000 4 4
13 0.087 0.82 23.7 0.03 2 0 0 532 550 272 290 7 16 3,000 3,000 2 4
14 0.125 0.57 23.7 0.02 2 0 0 522 550 267 290 7 16 3,000 3,000 2 4
15 0.127 0.52 0.86 0.57 1,4 0 o] 510 550 221 230 21 15 500 3,000 1 4
16 0.179 0.38 5.23 0.07 1 0 0 484 485 176 190 20 20 200 3,000 3 4
17 0.077 0.86 0.83 1.0l 0 0 476 485 183 190 29 22 300 3,000 1 4
18 0.129 0.52 3.35 0.16 2,3 557 550 539 550 204 190 2 7 3,000 3,000 4 4
19 0.126 0.53 3.19 0.17 3 567 550 507 550 181 190 3 7 3,000 3,000 4 4
20 0.068 2.01 0.60 3.40 2 557 535 5§29 535 151 170 14 14 400 3,000 4 4
21 0.074 3.53 23.5 0.15 2 553 530 550 530 148 155 15 12 600 400 4 4
22 0.052 0,98 17.0 0.06 2,4 0 [ 529 550 262 340 7 8 3,000 700 5 4

Reasons Code

1. Observed mixing depth assumes plume is trapped in elevated layer.

2. Observed wind direction puts plume in different sector.

3. Observed wind speed caused plume rise to be too high.

4. Observed stability class caused alteration of the position of the maximum.
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layer. Consequently, the model with the '"observed" meteorology did not
predict any plume impact, only the background lookup concentration.
Hence, the forecast was ''right' and the ''observed' meteorology was
wrong.

A more frequent difficulty in this example is that the observed
meteorological wind direction places the plume outside the sector of the
target monitor (the model predicts a sector-averaged value for the
22-1/2° sector centered about the observed wind direction). This
suggests that the predicted wind direction, which is forecast from
synoptic considerations, was more accurate for estimating plume tra-
jectories than the observed wind direction at a height of 60 meters on
the meteorological tower. The plume, which exits from the stacks at
152 meters and rises many meters more may be influenced more by the
synoptic weather pattern than the wind direction at 60 meters. There-
fore, the concentration predicted with the forecast wind direction
derived from synoptic analysis may often be more realistic.

Another reason for differences between the predictions with observed
and predicted meteorology is caused by inappropriate observed stability
class. Differential temperature measurements at the meteorological
tower were discovered to overestimate the instability of the atmosphere.
Therefore, the concentration profile given by the model with observed
meteorology had maxima that occurred too close to the power plant and
underprediction occurred at the monitor. The forecasters had suspected
this situation for quite some time and were adjusting for it, as is
evidenced by the column of predicted stability classes.

In order to test the potential errors in the differential tempera-
ture measurements, another source of stability class estimates was
needed. The Springfield, Illinois, Airport is some 31 kilometers north-
west of the Kincaid Station, and hourly observations were used to develop
Turner stability classifications for the hours of Case 4. These classi-
fications along with the other meteorological parameters at Springfield
and Kincaid are presented in Table 4-3.

The Springfield-derived stability classifications support the
judgment or the forecasters and imply that the ''observed' stability

clas

wn

at Kincaid is for the most part incorrect. The observations of

wind speed and wind direction that were made at Springfield generally



TABLE 4-5

COMPARISON OF METEOROLOGICAL DATA OBSERVED AT KINCAID AND AT SPRINGFIELD*

CASE 4
Springfield
Wind Direction® Wind Speed (mph) Cloud Stability
Kincaid Springfield Kincaid Springfield Cover Ceiling Kincaid Springfigld
Hour  Obs. Pred. Obs. Obs. Pred. Obs. (tenths) (100's ft) Obs.! Pred. Obs. <
1 338 340 340 11 13 15 .2 250 3 1 4
2 346 340 10 11 14 16 .7 250 3 4 4
3 176 175 120 9 12 4 1.0 7 4 4 4
4 219 230 230 18 12 23 7 200 1 4 4
S 281 290 270 13 8 16 7 30 1 4 4
6 180 180 170 21 17 18 0 4 4 4
7 273 290 270 12 12 15 .8 100 1 4 4
8 163 180 170 11 8 12 2 250 2 4 4
9 164 185 270 12 9 12 .1 250 1 4 1
10 164 185 160 11 9 10 At 250 2 ) 3
11 174 190 180 12 9 12 .1 250 3 4 4
12 316 300 330 22 18 18 0 4 4 1
13 272 290 280 7 16 9 .5 250 2 4 3
14 267 290 250 7 16 12 ) 250 2 4 4
15 221 230 240 21 15 h22 .8 130 1 4 4
16 176 190 170 20 20 21 1.0 250 3 4 4
17 183 190 170 29 22 24 1.0 250 1 1 4
18 204 190 150 2 7 3 1.0 35 4 4 4
19 181 190 150 3 7 S 1.0 35 4 4 4
20 151 170 150 14 14 16 1.0 7 k] 4 4
21 148 155 150 15 i2 17 1.0 6 4 4 4
22 262 340 220 7 8 9 .8 12 5 4 1

1Generated from differential temperature measurements.
2 s .
Turner classification scheme.

*Qbservations made on the hour.
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agree with the observations at Kincaid. Observations of wind character-
istics at plume height would appear to be needed to verify the forecast
values.

Using more accurate stability class determinations for the observed
meteorology would better balance the Rm and Rw"

The information in Table 4-4 supports the hypothesis, which was
derived solely from the error ratio analysis, that the observed meteoro-
logy was a source of difficulty. In fact, it appears that the predicted
ground-level concentrations using forecast meteorology more accurately

describe the observed concentrations than does the "observed'" meteorology.
4.3 Background Concentrations

It is interesting to compare the background concentrations developed
with monitored concentrations for July and August and used in the AQFOR
model during the test period with those that were observed in the moni-
toring system around Kincaid. Since monitors are well placed around the
source, it is always possible to select a monitor to represent the
upwind concentrations. A quick resume of the situation is contained in
Table 4-6, which presents a comparison for the Case 4 hours. Until
December 24, there seems to be little real problem with the use of the
lookup table background concentration. Errors in estimating background
were only once greater than 10% of the observed maximum concentration.
Data for December 24 and all of January indicate a much more difficult
problem. Background SO2 concentrations appear to be significantly
higher, and in all of the examples the increase over the lookup table
background is more than 10% of the observed maximum concentration. It
seems logical that these higher background concentrations were associ-
ated with the severe cold experienced during the winter of 76-77 and
with the increased fuel use.

Any background concentration different from the lookup value does,
of course, affect the error ratio calculated for the SCS. The last
column of Table 4-6 shows the RT adjusted by the inclusion of the
measured background concentrations instead of the lookup table values.
Individual values of RT have changed, and the geometric mean, ﬁ%, has

risen slightly. The geometric standard deviation has not changed. The
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effect of using actually measured background would only slightly improve
system accuracy from this point of view. Real-time background data
cannot be used for the forecast period, but would be of greater value
than a lookup table. One possible improvement might be a seasonally-
varying background lookup table.

The analysis of background concentrations revealed that some of the
hours in Case 1 were for times when Kincaid was not operating. There
were 18 hours when measured concentrations were above the 0.05 ppm
threshold (range from 0.052-0.107 ppm) and were, therefore, included in
the sample. The SCS only predicts the background lookup concentration.
The geometric mean of those 18 hours was 0.07, and if they are removed

from Case 1, the geometric mean, R., is 0.45 and the geometric standard

deviation, S, is 4.07 (compare to 3.40 and 4.49, respectively).

Clearly there were other sources contributing to monitored concen-
trations during those hours. For other hours, those sources also
contribute. Several hours were found when winds from the northwest
coincided with measured concentrations northwest of Kincaid that the SCS
would not have forecast with the background lookup table based on

summer data.
4.4 Three- and Twenty-Four-Hour Average Concentrations

All of the previous comparisons have used l-hour averages. All
input data as well as measured concentrations were averaged over one
hour, and the model results interpreted to represent l-hour values even
though the model uses sector-averaged values that would normally only be
applied for longer averaging times. The standards for SO2 are, however,
written as 3-hour averages (secondary standard) and 24-hour averages
(primary standard). The data acquisition, storage and model processing
required to do all the cases for the longer averaging times would be a
significantly larger task than that for the l-hour values. For this
reason, a limited sample again was chosen to test the effect of longer
averaging times. Case 4, again because of its observed versus predicted
comparison at a single monitor, was selected. The results for 1-, 3-
and 24-hour averaging times are presented in Table 4-7. Note that the

number of samples decreases because the 3-hour and the 24-hour periods
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Time in Hours
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TABLE 4-7

SUMMARY OF RESULTS FOR R, AS A

T
FUNCTION OF AVERAGING TIME
CASE 4

Geometric _

Number of Geometric  Standard Ry

Samples Mean RT Deviation(S) S
22 0.86 1.72 0.50
15 0.87 1.89 0.46
14 1.23 1.95 0.63

4-19

(Rp) (S)

1.48
1.64
2.40



may contain more than one of the one-hour samples. The 3-hour comparisons
are for the highest average 3-hour measured concentration while the
24-hour concentration were evaluated on a midnight to midnight basis.

Two results are discernible: (1) the SCS does not predict 3-hour

average concentrations any more reliably or accurately than l-hour
concentrations; and (2) the SCS does not predict 24-hour average concen-
trations any more accurately, but predicts 24-hour average concentrations

somewhat more conservatively than l-hour concentrations.
4,5 Prediction of Meteorological Parameters

The forecaster's primary function is to determine the values of
meteorological forecast parameters entered into the AQFOR model. As was
already indicated for the specific case of the stability class, the
forecaster has some leeway in evaluating whether to use in the predic-
tion a stability class projected from the meteorological tower data or
substitute a stability class based on the synoptic forecast. This
decision making is all part of the experience that the individual
forecaster develops with time. There is also an element of conservative
thinking that forecasters eventually incorporate, whether it is conscious
oT not.

Figure 4-2 shows the relationship of l-hour average values of RT to
the number of hours from the time of forecast. It shows that as the
time from the forecast increases the RT rises, that is, the prediction
becomes more and more conservative. This result is open to a great many
interpretations. Over the period of the forecast, there is a tendency
to expect the occurrence of the persistence of meteorological variables.
When the meteorology is more variable than expected, the RT is therefore
higher. A second possible explanation would arise from the contention
that the primary air quality concern at Kincaid, especially with only
one unit running, is excursions above the 24-hour average standard.
Periods of persistent meteorology are feared and perhaps predicted more
orften than they actually occur-

More specific and more accurate meteorological data appear to be

needed to provide better inputs for the calculation of measured concen-

trations. A climatology that supplements the information derived from
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the synoptic weather situation with specific model input parameters
would be useful in this regard. These parameters will then provide more
accurate and reliable forecasts. Similarly, improvements made in the
model must be made in the context of changes in the forecasting proced-
ures. Improvements, especially with regard to mixing depth, could have

a significantly beneficial effect on SCS performance.
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5. RESULTS OF PROBABILITY ANALYSIS

5.1 Data Preparation and Processing

From the available data developed in the first portion of this
study, it was necessary to derive a data input set for the model PROBL,
which is described in detail in Appendix B. First the data set for
which the PROBL analysis would be performed was defined. Without having
the entire 24-hour times 123-day data set available, any frequency
distributions that are analyzed will be skewed one way or another. It
was decided thaF the Case 1 data are skewed toward low values of RT and,
therefore, represent the largest expected adverse error in the SCS. The
selection of Case 1 will overestimate the possibility of exceeding the
standards because it is skewed but will provide a meaningful example of
the application of the reliability analysis system.

PROBL requires as input the frequency distributions of the vari-
ables Q(t), M(t) and RT. The program needs each of these distributions
as step functions with a set of defined classes and the probability of a
value occurring in each class.

The classes for the values of Q(t) differ from the others in that
they are percentages of the rated capacity of the source. In the case
of Kincaid, there are two identical units of the same size. These units
are not in simultaneous operation for most of the data set. (See
Table 1-2). This fact allows for two different ways of analyzing the
data: (1) assume 1,200 Mw is full load for the plant and take the
percentage of time in each class relative to 1,200 Mw and (2) use only
those hours with one unit operational and make the percentages of time
in each class relative to 600 Mw. Table 5-1 shows the distributions of
source emissions, Q(t), for each of the separate operating units at
Kincaid and then for Options (2) and (1) above.

It is clear from this limited data set that when ground-level
concentrations are high, the units that are operational are running just
below full load. This is consistent with the fact that Kincaid is a
base load plant. The last column, which shows all the hours relative to
1,200 Mw, is bimodal with a reasonable fraction of probability in the
1,020 to 1,140 Mw range and an even higher probability that one unit is
operating in the 480 to 600 Mw range.
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TABLE 5-1

FREQUENCY DISTRIBUTIONS OF Q

Percentage of Case 1 Hours in Each Class

Percentage of Unit 1 Unit 2 1 Unit 2 Units
Class Mw Capacity 600 Mw 600 Mw 600 Mw 1,200 Mw

1 0-5 14.1 63.8 7.8 5.6
2 5-10 0.3 0.3 0.0 0.0
3 10-15 0.3 0.6 0.0 0.0
4 15-20 0.0 0.6 0.0 0.9
5 20-25 0.3 0.0 0.0 2.8
6 25-30 0.0 0.3 0.0 2.5
7 30-35 0.3 0.0 0.4 3.7
8 35-40 0.9 1.2 0.9 4.1
9 40-45 2.5 1.5 3.0 38.7
10 45-50 0.0 1.2 0.9 16.5
11 50-55 0.6 0.0 0.0 1.3
12 55-60 3.4 1.5 3.5 2.5
13 60-65 2.8 1.9 2.6 0.6
14 65-70 3.7 0.0 3.0 0.9
15 70-75 1.5 0.0 1.7 0.6
16 75-80 2.8 0.6 3.9 0.9
17 80-85 11.0 2.2 8.2 2.8
18 85-90 39.0 2.5 43.2 5.0
19 90-95 15.0 19.3 18.2 10.3
20 95-100 1.5 2.5 2.2 0.3

w
]
[N



The next frequency distribution to be considered is that distribu-
tion for the meteorology, M(t). There are several ways to estimate the
meteorological distribution frequency. The units of M(t) are concentration
divided by emission rate. The two measures of concentration available
to us are the observed and the predicted. Although a complete analysis
of the distribution would include all maximum measured or predicted
concentrations, the use of Case 1 for Q(t) requires the simultaneous use
of only Case 1 hours. The measured concentration data set is more
representative of actual meteorology and has been used.

One other effect needs to be accounted for in the preparation of
the meteorology distribution. If a model were being used to develop the
meteorology distribution, the source emissions could be set to some
constant value. In the Kincaid example case, however, the emissions are
different for each hour. The M(t) distribution based on the one unit
Q(t) distribution has a relatively constant Mw load emission (as shown
in Table 5-1), and it could be assumed that Q equals a constant. Other-
wise, Co could be divided by the emissions, Qo’ for each hour to derive
an emission-weighted distribution. Values of Qo have been normalized to
600 Mw or 1,200 Mw as appropriate. Where Q0 is equal to zero, that hour
has been dropped from the distribution. These distributions are shown
in Table 5-2 for the two-unit example and Table 5-3 for the one-unit
example. The selection of Case 1 means there are no measured concen-
trations less than 0.05 ppm.

The distribution for Co as shown in both M(t) tables is artifici-
ally bounded by the threshold value of 0.05 ppm. The distributions do
vary downward when divided by QO but the shifts are not remarkable,
as is to be expected for a base load plant.

The frequency distribution of R is straightforward, as it is

T
derived from the analysis results in Section 4.2. Values of the R

distribution by class are presented in Table 5-4. The heavy predog—
inance of the lowest classes is expected from the results in Table 4-1.
The final parameter to be set for the running of PROBL is the
threshold value at which a control action will be taken based upon a
predicted concentration. Because this study is evaluating l-hour
average values, the selection of the 1- to 3-hour threshold actually

used at Kincaid of 0.385 ppm is appropriate.
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TABLE 5-2

FREQUENCY DISTRIBUTION OF M(t)
CASE 1, TWO-UNIT EXAMPLE

Co Co/Qo
Class Class
(ppm) % of Hours (Ezgéissa % of Hours
.000-0.029 0.0 0.000-0.024 1.9
.030-0.059 21.2 0.025-0.049 0.5
.060-0.089 44.6 0.050-0.074 27.2
.090-0.119 15.6 0.075-0.099 25.3
.120-0.149 7.8 0.100-0.124 10.7
.150-0.179 5.2 0.125-0.149 12.7
.180-0.209 1.3 0.150-0.174 5.1
.210-0.239 1.3 0.175-0.199 7.0
.240-0.269 1.3 0.200-0.224 1.9
.270-0.299 0.0 0.225-0.249 1.9
.300-0.329 0.4 0.250-0.274 1.9
.330-0.359 0.0 0.275-0.299 0.9
.360-0.389 0.4 0.300-0.324 0.5
.390-0.419 0.0 0.325-0.349 0.0
.420-0.449 0.4 0.350-0.374 0.5
.450-0.479 0.0 0.375-0.399 0.0
.480-0.509 0.0 0.400-0.424 0.0
.510-0.539 0.0 0.425-0.449 0.5
.540-0.569 0.0 0.450-0.474 0.0
.570-0.599 0.4 0.475-0.499 0.0
0.500-0.524 0.0
0.525-0.549 0.0
0.550-0.574 0.0
0.575-0.599 0.5
0.600-0.624 0.0
0.625-0.649 0.0
0.650-0.674 0.0
0.675-0.699 0.5
0.700-0.724 0.5
0.725-0.749 0.0
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TABLE 5-3

FREQUENCY DISTRIBUTION OF M(t)
CASE 1, TWO-UNIT EXAMPLE

Co Co/Qo
Class Class
(ppm) % of Hours (EEEE%EE) % of Hours
.000-0.029 0.0 0.00-0.04 0.0
.030-0.059 24.0 0.05-0.09 19.1
.060-0.089 46.5 0.10-0.14 26.8
.090-0.119 12.8 0.15-0.19 21.5
.120-0.149 8.4 0.20-0.24 10.3
.150-0.179 4.4 0.25-0.29 8.3
.180-0.209 0.9 0.30-0.34 3.6
.210-0.239 0.9 0.35-0.39 4.0
.240-0.269 0.9 0.40-0.44 1.3
.270-0.299 0.0 0.45-0.49 1.3
.300-0.329 0.3 0.50-0.54 1.3
.330-0.359 0.0 0.55-0.59 0.7
.360-0.389 0.3 0.60-0.64 0.3
.390-0.419 0.0 0.65-0.69 0.3
.420-0.449 0.3 0.70-0.74 0.3
.450-0.479 0.0 0.75-0.79 0.0
.480-0.509 0.0 0.80-0.84 0.0
.510-0.539 0.0 0.85-0.89 0.3
.540-0.569 0.0 0.90-0.94 0.0
.570-0.599 0.3 0.95-0.99 0.0
1.00-1.04 0.0
1.05-1.09 0.0
1.10-1.14 0.0
1.15-1.19 0.0
1.20-1.24 0.0
1.25-1.29 0.0
1.30-1.34 0.0
1.35-1.39 0.3
1.40-1.44 0.3
1.45-1.49 0.0
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TABLE 5-4

FREQUENCY DISTRIBUTIONS OF R
CASE 1

T

2 Unit Example
% Prob.

Class 1 Unit Example
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5.2 PROBL Results

The results of PROBL calculations are provided in Table 5-5 for the
one-unit example case and in Table 5-6 for the two-unit example case.

A summary of the results in terms of percent of the time over the stan-
dard is shown in Table 5-7 along with the expected hours per 123-day
period that they represent, that is percent of time over the standard
multiplied by the 321 hours in Case 1. The results show that using the
frequency distribution of observed concentration over actual emissions
CO/Q0 gives a higher expectation of exceeding the standard than using
just the observed concentrations Co. Division by QO does, as indicated
above, stretch the frequency distribution upward and results in more
hours of expected concentrations greater than the standard. The implied
result, that the one-unit example results in a greater number of hours
than the two-unit example, is anomalous. It occurs because the highest
measured ground-level concentrations (on October 2, 1976) occurred with
only one unit operating. In the two-unit example, those concentrations
have a much lower probability of occurrence.

In general, these results point to the low frequency of expected
excess of standards at the Kincaid Station. The example use of PROBL is
for the worst-case distribution of highest observed concentrations and
lowest average error ratio. In other words, Case 1 is the most severe
test that could have been applied. When using CO/QO, the expected
frequency of exceeding the 3-hour standard of 0.5 ppm rises to three
separate hours in the 123-day test period. That means that the SCS
would on the average allow three l-hour periods to exceed 0.5 ppm during
any 123 days of operation. Those three hours would probably need to be
consecutive to actually exceed the standard.

These results are biased by the discontinuous nature of the observed
concentration distribution, especially near the 3-hour standard. More
measurements in the range above 0.30 ppm for instance, would have better
established the distribution and given more confidence that the PROBL
results are representative of the tail of that distribution. This is a
difficulty of applying the analysis to Kincald where few measurements
near the standard occur. Secondly, it is an argument for the hour-by-
hour type of analysis that evaluates performance only for the worst-case
situations, a specific requirement of standards to be exceeded no more

than once per year.
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TABLE 5-5

DISTRIBUTION OF PROBL RESULTS
CASE 1, ONE-UNIT EXAMPLE

Co

Class*

(ppm) % Prob
0.000-0.029 10.768
0.030-0.059 26.614
0.060-0.089 36.692
0.090-0.119 15.444
0.120-0.149 4.747
0.150-0.179 1.990
0.180-0.209 1.291
0.210-0.239 0.987
0.240-0.269 0.115
0.270-0.299 0.296
0.300-0.329 0.223
0.330-0.359 0.135
0.360-0.389 0.194
0.390-0.419 0.094
0.420-0.4459 0.007
0.450-0.479 0.0l6
0.480-0.509 0.033
0.510-0.539 0.175
0.540-0.569 0.082
0.570-0.599 0.000

*Maxinum zround-level concentration
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TABLE 5-6

DISTRIBUTION OF PROBL RESULTS
CASE 1, TWO-UNIT EXAMPLE

Co Co/Qo

Class* Class*

(ppm) % Prob. (ppm) % Prob.
0.00-0.029 30.683 0.00-0.04 24.910
0.03-0.059 46.925 0.05-0.09 40.938
0.06-0.089 14.637 0.10-0.14 16.245
0.09-0.119 4,182 0.15-0.19 8.630
0.12-0.149 1.711 0.20-0.24 4.088
0.15-0.179 0.769 0.25-0.29 1.799
0.18-0.209 0.462 0.30-0.34 1.460
0.21-0.239 0.196 0.35-0.39 0.481
0.24-0.269 0.140 0.40-0.44 0.334
0.27-0.299 0.104 0.45-0.49 0.251
0.03-0.329 0.030 0.50-0.54 0.173
0.33-0.359 0.050 0.55-0.59 0.186
0.36-0.389 0.017 0.60-0.64 0.165
0.39-0.419 0.035 0.65-0.69 0.134
0.42-0.449 0.002 0.70-0.74 0.017
0.45-0.479 0.003 0.75-0.79 0.023
0.48-0.509 0.008 0.80-0.84 0.038
0.51-0.539 0.015 0.85-0.89 0.004
0.54-0.569 0.032 0.90-0.94 0.003
0.57-0.599 0.000 0.95-0.99 0.004

1.00-1.04 0.002
1.05-1.09 0.003
1.10-1.14 0.011
1.15-1.19 0.008
1.20-1.24 0.030
1.25-1.29 0.031
1.30-1.34 0.032
1.35-1.39 0.001
1.40-1.44 0.000
1.45-1.49 0.000

*Maximum ground-level concentration
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TABLE 5-7

SUMMARY OF PROBL RESULTS

One-Unit Example Two~Unit Example
% of Time % of Time
Greater Hours Greater Greater Hours Greater

M(t) Basis  than 0.5 ppm in 123 Days than 0.5 ppm in 123 Days

C 0.257 0.82 0.055 0.18

CO/Q 1.091 3.55 0.073 0.24
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APPENDIX A

DESCRIPTION OF THE AIR QUALITY FORECAST AND
CONTROL DECISION MODELS

A.1 Overview

The Supplementary Control System (SCS) uses a computation model to
predict the air quality at a field of points (receptors) in the vicinity
of the plant and to select a plant operating schedule from a specified
set of emission control actions. The Air Quality Forecast modcl (AQFOR)

used to generate predictions of SO, is a state-of-the-art diffusion

modeling program capable of handliig multiple point source emissions.
The input to AQFOR consists of the elements shown in Figure A-1. Cal-
culations of past, as well as future, 502 values at receptor peints, and
actual past 502 observations at sensor locations are input to the
Control Decision (CONDEC) model, which examines all running SO2 averages
to determine the plant operating conditions required to maintain three-
hour and 24-hour 502 standards. The computations and information flow
that yields the plant operating recommendations is also shown in Figure

A-1,

The next section discusses the mathematics and physical assumptions used
in AQFOR and the following scctions describe the input and functioning

for the AQFOR and CONDEC models.

A.2 AQFOR - Physical-Mathematical Description

A.2.1 Assumptions

The Air Quality Forecast (AQFOR) model combines calculation routines
from various ERT models to provide a system best suited to the specific
application and with the flexibility required for real-time operation in
an emission limitation program. The component models generally include
a multiple-source Gaussian diffusion model, a terrain model, and the ERT
downwash model. Because the Kincaid plant is situatcd in nearly level
terrain, and because the stacks are sufficiently high to prevent aero-
dynamic downwash cffect by buildings or other structures in the area,
terrain and downwash cffects are not necessary in the model for this
plant.
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The specific model of the Kincaid plant is a steady-state Gaussian plume

model capablc of incorporating multiple sources.

The model assumes that metcorological conditions are uniform over the
region and steady conditions apply for time periods of one-hour duration.

This assumption is appropriate for Kincaid for the following reasons:

1) In relatively flat terrain, systematic large-scale spatial vari-
ations in wind speed, direction, and atmospheric stability condi-
tions are generally not expected. Variations which do occur are
highly unpredictable, and when averaged over periods of time of an

hour or more will tend to cancel.

2)  The downwind region of maximum ground level impact for the Kincaid
plant is expected to be well within twenty kilometers for nearly
all meteorological conditions and substantially shorter distances
for high wind speed conditions. Thus, travel times for stack
emissions to reach the region of maximum impact will be generally
less than one hour. More likely, travel times for periods of SCS
curtailment activities will be of the order of 10 to 15 minutes.
Under these circumstances, since hourly-averaged wind data repre-
sents a reasonable lower limit on the time resolution of meteoro-
logical input data, no improvement of accuracy can be cobtained by
using other than a stcady-state plume model. Time-dependent models
are appropriate only when the travel time to the region of interest
is larger than meaningful time or spatial scales associated with
changes in meteorological conditions, for example, in situations

involving complex terrain.

The use of a steady-state Gaussian modcl results in substantial savings
of computation time and computer memory requirements. These savings
permit the use of more sophisticated data rcduction and analysis and

data presentation procedures.

The models are described in more detail in the following sections.



A.2.2 Plume Model

Calculations performed in the model involve multiple applications of
the Gaussian plume equation, which represents the concentration pattern
downwind from a point source. The general form of the equation tor the

coordinate system presented in Figure A-2 is:

2
R [€.95'231)) 172 (e
X(O)O)“) ZTTU g u CXP [ 1/2 (O' ) ]
Yy z y
2 2
z - H z + H
clew 172 BT ]+ exp (/2 (B ) (1)
z z
where
X = 502 concentration
(x,y,z) = the respective upwind, crosswind and vertical
components of a Cartesian coordinate systecm, such that
the receptor point is located at or vertically above the
origin (expressed in units of length) and the source at
the point (x,y,H). '
H = the effective height of emission and, therefore, the
centerline height of the plume (length)
g = the source strength (mass/time)
cy,cz = dispersion coefficients that are measurcs of cross-

wind and vertical plume spread. These two parameters are
functions of downwind distance and atmospheric stability
(length)

u = average wind specd (length/time)

The source base is at z = 0 in the coordinate system, and the plume
centerline reaches the equilibrium height H at some distance downwind

from the source. The most important assumptions upon which the cquation

1s based arc the following:

1) The wind speed and direcction in the vicinity of the point
source arc constant throughout the period of interest. The
wind spced, however, is specificd as an increasing function of

height.



Plume Axis

/ (Downwind )

{Xp'yy /7/ / @(/?ecepfOf

\ (0;}’,0} /0,0,2'}

| 7~
~
~ & d

™~ N

{x,-y,0) 7 A Za——-Origin
~
~
~— N
AN J

(Crosswind )
(x,0,0/

x (Upwind)

Figure A-2 Coordinate System Showing Gaussian Distributions
in the Horizontal and Vertical
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When the effluent enters the atmosphere, the plume rises until it
reaches an equilibrium altitude; the plume centerline height

remains constant at all downwind distances.

At any downwind distance, the maximum concentration occurs at the
plume centerline. The distribution of concentration values off the
centerline is given by the product of two Gaussian, or bell-shaped,

curves.

The concentration profiles described by the Gaussian form are not
instantaneous plume profiles. Instead they rcpresent concentra-

tions averaged over one hour.

None of the cffluent is lost from the plume. Thereforc, when the
plume intersects the ground surfacc, it is assumed that all material

is reflected back above the ground.

The effluent rate is constant, and the meteorological parameters

determining plume geometry are constant.

The actual computation of concentrations from heat and SO2 emission

rates has two steps:

1) Computations of the effective release height (or plume rise)

H from the heat rate P and the meteorolor:-.

2) Computation of the ground-level concentrations given H and

the SO2 emission rate Q.

The plume rise 1s calculated using Briggs' transitional plume rTise
P 8 g8 P

equations (Plumerise by Gary Briggs, AEC Critical Reviews, 1971):

H
wherc SHT

SHT + aAH

stack hecight (meters)

and where All is calculated according to the following equations:



1.6 FY3 (min(x, 3.50)%3/u

AH for stabilities 1, 2, 3, and

1.6 FL/3 x /3,

for stability 5 when u > 1.37 m/s

H
A and x < 2.4 u/Sl/2

2.9 (F/(s.u))/3
for stability 5 when u > 1,37 m/si
and x > 2.4 u/Sl/2

AH

5.0 F1/4/ 52/8

m/ s

(2]
~1

AH = for stability S when u < 1.

where
F = buoyancy flux of stack emissions (m4/53)
= 8.8432.10°° - p,
=-Heat rate (Watts),

down wind distance (m)

| » o
n

= down wind distance at which atmospheric turbulence dominates
entrainment in plume rise (m)
= min (1LFY8) 34.40.5°5
u = stack top wind speed (m/s)
= uo(SHT/ZWIND)EpS
u,= reference wind speed (m/s)
ZWIND = height at which reference wind speed measured (m),
EPS = stability dependent wind profile parameter,
S = square of the Brunt-VHisdld frequency,
= VPTG.g/TA
VPTG = vertical potential temperature gradient (OK/m)
g = acccleration duc to gravity (m/sz)
= 9.8 m/s2

TA = ambient temperature (OK).



Once plume rise H is calculated, the ground-level concentrations are

calculated in the following way:

XTor T X T XpaCK
where

y = computcd concentration at the receptor due to the stack

and the meteorology,

and

Xgack = contribution of background sources (as a function of

only the mectecorology and not the receptor location).

If the plume rise H is greater than DMX + 50.0 meters, where DMX is the
mixing 1id, then the plume is considered to have punched through the

region where effective mixing takes place so x = 0.

If the plumec rise H is lcss than DMX + 50.0 it is set to DMX if it excceds

DMX. Then x is computed as the sums of two terms

x = Q. [(1-f).G + £.D]/u
where
= fraction of the plume that is cntrained by the building wake,
G = Gaussian dispersion of effluent outside wake,
and D = non-Gaussian dispersion of effluent inside building wake.

The fraction f is sct to 0 if building downwash is not to be considercd
by the plant. Otherwise the fraction f is computed in terms of an

interaction parameter I,

th

exp (4.max (0, 1-1I))
where

I = SHT + 300. LB/(l.7.HBE)
HBE

effective building height (for the given wind dircction

and stack) (m)



LB

buoyancy length (m)
F/(l.lS*u)3

(with F = buoyancy flux, u = stacktop wind speed as above).

The Gaussian dispersion term G is calculated by the formula

G = hdf . vdf

where

hdf
vdf

a horizontal dispersion {

a vertical dispersion.

The vertical dispersion is the multiple reflected Gaussian of Turner's

Workbook (pg. 36):

vdf = ———}——— 1 + 2, 3

21 o

A

neag

o172 [Zj D-H']z]

1 oz

where 9, is a stability-dependent dispersion coefficient

o, = AZ - XBZ + CZ,

and where D and H' are the mixing 1lid and plume heights adjusted for

terrain by the formulas

D = DMX-A
H* = H - A

A = (1-T.) min (H,THT)
T. = a stability-dependent terrain correction paramcter
THT = terrain height (relative to stack base) in meters.

The horizontal dispersion term averages the standard Gaussian over a

sector to account for wind variability:

1 x*S .
TS CYf[Z—/‘Z:O ] if |y| < x*s/,
y

hdf =

* .
5—7];-;-5— l-erf l—s—' if )(“'S/2 < |y| f_é}_z.s_
' 2v2 Oy

0 otherwise



where

y = crosswind distance (m)
dy = a stgsility-dependent horizontal dispersions coefficient
= AY.x  + CY,
and S = sector width (radians)

The sector width is allowed to vary by forecast period to account for
increasing uncertainty of forecast wind direction.

j
The non-Gaussian dispersion term D is taken to be 0 at reccptors that
are not on the downwind side of the source. For receptors downwind,

D is computed by

D = hdf.vdf

where the horizontal dispersion is a 22-1/2 sector average

1
S .398x + WIDTH

(where WIDTH is an initial mixing width in meters)

hdf =

and the vertical dispersion vdf is given by

vdf = (l-exp [ .0015 (X/HBE)S(U/IS.)d]) /LN
— 2 1/3
where HW = max (3, (s o+ Lzs.x)‘/°)
and 7. = 1.25.cAZ.x°B% 4 ccz -

A.2.3 Receptor Grid

The receptor points at which the AQFOR model predicts concentrations are
carefully chosen to provide a non-biased input for the control decision
model. For the Kincaid plant, a radial receptor grid forming concentric
circles about the plant accomplishes this purposc. Additional receptor

points are placed to coincide with the monitoring sites.



If a rectangular grid is chosen, receptors will not lie at equal
distances from the power plant for all wind directions. Thus for the
same meteorological and plant conditions, but different wind directions,
a critical concentration may be predicted in one wind sector but not

another. This would bias control actions for certain wind sectors.

With the radial receptor grid, seven receptors along each of 16

radials, plus the monitoring receptors, yields a total of 122 receptor
points. The specific radius of each concentric receptor circle is deter-
mined by the significant impact area of the plant. The distances and
number of receptor circles necessary for proper coveragc can be readily

modified as experience in operating the Kincaid SCS systcm accumulates.

A.3 AQFOR and CONDEC  Functional Program Description

The SCS computer program involves three phases, and there is one module

for each phase:

1) EMFOR (for EMissions FORecast) which, based on observed and projected

loads, computes plant SO, emissions, for each specified plant

2
operating schedule specified by the emissions control strategy.

2) AQFOR (for Air Quality FORccast) which, based on observed and
predicted meteorological conditions and on estimated emissiiis,

computes SO, concentrations at each of the receptor points on a

2
radial grid centered at the plant for each specified operating

schedule, and

3) CONDEC (for CONtrol DECision) which examines the 502 concentration
sequence, for each receptor and operating schedule, and sclects a
plant operating schedule, if possible which maintains various SO,
average concentrations including, in particular, the 2.-hour and
three-hour averages, bclow specified thresholds, at cach of the

Teceptors.
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The purpose of the SCS program is to project for 24-hours in the future,
the forecast period, and to select an operating schedule which maintains
air quality. The Control Decision procedure requires an historical
operating schedule for that period of thc immediate past which is equal
in length to the forecast period. This hindcast period, together with
the forecast period, forms the basic time sequence examined by the three
phases: EMFOR, AQFOR, and CONDEC.

A.3.1 The Emissions Forecast (EMFOR)

A.3.1.1 Components of the Emissions Forecast

EMFOR has, itself, three phases:

1) The translation of projccted loads and plant operating schedules
into a set of candidate operating schedules for the forecast period
by means of a control strategy. This strategy describes alternative
operational modes which include possible departures from the pro-

jected (and desired) operations schedule;

2) the calculation of SO2 emissions for each alternative opecrating

mode for the forecast period; and

3) the calculation of SO, e¢missions for the hindcast neriod based on

2
the actual opcrating schedule for that period, snd updated by

observed emissions when these are available.

All three of these phases use detailed data on the plant configuration,

togcther with current information on capacities and fuels.

The air quality calculations require, for ecach stack, the emission rates
p

and Q

"

stack gas sensible heat (watts)

stack 502 emission rate (gm/scc).
These numbers arc computed from the unit loads based on the inputs.

Unit Specific:

heat rate constant 1, Watts/(load unit)

[ !
P
n

(3]
il

hecat rate constant 2, Watts/{load unit)®
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Tl

exit tcmperature constant 1, Kelvin

T2 = exit temperature constant 2, Kelvin/(load unit)
EFF = unit efficiency, percent
AF = flue gas to fuel ratio.

Fuel Specific:

SPC = fuel sulfur content, percent
HHV = higher value of fuel, jouls/gm
A = fuel-specific AF adjustment

Plant Specific:
TA = ambient temperature, Kelvin,
With these inputs, the program computes for each unit

1. The heat rate, HR, in Watts/(load unit)
HR = Cl - C2 * LOAD

2. The heat input rate, HIR, in Watts
HIR = HR * LOAD/(EFF * 0.01)

3. The exit temperature, TS, in Kelvin

TS = T1 + T2 * LOAD

4. The flue gas rate, FGR, in g/sec
FGR = HIR * AF * (1 + A)/HUV.

S. The 502 emission rate, SOZ’ in g/sec

S0, = 2. *HIR *(SPC * .O1)/HIV.

Summing overall units feeding a stack, thc program then computes the

totals for cach stack

1. The total heat input rate, SHIR, in Watts
SHIR = SUM(Unit HIR)

2. The total flue gas rate, SFGR,
SFGR = SUM(Unit FGR),

3. The weighted average exit temperature,; STS, in Kelvin

STS = SUM(Unit TS * FGR)/SFGR

. (o4 . . .
4. The total SO0 (pjssions, Q, in g/scc

Q = SUM(Unit SO,y



From these data, the stack gas sensible heat P, in Watts, is computed as
P = 1.00417 * SFGR * (STS-TA).

If Stack Gas Analyser data are available then P and Q are calculated as

P = 9.8339E-3 *TFGR * (T-288.89)
and Q = 1.267ZE-8 * 802 SIIIR/CO2
where

TFGR = flue gas rate, in SCF/sec,

= 0.605956 * SHIR/CO2
T = stack temperature recading (°K)
SO2 = stack 502 reading (ppm)

and CO2 = stack CO2 reading (percent).

A.3.1.2 The Control Strategy and Its Translation Into Alternative

Operating Schedules

The preliminary control strategies developed for the Kincaid SCS program
can be found in Appendix B and consist of a succession of steps, 'in
order of increasing severity, that may be taken to rearrange loads and
alter the emissions pattern. Fach step is a sequence of possible

changes selected from the permissible operations, e.g.:

TRANSFER a specified load FROM unit to '"GRID",
TRANSFER ALL of the load on a specified unit TO "GRID'", and
SET a specified unit to operate at 2 specified load.
Where it makes sense in the above operations, a fictitious unit named

GRID may be specified to represent the transfer of load to or from an

external source.

The centrol strategies are designed to be realistic variations from the
projected schedule and are intended to reduce the adverse impact of

plant emissions on air quality.

r\\"l‘z



To translate a control strategy into a set of alternative operating
schedules, EMFOR requires as input, for each time interval of the

forecast period:

the maximum capacity of each unit,
the projected load on each unit,
the minimum capacity of each unit, and

the intended fuel for each unit.

/

f

The projected loads and fuels become the initial operating schedule for
the forecast period. The remaining operating schedules are generated by
going through the steps of the control strategy, in the order given, and
modifying the existing schedule to generate the new schedule. Thus step
1 of the control strategy transforms schedule 1 (the projected schedule)
into schedule 2, step 2 transforms schedule 2 into schedule 3; and so on

until the steps are exhausted.
The new schedules obey the following rules:

a) no unit may operate above its maximum capacity, and

b) no unit may operate below its minimum capacity,

unless ALL of its load is transferred. In this last case the load on

the unit is set to zero.

A.3.1.3 EMFOR: Generation of SO, Emissions from Operating Schedules

2

Calculation of 802 emissions for the hindcast period and the forecast
period differ in only two respects: there is only onc schedule for the
hindcast period, the actual schedule; and past cemissions is updated

using observed emissions when the data 1s available.

For each schedule and each time interval, EMFOR has alrecady determined
the load and fuel of each unit. From the load, unit efficiency and
turbine efficiency, EMFOR calculates that heat needed to support that

load. Again using the unit efficiency, [MFOR calculates the heat



coming out of the associated stack. Using the needed heat and the heat
content of the fuel being used, the amount of fuel consumed is computed.
From the fuel consumption, and the sulfur content of the fuel, the rate
of SO, emission from the stack is calculated.

The heat output and 502 emission rate are summed for each stack and

transmitted, to AQFOR for the air quality forecast.
A.3.2 The Air Quality Forecast (AQFOR)

Corresponding to the two time periods, hindcast and forecast, therc are

two phases to AQFOR:

1) the historical phase, which uses actual observed meteorological
conditions to generate past 502 concentrations at the specified
receptor locations. These estimates are updated using observed 502
concentrations for those receptors corresponding to monitoring

sites.

2)  the forecast phase, which uses a predicted meteorological condition

to specify predicted SO, concentrations at receptor locations.

2

The calculation of SO, concentrations at the recceptor sites is the same
for both periods. For each time interval and each schedule, the source
description calculated by EMFOR is used by AQFOR to estimate the SO

2
concentrations.

Based on the weather condition (wind speed, wind direction, stability,
and mixing depth) and the source description (heat output, exit velocity,
location, height, diameter) AQFOR uses the Gaussian dispersion model
(Scction A.2) to calculate the contribution at each receptor duc to the
SO2 emissions from the stacks. To these calculated concentrations,

AQFOR adds the background concentrations duc to other 502 emission

sources 1in the area.

The concentrations for each receptor arc then transferred to CONDEC for

the control decision phase.
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A.3.3 Control Decision Model (CONDEC)
A.3.3.1 Control Action Criteria

The interaction of observed conditions, predicted conditions and air
quality standards produces recommended actions designed to result in
compliance with these standards. The model operates in real-time,

making use of two distinct dynamic forms of information.

1) predicted air quality based on obscrved and forecast mctcorology
and plant operating conditions, and observed past and current air

quality.

2) predicted air quality based on currently observed trends in air

quality.

If either form of information indicates an actual, impending or potential
502 level above those given by a threshold values for different time
periods (Figure A-3) of any applicable standard, the control decision

model recommends an adjustment to the operations schedule,
The criteria for specifying control actions are the following:

1)  The action must be effective in keeping SO, concentrations below
threshold values, i.e., the control decision model recommends
measures which will reduce ambient SO2 concentrations below thres-
hold levels, thus emissions are reduced as required, including

complete shutdown, if necessary.

2)  The order in which control measures are applied must be consistent
with plant operations requirements, safety, and economic consider-
ations. In the latter case, for cutback alternatives, the one
chosen must be the onc producing the minimum cost penalty to the

plant.

3)  The paramecters which define the model - 1i.e., the control strategy -
must be easily modified to accommodate changes in plant operating

requirements.
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4) The control measures, while providing a margin of safety, must not
be so conservative as to unnecessarily cut back or shutdown opera-

tions.

5) The application of control measures as a function of time must
occur in a smooth, stable manner, avoiding short-term changes which

are impractical from an engineering point of view.

The Control Decision Model (CONDEC) has been developed with these criteria
in mind. A brief discussion of the theory and algorithms of thé control

decision model is given in the following secction.
A.3.3.2 Model Theory
A.3.3.2.1 Algorithm Description

CONDEC makes use of a three-dimensional computation space referred to as
the C-K-T (concentration vs. cutback vs. time) space. AQFOR computes
for each receptor the array of concentrations C (K,T) for time periods T
= 1, 24 and operating modes K = 1, N, where K= 1 consists of the most
desirable total plant configuration, and the ordering K =2, ..., N
corresponds to successive schedule modifications. Thesc concentrations
shall for this discussion be rcgarded as instantaneous, that is one hour

is the smallest time increment permitted in the system.

The concentrations may be represented in a three dimensional space,
which we shall call the C-K-T diagram, as shown in Figure A-4. If a
surface is passed through the points in this space, one obtains the
representation of Figure A-5, which shows isopleths of concentration
above the value referred to as the instantancous or (onc-hour) cutback
concentration. (In the diagram, this valuc is the three-hour standard
0.5 ppm. A value less than 0.5 ppm can be selected to provide a safety
factor.) The shaded avea is thus inaccessible, since it is above some

unacceptable threshold value for this receptor.
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For each rcceptor, there is a similar C-K-T diagram which may contain
within it an inaccessible region. If all such diagrams arec superim-
posed, as shown in Figure A-6, the result becomes the inaccessible
region for the entire plant. This diagram defines the set of operating
modes which is inaccessible for at least one receptor - with respect to
l-hour average concentrations. Any projected plan of operation for the
plant may be represented as a line along the surface of the C-K-T dia-
gram. The plan is therefore viable with respect to the instantqneous
(1-hour averaged) concentrations if and only if this line path dces not

enter the plant inaccessible region.

Extension to averages of concentration performed over multiples of the
fundamental l-hcur period requires the added consideration of the
history of actual concentrations. The running average of period P,

beginning at time To is given for a single receptor by:

0 PAT
1 1
AR,T) = 5 f C_(T')dT" + f C(K', T, T <0
T 0
o
T +P
1 Q
ACLT) = 5 f C(K',T")d1" T >0 (6)
T
(o]

where CO(T) is the ocne-hour averaged concentration observed for this
receptor at time T (T < 0) and the integral for T > O is a line integral
performed along the projected plant operation path. For each averaging

period P, there is a control decision threshold value Amq

<

(P) as shown
X
for example in Figure A-3. The requirement for viability of any pro-
jected plan with respect to the averaging period I is thus

A(P,TO) < Amax(P) (7)

[ Y

or all values of To on the range -P to 24-P. Using Equation (6), this

requirement beccmes
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The path integrals defining the projected plan of operation must satisfy
the dual requirements of compensating for past occurrences, while pro-

tecting against future occurrences.

Define CTest(P,TO) as that constant concentration which, if maintained
everywhere along the path would just equal the effective control threshold

as given by Equation (8). Thus

0
3 —1— . - ' Tt
CTest(p’To) = P+To p Amax(P) J/P Co(T )dT s To <0
To
CTcst(p’To) B Amax(p) ’ To >0 (9)
Then, Equation (8) becomes
P+T

1 o]
— \ ' - 1
5 C{X',T") CTest(P’To) dl' <0 (10)

max(O,To)

Thus, if the values of C. are known, the nccessary -and sufficient

fest
condition for viability of a projected plan with respect to a given
receptor is that C must be less than CTest’ averaged over the path. One
sufficient condition is that C(K',T') < CTcst for all points on the
projected path. This would be unnecessarily restrictive however, since
it would limit opcrations to those modes for which concentrations are
always less than the control decision threshold for the longest averag-

ing period (e.g., the 24d-hour standard of 0.14 ppm from Figure A-3).
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It is important to note, however, that even if the above condition is
not applicable everywhere on a projected path it must be true on the
average over the path. Figure A-7 represents a simple example for the
case in which concentrations are constant with T. Application of the
one-hour criterion defines the accessible region for this receptor to
paths below A-A" in Figure A-7. Economic considerations thus make the
path A-A" the best first choice for a projected path, subject to
maintenance of long-term average criteria.

In the example shown, the quantity CTest is assumed to be 0.4 ppm for
the averaging period P. The conditions of Equation (10) make it impos-
sible for the first choice level 0.5 ppm to be maintained for the entire
period; hence a revised path A-A'-B'-B" is indicated. Note that the
path shown in Figure A-7 is one of an infinite set of choices which may
satisfy the condition of Equation (10), subject only to the requirement
that the area between the path and CTest before the cutback A'-B' must
equal that after the cut. From the foregoing discussion it is clear
that, if the concentration at any point along a projected plant-operations

path exceeds the value of C for any averaging period P and initial

Test
time To’ a cutback will have to be made to satisfy Equation (10).

Tue algorithi for computation thus consists of the following:

1) Compute the C(K,T) array for each receptor (AQFOR);

2) Identify the inaccessible area for each receptor as that for which
the instantaneous (one-hour averaged) concentrations exceed the

one-hour threshold.

3) Identify the overall plant inaccessible area as the arca which is

inaccessible for one or more receptors.

4) Define the initial first choice projected path as that which

produces minimum cutback and remains in the plant accessible area.
5)  Compute the quantities C. . (P,T ) using Equation (9).

6) For cach receptor in sequence, and beginning with the earliest
value of TO and moving forward, apply the test of Equation (10) for
each period P under consideration, modifying the path as required

to meet the criterion.
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7)  The path which results from the above steps will meet all the
criteria for averaging periods from 1 hour on up to the longest

period considered.
A.3.3.2.2 Cutback Thresholds

The algorithm described above is driven by the control point threshold
curve, which determines for any averaging period, the maximum predicted
average concentration which will be allowed at any receptor before
applying the next cutback step in the given switchmode strategy. Figure
A-8 schematically shows thrce possible cutback threshold curves, labelled
A, B, and C, which are designed to protect the 3-hour (0.5 ppm) and 24-
hour (0.14 ppm) 802 standards. The actual curve used in the Kincaid
program is given in Figure A-3. However a discussion of the general
concept and objectives of threshold curves in general is useful for

understanding the SCS more fully.

Each of the three curves of Figure A-8 contain a safety factor in that
they all lie below the standards themselves. The difference in the
curves lies in their degree of conservatism: Curve A is the most
conservative since it cuts back at the lowest value for any averaging

period, while curve C is the least conservative.

The trade-off between economic and air quality considerations is thus
determined by the curve chosen: Curve A will be safer in SCS operation,
but will result in higher plant cost due to more frequent cutback.
Conversely, curve C will provide the least plant cost, but will provide

a higher probability of exceeding standards.
A.3.3.2.3 Optimization of Control Action

An important consideration, as expressed in the fourth criterion of
Section A.3.3.1 is the application of control measures during the time
in which they will be most effective in reducing long term averaged
concentrations, and not at other times. This requires that in antici-

pating the need for control, the cutback of plant cmissions at some time
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in the future should be carried out such that (1) long term averapes are

protected at all receptors; and (2) the minimum total cutback is obtained.

The first of these goals could be accomplished simply by reducing
emissions - either immediately or at a time scheduled in the future - to
a constant level such that all applicable long term averages would be
protected for all receptors, and retaining this level for the remainder
of the forecast period. This approach, although computationally simple,
would result in periods of unnecessary load reduction and economic

penalty.

The alternate approach, as implemented in the CONDEC model, provides for
the maximum total generation by staging the cutback in successive steps,
at all times keeping the operation path in the C-K-T space as close as
possible to the forbidden or ''plant inaccessible' region in that space.
A simple example of the difference in the two approaches is shown in
Figure A-9, in which an episode beginning at future time T, is indicated
by the shaded inaccessible region. In the simple approach, emissions
are cutback at time To to a constant level for the remainder of the
forecast period as indicated by path a'-a'". 1In the optimum approach,
each step in the cutback strategy is instituted for the time period
necessary to avoid crossing into the forbidden region, as indicated by
path b-b'"'. The area bctween the two paths represents the total plant

generation lost in using the former approach.
A.3.3.3 The Final Plant Operating Recommendations

The primary final result is the actual operating schedule for the fore-
cast period. Other information is available to support and expand on
this schedule. This includes the actual record of cach cut made by
CONDEC, the concentrations forecast by AQFOR, as well as the various

average concentrations examined by CONDEC in its decision process.
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APPENDIX B

USER'S MANUAL FOR PROBL: THE RELIABILITY OF SCS METHODS PROGRAM

This appendix is a user's manual for the computer program PROBL,
which was developed during the previous EPA Contract 68-02-1342 (1976).
It is a relatively simple program, but to be used effectively it requires

the preparation of considerable input data.
1.1 Description of Program Method

A frequency distribution is a representation of the fraction of the
time a variable quantity assumes each of the possible values in its
range. The frequency distribution of ground-level concentrations
downwind of a source can be used in this program to provide information
about the characteristics of the source emissions.

This subsection describes a model that analyzes the effectiveness of
SCS operations in a probabalistic sense on the basis of the frequency
distribution of contaminent concentrations. Figure 1-1A illustrates two
typical concentration distributions. The first represents the frequency
distribution of concentrations at a single receptor; the wind is often
blowing in a direction other than from source to receptor, and hence
concentrations are most frequently near zero. The second is representa-
tive of a distribution of the highest concentrations at any one of a
network of receptors around a source. In the latter case, maximum
concentrations near zero are less likely.

The value CS has been designated on the abscissa of the maximum
concentration graph to indicate the value of some air quality standard.
The sum of the frequencies of occurrence of all concentration categories
greater than Cs is the fraction of the time the air quality standard is
expected to be exceeded. The value fS on the ordinate of each graph has
been designated to indicate the permissible frequency of concentration
values exceeding Cs. To satisfy an air quality standard, the sum of the
frequencies for values of concentration to the right of CS must be less
than fs' Thus, from a compliance viewpoint, a more useful distribution
is the cumulative frequency distribution associated with each of the

frequency distributions discussed above. In this case, the sum of the
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frequencies of all values greater than the abscissa value is plotted as
the ordinate. Figure 1-1B illustrates the cumulative frequency distri-
butions associated with the distributions of Figure 1-1A. The sum over
the frequency distribution of occurrence for concentrations greater than
CS can now be read directly from the ordinate of the graph.

Since a continuous range of concentration values is possible,
the step function presentation of the cumulative frequency distribution
can be replaced by a smooth function as illustrated in Figure 1-1C.
The goal of any control procedure directed toward compliance with an air
quality standard is to reduce the locus of F at the abscissa value CS
below the dashed line representing Fs. When it is obvious which frequen-
cy distribution of the three presented in Figure l1-1 is being discussed,
the term '"distribution' will be used for convenience.

The cumulative frequency distribution can be used to illustrate the
effects of any control procedure. Figure 1-2A represents a hypothetical
distribution of maximum ground-level concentrations. Since the locus of

F is above the dashed line at C = C the source is in violation of

standards. Assume the graph of F represents the uncontrolled conditions.
Direct application of a constant emission control, which reduces plant
impact uniformly by 50% (say, changing from 2% to 1% sulfur fuel or
installing 50% efficient removal devices that operate continuously and
do not affect plume rise), would move every value of F from the abscissa
value C to the abscissa value C/2 to yield the graph illustrated in
Figure 1-2B. The graph of F has been reduced, as required, below Fs to
satisfy the air quality requirements. More generally and for the
representation of any effective continuous emission control strategy, you
could have moved every value of F from C to R<C where B is any value

less than B, such that F(CS/BO) 5_Fs. The resulting value of F*(C) =
F(C/8).

An alternative to a rigid emission control system such as discussed
above 1s an SCS capable of changing the tail of the graph of F to reduce
F* to values below Fs for C < CS. Figure 1-2C represents some emission
reduction 8(C), which reduces emissions by exactly the amount required
to achieve the standard all the time. In practice, no system will be so
reliable. It is more likely that some fraction of the attempts to

eliminate concentrations greater than CS will be unsuccessful.
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Figure 1-1 Representative Frequency Distributions for Ambient Concentrations
from a Point Source. (Graphs A-1, B-1 and C-1 apply to a single
receptor; Graphs A-2, B-2 and C-2 apply to the maximum concentra-
tions from a network of receptors.)
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Figure 1-2D represents a realistic frequency distribution resulting
from the actual operation of an SCS. The curve of F* is not different
from the curve of F at the low concentration end of the graph, in contrast
to the constant emission reduction case of Figure 1-2B where concentra-
tions must be well below standards before controls are reduced. The
tail of the F* curve of Figure 1-2D is below the dashed line for values
of C > Cs as required. The values of C > Cs would be the result of
uncertainty (errors) in the operation of the SCS, but their frequency is
so low that a reliable SCS is still maintained.

"The ERT PROBL software package generates the frequency distribution
of maximum ground-level concentrations due to the source under study
with or without emission controls for analysis of the reliability of SCS
methods. In particular. the program can generate the frequency distri-
bution for a wide variety of possible SCS schemes.

The main assumptions of the analysis scheme are:

. a single source of SO, is responsible for observed concen-

2
tration levels;

° without an SCS, emissions are independent of meteorological

conditions;

° with an SCS, emissions are controlled according to rules that

depend on predicted meteorological conditions and
] error in prediction (RT) is independent of meteorological

conditions.

Consider the following definitions relevant to understanding the
model:
c(x,t) 1is the concentration at time t and location x
C(t) max c(x,t); maximum concentration over all x locations at time t
X 1is the downwind location of C(t)
C is the air quality standard or SCS threshold

S

Q(t) 1is the emission rate without SCS
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M(t) 1is the meteorological function relating the maximum concentration
C(t) to source emission rate Q(t); it includes the effects of
stack height, wind conditions, mixing depths or any other

pertinent meteorological inputs

RT is the error ratio of concentration prediction defined as

follows:

With or without an operating SCS, the observed maximum concen-
tration Co is related to the actual emission rate Q through
the meteorological function M as follows:

Co = Q +» Mat time t

With an operating SCS, the corresponding maximum predicted
concentration is related to the actual emission rate Q and the
meteorological function M (defined above) through the Error
Ratio R as follows:

Cp = Q-+ M-+ R at time t

From the above, the error ratio can be defined as
Rp = C/G,

The observed maximum concentration under SCS control is given by CC =Q M,
where Qc is the SCS controlled emission rate determined from the fore-
cast concentration Cp \

The value of QC depends on the SCS control strategy being used.

Two examples of possible control strategies are:
1) Fuel Switching
if C_ <
Q p 2

Q. = (Strategy 1)
BQ if C_ >
Q b Y
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where B is a constant (less than one) that depends on the
nature of the fuels. A switch from 2% sulfur fuel to 0.5%
sulfur fuel means B = 0.25. The threshold parameter y is a

function of the air quality levels attempted to be maintained.

2) Process Curtailment

Q if Cp <y
Qc = (Strategy 2)
C_ - if C >
Y/p Qi p > Y

In general, the threshold y is set below standards to provide

a margin of safety.

The functions Q, M and R require more careful description. Q(t)
can be a well-defined quantity if emission monitors are used. Alternately
emission rate is related simply to the production rate, or to the load
of the plant under study. If the plant emissions are not monitored,
some engineering estimates of the frequency distribution of Q can often
be made from production or process control information.

The function M(t) can be determined in various ways. For an
operation with an extended historical air quality monitoring record,
M(t) could be estimated from the ratios of measured maximum concen-
trations Co(t) and known emission rates Q(t). Where a shorter monitoring
record exists with an extended meteorological data bank, M could be the
output of a statistical model; for example, M = ajmy + a,m, + -- + am

nn

where m --- m are meteorological parameters, such as stability or

1’ m2,

air mass characteristics, and a - an are regression coefficients

y 25,
determined from the available air qiality data. If the distributions of
the m,s are known, the statistical data of the shorter monitoring
period can be combined with the longer period meteorological distribu-
tions, as is frequently the case since meteorological data have been
collected at many locations by the National Weather Service for periods
as long as a century. Finally, where little site monitoring data exist,
outputs from Gaussian diffusion or other air pollution models can be

used in conjunction with the meteorological data to construct M.
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An alternative method is available for circumstances when measured
concentration data are not available. The function M can be approxi-
mated with a predicted ground-level concentration divided by the emission
rate. As is the case with the other concentration distribution, it must
be divided by Q to obtain M. The predicted maximum ground-level concen-
tration can be obtained from any reliable model appropriate to the site.
The subroutine METCLASS requires the predicted M value as a function of
user-specified wind speed, wind direction and stability classes. The
subroutine METDS then requires a frequency of occurrence of each class
set up in METCLASS. Any available joint frequency distribution can be
used for this purpose once a model evaluation for each class is obtained.
Use of the predicted concentrations to develop M eliminates the need for
measured concentrations to be entered in the CLASS and DENSITY subroutines.

The function RT may be determined from historical real-time moni-
toring and forecasting data. Since the function RT will depend on the
unique forecasting difficulties for each SCS scheme, initial estimates
of RT must be evaluated during the design and initial testing of the
SCS. The upgrading of an SCS as time proceeds will involve periodic
reevaluations of this function.

Given the functions Q(t), M(t) and RT over an appropriate averaging
time period, frequency of occurrence distributions can be readily
derived for the various magnitudes of the observed or determined values
of Q, M and RT' Thus, the time history data are transformed into a
frequency of occurrence distribution. For purposes of future estima-
tions, the frequency of occurrence distributions become expected proba-
bility density functions.

When the frequency distributions are determined, for Q, M and RT,
as defined above, the analysis scheme will be capable of generating the

following basic information:

1) the number of violations to be expected without and with any
SCS scheme;

2) the percentage of production lost if the SCS scheme is a load

reduction program;



3) the percentage use of high-and low-sulfur fuel in a fuel

switching SCS program and

4) the dependence of the number of violations, production lost
and/or percentage use of high-and low-sulfur fuel on the
implementation threshold (y), model calibration, meteoro-
logical forecasting skill and/or the difference in sulfur

content of the two switching fuels.

The exact mathematical reasoning leading to the previous conclusions
can be shown. PX is defined as the probability density function for the
variable X. Then, the probability of the variable X having a value

between a and b is
b
Fy = Ja Py(2) dz

Assume that there exist probability density functions for M and Q, and
you wish to generate a frequency distribution for C when no SCS is
operating. If A is any concentration value, € is a variable and Q and M
are independent of each other and random variables; then

PC(C

A) = Py Q=)+ Py (M=A/e) ¢

Py @ = 2¢) * Py (M = A/28) +---

+ Py (@ = ne) - Py (M= A/ne) +---
or, in the limit as Ae approaches O

P (C=A) = J PQ Q=2) - Py (M= A/z) dg
o

or

Pc (A) .fo PQ(C) * Py (A/g) dg
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Expressing the operator above by *,

This equation states that the probability density function for
maximum ground-level concentrations can be derived from the convolution
of the probability density functions for M and Q. Therefore, the
frequency distribution of ground-level concentrations for an uncontrolled
plant can be deduced from determinations of M and Q.

Once PC is known, the graphs corresponding to Figure 1-1B can be
displayed, and the probability of violating standards is directly known.
Next, consider case when the SCS is operating. In this case,

CC = Qc + M, where subscript ¢ denotes the functional value when the SCS
is operating. Qc is no longer independent of meteorology since the
operation of the SCS depends on meteorological forecasting.

PQ will, therefore, also be generally dependent on P,, and will vary

for different control strategies. For computer solutiontho the convolu-
tion integration, the dependence of these quantities on each other can
be readily simulated.

Assuming that the error ratio RT is independent of M and of Q and
given PR, PM and PQ, it is possible to use the control strategy rules

for determining QC to numerically evaluate P._ under the SCS control.

Cc
In this case Cp =M=+ Q +« R. The value of QC is determined in each

case from the predicted value of concentration Cp and from the strategy

(for example, Strategy 1 or 2). From the resulting distribution of Qc’

the value of PCc is obtained from the equation

= *
pCc PQc PM

Note the parallel nature of this equation and the equation for Pc.

Thus, the existing frequency distribution of ground-level concen-
trations for a plant can be determined from archived measurements of Q
and M and from records of air quality forecasting accuracy during

operational use of the SCS to determine R.
PC is determined by assuming the values of Q and M are quantified

so they can assume only a finite number of values. Therefore, PO and

?\1 represent probabilities rather than probability densities. The



integral is then replaced by a numerical scheme, which is solved on a
digital computer. Similarly, for the generation of PCc’ the function R
is assumed to be quantified and the probabilities of the quantified

values of P._ are determined numerically. The numerical scheme employed

Cc
by the ERT computer program to generate the above described frequency
distributions can be modified to allow interdependence of Q and M. This
property of the program is particularly valuable for operations where

changes in effluent SO, emission rates may be associated with large

changes in plume rise.2
A single hypothetical example of the convolution technique used in
PROBL may help to demonstrate the program's function. The values pre-
sented here are conjectural and only serve as a sample problem. If Q,
the emission rate, is held constant at 1,300 grams per second, sample
ranges of values of the error ratio R and the meteorological function M

(in 106 sec/ms) are given below:

RT M (106 sec/ms)
2.0 2.0
1.5 1.0
1.5 1.0
1.5 0.5
1.0 0.5
1.0 0.2
0.5 0.2
0.5 0.1
0.5 0.1
0.2 0.1

These are the values for 10 samples. Values of M > 1 (concentra-
tion greater than 1,300 ug/ms, e.g., the standard) when multiplied by
the small values of RT would result in combinations exceeding the standard.
The last four RT values fall into that category. That presupposes that
for all times when M is 2.0 and RT is greater than 0.5, the SCS calls a
control action.

To ascertain the percentage of time that control actions would be

called and the severity of the reductions, PROBL is used to obtain the
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convoluted probability summarized in Table 1-1. The values of predicted
concentration in Table 1-1 are produced when the sets of RT and M are
multiplied together, and the distribution of values is indicated by the
number of events. When the value of predicted concentration is equal
to 1.0, the standard is maintained and no control requirement is neces-
sary. Thus, for values of predicted concentrations less than 1.0, the
ratio Q/Qo represents an increase in emissions that could be allowable
to attain the standard. However, when predicted concentrations are
greater than 1.0, the ratio Q/Qo shows the reduction in emissions
needed to reach standards (e.g., predicted concentration = 3.0 or
factor of 3 greater than standard, then emissions must be reduced by
1/3 or 0.33). Thus, for these cases, reduction in production is
required, and the frequency is calculated by multiplying the number of
events for those cases with Q/Qo’ This table indicates that a total of
14% of the time (number of events for four highest predicted concentra-
tions) some reduction from rated capacity would be required. When
combined with the implied reductions from rated capacity, the actual
percentage of rated capacity that the plant would produce is 93.25%

(86% for cases equal to or less than standard plus 7.25% for the cases
that require a reduction from rated capacity.

If the model or methods were altered so that the RT values are
doubled, the result would be only one possible combination that would
exceed the standard but there would be a generation penalty in that the
percentage capacity would fall to 83.125%.

The original study (EPA 1976a) provides a set of example cases of
the use of PROBL that may help the reader understand the sensitivity
analysis with 8 and y that can be performed. These examples are pre-

sented in Appendix C.
1.2 Program Description

The program PROBL is arranged as shown in Figure 1 3. The main
program simply calls subroutines directed by the cards submitted by the
user and interpreted by the subroutine INPUT. There is some initial
data required by the subroutine INPUT, which is entered through a name-
list INPUT. Those required data are the number of increments you will
use to specify the probability of occurrence of emissions (Q), meteoro-

logy "M) and SCS error ratio (R). These increments are called classes
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TABLE 1-1

SAMPLE DEMONSTRATION OF PROBL CALCULATIONS

Value of Predicted Number of Q/Qo* Implied to Percentage of
Concentration Events meet C < 1300 Capacity

4.0 1 0.25 0.25
3.0 3 0.33 1.00
2.0 4 0.50 2.00
1.5 6 0.67 4.00
1.0 9 1.00 5.00
0.75 6 1.33 6.00
0.50 10 2.00 10.00
0.40 3 2.50 3.00
0.30 6 3.33 6.00
0.25 6 4.0 6.00
0.20 9 5.0 9.00
0.15 9 6.67 9.00
0.10 14 10.0 14.00
0.05 9 20.0 9.00
0.04 25.0 2.00
0.02 _3 50.0 3.00

100 93.25%

* Q. = 1300 grams/second
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in the program and a equivalent number of classes can be entered for

each of the three variables. In addition, you must specify:

1) the threshold value (GAMMA), in ppm or ug/ms, above which the

SCS calls for either a switch in fuels or reduction in load;

2) a fuel switching ratio (BETA) that gives the ratio of per-
centage sulfur content in the fuel for a fuel switching SCS

and

3) the last increment (HINORM) for the M distribution to be used.

The INPUT namelist is then followed by cards that specify the sub-
routines to be used. Two subroutines are essential to the program
because they process the remainder of the data required for the evalua-
tion. The subroutines are CLASS and DENSITY. In subroutine CLASS, the
increments are specified for each of the three variables: (1) error
ratios, referred to as EPS, (2) the meteorological probability function,
referred to as CONC since most often it is given as a distribution of
ground-level concentrations and (3) the emissions Q. The subroutine
DENSITY then requires the specification of the probability, percentage
occurance expected, for each of the increments entered in CLASS. | You,
therefore, need to provide the probabilities of each of these functions
and the program merely convolutes them into an expected frequency
distribution of maximum ground-level concentrations, in ppm or ug/ms.

If the meteorological function cannot be defined by observed data,
predicted results or concentrations that are associated with the joint
occurrence of wind direction, wind speed and stability can be used. This
function can be directed through the subroutines METCLASS and METDS.

The data input deck must be preceeded by a card PARAMETER, which
initiates the program and the last card must be an ENDJOB, which terminates
the program.

The other subroutines can be called as needed and produce the

following outputs.

. RNOSCS - The subroutine this key word calls generates a table
of the frequency distributions of emissions and concentrations
when no SCS is used. Therefore the emissions are independent

of meteorological conditions.
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RPROD - The subroutine this key word calls generates a table

of frequency distributions of emissions and concentrations
when the load of the plant is reduced for all predicted
concentrations above the threshold (GAMMA).

RSWITCH - The subroutine this key word calls generates a table
of frequency distributions of emissions and concentrations
when the fuel type is switched by the ratio on BETA for all
predicted concentrations above the threshold (GAMMA).

There are six ERT standard subroutines called in the program that

perform primarily input and output functions. They are HEADR, INPUT,
TXLOC, ERRX, TABLE and INE. Descriptions of the Job Control Language

(JCL) and each keyword that initializes subroutines in the program are

presented in the following section.

1.2.1 Control Language and Data Deck Setup

Control Language Requirements

The following IBM JCL is required to link-edit and execute the

PROBL program on an IBM System/360 Operating System:

//
//
//
/7
/7
//

//
/7
//

Jobname (Job identification, accounting information),
MSGLEVEL=1, CLASS=B, TIME=1l

R EXEC FORTHLG, REGION.GO=150K, TIME.GO=1

LKED.PROB DD DSN=XXXX.PROBL, DISP=SHR

LKED.ERT DD DISP=SHR, DSN=YYYY. (Library file)

LKED.SYSLIN DD*
INCLUDE PROB (MAIN, BLOCK, COMP, INPARM, METD, METCLA)
INCLUDE PROB (CLASS, DENSIT, RSWITC, RPROD, TABLR, RNOSCS)
INCLUDE ERT (HEADR, INE, ERRX, INPUT, TABLE, TXLOC)
ENTRY MAIN

GO.FTO9F001 DD DSNAME=YYYY.LOGDATA, DISP=SHR
GO.FO6F001 DD SYSOUT=A

GO.FTO5F001 DD~



(card input deck)
/*
where:

Job name = user specified job name

(Job identification, accounting information) = job accounting

information, system dependent

XXXX = volume serial name containing program

YYYY = data set number for identification

(Library file) = File containing subroutines such as HEADR, INE, etc.
(card input deck) = cards containing parameter file and probability
distributions for RT’ meteorological and emission functions

This example assumed that the PROBL program has been compiled on

the system.,

Data Deck Setup

The data card deck required for input to the program must be set up

as follows:

° parameters and input,
° class descriptions for Q, M and R,
® density functions or, more accurately, probabilities for Q,
M, R and
° initialization. cards for determining concentration and emissions

probabilities produced without SCS, with load reduction, and

fuel switching strategy.

The input to PROBL is directed through the use of keywords, which
initiate program functions. There are currently nine keywords in PROBL.
They are PARAMETERS, CLASS, DENSITY, RNOSCS, RPROD, RSWITCH, METCLASS,
METDS and ENDJOB. Each is discussed separately.
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PARAMETERS

The keyword PARAMETERS is used to set program options. The input

to this keyword is in the following format:

CARD 1 - consists only of the word PARAMETERS punched in columns 1-10.
CARD 2 - consists only of the words &GINPUT punched in columns 2-7.

CARD 3-N - must contain the variables in columns 2-80. These
variables, described in Table 1-2, must be specified by the user
since there are no default values. Each is defined by means of an

equal sign, such as NC=20, for 20 meteorological function classes.

LAST CARD - contains only GEND punched in columns 2-5.
CLASS

The keyword CLASS is used to define the lower class limits for
ranges of values for three probability sets: Q, R (described as EPS),
and concentrations (CONC). The format and meaning of the variables used
in this keyword is presented in Table 1-3 with a general description

described as follows:

CARD 1 - contains the word CLASS punched in columns 1-5.

CARD 2 - contains the letter Q in column 1. This introduces the
cards for the class intervals used for the emissions (first set
of data).

CARDS 3-N - contain the lower class limits for different values of
Q, with, at the most, six values per card. Each value is allowed

ten columns starting in column 11.
CARD N+1 - contains the data delimiter, 88888, punched in columns 1-5.

FOLLOWING CARDS - repeat the same format as cards 2 through N+1, only
the information for Q is replaced with values for EPS for the second
set of data and concentrations for the third set. As seen from

Table 1-3, EPS and CONC have replaced the letter Q on CARD 2 when

describing the limits for R and concentrations, respectively.



TABLE 1-2
LIST OF PARAMETER VARIABLES

Name Type Meaning

NC Integer Number of the meteorological function

classes (must be less than 500)

.

NE Integer Number of error classes (must be less
than 500)
NQ Integer Number of emission classes (must be

less than 500)
GAMMA Real Switch threshold (in ppm or ug/ms)

BETA Real Ratio of the percent sulfur content
of the low sulfur content fuel to
the percent sulfur of the high sulfur
content fuel (i.e., the fuels used in

fuel switching B8 < 1)

HINORM Real The increment of the last meteorological

function category (in ppm or ug/ms)

(Note: Parameters are punched in
columns 2-80 and define values by an

equal sign, '"=")

B-19



Class
Limit Card
Sets Groups Name
1 1 Q
2 Data Cards
3 88888
2 4 EPS
S DATA
6 88888
3 7 CONC
8 DATA
9 88888
10 99999

TABLE 1-3

DESCRIPTION OF CLASS CARDS

Number
of Cards

NQ/6

NE/6

NC/6

Columns
(Format)

Colum 1 (Al)
(A4,6X,6G10.5)

Columns 11-20
21-30

61-70

Columns 1-5 (AS)
Columns 1-3 (A3)
(A4,6X,6G10.3)

Columns 11-20
21-30

61-70

Columns 1-5 (AS5)
Colums 1-4 (A4)
(A4,6X,6G10.5)

Columns 11-20
21-30

61-70

Columms 1-3 (AS)
Columns 1-5 (AS)

Meaning

Emission classes
Q= Actual Mw Capacity
Total Mw Capacity

First lower class limit

Second lower class limit

Sixth lower class limit

Data delimiter

Error ratio classes

EPS RTEg
C
)
where: Cp predicted concentration

C° - observed concentration
First lower limit

Second lower limit

Sixth lower limit

Data delimiter
Meteorological function classes

Observed Concentrations Co
or values of Co/Q

First lower limit

Second lower limit

Sixth lower limit

Data delimiter

Subroutine delimiter



LAST CARD - contains the subroutine delimiter 99999 in columns 1-5.
DENSITY

The keyword DENSITY calls for the subroutine which describes the
probabilities for each class defined in the CLASS keyword for three
sets of data; Q, EPS, and meteorology (MET). The format and meaniﬁé of
the variables used in this keyword are presented in Table 1-4 with a

general description as follows:

CARD 1 - contains the word DENSITY punched in columns 1-6.

CARD 2 - contains the letter Q in column 1. This introduces the

frequencies for the emissions punched on the following cards.

CARDS 3-N - contain the frequencies of emissions appropriate for
the class intervals described in the keyword CLASS. At most,
there are six values allowed per card with each value specified in

increments of ten columns starting in column 11.
CARD N+1 - contains the data delimiter, 88888, punched in columns 1-5.

FOLLOWING CARDS - repeat the format as cards 2 through N+1, only
the information for Q is replaced with values for EPS, the second
set of data, and Meteorology, the third set. As seen from Table 1-4,
EPS and MET have replaced the letter Q on CARD 2 when describing

the frequencies for EPS and meteorology. respectively.

LAST CARD - contains the subroutine delimiter, 99999, in columns 1-5.
METCLASS

This keyword requires the entry of data for each meteorological
class to be used if predicted M functions are to be substituted for
measured M functions. The M function can be assigned values from the
results of model predictions derived for 480 weather conditions (6 wind
speed classes by 16 wind direction classes by 5 stability classes).

These meteorological conditions which correspond to a particular M
function class are grouped together to define that class. The M function

class limits are those described in the CLASS subroutine for CONC.
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TABLE 1-4

DESCRIPTION OF DENSITY CARDS

Probability Card Number of Columns
Sets Groups Cards Name (Format) Meaning
1 1 1 Q Column 1 (Al) Emission probabilities
2 NQ/6 Data (10x,6G10.5) #hr Q for each class
total hours
Columns 11-20 value for first class
Columns 21-30 value for second class
Columns 61-70 value for sixth class
3 1 88888 Columns 1-5 (AS) data delimiter
2 4 1 EPS Columns 1-3 (A3) error ratio probabilities
S NE/6 Data (10x,6G10.5) *hr EPS for each class
total hours
Columns 11-20 value for first class
Columns 21-30 value for second class
Columns 61-70 value for sixth class
6 1 38888 Columns 1-5 (AS) data delimiter
3 1 MET Columns 1-3 (A3) meteorological function
probabilities
3 NC/6 Data (10x,6G10.5) * CONC for each class
total hours
Columns 11-20 value for first class
Columns 21-30 value for second class
Columns 61-70 value for sixth class
9 1 38888 Columns 1-5 (AS) data delimiter
10 1 99999 Columns 1-5 (AS) package delimiter



The format and meaning of the variables used in this keyword are

presented in Table 1-5 with a general description as follows:

CARD 1 - contains the word METCLASS in columns 1-8.

CARD 2 - contains the word CLAS in columns 1-4 and the sequence
of the meteorological function class in columns 11-20. (For

example, the first class is 1, second is 2, etc.)

CARDS 3-N - contain the appropriate meteorological categories for
the first M function. There are six groups of meteorological
categories allowed per card with 10 columns for each category

starting in column 11. The general format is as follows:
Columns Parameters -

First meteorological category:

11-12 Wind Speed class (1-6)
14-16 Wind direction class (1-16)
18-19 Stability (1-5)

Second meteorological category:

21-22 Wind speed class
24-26 Wind direction class
28-29 Stability

Four additional categories can be inserted, if necessary, following

the same format.
CARD N+1 - contains the data delimiter, 88888, in columns 1-5.

Each additional M function class follows the same format from CARD 2

through N+1 until the entire M function has been defined.

LAST CARD - has the subroutine delimiter, 99999, in columns 1-5.
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TABLE 1-5

DESCRIPTION OF METCLASS CARDS

Number of
Cards

M/6

1

Columns (Format)

Colums 1-8 (A8)
Columns 1-4 (A4)

Columns 11-20 (110)

[A4,6X,6(12,1X,13,12,1X)]

Columns 11-12
Columns 14-16
Columns 18-19

Columns 1-5 (A5)

Meaning

Meteorological function classes

The meteorological function
class defines the meteorolo-
gical categories (following
cards) which are represented by
the class. The first class is
numbered 1, with each succes-
sive class numbered 2 through
last class limit

Applicable meteorological cate-
gories for first M function
Wind speed class (1-6)

Wind direction class (1-16)
Stability (1-5)

Six groups of meteorological
categories may be specified
for each card.

M represents the number of
cards for which there are

meteorological categories for
first M function

Data delimiter

|Card groups 2-4 are repeated for the successive M function classes and the respective meteorological

categories. The total number of M function classes are those described in the subroutine class.])

Cards
Groups Name
1 METCLASS
2 CLAS
Sequence of meteorological
function classes, starting
with 1
3 Data Cards
4 88888
N
N+ 1 99999

1

Columns 1-5 (AS)

Subroutinc delimiter



METDS

The keyword METDS calls the subroutine that describes the frequency
of the meteorological situations specified by the classes and values in
METCLASS. The format and meaning of the variables are shown in

Table 1-6 with the following general description.

CARD 1 - contains the word METDS in columns 1-5

CARDS 2-N - contain the word METD in columns 1-4 followed by the
meteorological category and frequency. The categories are defined
as wind direction, 1-16, and stability, 1-5, while the order of the
frequencies defines the six wind speed classes. The general format
is:

Columns Parameter

1-4 METD (This is included only on the

first card.)

6-7 Wind direction class (1-16)
8-10 Stability class (1-5)
11-20 First wind speed class frequency

associated with the wind direction and

stability classes

21-30 Second wind speed class frequency

61-70 Sixth wind speed class frequency

This format is repeated for each category. Since there are
16 wind direction classes and 5 stability classes (with six wind
speed classes included for any combination of the two), there are

potentially 80 cards needed as input for this subroutine.

LAST CARD - includes the subroutine delimiter, 99999, punched

in columns 1-5.

B-25



97-4

Card
Groups Name

1 METDS

to

Data Cards
METD

Meteorological
Categories

Frequencies

99999

(93]

Number
of Cards

TABLE 1-6

DESCRIPTION OF METDS CARDS

Column
(Format)

Columns 1-5 (A5)
(A4,1X,12,13,6G10.5)

Columns 1-4

6-7
8-10

11-20
21-30

61-70

Columns 1-5 (AS5)

Mcaning

Meteorological frequency subroutine
Meteorological categories and frequencies:

Introduces data cards

Wind direction class (1-16)
Stability class (1-5)

First wind speed class frequency

Second wind speed class frequency

Sixth wind speed class frequency

This second card group is repeated until
all mecteorological categories have been

defined by the associated frequencies.

Subroutine delimiter



RNOSCS, RPROD, RSWITCH

These keywords initiate the subroutines described earlier. Each
keyword requires only one card with the keyword punched in columns 1-7.
The output produces a listing, by classes, of the probabilities of con-

centrations and emissions for the subroutine specified.
ENDJOB

This keyword causes the program to end. There is only one card
with the word ENDJOB punched in columns 1-6.

1.2.2 Diagnostic Messages

Fatal error messages are printed when an error is detected that
causes the program to stop execution. This is normally due to an error
with some input data. The following is a list of the possible fatal

error messages for the subroutines and the corrective action that should

be taken.
Error Corrective
Subroutine Number. Problem Action
INPARM 800 Not all inputs are present Check for missing
in the parameters package value; NC, NQ, NE,
BETA, GAMMA, HINORM
DENSITY 100 More density values were Correct the number
input than were specified of frequencies input
in CLASS
CLASS 100 More class values were Check the values for
input than were specified NC, NQ, NE
in parameters
250 Data card is incorrectly Change card that
punched with keyword has keyword in wrong
location
METCLASS 10 Keyword not included Check for keyword CLAS
INPUT 80 Error in input packages Correct for missing

B-27
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1.2.3 PROBL Example

Figure 1-4 shows an example of complete input of PROBL including
the JCL, parameters package, and frequencies for Q, MET, and EPS that
were used in Section 5.0 for the one unit case. In this case, neither
METCLASS nor METDS is used since the M function has been defined using
observed concentrations. In the parameters package, there are 20 classes
of emissions (NQ=20), concentrations (NC=20), and error ratios (NE=20).
Also, the threshold value is equal to 0.385 (GAMMA=0.385) with a fuel
switching ratio of 1.0 (BETA=1.0). A value of 1.0 for BETA means that
there will be no reduction in percent sulfur in the fuel although
concentrations may be above the threshold. The last increment of the
M function is set to 0.03 (HINORM=0.03). The class limits (CLASS) for
Q, MET, and CONC follow the parameters with the respective frequencies
described in DENSITY. The subroutines RNOSCS, RPROD, and RSWITCH are
requested with the output presented in Figures 1-5, 1-6, and 1-7, respec-
tively. The results are concentration and emission probabilities
associated with a class limit for the respective output parameters. The

class limits are those described in the CLASS package.
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7/ MSGLEVFL=Y,01 AqqeR, TIMERY = |

/IR EXEC FARTHI R, RFGTNN GASISAK, TTMF GNa1

//|,KED ,PANR NN NenNsFRTA61N.P16AAISA,PRNAL ,NTAPRSYR

/ /L KED FRT nA nrap-sun.nqu-EETuavﬁ.poneonnn,rnfLra

J/LKED SYSLIN NN & . . . .

L INELINE PORA(MATNIALNCK, LAMP  TNDAGM, HETA METCI &)
INCLINE PRNA(ECL ASR, NENSTT REWTITA, RPRND, TARI B, 2NNSCS)
INCLINE ERTCHEANR. TNE,ERRY, TNRIT TARLF, TXI NF)

JENTRY MATN . -

//80 FTAIFANY DR psNAMFnFHTQﬁ!ﬁ.ﬂﬁﬂanﬂﬂn.LﬂanTA_qrgp.gun

//G0,F0aFONL NN qyeniiTea

/76N FTINSFANY NN »

PARAMFTER
RINPIIT , .

NCE20, MFE20, NREPO, .
GAMMAS, SRS, AFTAR| .0, HTNARME AT

LEND
CLASS
EPS . . . .
0.n 0,35 n 7N L 1,40
I 2,49 P A 2,15 3,5
447 4,55 N.Q R.7% S.h
Aot hab5
BARAAR
£ANC . ) : . .
n.0 N3 Nk V09 iy1?
N 2! 2?4 \2 130
o34 o 39 a 42 .48 <48
.ﬁa .q7
RARAR
n . ) . . .
ﬂ‘ﬂ qu ng! ﬁ.'jﬂ Q‘P
A0 0435 Aqnn 0,45 N,S
ALhDO N ohS n.70 p.I= h.AA
n.a n, 9%
RARARA
99999
NENSTTY
EPS . . \ . .
LUy .178 160 113  N9A
.09 ML
nng
ARAAA
MET . . - , -
, 212 addb 156 078
W13 AR N NLLLT
LT LY
.N04
RAAAA
n
7R .
‘OOLI ‘nnq N3N .‘OQQ
NPk 030 an17 N30 .NAR
J1R2 NP2
RRRARA
99999
RMASES Figure 1-4  Example of PROBL Input
prPRNn
RSWITAHW
ENNJNR
/*
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I CLASS T Ccomre, T FMTSS, T
T i 1 poaR 1 RN, T
X LI E YRR L EER L X F B R R e el Lk X X
T 1.0 TNL1NTARTS TO 07 RANDN T
T 2,00 T a20h137 TALN T
I Eale ITNe3AAGLA TN.0N T
1 4400 In.1844n0 TN, T
I SeNN TN, NAT4kKK TO,,N T
trovoccercsnn oo vwenwenswes b rrerTrreonavea
I NN Ta.,n1a9nn 10,0 1
I 7.00 In, N129nG TA,000090 1
T R,NN TN.N0SQARAK7 TO N0 000 T
T 9,00 Th.00115N TOLI3 A0 T
I 10,09 TN.002aK" [0 )%9)00 T
+------------#--------—--~+-------—----+
1 11,00 1IN 002232 10,0 T
T !?.nﬁ Tnonnlzg? TO.“?““OO T
T 13,00 T Dn1a4rc 17,026NnAN 1
t 14,00 1N.000934A 1n.N30N0n T
I 15,00 ID.N0N0AA 10.,017000 1
+------------+------------+------------+
I 1A, NN TN.NNNIS8A TN . NLCNON T
T 17.00 In,NANTDp TO,N8200N T
I 1R,ND ININ1T74R TN,437000 1
! 1e,.n0 TN . N00FR1A I0.,1R20N0 T
1 20,10 In,N 10.022000 1
+------------*----—--—----fc--dﬂ-------+

Figure 1-5 RNOSCS Output Results
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Sl S SECES s T TS s s e a SRS EEESSSssssss
I CLASS I CnNnNe, 1 EMTSS, T
I ¥ I Pror, T PrOR, T
$rmoonrceoesewrbonnnoeseerstuedPTee T man
1 1400 10,107673 10.,077920 T
T 20NN T0,26RA30 T0.000015 |
I 2 .NO I0,3R504% 10,006015 T
L 4,00 1n,15423n 10,.000044 r
I Q8,00 TN.,047597% IO L,NN00G34 T
+---—----.---*------------*---—--------¢
T 6£,N0 TNLO19842 TOL,O001 a4 T
I 7.00 10,01 3A0R 10,0041R5 T
) R.00 Th,0N09%y4 I0.0N4175 T
I 9,00 10,001 784 10.,030494 T
I 10,99 TOL002APR T0,N0%1R9 T
AL T DY PRI Y sy FERE LYY Y YR Y ¥ P
I 11.00 IN,ND2RY 2 I0.000ATAR T
T 17.00 T, 0Nn104A IN,035ARA T
! 13,00 INGgNNIRNT IN.0261R2 T
I 14,00 10.000725 10.030125 1
I 15.00 TA. 000540 IN0.6G17259 T
L T Y e L L T R L L D T Ty R
I 16,00 IN.000086 10.,041631 T
I 17.00 10.00020? 10.081515 T
I 18,00 INLN01NTS 10.,4327R5 ]
1 19,10 INONDRNE 10,180109 T
1 20,00 In,0 I0.0217714 T
toeorsacssncsvabtmronsovsnrrantecanreneese e

Figure 1-6 RPROD Output Results
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CEsSST=SscCE2sS=c=zZs=z2SgssS=s=3==SssSS=S=S3s8sSs=s=ss=
I CLASS T  CONC, I E™MISS, I
I 4 T penRr, T FRAOR, T
tonccvsesvenvcabacaavenewd oo caenamsed
1 1.00 TR, 107473 IN.077920 )
1 200N TN.26613% TNLO T
I 2.00 IN,3AKG1P 1IN0 T
I 4,00 IN. 154435 I0.0 T
! S.00 IN.047URA 10,0 T
AL L LY E R LR L L L L LA Al Aadud R d el ud
T A NN T0.N19900 Ta,n I
I 7.0 10012909 IN,004394 T
T 8.,ND TN, 0NQR4K7 [0.008391 T
I Q,nd 17.001150 10,Nn29979 T
I 10,00 10.,0602040 IN,.NN%8Q1 T
T R L L X X T e e R
I 11.00 TC.0022%2 10,0 T
T 12.00 In.N01352 10,N34965 T
I 13.09 In.N01240 10.,025674 1
T 14,00 I0.,00N0Q34A 10,029970 T
I 15.00 TN.N0N0KAR T0.01/9373 I
‘erccercacsnsetencnncen e Testecat e enenn =)
T 14,00 T0.000156 IN.038961 1
I 17,00 I0,0NNZ2A I10,081918% T
I 12,00 TNL,ON1T74R INLU365A0 T
I 19,00 TOLONDALA 10.,1R1815 1
I 20,N0 In,.0 TN,N2197R T
tecracrraceretenccnawnsrestecnccnennmee}

Figure 1-7 RSWITCH Cutput Results



1.3 Listing of Program PROBL
MAIN PROGRAM

Subroutines (Called in Main Program):

HEADR
INPUT
METDS
MET CLASS
DENSITY
CLASS
RNOSCS
RSWITCH
RPROD

Auxiliary Subroutines (Called in the Above Subroutines):

PAGE
ERRX
INE
INPARM
CcoMp
TXLOC
TABLE
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LEveL

IS~

180
18w~
I8~

18
18&n

)& 1LY
Iar

| 1N
| 1)

| &1
I8

18n
18~

18~
| & IN

18
18

18
19~
IS~
1s%

el .h

oanoe

0noy
0Nt
nany

oo0b
oon’

APOH
onng

nntio
0o11d

ante
not s

0014

»oAn1sS

0016
an{y

ONntA
ani9

nnzn
one2l

aple
na2i
no24
002s

( Ton 74 )

N3/360 FORTRAN W

COHPIILER NPYINNS o MAMES HAIN,OPTS00,LINECNTS60,81ZE%0000K,

C

aEeNaNaoRe]

SONRCE,,ERCDIC,NALISTY,VNDECK,LIAD, AP ,NOEDIT, ID,NOXREF
PRARARTL ITY ANALYSIS OF SCS METHONS
NATA JCODE/74R/,VERS/Y ,1/,LEVFL/T3LS1Y/

PRNBABTLITY TECHNIWHES NEVELDPLD BY R,J, HORN AND PRDF, SCHWEPPE

100

2Nnn

inn

400

S00

60N

100

KON
6RND

PRNGRAMMED HY R ] HNRM
1711773

INTEGER KEYS(T)/VMFTDI, PMETCY, 'OENSY, ICLASY , PRNNST, IRSWLY, 1RPROYY
INTFGER TITLE(LY)
CALL WEAPNCICNNE ,,vERS, LEVEL)

READ KEYwUIRD CARDS

CALL INPUTIXEYS, T, 10, TFORM, TITLE,K,800)
G0 TP (100,280,3%00,400,900,600,200),K

CALL METDSCIC,1FNAN)
L T {0

CALL “MFYCLASS(TIC,1FNR
GO TN tn

CaLL »ENRTTYIIC, JFiIRM)
GO TN g0

CALL CLASSIIC, IFQien)
GO TN o

CALL RNASCS(TIC, 1FNNA)
GO IO 10

CALL WSWNJTCHITIC, IFORK)
LY TA 19

CALL RPRND(LIC, IFNRM)
(Y1 A I s )

~RITE(A,6ARND)Y

FORMAT (YD END NDE PPNGRAMIT)
STNP

[}

OATE

77,111/09.33.30



s¢-4

lzEeEuBe NelsNal

10

co

22
enee

25
2028

SURROUTINE HEADRITC,VER,LEV)

AR AR A RN AN AN R R R A AR R A AR A A AN RN AN R AN RN RN NN A NS R AR AN AR R A AR KRR AR AR
184 360/85 E. RFIFENSTEIN FORTRAN TV

ENVIRONMFNTAL RESEARCH AND TECHNOLOGY, INC,, WALTHAM, MASS,

VERSION A LFVEL 711103

NOES RUN ACCHAUNTING AND GENFRATES PAGE HEADIMG

I Y SR R R R 222 R 2232238222222 X222 2222222 X2 2]

REAL*B TTITLF (6)

RFAL DAT(3),0NTAR(]j01)

INTEGER TCODE,,NLOG, TRUN,NTAR,LTAR(100),K3/71000/,
K6/1000000/

COMMON /HEAD/ TITLE,TCONF,VERS,LEVEL,DAT,IRUN,MPAGE,NLNG

EQUIVALEMCF (NTAR,DTVAR(C1)),(LTAR(1),PTAB(2))

CALL DATE(PAT)

1CQDF=1C

VERS=VFR

LEVFL=LEV

MTAB=0O

NPAGE=D

LINE=6D

IF (ICODF ,LE 0. 0R ICDDE .GE, 1000, 0R NLOG,LF.0) GO TO 22

IVERS=VERS

REWTMD rLOR

READ(MLDKR) DTAR

DO 10 I=1,NTAR

M3 TAR(T)

MYy=Hh3/Ke

IF (MY NELICODEY GN TO 10

MISMOD (NI, KE)

M2ENI/KT

TF(N2.NE.IVFRSY 1Y D 10

M3I=MOD (NT+t KT

60 10O 2n

CONYINUE

IF(NTAR ,GE 100) N TN 25

NTAR=NTAH®Y

I=NTAR

N3z}

TRUNZK3« TVFRS+NMNT

LTAR(I)=KhA = ICONF+TRHUN

REWINMD NLNG

WRITE(NLNG) DTAR

EMDFILE tLNG

wWRITFE(6,2022) TITLE,VERS,LEVFL,TRUN,NTAR

FAORMAT (' HFGIN ',AA8,' VERSION',F6,2,"' LFVEL ',16,' RUN ',T6/

t TARLFE COUNT=',T13/7/77)

RFTURN

WRTITE(6,2025)

FORMAT (' LNGNDATA OVERFLOw,')

TRUNZ=0

RO TN 22

END

{PRINT ERTLPAGE



9¢ -4

LEVEL 21,8 ( JuN Y4 ) 087360 FDRYRAN H DATE 77,111/709,35,10

COMPILER QPTIONS » NAME® MAIN,OPTE00,L INECNTe60,812E#0000K,
SOURCE,EBCDIC,NNL I8Y,NODECK,LOAD,MAP,NOEDTT, 1D, NOXKREF

1SN non2 SURRNUTINE HETDA(LIX,IFNRM)

18N8 000Y INTEGER24 TCLASS(6,16,8)

13N 0004 COMMON /HETD/ ICLASS

18N 000S REAL®=Y4 NINES/'99991/,BLANK/Y V7,KEYW
I8N 0006 REAL#8 NAME/'METD!/

18N 0007 COMMNN/NENS/ PLC(500),PLA(S00) ,PLMET(500) ,PLEPS(S00)
18N 0Nn08 REAL®G VALUE(8)

188 0009 LOGICAL 108w

18Nn 0010 108ws ,TRIE,

Is~ 0041 30 90 1e4§,500

18N 0012 50 PLMET(1)s0,

18N 0013 10 CONTINUE

188 0OL 4 REAN(S,7000) KEvwW,ISTAR,IDIR,VALYUE
I8N ONntS 7000 FORMAY (A4,1%,12,13,6610,5)

188 0016 IF ( XKEYW LEN, NINES) GO TO 1000

18N O01A Do 27S 1e1,b6

18N 0019 1C = ICLASS(I,IDIR,I8YAB)

18N 0020 IF ( Ic .EQ, 0) GN TO 275

18~ Qn22 PLHET(ICY o PLMET(ICY ¢ VALUE(T)
I8N na2s 215 CONTINOE

18, 0024 GN tD 10

18N 0025 1000 RETURN

188 0026 END



LE-4

LEVEL 21.8 ( Jun 74) 0S/360 FORTRAN W DATE 77,111/09,34,11

COMPILER NPTINNS = NAMEm HMAIN,DPT®00,LINECNT=60,81ZEm0000K,
SOURCE,EBCDIC,NOLIST,NDDECK,LOAD,MAP,NOEDIT,1D,NOXREF

1SN 0Nn02 SURRDUTINE METCLASS(IC,IFORM)

13N 0003 INTEGER#G JCLASS(6,16,8),1DATA(]3,6)

18n 0004 COMMDN/METD/ ICLASY

ISN 00058 REAL#Y NINES/199991/ EIGHTS/'8888'/,CLAS/'CLASY/,KEYH
1SN 0006 REAL*D NAME/'METCLASSY/

18N 0007 LOGICAL 108w

IS» Q008 IN8W o ,TRUE, -

188 0009 DN S Ket,S

I8N 0010 DN S Jeg,l6

I8N 0011 00 9 YIeg,6

I8N 0032 S ICLASS(I,J,K} = O

I8N 0013 10 READ(S,7000) KEyW,ICL

138 0014 7000 FDAMAY(AU,hX,110)

ISN 0019 IF(KEYW LEQ,EIGHTS) GO TO 10

18N 0017 IF(KEYw ,EQ,NINES) GN TO 1000

18N Q019 IF ( XEvw ,NE, CLAS) CALL ERRX(10,NAME)
18N on2t WRITE (6,7010) 1CL .
ISN nn22 7010 FDRMAY(10',T21,'MET CLASS ',T10,5%,'CONTAINS MET CANDITIONS ¢ '/)
1SN 0023 100 READ(S,700S) KEyw,l1DATA

ISN 0024 7005 FORMAT(AL,6X,6(12,1%,13,1X,12,1X))

188 0025 IF ( XKEvw ,ED, EIGHTS Y GD TN 10

18N 0027 IF ( KEYW ,FN, NINE3) RETURN

13> 0n29 Dn 200 1s1,6

1SN noso Tus. TDAYACY,T)

1aAN 0031 IF (I LEQ, 0) GO TN 200

18~ 0033 I0IRe IDATAC2, D)

18N 0n3ly ISTABaINATA(Y, 1)

I8N 00358 TCLASSCTU, IDIR,18TAB) aICL

ISV 0036 200 CONTINUE

I8N n037 WRITE (6,7015) IDATA

18N 0038 7015 FORMAT(TI1,6(12,1X,1%,1%,12,6X))

18+ 0039 GH THh 100

18N 0040 1000 RETURN

I8N o004l END



LEVEL

184
18N
18n
18N
I8N
18N
18w
I8N
1807
18n
18N
188
18N
18N
18~
18y
18N
18w
188
18N
1§11
1SN
18N
18n
18M
19N
I8N
| & IV
18n
13n
18N
I8~
L8N
I8N
I8N
I8N
18N
18N
Iswn

2l.8 ( Jun

oooe
0003
naYd
onns
ao0eé
onoy
onons
0009
go0t¢0
only
onge
n01s
nnyd
0019
0016
onys
0020
oo0el
oo2e
0023
on2u
nnge
noa2?
on2a
0010
003t
nnie
on3s
0054
nosS
0nle
nosy
0048
nouo
nnuy
onue
0043
onds
nous

14 )

10
ro000

100
200

71010
250

3on

7008
1015
1000

N3/360 FORTRAN W NATE

COMPILER NPTINNS » NAME® MAIN,DPT®00,LINECNT®60,812E80000K,

SOURCE,EBCDIC,NDLISY, NODECK,LOAD,HMAP,NNEN]IT, ID,NOXREF

SURRNUTINE DENSITY(IC, IFNAN)
COMMON/DENS/ PLE(S00),PLA(S00),PLMET(500),PLEPS(S00)
LOGICAL PRINY,108W
COMMNN/PARS/ NN(3),GAMMA,BETA,HINORM,PRINTY, JI0SW
REAL#4 PL(S00,3)
EQUIVALENCE (PLA(1Y,PL(1,1))
REAL#8 NAMF/'DENSITY!/
REAL#A FIGHTS/1aARAY/, NINES/199991/,BLANK ! Yy
REAL#A KEV4
REAL#B KEYS(3)/10V,METL, VEPSYY
REAL*4 DATA(A) ,NAHER
108Sws ,TRUE ,
READ(S,7000) KEvh,NAMER
FORMAT (AGU,6X,Ad)
IF(KEYW EN, EIGHTS) &N TN {0
1P (xEvw ED, NINES) 6D TO 1000
CALL THLOCIXEYS,3,KEvw,X,8100)
60 vn 200
CALIL ERRXY(10D,NAME)
KeKke)
IF(K ,En, 0) Xagy
NDB8NN(K)
KaKey
IFIK JE3, 4) Xe»y
NRys
WRITE (6,701n) XEVYW
FORMAT('Q',T11,'PRNBABILITIES FOR CLASSES OF 1,A4)
READ(S,7008) DATA
WRITE(H,7015) DATA
no Y00 1et,b

PLINQX,x)aDATA(])

NQXSNQY#®]

TF (n0X ,GT ,NO) G TN 1D
CONTINUF
6D TN 250
FORMAT  (10X,6610,5)
FORMAT(TIL,6(G10,4,10X))
RETUKRN
Enn

TT.111/709.34,51
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LEVEL

18N
I8N
I8N
18N

18N
18N
188
18N
18N
) §.17]
18N
18N
18N
¢ .11
18N
18N
I8N
18N
18N
I8N
1M
18M
. 1]
18N
18N
18N
18N
 §.1Y
18N
18w
18
18N
18N
19N
18N

21,8 ( JuN 74 ) 03/360 FORTRAN H DATE

CNMPILER OPTINNS » NAME® MAIN,NPY=00,LINECNT®60,81ZEmQ000K,
SQOURCE ,EBCDIC,NOLISTY,NODECK,LOAD,MAP,NOEDIT, 1D, NOXREF

0002 SUBRNOUTINE RNOSCS(IC, IFORM)

0003 LOGICAL I08W,PRINT

0004 COMMON/PARM/NC ,NE,NG,GAMMA ,BETA,HINDRM,PRINT, I08%W

0005 REAL®G LIMITC(SO0),LIMITE(SOO),LIMITQ(S00),CENTRC(S00),
1 CENTRE(500) ,CENTRQ(S00)

0006 COMMON /XCLASS/ LIMITC,LIMITE,LIMITQ,CENTRC,CENTRE,CENTRO

0007 REAL®G TARS(S00,3)

0no9 COMMDN/FORMS/FD,FH

onio COMMDN/DENS/ PLC(S00),PLB(S500) ,PLMET(500),PLERPS(500)

oot NMaNC

ont2 Do S0 test,S00

0013 S0 PLC(1) » D,

0014 no 1000 Iet,NQ

no1s DD 1000 Jsy ,NM

ontéa CONCSCENTRO(I)*CENTRC (J)

oot? DN 400 Ke2,NC

0018 IF ( CANC LT, LIMITC(K))Y GO YO S00

0020 400 CONTINUE

no2i KENCe§

onge Sno KXBKw1

ongs PLCIK) a PLC(K) + PLOCI)«PLMET(J)

o024 1000 CONTINIE )

0neas IF  NQ ,GY, NECY NZ®ND

on2? IF ¢ N0 LLE, NC) NZsAC

0029 DO 2000 Isy,N7

0nio YABS(1,2)80,

00314 TARS(1,3)s0,

0032 2000 TABS(1,1)e]

003sS 00 3000 Yet,NQ

0034 3000 TARS(1,3)sPLO(])

003S DD 4o0n Isi,nC

0036 4000 TABS(1,2) = PLC(])

0037 CALL TARLE(TABS,S500,3,NZ,3,FH,2,FD,S)

0nSA HETURN

0639 END

T7.111/09,35,18



Ov-¢

e BaBaNlal

30

2n3n

c

LENF

SUBKOUYINE PAGE
AAANAAAANANAARAROAGCARAAAARARAA AR AR AAARANSARRNANRARAAARARNNARRNAGRAARARRARA
PRIMYS PAGF HFADFR AMD KEFPS TRACK OF LIME COUNT
VERSION 2.0 L EVEL 750905
RAAA MDA ARARANI AN A G ARNARAN AR R AR AAB AN DAL AR AN R R A AR RRAAANNNANRARANA N AR RARNNAR
TMTEGER ICODE, IRUN,NPAGE
REAL*AR TITLE(S)
REAL DATF(3),VERS
COMMNN /HEAD/ TITLE, ICODF,VERS,LEVEL,NDATE, TRUN,NPAGE, NL 06
INTEGER LCY/61/
K=1
LINE=4
GO TO 30
ENTRY LLINFS(N,u»)
K=0
LINE=I THF+N
TFCLINF LT, LT AND,LET . GT,.0) RFTURN
LINE=NTY
NPAGF=NMPAGF ¢
WRTITE (A,2030) JCODF, TRUN,TITLE,VERS,LEVEL ,DATE,NPAGF
FORMAT ("1, 13,16,8%,6AR," VFERSIOM ', F6,2,' (', T6,")', 11X,
3A4,10X,'PAGF ', TR/1X,127('s"%))
TFIK,EN,.N) RETURM |
RETURM

ENTRY LSFTV(M)
LCT=MN
RETURHN

ENTRY L THFHO(M)
Mz [NE
RETUYPM

BATCH TERMINATEDS Y0/04/17 11:5A234



Tv-4

//ERRX EXEC FORTGC,PAKM_ FORY='LOAD’
//FORT,SYSLIN DD DSNZERT4610,P9990000,ERTLIB(ERRX),DISP=0LD,SPACE=

//FORT,SYSIN 0D =

s R NeXe Nyl

6000

%

SUBROUTINE ERRX(N,NAME)

AR AR AR AR R AN AN R RARRARARRAR AN R AR R RRR NN AR AR AR ARA R AN R A AN AR RARNNR
IARM 360 E.REIFENSTEIN FORTRAN 1V
TERMINATES EXECUTION DUE YO NUMBERED ERROR(N) IN NAMED ROUTINE
VERSION 2 LEVEL 711115

AR RAR AR R AR R AN R AR A AR R AR RN R A AR AR AN R AR AR KA AR SRR R AR AN RARANRARNANARS
INTEGER N

REAL®8 NAME

WRITE(6,6000) N, NAME

FORMAT('OEXECUTION TENMINATED DUE TO ERROR NO. *,14,' IN ',AB)

§T0P
ARARRR RN AN AR RAN AR R R AR ARAN AN RARRR AR R RN A RARR AN A RARRRANARRARAAANRARRS

CeeoensENTRY ERRM ISSUES A NON FATAL ERROR MESSAGE AND RETURNS TO

CeoeessA USER SELECTED STAVTEMENT NUMBER,

c

6100

C

ARNARRAN R NA AT AN AR A NN AN R AN AN A AN RN R AR AAA AN AR R AN AR AR R AN R AN R AN AR RN A AN
ENTRY ERRM(N,NAME, )

WRITE(6,6100) N,NAME

FORMAT (YOERROR NUMBER ',14,' IN *,A8/)

RETURN 1

END

{PRINT ERTLTABLE

SUBROUTINE TXLOC(TT,NT,X,IX,%)

Ct-ﬁ'tt.!iﬁittﬁtlttlt‘lltli*.l'*titit..titit*tlititittltt&ttt'tttttl.

o

IMPACT VERSION 1.0 LEVEL 711229

Cttﬂit.ltttlﬂtttiitiﬁl*it.'i'tQiitii*tltl'titt#t!‘lii!-ttiitQttﬂltt*t

c

100
C

c
200

REAL#*8 TT(1),X
IX=0

DO 100 N=1,NT
IF (X, EQ.TT(N)) 60 TO 200
CONTINUE

RETURN 1}
IX=N

RETURN
END

IPRINT ERTLERRX



Zv-4d

LEVEL

TSN
18~
18n

21,8

nnoe
nonsy
nonG

{ SN Y4 )

//ERRX EXEC FORVHC,PARM_FURIZ'LOAD'
//FORTV,.SYSLIN DD DSNSERT4610.P9990000.ERTLIB(INE),DISP=0LD,SPACE=
//FORT,SYSIN DD »
SUBHOLTINE INECIC,PRINT)
AARARAAARNARARARAAAN A ARNB AR AR ARARARE AN RN AR RRAARARARAAARAANNEARARARANZARGARA
READS AND PRINTS COMMENIS CARDS
MARTIX VERSION 2,3 LEVEL 713115
ARANBRARAARARAARARNAARN AN AN R AR D AN AR AR AANANAAAARNARNRAAARRANNAARARRANDARRD
REAL#®B NAME/'INE'/
LOGICAL PHINY
INTEGER IFORM,IF(3)/7" *,'0','L'/,COM(13),BLANK/* '/
10 READ(IC,5010) IFORM,CUM, JF
S010 FORMAT (14X, AL,SX,12A8,A2,A2)
IF(.NOY _ PRINT) 60 Tu 50
D0 20 1=3,3
IF(IFORM.EQ,.IF(])) 60 10 (30,30,40),])
20 CONTINUE
CALL ERRX(20,NAME)
30 CaLL LINES(I,832)
32 WRITE(6,6032) IF(1),C0M
6032 FORMAT(AL,T21,12A4,A2)
60 T0 S0
40 CALL PAGE
I=e
60 T0 30
SO0 JIF (JF .NE.BLANK) GU 10 10
RETURN
END

OoOOMm0

1EOF
BAYCH TERMINATEDS: 10/03/77 164328:50

057560 FORTRANM W DATE

CNMPTILER OPTYIONNS « NAME® MAIN,0PT800,L INECNYE60,8]2¢80000K,

SUURCE.EBCDIC,NOLIST,NODECK,LOAD ,HAP ,NDEDIT, ID,NOXREF
SUBRO'ITINE COMPLIC, IFORM)

RETURN

END

T7.111/709,35,03
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LEVEL

18N
I8N
18N
18M
18N
18N
18N
I8N
1SN
18N
18N
18N
18N

2148 1 JUn 74 )

ooo2
0003
0004
0005
0006
oon?
ooo08
0009
notl
ool
onis
0014
001S

03/360 FORTRAN K

COMPILER OPTIONS o NAMES #AIN,0PTE00,L INECNT=$0,81ZE€80000K,

800

SOURCE,ERCDIC,NOLIST,NODECK,LOAD,MAP,NNEDTT, ID,NOXREF
SURROUTINE INPARM(IC,YTYTLE,JF)
REAL#8 NAME/V'INPARMIy
LOGICAL PRINT,INSW
COMMON /PARM/ NCyNE,NQ,GAMMA ,BETA,HINORM,PRINTY, LOSW
NAMELIST/INPUT/Z NCO,NE,NQ,GAMMA,BETA,HINDRM,PRINT, 108K
BETOLORBETA
READ (S, INPUT,ENDEADD)
IF( BETA NE, BETOLD) rYOSWs, TRUE,
WRITE (s, INPUT)
RETURN
CALL ERRX(800,NANE)
sTne
END

DATE

174111/709,34,25



[

LEVEL

18w~
18~

1SN
18w
18w
13~
18N8
18N
18N
19w
18N
18~
19~
18~
18w
18N
I8~
18y
18y
18
18N

18
13n
I8N
18~
1SN
Isnm
18~
18n
180
18N
18n
18
I8~
181
198
18N
[§:18

Isn
18N
18N
18
18N
Isn
I8~
18w
18w~
18N

21.8

onneg
onong

anng
anns
Nnooe
onny
NANA
00Ny
no1o
ant)
001¢
noty
noly
a0ty
0onte
[JUR)
noty
0020
onee
0n2s
nnu

onz2s
ongeé
0027
0028
onz2e
0080
anyy
003y
nois
n0is7
[J13.1]
0049
[
nnay
004?
nnag
onay

noas
oout
nnus
0050
onSe2
onsy
o054
0056
0ns?
0058

f Jun T4 ) 037360 FORTRAN H

CNMPILFR NPTINNA o NAME® MAIN,OPYw00,LINECNY=60,8[2E20000K,

IaNal

™

10
raon

100

200

10490
210
7008

1018

350

LY

375

1000

SNURCE,EBCDIC,NOLIST NNDECK ,LDAD,MAP,NNEN]IT, IN,NDXREF
SURRNDUTINE CLASS(IC,IFARM)
REAL®G LIHITC(SNO),LIMITE(SO0),LINITO(S00),CENTRC(S00),
1 CENTRE(S5N0) ,CENTRQ(500)
REAL®G LIMIT(S500,3),CENTER(S00,Y)
EQUIVALENCF (LIHTT(1,1),LIMIVC (1))
FU'IIVALENCF (CENTER(],1),CENTRC(Y))
COMNN/XCLASS/LIMNIT,CENTER
LNGTCAL PRINT,TINS
COMHNN /PARM/ NN(S) ,GAMHMA,BETA,HINORM, JPRINT, INSY
HEAL#B WEYS())/INORMY/ ,NAMES(I)/VCONCY,SEPRY, #00/,NAHE/ICLASSY/
REAL*A ETGRHTS/1nB88%/,NINES/ 199991/, BLANK /Y Wy
REALAA NAMER,MEVW
REAL*4 DATA(S)
REAL#4 Ol IN
INAWR ,TRIIE,
READ(S,1000) KEvW,NAMER
FNAMAT (Ad,bY,Ah4)
tF (xgyw ,EN, EIGHTS) G0 TN 10
I+ (KEYN FR, NINES) Gn 7O 1000
CALL THLOC(NANES, 3, KEVY, 11,8100
G0 TN 200
CALL ERRX($00,NAME)

INPUITY CLASS LIMITS

MGy
NReuUN(TY)
wRITE(6,7M10) KEY:N
FARMAY ("0 CLASS LTINITS OF ¢,a4)
READ (S,700%) KEYL,DATA
FNRAXNAT(A4,6X%,6610,5)
If (KEvw FN, EILGHTS)Y GD TO 360
IF (KEvyw LEQ, NINES) GN TQ 340
JF (KEvw ,NE, B ANK) CapLl ERRX(250,NAME)
“RITF (6,7015) DATA
FARNAT (YY1, ,0(Gin,4,10%))
DO 350 Is),4
LIMIT(NRX, T1)SDATA(])
AOXBNIXeY
IF(NBX ,GTq NO ) GN YO 460
CONTINIE
KD TO 210

CALLHLATE CENTFH VvALYF FOR EACH CLASS

DD 315 st N0

LOw YMe L IMET(T, 1Y)

IF (1 Eu, NO) NILIMap THIT(NG,T1) ¢ HINOR™
TFOT NELNDY HILIMe (In1T(Tet,I11)
CENTERIT, 1) m (LOSL IMenlL IN) /2,

CONTINUE

IF (XEy4 LEL, NINES) GD 70 1000

60 TN {0

RETHRN

END

DATE

T1,311/709.33.43



LEVEL 21,8 ¢ JUN T4 ) 08/360 FORTRAN W DATE 77,111/709,39,33

CAMPILER OPTIONS « NANEs MAIN,OPTEO0,LINECNTS60,812E00000K,
SOURCE, 28CDIC,NOL 2ST,NODECK,LOAD,MAP, NOEDLY, ID,NOXREF

18N o002 SUBROUTINE RPROD(1IX,IPORM)
I8N 0003 LOGICAL IOSW,PRINT
13N 0004 COMMON/PARM/NC ) NE,NQ, GAMMA BETA, HINORM,PRINT, 108w
13N 0008 REAL*8 FH(2,3),r0(3)
18N 0006 COMMON/FORMS /PO, FH
18N D007 REAL®4 LINITC(SOO0),LIMNITE(S00),LIMITR(200),CENTRE(900),
1 «CENTRE(500),CENTRR (300}
I8N Q0008 COMMON /XCLASS/ LIMITC,LIMITE,LIMITQ,CENTRC,CENTRE,CENTRQ
18N 0009 COMMON/TABLS/PHO (S00),PBNQ (300} ,CPMA(S00),CPGE (300),CPMAE (500),
1 CPME(%00)
18N o0t0 COMMON/DENS/PLL (500),PLQ(S00),PLMET (S00),PLEPS(%00)
13N 0011} REAL#U XNPC(S00),XNPR(900)
I8N o00%2 REAL#®4 TABS(%00,3)
I8N 0013 00 {0 Iwy,500
18N 0014 XNPC(I)m0,
ISN 00193 10 AINPQ(I)n0,
18N 0016 PEVRD,
13N 0017 D0 1000 Img,NC
ISN 0018 00 1000 Jmt,NQ
13N 0019, c D0 1000 Kaj,NE
18N 0020 PEVEPLMET(I)#PLA(J)aPLEPS(K)
18N 002} QMERCENTRC (1) «CENTRA (J) »CENTRE (K)
13N 0022 IF ( QME ,GE, GAMMA) GO YO SO0
c
[+ NB REDUCTION
c .
ISN 0024 M-LF
18N 0029 XCsCENTRE(I)WCENTRO(YJ)
I8N Q026 Q0 200 1Ce2,NC
18N 0027 IFC XC (LTe LIMIYCCICY) GO TO 2%0
ISN 0029 200 CONTINUE
18N 0030 ICENCet
ISN 0034 2%0 ICslCey
18N 0032 INPCC(IC) ® XNPCLIC) ¢ PEV
I8N 0033 ANPQ(IO) ® XNPG(IB) + PEV
ISN 0034 GO T0 t0800
c
c REDUCTION PROM
[
1SN 0035 soo RQWGAMMA/ (CENTRC () 2CENTRE(K))
188 0036 0a 700 1QWa, N0
1SN 0037 IPC XQ LLT, LIMITQC1Q)) GO YO 7S0
158 0039 700 CONTINUE
18N 0040 b4-T 11-1 31
ISN 0041 780 1080wy
188 0042 XCm GAMMA/CENTRE(K)
ISN 0043 DN 900 1Csp,NC
18N 0044 IFC XC LLT, LIMITCCIC)) GO TO 950
18N 0046 900  CONTINUE
188 0047 ICaNCey
18N 0048 950 tCalCeay
I8N 0049 XNPC(IC) @ XNPC(IC) ¢ pPEV
18N 00%0 INPB(I0) ® XNPO(IQ) + PEV
c
18M 0091 1000 CONTINUE
PAGE 002
c
g RUTPUT RESULTS + CLASS,XNPC,XNPA
Isn 00%2 pn 2500 11,500
188 0093 TABS(I,1) = 0O,
18 nNOSe TARS(1,2) s 0O,
ISN 0053 TABS(I,3) e O,
I8N DOSe 2500 CONTINIE
ISN 0097 I1F(ND 5T, NC) NMAXEND
188 00%9 IFINC ,GE. NO)Y NMAXENC
188 0061 DD 3000 ey, NMAYX
1SN 0062 TABS(I,1) s I
ISN 0063 IF{ I .67, NC)} GO TQ 2t00
18N 0065 TABS(I,2) & XNPC(D)
I8N 0066 2100 IF(I ,67, NQ) GO TO 3000
13N 0068 TARS(I,3) » XNPR(I)
18N 0069 3008 CONTINUE
c
[+ WRITE
c
I8N 0070 CALL TABLE(TARS,S00,3,NMAX,3,FH,2,FD,S)
ISN 0074 RETURN
ISN 0072 END

B-45



LEVEY

188
}4-1]
13N
15m

4.1}

188
1N
I8N
188
4 1}
4. 1]
188
18n5

Isn
188
ISN
188

1SN
14 1]
18N

4.1
18N
Isn
I8N
1IN
1SN
ISN
19N
198
.11

188
18N
13n
13N
13N
ISN
b 1]
I3N
IMN
ISN
19N
ISN
g L}
138

I8N

1SN
18N
198
13-1]
¢ 1]
18N
¢ L]
14N
188
188
19N
Ian
19w

18N
L]
1N

21,8 ( Jum T8 ) 08/360 FORTRAN W OATE
CONPILER OPTIONS » NAMES MAIN,OPTR00,LINECNTEG0,812280000%,
SOURCE,EBCOIC,NOLIST , NODECK,LOAD AP, NGEDLIT, ID, NOXREF
[-I-1.I'4 SUBROUYTINE RIWITEH{IC,IFORM) !
LLA REAL#8 PH(2,3),F0(3)
co0e COMMON /FORMS/FDFN
0009 COMMON/TABLS/PNG(S00),28M0Q(900) ,CPNG (300} ,CPGE(900) ,CPMGE(300),
1 cPuE(300) \
0008 REALPE LINITE(S00),LIMITE(SOO),LINITA(S00),CENTRC(S00),
{ CENTRE(S00) ,CENTRQ(S00)
noo? COMMON /YCLASS/ LIMITC,LIMITE,LIMITR,CENTRC,CENTRE,CENTRG
[-L.I.1 ] LOGICAL PRINT, 108w
0009 CRMMON /PARN/ NC,NE,NQ,GANMA BETA, NINORN, PRINT, INSW
00190 COMMON/OENS/PLL (500),PL0(900) ,PLMET(300),RLEPS(500)
L.I¥] REAL»d XNPC(500),XNPO(%00)
o001 REALed T4B8(%00,3)
0013 00 10 1et,%00
0014 XNPC(1) 8 O,
0049 AINPQ (1Y 8 O,
nao1e 10 CONTINUE
0037 0O 1600 1=y ,NC
0018 DA {1000 Jei,NG
o019 00 1000 x84, ,NE
[+
Q020 PEVEPLHET (1) oPLQCI) #PLEPS (K]
002! QMESCENTRC (1) oCENTRG(JI0CENTRE (K]
0622 IF ¢ OME ,GE, GAMMA) 80 TO 300
[
€ NO SWITCM
4
0024 198y ,
0o2s XCBCENTRO(JISCENTRC(D)
002 DQ 200 Ice2,NC
0827 IF (XC.LT.LIMITZ(IC))Y GN TN 2S@
0029 200 CONTINUE
0030 ICeNCot
0031 250 ICs1Cet
0032 INPC(IC) & XNPC({IC) ¢ PEV
0n3y INPACIZY 8 INPOLIQ) o pRY
00%a 60 TD 1000
c
[ INITCH PAROBS
[
003s 300 xQe8ETASCENTRA(I)
0036 00 700 oe2,NQ
00837 1F¢ 1@ LT, LIMITGCIDY) GQ tO 790
0039 700 CONTINUE
2040 -t LI-L1}
004 730 lGel0et
0042 XCu BETARCENTRC(I)«CENTRQ(S)
0043 00 900 ICw®e,NC
0044 IPL XC JLTe LIMITCC(IC)) GO YO 990
Q046 900 CONTINUE
00ay ICeNCoy
0048 950 ICalCsy
0049 AINPCIICY o XNPCLIC) » PEY
00%0 XNPALIZ) & XINPQLINY + gy
Ceee ENH OF L0QP
0094 1000 CONTINUE
c
g PRINT RESULTS , CLASS ,INPC , XNPG
0092 00 2908 1s4,500
0093 TADS(L,1) o 1
00%4 TARS(1,2) * 0O,
00%% TABSLI,3) 8 0,
00%86 2900 CONTINUE
00137 IP (NO 6T, NC) N“ALeND
00939 IF (NG ,GE., NQ) NMAXBNC
LLTYY 00 3000 Iwi,nNwAy
0088 1P (1 ,6T, ML) GO TR 2100
Ll T TARR(T,2) & INPC(IY
006" 2100 IPC I .67, NQ) GO TO 3000
00687 TARS(I, Y)Y s YNPACL)
5068 3000 CONTINGE
< “RITE
2083 CALL TARLE(TARS, %00,3, N AX,3,FH,2,50,%)
90714 AkruRN
ATy END

T7.411709,33,9
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SUBROUTINE INPUT(KEYS,NyIC,IFORM,TITLE,K,*)
R T Ly L T Ry T PR e Py YTy e )
c IBM 360 E. REIFENSTEIN FORTRAN IV
c VERSION 1 720623
Ry Ly P Yy P P T T ey Y T
c

REAL*8 NAME/'INPUT'/

INTEGER KEYS(N),1C,IFORM,X,TITLE(13),JF,KEY(3),

X ., - KEYW(S)/'PARA','COMM','COMP', 'ENDJ"','9999"'/,
X BLANK/ ¢ A4
AN R R RN R AR R R AR AR AR AR RN AR A NN RN R R NN RN R R AN NI R RN R SRR NANNAI AR RN
c
10 READ(S,S010,END=800) KEY,IC,IFORM,TITLE,JF
Set0 FORMAT(3A4,213,2%X,12A8,2A2)
¢ .
IF (IC) 20,49,22
€
20 IC==1IC
REWIND IC
o
22 CALL PAGE
CALL LINES(4,825)
25 WRITE (6,6025) IC,TITLE

602S FORMAT(/T21,'TAPE',12,T31,'LABEL=",12A4,A2//)
IF(JF,NE.BLANK) CALL INE(IC,.TRUE,)

c
READ(IC,5010,END=800) KEY,K,IFORM,TITLE,JF
GO T0 S0

c

49 IC=S

c

50 DO 60 k=1,5

IF(KEY (1) LEQ.XKEYW(K)) GO 70(100,200,300,400,10),K
60 CONTINUE

c
D0 80 K=1,N
IF(KEY (1) .EQ.KEYS(K)) 60 TO 90
80 CONTINUE
¢
CALL ERRX(80,NAME) )
c
90 IF(1C,EQ.5) CALL PAGE

WRITE(6,6090) KEY,TITLE,IC
6090 FORMAT(/T2,3A4,721,12A4,42,781, ' (UNIT ',12,')'/)
CALL LINES(3,295)

c

95 RETURN

c

100 CALL INPARM(IC,TITLE,JF)
G0 T0 10

c

200 CALL INE(IC,.TRUE.)
60 TO 10

c

300 IF(IC.EQ.5S) CALL PAGE

WRITE(6,6300) TITLE,IC,IFORM
6300 FORMAT(/T21,12A4,42,T81, ' (UNIT ',12,')'/7/T21,'COMPUTATIONS ',
X 'PERFORMED BY ROUTINE ',IS/)

CALL LINES(S,8350)
350 CALL COMP(IC,IFORM)

GO TO 10
C
800 CALL ERRM(B00,NAME,8400)
400 RETURN 1

END

IPRINT ERTLTXLOC

B-47



// MSELEVEL=1,CLASS5=8

//A E
//FOR

XEC FORTHC,PARM,FORT='0PTC22,L0A0'

T.3YSLIN DD OSNSERT4610,P9990000,.ERTLIB(TABLE) ,DISP=0OLD,SPACE=

//FORT ,SYSIN DD »

OO0 000O0

10
20

30

a0
S0

60

70
1A

LPRIN

SUBROUTINE TABLE(X,NR,NC,KR,KC,FH,KM,FD,KD)

RN IR AR AR AR RN ANA R AN N R AR R RN AN RN AR RN AN NN RRRCIRERARENANAEANREY
IBM 360 E.REIFENSTEIN FORTRAN 1V
ENVIRONMENTAL RESEARCH AND TECHNOLOGY,INC.,WALTHAM,MASS

VERSION 28 LEVEL T107S (SPECIAL CHARACTERS)
INPUTSe=
XIARRAY TO BE TABULATED(NR,NC)
NR=MAX NUMBER OF ROWS (ROW=DIMENSION OF X IN MAIN)
NC=MAX NUMBER OF COLUMNS (COL=OIMENSION IN MAIN)
KR=NUMBER OF ROWS TQ BE PRINTED
KCSNUMBER OF COLUMNS TQ BE PRINTED
FHZARRAY OF B8-8BYTE HEADING FORMATS(DIMENSIONED (KC,KH))
KH=NUMBER OF RUWS OF COLUMN HEADINGS
FDZARRAY OF 8=8YTE DATA FORMATS(DIMENSIONED (NC))
KD=NUMBER OF RONS BETWEEN HORIZONTAL LINES
METHOD==COMPUTES OBJECT-TIME FORMATS FOR COLUMN HEADINGS,VERTICAL
AND HORIZONTAL LINES,AND TABULATED DATaA,

A AR AR RN NS A R AR T A AN RN AR R I AR AR AR AN AN R AR IR IR R R AR A AR IR RAR R AR

REAL®A X (NR,NC)

REAL»8 FH(NC,XH),FD(NC)

REAL#8 TAB(11)/°T2,AL,"','TiS,AL,"',"'T28,A1,',"'T41,4AL,"',
X 'TSa,AL,",'TE?,A1,1','TB0,AL, ', 'TO3,A1,"','T106,A1,",
X TT119,A8,','T132,41,'/,TT

REAL®8 FMT(23)/'(',212" ', 1X)"/,GMY(23)/'(",21»" ','1X) '/,
X HMT (23)/7 (' 421" ', 0 1X)'/,FF/'2X,A8,'/,G6/" */,HH/'3A4,AL,"'/

INTEGER VLINE/'I'/,TLINE/'='/,CRUSS/'+!'/,HBAR(3)/3x'wvaas’/,
X TBAR(4)/4w'===='/

IF(kC.67.10) KC=10

BLANK OUT QLD FURMATS

00 S I=2,22

FMT(1)=66

GMT(1)=66

HMT (1) =66

COMPUTE- NEW FORMATS

K 2(10eKC)/2+1

TT2TAB(K)

HMT (2)=TT

J=2

Do 10 I=1,KC

FMT(J)=TT

GMT(J)=TT

FMT (J+1)=FF

GMT (J+1)=FD(])

HMT (I+2)=HH

Jzl+e

K=Kel

TT=TAB(K)

FMT(J)=TT

GMT (J)=TT

I1=s0

WRITE COLUMN HEADINGS
CALL LINES(KH*2,439)

WRITE(6,HMT) TLINE, (TBAR,J=1,KC)

00 ao K31 ,KH

WRITE(6,FMT) VLINE, (FH(J,K)},VLINE,J=1,KC)

WRITE(6,HMT) CROSS, (HRAR,CR0S8S,J=1,KC)

CALL LINES(KkD+1,430)

00 60 K=1,xkD

I=1et¢

ARITE(6,6MT) VLINE, (X(I,J),VLINE,JS1,KC)

IF(1.GE.,XR) GG 708 70

CONTINUE

G0 TO S0

CALL LINES(x=xD,87%)

ARITE(6,HMT) CROSS, (KBAR,CRUSS,J=1,KC)

RETURNMN

END
T ERTLINE
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1.4 Program Flow Chart

[SUBROUTINE CLASS(IC.I1FORA) ]
v _

REAL=4 L]

MITCH
CENTRE

17C
(500

- N
e O
OO0

REAL=4 LINIT(S00.3).
EQUIVALENCE(LIMITL].
EQUIVALENCE (CENTER(1.]1).CENT
COMMON/XCLRSS/LINIT.CENTER
LOGICAL PRINT.]OSW

COMMON /PARM/ NN(3).GRMMA.BETR.HINORM.IPRINT.]IOSH

REAL=B KEYSI1)/°'NORM'/ .NRMES(3)/°'CONC' . 'EPS'.'Q'/ .NRME/ 'CLRSS'/

CENTER(S0
} }.LINITC

-0

REALB EIGHTS/ ' 8888°/.NINES/ 9989/ .BLANK/ ' '/

REAL=8 NAMER .XKEYNW
REAL=4 DATAR(6)
REAL=4 LONLIM

l OSH=. TRUE .

Al

[READ(S.7000) KEYN.NAMER |

FORMAT (R4.6X.R4)

BG 1 OF

£
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IF (KEYN .EQ. NINES)

GO0 10 1000

P,

:

1

1
[Go T0 200 >

100
{ CALL ERRX!{ 100.NAME) |
—

<
I INPUT _CLASS LIMITS ]

20C
LNQX=1]

NO=NN(1])
WRITE(6.7010) KEYNW

PG 2 QF
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LFORMAT ('O CLRSS LIMITS OF '.R4) |

A3H

RERD (S5.700S) KEYW.DATA |

9
FORMAT(R4 .6X.6G10.5) |

(63 70 360 >f#=]

B¢ 3 OF
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IF (KEYW .NE. BLANK)

| CRLL ERRX(250.NAME) |
;__q

| WRITE (6.7015) DRTA |

.
[FORMAT(711.6(G10.4.10%X)) |

......... { 0o 35(? 1=1.6 >

LIRITINGX.11)=DATRL]]
NOX=NGX+ ]

IFINQGX .GT. NG )

(G0 70 360 )E

el

CONT INUE
v

(G0 70 210)4:@

BGC 4 OF




|C CALCULATE CENTER VALUE FOR EACH CLRSS |

i ns

.......... 00 375 1=1.NQ )

v
[LONLIM=LINIT(TI.11) |

IF

1 -EQ. NQ)

[ HILIN=LIMITING.]1) + HINORM |

IFU1.NE.NOQ)

[HILIN= LINITUI1.11) |

[CENTERII.11)= (LOWLIM+HILIN)I/2. |

CONTINUE

v
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SUBROUTINE METDS(IC.IFORM)

INTEGER=4 ICLASS(6.16.8)

COMMON /METD/ 1CLRSS

REAL=4 NINES/ '9999'/.BLANK/"® '/ KEYHW

REAL=8 NRAME/ 'METOD'/
COMMON/DENS/PLC(S00) .PLO1SOO0) .PLMET(S00) .PLEPS(S00)
REAL=4 VALUE(6)

LOGICAL 10SH.PRINT

COMMON/PARM/ NN(3).BETR.GAMMA.HINORM.PRINT .]10SH
JOSK= . TRUE .

---------------- < D0 SO 1=1.500 >

B-55
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A2
[Go 70 1000 >¢E

né’l

{00 275 1=1.6 )

v
[TC = ICLASS(1.JN.1511 ]

If

t IC .EQ. 0]}

{GO TO0 275 >—

. B

4

[PLMETUIC) = PLMET(IC) + VALUE(]) |

Q
{ WRITE(6.8000) VALUE(I).IC.PLMET(IC) |

FORMAT(* PROB OF "+.G10.4.731.°15 RDOED TO CLASS '.1S.
761 . RESULTING IN TOTAL PROB OF °.G10.4)

CONT INUE

PG 2 OF 3
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[co %:o >(>E

FlRA;’
1000 ¢

g

B-57



SUBROUTINE RSWITCH{IC.IFORM)
REAL=8 FH(2.3).FDL3)
COMMON /FORMS/FD.FH

COMMON/TRBLS/PMQI SO0} .PBMQ(SO0) .CPMQIS00) .CPGE(SO0) .CPHOE(S00) .

CPHE(SOQ)
v
REAL=4 LIMITCISOQ).LIMITE(SOO).LINITQUSQO) .CENTRCISOO).
CENTRE(S00) .CENTRQ(SO00)
v

COMMON /XCLRSS/ LIMITC.LIMITE.LIMITQ.CENTRC.CENTRE.CENTRO
LOGICAL PRINT.]OSH

COMMON /PARM/ NC.NE .NQ.GRMMA.BETR.HINORM.PRINT.]OSK
COMMON/DENS/PLCIS00) .PLOLSO0) .PLHET(SO0) .PLEPSIS00)
REAL=4 XNPC(S00).XNPQ(S00)

REAL=4 TABS(S500.3)

T {0 _10 1=1.500 >

v

XNPCL])
XNPOQL ] )

- - - b‘

v
<D0 1000 Jz=1.NQ > - - - D g
00 1000 K=1.NE > - - - D4

v

PEV=PLHET( ] )sPLQ( J)mPLEPSIK)
QME=CENTRC! | )mCENTRQt JIuCENTRE(K )

PG 1 OF




IF ¢ QME .GE. GRMMA)

[T N0 SwWiicH |

XC=CENTRO( JImCENTRC(]) |

------- { D0 200 IC=2.NC )

CONT INUE

v
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A

250 ¢
[ IC=1C-1 |

XNPCLIC) = XNPCLIC) « PEY
XNPQU1Q) = XNPQUIQ) + PEV

[Go rotxooo >DE

[C SWITCH PROBS |

Rz

S00_
[ XQ=8ETA=CENTRQ(J) |

(-
o e e e e e e (D0 700 10=2.80 D

IFC XQ@ .LT. LINITQ(IC))

[G3 10 750 >—

(XC= BETRAsCENTRC(1)sCENTRQ(J) |

v

PG 3 QF 7
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XNPC I XNPC

iIC) = PEY
XNPG(10) = XNPOL

PEY

1
1

* ¢

C)
Q)

| Cunsm EN%" LOOP |

1000 ¢

CONT INUE

[ C PRINT RESULTS . CLASS .XNPC . XNPQ |

K-
{00 2500 1=1.500 > - - - DS

BG 4 QF 7
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[ 1NN
00w

CONTINUE

IF (NC .GE. NQ)

v
{00 3000 Iz1.NMRX > - - - Dg

Y

PGS OF 7

62



GO 10 2100 >

[TRBS(1.2) = XNPC(1) |

IFC 1 .GT. NOQ)

GO 10 3000 >

[ TRBS(1.3) = XNPO(1) |

- - -D,
CONTINUE

|C §uRlTE ]

v
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[ CARLL TRBLE(TRBS.500.3.NMRAX.3.FH.2.FD.S) |
|

5

PG 7 FINAL
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SUBROUTINE METCLRSS!(]
INTEGERm4 1CLASS(6.16
COMMON/METD/ I1CLASS
REAL=4 NINES/'9999°'/.E
REAL®8 NRME/ 'METCLASS
LOGICAL 10SHW

JOSHN = .TRUE.

C.1FORN)
+8).10RTR(3.6)
1

IF
).
9HTS/'8888'/.CLHS/'CLRS'/.KEYH

v
D LI I TR AP {00 5 K=1.5 )

.............. oo S g:l-lﬁ )

f == = = = = = = o o c = = = {00 S 1=1.6 )

S
[ ICLASS(1.J.K) = O |

A1

[READ(1S.7000) KEYW.ICL |}

FORMAT(R4.6X.110)

|60 TO0 10 >

B-65

G 1

QFf




.NE. CLARS)

IF « KEYNW

I CALL ERRX(]0Q.NRME) |

C——

[WRITE (6.7010) ICL |

2910

[ FORMAT( "0’ .T2]1.'MET CLASS '.110.5X. ' CONTRINS MET CONOITIONS : ‘/) |

k

100 @
| RERD(IS.700S) KEYW.IDRTR |

A3H

7008 ¢
_FORMAT(R4.6X.6(12.1x.13.1Xx.12.1X)) |
v

B-66

PG 2 QF

4




[

{00 200 iz1.6 >» - - - D4

[Tu= wn#m:.n ]
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=g

[ 10IR= I0RTR(2.1) |

ISTRB=IDATRL3.1)
ICLASSUIU.IDIR.ISTRB) =]CL

Uy 7

CONTINUE

| WRITE (6.7015) IDRTA |

9
[ FORMATITI] .6012.1X.13.1X.12.6X)) !

[ GO Tg 100 >-c@

PO 4 FINBL

Z
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SUBROUTINE INPRRMUIC.TITLE.JF)
REAL=B NRME/ ' INPARM'/
LOGICAL PRINT.IOSH

COMMON /PARM/ NC.NE.NQ.GRMMA.BETA.HINORM.PRINT.]OSH

NRMELIST/INPUT/ NC.NE.NQO.GAMMA.BETR.HINORM.PRINT.]OSH

BETOLD=BETA
READIS.INPUT .END=800)

IFt BETR .NE. BETOLD)

[ 10SW= . TRUE . |

WRITE(6.INPUT)

800
[ CALL ERRX(800.NAME) |
;__q

STOP
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BLOCKX DRTA

REAL=8 TITLE(S)

REAL=4 ORTE(3).VERS

COMMON/HERD/ TITLE.ICODE.VERS.LEVEL .ORTE.IRUN.NPAGE .NLOG

DRTR TITLE/'ERT PROB'.'ABILITY '.'ANRLYSIS'. ' OF SCS ‘. 'METHODS'.
* '/ .NPAGE/0/ .NLOG/9/ .1RUN/O/

)
€ T T oI
v
COMMON /FORNS/ FD.FH
i
DRTR FD,.FSOZG 02' FB 60 /.FH/" CLRSS . CONCO O.E"ISS0.0
" =z',' PROB.'.' PROB.

Y

L€ o e e e e e e o e e o oo e e e e e oo oo oo - )
v

COMMON/TRBLS/PMQL1 SO0) .PBMAL SO0) .CPMQ(S00) .CPGE(S00) .CPMQE(SOO) .

CPMELSC0)

OATR PMQ/S00=0Q./.PBMQ/SO0X0./ .CPNQ/S00=0./ .CPGE/SQO=0./7 .CPHQE/SOOS

0./
[DATR CPME/S00aG./ I

v
k< - --- - - - - - - ... oo o o J
v
REAL=4 LINITC(S00).LIMITE(SOO).LINITGIS00).CENTRCIS00] .
CENTRE(S00) .CENTRG(S00)
v

COMMON /XCLRSS/ LIMITC.LIMITE.LIMITQ.CENTRC.CENTRE.CENTRO
ORTA LIMITC/S00C./.LIMITE/SOO=Q./.LINITQ/SQ0x0./
DRTA CENTRC/S00=0./.CENTRE/SOO=0./.CENTRQ/S00=Q./

e - - - - - - - - - - - - - - .- . = = = o - = - |

{ LOGICAL PRINT.IOSH |




COMMON/PRRM/ NC.NE .NQ.GAMMA.BETR.HINORM.PRINT.10SW
DATA NC/0/ .NE/0/.NG/0/ .GRMMR/0./ .BETR/0./ .HINORM/0./.10SH/ .TRUE ./

= J

I,
COMMON/DENS/PLC1500) .PLOIS00) .PLRETIS00) .PLEPS1500)
OATA PLC/S00m0./.PLO/S00=0./ .PLNET/SO0R0./ .PLEPS/S00s0. /

LC s o o o s o o o o o oo o o o oo oo oo oo - -]
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{C PROBABILITY ANALYSIS OF SCS METHOOS |

v
[OATR 1CODE/48/.VERS/1.1/.LEVEL/731511/ |
2
C PROBRBILITY TECHNIQUES DEVELOPED BY R.J. HORN ANO PROF. SCHWEPPE
o PROGRAMMED BY RJ HORN
c 15/11/73
v

INTEGER KEYS{7)/"METD' ."METC' . 'OENS' . 'CLAS' . 'RNOS' . 'RSH] . 'RPRO'/
INTEGER TITLE(13)

v
[ CRLL HEROR{ ICODE.VERS.LEVEL) |
= —

v
c READ KEYWORD CARDS |

A1 BB—
10
[CALL INPUT(KEYS.7.IC.IFORM.TITLE.K.+800) |
- 5|
g

: <__GO T0 (100.200.300.400.500.5600.700) .K |

ot

[ CALL METDSUIC.IFORM) |
- >

[Go 70 10 >

PG 1 OF




LiRn2

200
[ CALL METCLASS(IC.IFORN) |
L
1% |

[Go {%;‘10 j:>¢{iaz‘

l4R3

300
[ CALL DENSITY(IC.IFORM) |
b —>

(o ;%10 j:>c{£i§

£

l 941

400

[CALL CLASS(IC.IFORM) |
L__.__.____4H

[co%% 10 j:>c{£i5

lAas

_ 900 _
[CALL_RNGSTSTIC.IFORM) |
= —

ERET

A6

—V

600
{ CALL RSWITCH(UIC.IFORM) |
— >4

B-73
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CALL RPROD(IC.IFORM) |
— e |

(G0 rio 10 >4=E
["uﬂn xl'lm 5.68007 |

800
{FORMAT( 'O END OF PROGRAN') |

\J/
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SUBROUTINE ODENSITY(IC.IFORM)

COMMON/OENS/ PLC(S00).PLO(SO0).PLMET(S00) .PLEPS(S00)
LOGICARL PRINT.IOSHW

COMMON/PARM/ NN(3) .GRMMA.BETA.HINORM.PRINT.]OSH
REAL=4 PL(S00.3)

EQUIVRALENCE (PLOL1).PLLL.1))

RERLnB NRME/'DENSITY'/

REAL=B8 EIGHTS/ '888B8'/ .NINES/ 9999/ .BLANK/ '/

REAL=8 KEYNW

REAL=8 KEYS(3)/°'Q°.'MET'.'EPS'/
RERL=4 DATA(6) .NRMER
JOSH=.TRUE .

AIA

[REAG(S.7000) KEYN.NAMER |

9
[FORMAT(A4.6X.R4) I

ec 1
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IF(KEYN .EQ. NINES)

(G370 1000 j:>c{££]

Pa

[CALL TXLOCIKEYS.3.XKEYN.X.+100) |
L —

[GO T0O 200 >

100
[ CARLL ERRX(100.NAME) |

—

PG 2 OF
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IFIK .EQ. 4)

[WRITE (6.7010) KEYW |

7
FORMAT( ‘0" .T11. 'PROBRBILITIES FOR CLRSSES OF ' .A4) |

R4 H

250
[RERD(S.7005) DATA |

[WRITE(6.7015) DATA |

{00 300 1=1.6 > - - - D4

PLINOX .K)=DRTA(])
NOX=NOX+ ]

v

B-77



IFINQX.GT .NQ)

(G0 70 10 otk

<3

- s c Da v
CONTINUE

6o 70 250 >o@

7009
[FORMAT (10X.6G10.5) |

2015
[FORMAT(T]].6(G10.4.10%)) |

RG 4 FINRL




| SUBROUTINE COMP{IC.IFORM) |
RETURN
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SUBROUTINE METOS(IX.IFORM)

INTEGERs4 ICLRSS(6.16.8)

COMMON /METD/ ICLRSS

REAL=4 NINES/'9999°'/.BLANK/"® "/ KEYN

REAL=8 NRAME/ 'METOD'/

COMMON/DENS/ PLC(SO0).PLQ(SO0).PLMET(S00) .PLEPSIS00)

REAL=4 YALUELSB)
LOGICRL 10SHW
IIOSH:.TRUE- I
° ® * ® e & o & & * & = ® « ° o < Do 50 l:l-soo >

{ RERD(S.7000) KEYW.ISTRB.I0IR.VALUE |

7000 ¥
[FORMAT (R4.1X.12.13.6G10.5) |

PG 1 OF 2
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R2Z

[Go 10 1000 >

l1Ra3

........... (00 275 1=1.6 )

{1C = ICLASS(I.IDIR.ISTRBI |

IF IC .EQ. 0)

t

[GC 10 275 >

(‘

{PLMETLIC) = PLHET(!CI + VALUE(]) |

CGNT!NUE
| GO TO 10

10

[RETURN
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SUBROUTINE RNOSCS(IC.IFORM)
LOGICAL I0SW.PRINT
COMMON/PRRM/NC .NE .NQ.GRHMR .BETR.HINORM.PRINT . IOSH

v
REAL=4 LIMITCISOO).LIMITE(SOO).LINITQUSQ0).CENTRCISOO).
CENTRE(S0C) .CENTRQ(SQ0)
v

COMMON /XCLRSS/ LIMITC.LIMITE.LINITQ.CENTRC.CENTRE.CENTRQ
REAL=4 TRBS(S00.3)

REAL=8 FHL3.2).FO(3)

COMHMON/FORMS/FD.FH

'C“O‘H:gN/DENSI PLC(S00).PLOISO0) .PLMET(S00) .PLEPS(1S00)

................ {00 50 ?:1.50@

................. ﬂtl'l) = 0. |
v

{00 i000 [I=1.NQ > - - - D2

K-
{00 1000 Jz=I.NH > - - - D2

| CONC=CENTRQ( ] }mCENTRC(J) |

{ 00 400 K=2.NC > - - - D2

PG 1 OF
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. )

{GO TO SO0 >

v

[PLCIK) = PLCIK) +» PLO(])sPLMET(J) |

IF ( NO

NC)

.GT.

B-83
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TRBS(].1)=]

v
Feeeemaaeaa oo 00 _3000 1=1.N0

{ TABS(1.2) = PLCL]) |

[CALL TRBLEITABS.S00.3.NZ.3.FH.2.FD.5) |
— o

PG 3

FINAL




SUBROUTINE RPROD(IX.IFORM)

LOGICRL 10SKW.PRINT
COMMON/PARM/NC .NE .NQ.GAMMA .BETR.HINORM .PRINT . JOSH
REAL=B FH(2.3).FD(3)

COMMON/FORMS/FD.FH
v
REAL=4 LIMITC(SOO).LIMITE(SOO).LIMITO(SOO0).CENTRC(SOO!.
CENTRE(S00) .CENTRQ(S00)
v

(COMMON /XCLRSS/ LIMITC.LIMITE.LIMITO.CENTRC.CENTRE .CENTRO |

[ COMMON/TRBLS/PMQO( S00) .PBMQI SO0} .CPHG(S00) .CPGE (500) .CPHOE(S00) .
CPHE(S00)

COMMON/DENS/PLC(S00) .PLO(SO0) .PLMET(S00) .PLEPS(S00)
REAL=4 XNPC(S00).XNPQ(S00)
REAL=4 TRBS(500.3)

................ <00 10 1§=1.500 )

[xnrcﬂ?»:o. |

XNPQ( 11=0. ]

\/

| PEV=0.
(DO 1000 ToTNE > - - - Da
<00 1000 J=1.NQ > - - - D g4
(00 100(%(::."5 > - - - Da

PEV=PLMET( 1 )uPLO( J)ImPLEPSIK)
QME=CENTRC!( ] )sCENTROQU J)=CENTRE(K)]

T

PG 1 OF
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IF { QME .GE. GRMMR)

LC

[XC=CENTRC( 1 JuCENTROI J) ]

---------- {bo_200 ilczz.uc D

IFC XC .LT. LIMITCLIC))

(G370 250 >-uE

P

CONT I NUE

PG 2 QOF 7
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60 70 1000 j:>c{§i}

lC REDUCTION PROS |

X0=GAMMA/ ( CENTRC( 1 1mCENTRE(K) ] |

[ XC= GAMMR/CENTRE(K) |

v

PG 3 OF 7
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CONT INUE

{LC

QUTPUT RESULTS : CLRSS.XNPC.XNPGQ |

{00 2500 [=1.500 » - - -

B-88

bs

PG 4

QFf

9




TABS(1.1) = 0.
TRBS(1.2) = 0.
TRBSt1.3) = 0.
"‘Dz v
CONT INUE

JFI(NC .GE. NO)

<00 3000 I=1.NWRX > - - - D§

K-
(FRESIi.11 = 1]

PGS OF 7
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(GO 10 2100 >

%

[ TABS(1.2) = XNPCU]1) |

IFL1 .GT. NQ)

GO 10 3000 >

[ TABS(1.3) = XNPQI]) |

- - D 3
CONT INUE
{C WRITE |
v

B-90

PG 6 OF




[CALL TABLE!TABS.500.3.NMAX.3.FH.2.FD.5
1

) |

__q
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APPENDIX C

SAMPLE CASES OF PROBL

The following examples have been taken from the original study (EPA
1976a) and isolate the effect of changes in each of the pertinent
variables which influence reliability. These variables include: R,
the geometric mean of the error ratio R; o, the standard deviation of
the error ratio distribution; y. the threshold value of the predicted
maximum concentration above which some operational process adjustment is
made; and B, the ratio of the sulfur content of the low sulfur fuel to

the sulfur content of the high sulfur fuel used in a fuel switch SCS.

Example 1 - What is the effect on SCS reliability of changing the value

of o for the error ratio R?

Reduction of the value of o for the Error Ratio R is a desirable
objective of every SCS operation., If o could be made negligibly small,
the SCS could be perfectly reliable with a minimum loss of production or
fuel costs for the source. A nonzero value of o results from the
presence of unbiased errors in meteorological forecasting, estimation of
emissions, or modeling results. A reduction in o would be expected from

any of the following system improvements.

° Additional or improved meteorological data used in predicting
the meteorological parameters which are input for air quality
forecasts. Unless Rw is very near 1.0 or the system is operating
near the predictability limit for each parameter, some improve-
ment through added meteorological support might be atmospheric
sounding data, on-site wind measurements, NWS teletype or
facsimile circuits, a wind field generator model, a faster data
reduction system, or simply more frequent observations of

important meteorological data.

) More experienced or more capable meteorological personnel.
Because personnel gain experience as the system is operated,

the o of the system should become smaller with time.

C-1



. An improved model. As a forecasting model is updated through

system experience, a reduction in o is to be expected.

° An improved emission schedule forecast system. This improvement
might be gained by more thorough production planning or it
might involve more careful fuel or materials analysis, better

emissions monitoring, or better plant process monitoring.

Table 1-1 summarizes the results of this sample analysis. Note
that all SCS operating parameters are the same for each SCS option except
that o is varied. The first column in the summary table describes the
six SCS options and the NO SCS option (for comparison). The second
column contains the frequency of violations of a l-hour standard of 0.5 ppm
expected to occur with the indicated control strategy. The third column
contains the fraction of low cost fuel (higher sulfur content) which can
be used. The remaining fraction of fuel must be more expensive (lower
sulfur content) fuel. The fourth column contains the fraction of the
time that full production is possible assuming that the SCS process
curtailment is the only constraint.

Clearly, aﬁy of the six SCS plans reduces the frequency of violations
by at least a factor of 2 but, interestingly, no more than a factor of
3.4, By improving forecast accuracy for the fuel switching cases, SCS
reliability is noticeably improved. Since the fuel switching constant
8 = 0.25 is overly conservative in most cases, nearly every switch action
results in concentrations below standards. Therefore, improved accuracy
of prediction (reduced ¢) results in fewer potential violations escaping
control. Since the switch threshold v = 0.5 is exactly the standard,
there is no conservatism in the process curtailment forecasts. Although
improved forecast accuracy reduces the magnitude of violating concen-
trations, the number of violations remains the same. These examples
indicate that some conservatism is desirable for an efficient SCS
strategy. Ways of including conservatism are discussed later.

Improved forecast accuracy can have possible economic and social
benefits despite the probable added expense. For the fuel switching
examples, use of valuable low sulfur fuel is reduced from 0.25 to 0.23,
and finally to 0.19 of the total fuel used as forecasting accuracy is

improved. ‘leanwhile, SCS reliability is also improved. YNote that full



TABLE 1-1

EFFECTS ON SCS RELIABILITY OF CHANGING THE VALUE OF o
FOR THE ERROR RATIO R

Each SCS plan below has the following parameter values:

Fuel switching fraction B = 0.25
Switching threshold vy = 0.5
Geometric Mean of Error Ratio R = 1.0

Width of Error Ratio distribution ¢ is variabile

Fraction of
Total Frequency  Fraction of Low Time at Full
SCS Control Strategy of Violations Cost Fuel Production

NO SCS 0.16432 1.000 1.000

SCS #1
FUEL SWITCHING 0.. 06605 0.754 1.000
g = 0.5

SCS #2
FUEL SWITCHING 0.06291 0.768 1.000
c = 0.4

SCS #3
FUEL SWITCHING 0.04875 0.808 1.000
o=0.2

SCS #4
PROCESS CURTAILMENT 0.08194 1.000 0.918
g = 0.5

SCS #5
PROCESS CURTAILMENT 0.08216 1.000 0.948
o= 0.4

SCS #6
PROCESS CURTAILMENT 0.08216 1.000 0.961
g = 0.2
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production is assumed to be possible regardless of fuel type. For the
process curtailment cases, the percentage of full production is increased
as forecast accuracy improves. Meanwhile, SCS reliability is maintained

at the same level.

Example 2 - What is the effect on SCS reliability of changing the value

of R for the error ratio R?

The geometric value of the error ratio, R, is less than 1.0 if
concentrations are characteristically underpredicted, greater than 1.0
if concentrations are characteristically overpredicted, and 1.0 if
there is no systematic bias in prediction. It is easy for a system to
achieve a value of R = 1.0 by simply reducing each forecast value by
the required amount to bring the mean of past values to 1.0. It is
generally desirable, however, to intentionally operate an SCS conser-
vatively to prevent a high frequency of violations which are near but
higher than the standard. The limits on reliability of a nonconservative
SCS were illustrated in the previous example analysis. One method of
operating a conservative SCS is to maintain an error ratio mean R greater
than 1.0.

An air quality forecast model which overpredicts provides a means
of achieving R greater than 1.0. Most air quality models overpredict
because ''worst-case' conditions such as persistent meteorology and
conservative plume rise are assumed.

Similarly, meteorological and emission predictions used for air
quality projections are often chosen to be 'worst-case' forecasts. For
example, predicting fumigation conditions for all clear mornings would
produce a value of ﬁ'greater than 1.0, but may be necessary to prevent
contravention of standards on those several mornings when inversion
breakup is a problem.

The sample analysis that follows is designed to investigate the
erfect of changing R on SCS reliability, leaving all other SCS parameters
unchanged. Table 1-2 includes the results of the operation of six

hyrothetical SCS schemes and the NO SCS case.



TABLE 1-2

EFFECTS ON SCS RELIABILITY OF CHANGING THE VALUE OF R
FOR THE ERROR RATIO R

Each SCS plan below has the following parameter values:

B = 0.25
0.5

Geometric mean of error ratio R is variable

Fuel switching fraction

Switching threshold = ¥y

Width of error ratio distribution o = 0.5

Total Frequency Fraction of Fraction of Full

SCS Control Strategy of Violations Low Cost Fuel Production
NO SCS 0.16432 1.000 1.000
SCS #1

FUEL SWITCHING 0.06606 0.754 1.000
R=1.0
SCS #7

FUEL SWITCHING 0.00876 0.521 1.000
R=1.5
SCS #8

FUEL SWITCHING 0,00370 0.413 1.000
R=2.0
SCS #2

PROCESS CURTAILMENT 0.08194 1.000 0.918
R=1.0
SCS #9 )

PROCESS CURTAILMENT 0.01306 1.000 0.836
R=1.5
SCS #10

PROCESS CURTAILMENT 0.00000 1.000 0.609
R = 2.0
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Again, each of the six SCS plans reduces the frequency of violations
bv a considerable amount. The increased conservatism of air quality
prediction, manifested in increased values of R, reduces the frequency‘
of violations of the standard for both fuel switching and process
curtailment. For fuel switching, 43 of every 44 violations can be
eliminated using an SCS with R = 2.0.

The economic penalty for the indicated improvements in air quality
is shown in the final two columns of Table 1-2. With R = 2.0, lower
sulfur fuel is required 59% of the time for operation of the fuel-switching
plan. For process curtailment, a negligible violation frequency is
accomplished by reducing maximum possible production by 39%. Unlike

reducing o, increasing R above 1.0 has no compensating economic savings.

Example 3 - What is the effect on SCS reliability of changing the value
of the switch threshold v ?

The previous sample analysis investigated the improvement in SCS
reliability effected by conservative air quality forecasting. Another
method of improving SCS reliability is through the use of a switch
threshold less than the standard. Similar to making conservative
predictions, this control technique compensates for tendencies to under-
predict since most underprediction errors will result in 'violations'
of the threshold which are still below the standard.

Table 1-3 displays the results of the sample analysis for six
hypothetical SCS plans with switch thresholds of varying values.

Systematic improvement in SCS reliability is evident for both the
fuel-switching cases and the process-curtailment cases as the switch
threshold is made a smaller fraction of the air quality standard.

Systematic reduction in economic benefit manifested in fractional
fuel usage data and fraction of full production data is also evident.
Similar to maintaining the value of R greater than 1.0, a conservative
switch threshold is a simple tool for improving SCS.reliability; an

overall loss of plant efficiency is a probable effect of the control

strategy.
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TABLE 1-3

EFFECTS ON SCS RELIABILITY OF CHANGING THE VALUE OF
THE SWITCH THRESHOLD ¥y

Each SCS plan below has the following parameter values:

Fuel Switching Fraction g = 0.25
Switching Threshold vy is variable
Geometric Mean of Error Ratio R = 1.0

Width of Error Ratio Distribution o = 0.5

Total Frequency Fraction of Fraction of Full

SCS Control Strategy of Violations Low Cost Fuel Production
No SCS 0.16432 1.000 1.000
SCS #1

Fuel Switching 0.06606 0.754 1.000
vy = 0.5
SCS #11

Fuel Switching 0.03500 0.615 1.000
vy = 0.4
SCS #12

Fuel Switching 0.01562 0.526 1.000
y = 0.3
SCS #2

Process Curtailment 0.08194 1.000 0.918
vy = 0.5
SCS #13

Process Curtailment 0.05641 1.000 0.873
Yy = 0.4
SCS #14

Process Curtailment 0.02557 1.000 0.801
vy = 0.3



Example 4 - What is the effect on SCS reliability of changing the fuel

switching fraction 87

Although choice of a fuel switching fraction 8 is most likely
determined by the availability of fuel types, it is interesting to
observe the effect of changing the value of 8. One can hypothetically
achieve any value of 8 by blending fuels of known sulfur content, but
engineering problems prchibit this generality in most cases.

Three SCS plans with values of 8 of 0.25, 0.30, and 0.40 were
investigated. No appreciable change in SCS reliability or in plant
production was observed. Apparently. the value 8 used in all three
cases is very conservative; that is, each time a switch is implemented
to a lower sulfur content fuel a greater than necessary reduction in
concentrations is achieved. Therefore, increasing the value of B8
toward 1.0 has no effect on violation frequency for values of B less

than 0.5.

Example 5 - What is the effect on SCS reliability of maintaining a
conservative value of R for the error ratio R and changing

the value of v?

The preceding examples indicate that significant improvement in air
quality can be expected from any one of many reliable SCS plans. It is
not possible to define which SCS is both sufficiently reliable for
acceptance by control agencies and economically practical for acceptance
by plant operators. It is likely that some combination of the preceding
sample SCS systems would be optimum for most operations.

Furthermore, it is conceivable that an operating SCS will require
updating due to demands for more SCS reliability or due to demands for
more cost-effective operation by the plant management. In this even-
tuality, it is likely that some combination of thé preceding SCS changes
would be optimum for the particular operation.

It is, therefore, important and interesting to observe the effects
of more than one parameter change on SCS reliability. Table 1-4 includes
six sample SCS plans that observe the effects of changing the switch

threshold v and employing a conservative mean value of the Error Ratio R.



TABLE 1-4

EFFECTS ON SCS RELIABILITY OF OPERATING WITH A CONSERVATIVE
VALUE OF R AND CHANGING ¥

Each SCS plan below has the following parameter values:

Fuel Switching Fraction 8 = 0.25
Switching Threshold y is variable
Geometric Mean of Error Ratio R = 1.5

Width of Error Ratio Distribution o = 0.5

Total Frequency Fraction of Fraction of Full

SCS Control Strategy of Violations Low Cost Fuel Production
No SCS 0.16432 1.000 1.000
SCS #15

Fuel Switching 0.00471 0.450 1.000
y = 0.4
SCS #16

Fuel Switching 0.00370 0.395 1.000
y = 0.3
SCS #17

Fuel Switching 0.00370 0.372 1.000
Yy = 0.2
SCS #18

Process Curtailment 0.00353 1.000 0.784
y = 0.4
SCS #19

Process Curtailment 0.00000 1.000 0.664
Yy = 0.3
SCS #20

Process Curtailment 0.00000 1.000 0.572
vy = 0.2
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Comparing SCS Number 7 and the three fuel-switching plans in
Table 1-4, it is clear that increased conservatism yields only small
improvement in reliability until the SCS reaches its limit of reli-
ability under the fuel-switching plan. Further improvement would
require the plant to cease operations 0.37% of the time, or 32 hours per
vear. For process curtailment a comparison of SCS Number 9 and the
three plans included in Table 1-4 indicate continuous improvement in SCS
reliability with decreasing value of the switch threshold. Values of v
less than 0.3 are unnecessary since only a negligible frequency of
violations is expected at a value of vy = 0.3.

Note that SCS Number 19 expects less than 0.1 violations per year
and achieves more than 66% of full production. Considering no other
complexities in evaluating SCS reliability, SCS Number 19 accomplishes
most acceptable reliability with maximum plant production of all SCS

plans considered in these examples.
Example 6 - How can emission error be incorporated into the analysis?

Each of the sample analyses considered so far in this section
considers the error ratio R to be some hypothetical log-normally dis-
tributed function. No attempt has been made to simulate the effects of
each component of SCS reliability. The following sample analysis will
consider SCS schemes that have meteorological error distributed like the
Error Ratios of the preceding examples, but that also have emission
errors. According to the discussion in Section 3,

R = RW'RQ'RM

For these examples, we assume RW = 1.0, therefore

R = Rw . RQ

Ve will assume that RW has a log-normal distribution with Rw = 1.0 and

T, 0.5. Furthermore, we will assume that
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that is, that the error in emission rate Q is measured simply by the

ratio of predicted Q to the observed Q for that time.

Then,
R = gE Rw
o
Q
It is reasonable to expect that 52 has either a normal or a 'top-hat"

distribution. The example below Qonsiders both of these possibilities.

The hypothesized distributions for Ry and R, are combined to form a

| Q
?éftribution for R. Figure 1-1 illustrates the three distributions of

used. They are designated as Q functions 1, 2 and 3.

Q

©  Table 1-5 summarizes the results of the analysis using the combined

Error Ratios. The frequency of violations for all six sample SCS plans
is greater than the frequency of violations for the corresponding SCS
with no emissions error (SCS Number 1 or SCS Number 2). Improvement in
SCS reliability is achieved as o of the distribution is reduced. The
"top-hat'" emission error distribution is associated with a reliability

intermediate between the two normally distributed emission error functions.
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TABLE 1-5

INCORPORATION OF EMISSIONS ERROR INTO
THE RELIABILITY ANALYSIS

Each SCS plan below has the following parameter values:

Fuel Switching Fraction g = 0.25
Switching Threshold Yy = 0.5
Geometric Mean of Error Ratio R = 1.0

Width of Error Ratio o = 0.5

Total Frequency Fraction of Fraction of Full

SCS Control Strategy of Violations Low Cost Fuel Production
No SCS 0.16432 1.000 1.000
SCS #21

Fuel Switching 0.07079 0.765 1.000
Q Error 1
SCS #22

Fuel Switching 0.06837 0.764 1.000
Q Error 2
SCS #23

Fuel Switching 0.06943 0.766 1.000
Q Error 3
SCS #24

Process Curtailment 0.08582 1.000 0.920
Q Error 1
SCS #25

Process Curtailment 0.08397 1.000 0.921
Q Error 2
SCS #26

Process Curtailment 0.08523 1.000 0.921
Q Error 3 T
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