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ABSTRACT 

With increasing quantitative and qualitative demands being placed 
upon national water resources, improved management practices are 
vitally needed. In principle, one powerful management tool is 
systems analysis, wherein mathematical optimizing techniques are 
employed to effect rational tradeof fs between competing demands 
for water use, but this tool, in turn, rests upon the availability 
of methodologies for quantifying the benefits (economic value) of 
each water-use category. That is, systems analysis, before it can 
be employed comprehensively, demands a knowledge of the functional 
value of irrigation, flood control, municipal water supply, etc. 

Little is known of the economic implications of low flow augmentation, 
one of the important water-use categories. Beginning with the 
premise that the value of low flow augmentation is measured by 
sewage treatment costs avoided, a hydrologic flow simulator and a 
water quality linear programming model were interfaced to develop 
a procedure for determining "willingness to pay" for augmentation. 
This generalized approach can be applied by others to their specific 
water pollution control situations. 

This report was submitted in fulfillment of Grant No. 16090 DRM 
between the Federal Water Pollution Control Administration and the 
University of Florida. 

Key Words: Flow Augmentation, Water Quality Control, River Basins, 
Systems Analysis, Reservoirs and Impoundments, Benefit -
Cost Analysis. 
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1.1 Conclusions 

SECTION 1 
SUMMARY 

The overall objective of this study has been to develop a generalized 
methodology for quantifying the benefits of low flow augmentation 
for water quality management in a complex river system, The benefits 
of low flow augmentation have been defined as waste treatment costs 
avoided. This objective has been accomplished by integrated utili
zation of computer based simulation and optimization methods, 
visualized as a closed loop information feedback system. The models 
are structured in modular form, so that any watershed can be analyzed 
by simply selecting the appropriate number of modules. 

The simulation models developed in this study provide a broad-based 
capability for analyzing· water quality· in complex river systems. 
Specific use of this capability can be made to.select test conditions 
for the optimization model wherein it is desired to analyze the 
subset of the watershed in which significant water quality inter
dependencies exist during a selected time period. Given this set 
of conditions, the optimization model determines the combination 
of wastewater treatment plants which minimizes the total cost of 
meeting pre-specified water quality standards for a given amount of 
augmented flow. Analysis of the results permits the quantification 
of low flow augmentation benefits. Then, the analysis may either 
terminate or the procedure may be repeated for a different set of 
assumed contlitions. 

Analysis of the cost of wastewater treatment plants and storage 
facilities was undertaken within the scope of this study. Available 
cost information on primary, secondary and tertiary treatment was 
reviewed and cost functions were developed for these various treat
ment levels. The cost of storage· facilities was estimated using 
statistical techniques to identify the more important variables 
which determine the desired reservoir voltmle. This work was combined 
with reservoir cost curves, expressed as a function of volume, to 
obtain a direct expression for reservoir costs as a function of the 
selected variables. 

A significant contribution of the simulation effort was the synthesis 
of research in hydrology, hydraulics, stream pollution, and other 
areas into a comprehensive simulation capability that can serve a 
wide variety of purposes. Recent developments in these specialized 
research areas were incorporated into the programs. Partitioning 
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the watershed into reaches, numbering the reaches and predicting 
river temperatures were effectuated using commonly accepted 
procedures. However) extensive-contributions were made in 
hydrologic studies wherein syrithetic hydrologic traces were 
developed at multiple places·in the watershed. This work included 
procedures for aggregating all-historical hydrologic gages into 
a subset of independent "basis"',. gages, analysis of flow regulation 
and its effect on the· hydrol-ogi:c· :-regime·,· and other techniques which 
are described in the report-. - - Also;- recently devised extensions of 
water quality analysis which~· incorporate· error terms for the deoxygen
ation and reaeration coefficients were incorporated into the methodology. 
Finally, procedures for sensitivity analysis were included to demonstrate 
the system response to changes in assumed conditions. 

A separable convex programming model was developed in a generalized 
network format which permits efficient formulation and solution of 
optimization problems. The model includes the capability of simul
taneously analyzing wastewater treatment and low flow augmentation 
with water of varying quality. Equations of continuity were developed 
in terms of quantities of the water, biochemical oxygen demand and 
dissolved oxygen resources to facilitate the interpretation of the 
results in terms of resource allocation. Emphasis was placed upon 
providing a meaningful interpretation of the results. Examining 
the dual problem permitted rigorous definition of local and regional 
"market areas" for waste management·.· Shadow prices impute· the 
marginal value (measured in terms of waste treatment costs avoid~d) 
of low flow augmentation. The types of regional situations which 
may occur were categorized and a·procedure for calculating equivalent 
prices for upstream BOD was presented. Low flow augmentation benefit 
functions for single or multiple sources of augmented flow were 
developed. Also, the effect of water quality of the augmented flow 
on the benefit function·was analyzed. 

1.2 Recommendations 

1. The methodology developed in this research and thoroughly 
documented in this report, although subject to further refinement, 
is sufficiently sound in concept and execution that it should be 
embodied into extant multi-purpose project planning and evaluation 
procedures. 
2. In using basic data from the Farmington River Basin (Connecticut 
and Massachusetts) to construct a generalized hydrologic simulation 
model, specific programs'have been developed which should have 
considerable utility (quite apart from flow augmentation) for the 
various water-oriented agencies in the Hartford Metropolitan Area. 
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These agencies, particularly the Metropolitan District Commission (MDC), 
should familiarize themselves with potential applications. In general, 
these applications will relate to streamflows, reservoir contents, 
diversions for municipal water supply and reservoir releases for riparian 
commitments. 
3. Further research is needed to quantify the net benefits of flow 
augmentation in a river system with competing uses for the water. Such 
work would require a methodology to determine the scarcity value of 
water as determined by examining all legitimate water uses simultaneously. 
This then could permit the determination of the total flow augmentation 
cost function, which is needed to determine the flow at which net 
benefits are maximized. 
4. An explicit executive procedure is needed to automatically select 
the desired critical period and critical region from the simulation 
models. 
5. The optimization model fruitfully could be extended from the 
deterministic case to the stochastic case using chance-constrained 
programming or a related method. 
6. The option of by-pass piping could be incorporated into the analysis 
with relatively little additional effort and therefore should be a 
part of future studies. 
7. Analysis of integrated use of storage facilities to provide hydro
power, regulated flow for nuclear or conventional steam plants and. 
low flow augmentation should be undertaken because of the growing 
importance of thermal pollution. These investigations should include 
the possibility of modifying power production scheduling of mixed 
hydro and steam systems to reduce the deleterious environmental 
effects. 
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SECTION 2 
INTRODUCTION 

Planning and management of the water resources of major river basins 
is neither a recent concept nor a recent practice. _ Most notably, 
the ~Qrps of Engineers, for some decades, has been charged by The 
Congress with performing engineering investigations, designing, 
constructing and, in some cases, operating physical facilities for 

.. . $... . -

the enhan~ement of navigation. Likewise, the Bureau of Reclamation, 
with jut:l.sdicd.ori in the seventeen western states, has, under the 
Reclamat~9~ Act of 1902, promoted the development of large-scale 
~r~i~a~~oq·~rojects. 

__ His!=oti~a,\ly, these water management schemes, al though of ten vast 
in s~ope 4rtd,- therefore, in cost, have not been comprehensive 
with res~~ct·to the full array of beneficial purposes. Development 
of th~·CqJumbia River Basin, for example, has been oriented 
primar.ily.- toward achieving economic efficiency in hydroelectric 
poy~i .. ~c!n~;a~ion and this achievement has been realized at the 
exP~nse of foregoing opportunities to realize other beneficial 
purpo~~~! 

... , .•. l 

More rece~tly, the federal government has not only encouraged, but 
. -·-. ·-.- ~ . .;,_,·; . ~· ... . .. . 

h~ made~ndatory, the inclusion of consideration of beneficial 
P~()l!e!I ~:i:h~r than tho~e traditionally associated with agency 
missions,• ·we find,_ then, that the two most prominent federal, water
ori~A~e4-C.()Ustruction agencies - the Corps of Engineers and the 
Bureau.9f Reclamation - now are required by law to take a compre
he~~ive vj,~-of-water resources planning. The complexity of theit' 
in:..ho~se -project evaluation procedures, as well as the evaluation 
procedure~ of coordinating bodies such as the Bureau of the Budget 
and the Water Resources Council, has magnified accordingly. 

_Be~efit-cost analysis, or that is project evaluation, is, by 
definition, contingent, inter alia, upon the availability of 
t~c~~iq~~~-for qua~tifying the expected value of each of the separate 
be~~~icf~i purposes proposed for inclusion in a given project. 
Some benefi~::i.al purposes, such as flood control and irrigation, 
are:Jnher~~tly susceptible to attempts at quantification. Flood 
control benefits;'for example, are calculated as average annual 
flood danu\ges expected to be averted by the proposed project while 
irrigation benefits are, quite simply, computed by reference to the 
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market value of incremental crop yield. These procedures have been 
codified through a series of government documents beginning with 
the "Green Book" of 1950 (1) and progressing to Bureau of the Budget 
Circular A-47 of 1952 (2), the revised "Green Book" of 1958 (3), 
the Report .of the Panel of Consultants to the Bureau of the Budget 
of 1961 (4) and Senate Document #97 of 1962 (5) ., 

However, other ben.efi·cial purposes, although given brief mention in 
the "Green Book",· are· elusive and very 1ifficult to quantify. 
Examples of peneficial purposes for which, to date, acceptable 
quantificatio~ methodologies have not been developed are: (1) 
municipal water supply, and (2) low flow augmentation for the 
assimilation of organic· loads discharged downstream to a watercourse. 
This is not to say that no methodological approaches exist conceptually 
nor that such approaches have not been applied. Municipal water supply 
benefits may he equilibrated to the cheapest alte~ative mode of 
supply or they may be computed by a consideration of the sum of 
the economic value of municipal water to the public health and to 
industrial output (6,7). Low flow augmentation (or water pollution 
control) is discussed in the "Green Book" (3, p. 45). It is stated 
that: · . 

"While pollution abatement may contribute significant economic 
returns to society and individuals, under prevailing.practices 
r"elatively few of the benefits of pollution contrql are measured 
directly in monetary terms. • •• In the absence of market 
determined values to serve in the measurement of water pollution 
control benefits, economic indicators of the worth of pollution 
abatement must be sought in derived measures of value. • •• There 
is also need for extending the.scope of measurement practices 
by devising simulated market conditions ••• to establish a value 
for pollution abatement comparable to that obtained for other 
project purposes." 

The research reported upon in subsequent sections addresses itself 
to precisely that need - extending the scope of measurement practices 
for low flow augmentation. It is important to recognize that the 
research sought to develop a generalized methodology for quantifying 
the benefits of· flow augmentation. All references to specific water
sheds - mainly· the Farmington River Basin in Connecticut and 
Massachusetts - are made solely for the purpose of validating the 
generalized methodology. 
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Central to the development of the methodology was the construction 
of a conceptual model for quantifying low flow benefits. Our model 
was quite straightforward and, we think, realistic. The basic premise 
was this: THE VALUE OF FLOW AUGMENTATION FOR THE PURPOSE OF WATER 
POLLUTIQN CONTROL MOST APPROPRIATELY IS MEASURED BY THE DOWNSTREAM, 
COLLECTIVE SEWAGE TREATMENT COSTS WHICH ARE AVOIDED WHEN SPECIFIED 
WATER QUALITY CRITERIA MUST BE UET. More specifically, for stated 
permissible levels of dissolved oxygen in a river basin and for 
known raw BOD loads which ultimately must be discharged to the river, 
how much will regionally coordinated sewage treatment cost with flow 
augmentation ~pstream and how much will it cost without flow augmen
tation upstream? The difference in these sewage treatment costs is 
defi~ed as the economic value of flow augmentation. 

The authors recognize that flow augmentation, by law, may not be 
employed "in lieu of adequate treatment" downstream. The conceptual 
mod~!, then, should not be construed as advocacy to the contrary. In 
general, and especially as water quality problems become increasingly 
acut~, the downstream treatment costs avoided will be tertiary treat
ment costs. In any case, the methodology presented in this report 
does not depend upon and does not constitute a recommendation for 
vio)._~J:i~g the commonly accepted definition of "adequate treatment". 

The authors also recognize that in any particular situation benefits 
other than pollution control benefits may accrue to the provision 
of ~low augmentation. These may include enhanced recreational 
opp9~tunities, enhanced fish and wildlife, increased dependable 
water supply downstream, improved esthetics and, in the case of 
estuaries, repulsion of salt water intrusion. No attempt has been 
made ~o 4uantify these aspects of flow augmentation. We do not 
regard ~bis as a serious deficiency since most, if not all, flow 
augmentation nrojects* will be initiated because of a need for the 
assimilation and dilution of pollutants. 

The conceptual quantification model, stated above, was incorporated 
into a working, hypothetical (but realistic) river basin model 
which eould be programmed for computer simulation. In this manner, 
input flows to the region could be treated as stochastic variables -
as they are in nature - and other variables such as streamf low 
t~erature. reservoir size and location, reservoir release rules, 

*A "low flow project" usually can be expected to be part of a 
multi-purpose project. 
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hydrographic parameters, location of cities, levels of BOD loading 
and water quality standards all could be generalized. 

It may be helpful to the reader's understanding of our overall 
methodological approach to enumerate the steps which we proposed 
to follow at the time the study was initiated: 

1. Construct a hypothetical river basin model - hypothetical, but 
nonetheless representative of an Eastern U. S. basin - having a 
dendritic tributary pattern. 

2. Selecting a typical value for long-term mean discharge at the 
mouth, synthesize hydrologic data for the main stem and its tributaries. 
Employ tables of random numbers in the generation of such data. 

3. Assign physical (length, width, and depth) and hydraulic (roughness) 
characteristics to the river system. 

4. Assign (or generate) thermal values to runoff, as a function of 
basin location and season of the year. 

5. Locate approximately five to ten major cities, at random, within 
the watershed. The wastes from each city would be disposed to the 
watercourse. 

6. Develop arbitrary population, sewage flow and raw sewage strength 
projections for each community for the next 50 years. Assign thermal 
values to waste loads. 

7. Estimate cost, including capital cost, of treating a unit volume 
of sewage by contemporary primary, secondary and tertiary techniques. 

8. Estimate storage costs allocated to low flow augmentation by 
utilizing generalized cost curves of Corps of Engineers. 

9. Employ simulation to determine the system response (D.O. levels) 
to various degrees of waste treatment at each city. Input flows 
would be stochastic and unregulated. 

10. Employ simulation to determine the system response when waste 
treatment and low flow augmentation are employed conjunctively. 
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11. 1.·'ith the economic value of low flow augmentation defined as waste 
treatment costs avoided, determine that economic value by difference, 
(for similar D.O. levels) using items 9 and 10, above. 

12. Perform sensitivity analysis. 

13. Apply the methodology to a real river basin. 

These steps ln fact were not followed seriatim nor were they followed 
vithout considerable modification.* However, they suffice to convey 
nn overview of the spirit which guided our research. 

The thirteenth and final step, calls for applying the generalized 
i'lethodology to a specific, real situation. Any one of a number of 
· 'atersheds might have been ci10sen, provided that two criteria were 
'·et: (1) the size of the drainage basin had to be large enough to 
.·ncompass a range of physiographic and engineering complexities, 
research hudget, and (2) basic data had to be readily available. 
~ecause one of the authors (EEP) was formerly associated with the 
Travelers Research Center, Inc., Hartford, Connecticut at the time 
(1965) a comprehensive water resources study of the Farmington 
T'.iver Basin was performed (8), and because he therefore had access 
to voluminous file data both at his off ice and in the offices of 
various federal, state and local agencies in the Hartford metropolitan 
area, it was decided, early in the course of the research, that the 
Farmington Basin would serve as out test case. 

The reader should keep in mind that from the vi.ewpoint of the 
objectives of the research project, our sole interest in the 
Farminr,ton Basin was to illustrate that the general methodology will 
yield acceptable results in a practical situation. In the formal 
sense, then, we were not seeking to develop an operational strategy 
for the Farmington nor were we seeking recommendations to the 
Hartford area agencies who so kindly provided us with basic data. 
On the other hand, it was our hope throughout the study that, more 
by accident than by design, some insights would be gleaned from 
the test case which could be capitalized upon by agencies such as 
the Metropolitan District** and the Farmington River Watershed 

* Sections 7 and 9 represent significant modifications. 

*"'' The Metropolitan District, also known as the Metropolitan District 
Commission (MDC), supplies water to the Hartford area from the 
Farmington Basin. 
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Association*. Indeed, on 18th and 19th September 1969, Mr. Michael 
Long, Research Engineer for MDC, and Mr. Harold S. Peters, Executive 
Director of FRWA, met with the authors in Gainesville to determine 
how the study might best be used to their advantage. We believe 
that the principal spin-off of the study is the capability of 
simulating the hydrology of the Farmington (see Section 8). 

During the third, and final, year of the research project, FWPCA 
requested that we perform some special studies of our comprehensive 
model (9): 

"In addition to general testing of the comprehensive model with 
the Farmington River data, hypothetical model runs should be made 
to examine the following: 

1. Effects of varying policies 

a. Maximum use of flow augmentation permitted to minimize 
waste treatment necessary to meet stream standards. 

b. Flow augmentation permitted only during summer months. 

c. Flow augmentation permitted only when natural flow 
drops below some prescribed low flow, e.g., 2-year 
7-day low flow. 

Fixed downstream flow rate must be maintained. 

Reservoir outflow must be equal to or greater than inflow 
during low flow periods. 

2. Effects of variation in quality of reservoir releases for 
flow augmentation on resulting downstream quality 

a. Release is from hypolimnion with zero dissolved oxygen. 

Release has high concentration of nutrients and/or BOD. 

Release is warm water from epiliminion. 

* FRWA is a non-profit, citizens' conservation group with an avid 
interest in the water resources of the Farmington Basin. 

2-6 



3. Special attention should be given to the decrease in relative 
benefits of flow augmentation due to the essentially fixed 
maximum waste assimilation capacity of a particular basin 
compared to the ever-increasing waste loads." 

These studies, essentially under the rubric of our step 12 
(sensitivity analysis), are reported upon in Section 8.6. 
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SECTION 3 
OVERVIEW 

This section contains a brief description of the contents of the 
remainder of the report. The overall methodology for quantifying 
flow augmentation benefits consists of two main components: a 
simulation model and an optimization model. From the simulation 
model, hydrologic characteristics of the watershed are obtained 
and water quality parameters determine where and when standards 
are violated. This information is then utilized in determining 
a critical period and delineating a subset of the watershed to 
be analyzed. The optimization model then performs the task of 
determining the combination· of wastewater treatment facilities 
which meet.the water quality goals at the least cost to the region 
for a specified amount of flow augmentation. 

The scope of this study includes analysis of the cost of waste 
treatment and storage facilities. A cost analysis of primary, 
secondary, and tertiary waste treatment and the cost of storage 
facilities are presen~ed in Section 5. 

The major theoretical developments associated with this study 
are outlined in Sectidns 6 and 7 which describe the simulation 
and optimization models, respectively. Simulation as a method 
for analysis of complex problems is discussed pro and con and the 
reasons for its selection for this problem are set forth in Section 
6. The mathematical model components and the connecting logic 
are developed into a complete·model for the computer simulation 
of the stream flow and water quality at points along a stream system. 
The methodology and the theoretical formulation of the optimization 
model, presented in Section 7, leads to the development of a 
separable convex programming model. The objective is to determine 
the combination of wastewater treatment plants which minimizes 
the total .regional cost of meeting prespecified water quality 
standards for a given quantity of augmented'flow. Approaches for 
analyzing specific regional situations are presented to illustrate 
the interpretation of the model. 

The remaining sections deal with application of these methods to 
selected problems. The simulation model was tested using the 
Farmington River Basin as the study area. The results are 
desqribed in Section 8. The preparation of the basic data for 
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use in the model is described and the resulting equations are 
presented. The results of the sensitivity of the system to the 
various variables are given. Special studies designed to show 
the effects of imposed conditions are described and the results 
are reported. The optimization model was applied to a hypothetical, 
but complex, region to demonstrate its operation for the purposes 
of this study. The results are contained in S~ctio~ 9. The input 
data for the model are presented along with changes made in the 
data when flow augmentation is considered. The application of 
the optimization model illustrates how the model is structured 
and operated. The latter part of the section demonstrates the 
value of the model for quantifying the benefits of low flow 
augmentation. 

Tne appendices of the report contain the computer programs of 
the models along with user's instructions on how to operate these 
programs. Definitions of terms used in this study are contained 
in Appendix Al. Two auxiliary programs which can be used to 
fit a mathematical formula to a set of data points are described 
in Appendix A2. A compilation of all of the basic data, excepting 
the actual historical gage data, used in the application of the 
simulation model to the Farmington River Basin, is found in Appendix 
A3. A detailed set of instructions for the application of the 
simulation and optimization models is presented in Appendix A4. 
The purpose of the various main and auxiliary programs is described 
in detail. Program input and output formats and data are listed 
for easy reference. A diagram of program logic and a dictionary 
of variables are included for each main and auxiliary program. 
Lastly, a sample interfacing of the simulation and optimization 
models is presented in Appendix AS. 
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SECTION 4 
LITERATURE SURVEY 

A survey of the literature in the areas of endeavor associated 
with water quality, water resources and water resource manage
ment is a formidable task, indeed. The problems of the best 
use of this most necessary of the natural resources are solved 
only through interactions between engineers, economists, 
politicians, industrialists and conservationists; the literature 
reflects this diversity, And because each of these groups is 
vitally concerned about water, the volume of written matter is 
increasing t:> a substantial enormity. The present work implies 
an interest limited to the engineering-economic dimension and 
the associated analytical methods employed. Even with these 
limitations, the literature is extensive, 

4.1 Development of the Dissolved Oxygen Model 
The first dissolved oxygen model for predicting oxygen balance 
in a flowing stream was presented by Streeter and Phelps in 
1925 (1). Despite remarkable advances in the development of 
equipment, techniques and methods, this classic work over the 
years has withstood the tests of many investigations. The 
formulas, which are based upon two velocity constant parameters, 
describe the oxygen balance in the stream as a function of 
distance (or time) from a waste load discharge point. The first 
parameter, Ki, is the deoxygenation velocity constant and the 
second, Kz, is che reaeration velocity constant. These parameters 
describe the action in a gross way, with the effects of several 
known interacting ia~tors Lonsidered as being included in K1 
and Kz. Several investigators have proposed modifications 
which separate out kno~m factors and thus more accurately 
represent the effects and improve the reproductibility of the 
stream conditions by the model. 

In a later work, Phelps (2) and Velz (3) describe the effects 
of immediate (chemical) oxygen demand, sludge deposits, biological 
extraction of pollutants by bottom growths and, aquatic plants 
as a source of dissolved oxygen. Neither presented any 
quanc:itative data or methods for accounting for these factors. 
Thomas (4) introduced a third rate constant, K3 , to account for 
the loss or gain of biochemical oxygen demand (BOD) due to 
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sludge deposits. It was assumed to be equal to K3L, where L 
is the BOD concentration in the stream. Dobbins (5) considered, 
in addition to Thomas K3, the addition of· a constant BOD 
loading along the stream, the· addition of oxygen by photo
synthesis, the removal of oxygen by diffusion into the benthal 
layer and a longitudinal dispersion factor. Dobbins concluded 
that the effect of longitudinal dispersion on the oxygen 
balance is negligible in most fresh·water streams. 

O'Connell and N. A. Thomas (6) studying the effects of benthic 
algae concluded that "oxygen produced by benthic algae and 
other attached plants has little beneficial effect on the oxygen 
balance of streams; on the contrary nighttime respiratory 
requirements can cause seriously low daily minimum DO concentrations." 

Camp (7) described the findings of a study made· on the Merrimack 
River, Massachusetts. He stated that atmospheric reaeration as 
a source of oxygen is relatively insignificant compared to photo
synthesis by algae and in this· connection, recommended the light 
and dark bottle technique for meaningful evaluation of this effect. 
Camp also stated.that the removal of BOD through settling is 
large com~~red to the removal by oxidation of suspended BOD. 
Some parameter values for the Merrimack were given. 

Although much work has been done on the factors which can be 
separated from the basic biochemical deoxygenation and atmospheric 
reaeration, the literature still does not contain a usable method 
or usable values of the factors. This is not to say that it is 
impossible to select values of K1 and K2 for a given reach of 
stream and expect the computed sag curve to be substantiated 
by observations. Considerable work also is being done to allow 
better prediction of the oxygen conditions where only the basic 
factors dominate. The original assumption that the deoxygenation 
velocity constant· Kf is dependent only upon the· waste discharge 
is subject to· question. Gannon (8) demonstrated that the K1 
determined by the· usual laboratory· method (9) is substantially 
lower than the river· deoxygenation constant determined by 
sampling in a river where time of flow between sample points is 
known. The implication· was that·R1 is· dependent not only on 
the character· of· the· waste· but· also· on the· condition in the 
stream. It was concluded that· extraction and storing of· organic 
materials by biological growths, mi~ing in the river and the 
influence of nitrification in the bottle-incubated samples 
all contributed to the wide difference. That mixing makes a 
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difference in the deoxygenation rate was shown by Lordi and 
Heukelekian (10). 

In an experiment designed to show the difference in the value 
of K1 determined in the BOD bottle and in a simulated stream 
environment, Isaacs and Gaudy (11) concluded that the values 
were not different, provided that the seed concentration in 
the bottle was the same as in the stream· and· that a multiple 
phase, or higher order, expression is used to describe the 
exertion of the BOD. The implication is, then, that in real 
environments, there are mechanisms which, if they exist in 
the stre~m, can materially affect the apparent rate at which 
deoxygenation proceeds. Additional studies of the type reported 
by Saunders (12) will lead to a better understanding of the role 
of attached stream bacteria but may not be of great help in 
quantifying K1 until some method is worked out to determine the 
extent of the growths in a stream. 

The evaluation of the reoxygenation velocity constant, K2, has 
recently received considerable attention. The process of 
atmospheric reaeration is physical in nature and is more 
amenable to analysis than is biochemical oxidation. O'Connor 
and Dobbins (13) worked out the relationships between fluid 
turbulence and the fundamental physical laws of reaeration 
and presented formulas for reaeration under turbulent conditions. 
They found that Kz is proportional to the coefficient of 
molecular diffusion and velocity of flow and inversely related 
to the depth raised to a power greater than unity. This 
theoretical approach was also used by Krenkel and Orlob (14). 
Another similar formula has been proposed by Thackston and Krenke! 
(15). 

A group at TVA (16) made use of the opportunity afforded them 
by discharges from stratified reservoirs relatively free of 
pollution, yet nearly devoid of dissolved oxygen. Field 
measurements were taken and, using dimensional analysis and 
multiple regression techniques, the observed reaeration rates 
were related to the hydraulic properties of the river channels. 
The resulting predictive formulas for K2 were not materially 
different from these developed by the more rigorous methods. 
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An empirical formula obtained by plotting available laboratory 
and field data has been presented by Langbein and Durum (17). 
This formula relates K2 directly to the velocity and inversely 
to the 1.33 power· of average depth. A coefficient in the 
formula appears to vary with geographical location, implying 
that slope of the river bed has some linear effect on the value 
of K2 • Isaacs and Gaudy (18) found a similar relationship 
between K2 , velocity and depth, using a simulated stream. 

In an interesting treatment of tpe problem, Thayer and Krutchkof f 
(19) considered the oxygen balance relationship in a stream 
as a stochastic process wherein BOD and DO are increased (or 
decreased) by increments over· a short interval of time. This 
treatment led to a joint density· function for· both variables 
and affords a measure of va-ria.nce from the mean values. 
Predicted downstream DO values thus have associated probabilities 
of occurrence. Kothandaraman- (20) treated K1 and K2 as 
random variables with the effects of other mechanisms in the 
BOD-DO relationship (sedimentation, photosynthesis, etc.) 
included in the variability of these two factors. He states 
"The most probable values for the dissolved oxygen deficits 
predicted by the probabilistic model ••• are found to be 
better estimates than the values predicted by the conventional 
deterministic approaches." 

A similar approach was taken by Moreau and Pyatt (21) who 
considered that K1 and Kz were deterministic in the conventional 
manner but added an "ignorance or error" term to each. The 
error terms likewise contain the variability attributed to 
the indeterminable and intermittant effects. Nicholson (22) 
applied the technique of both Kothandaraman and Moreau and 
Pyatt in t4e development of a method for selecting among water 
quality alternatives. 

These recent efforts to obtain relationships which allow 
prediction of values for DO for known river channel conditions 
have strengthened the methodology of Streeter and Phelps. 

Attempts have been made to circumvent the problems of the 
Streeter-Phelps method. LeBosquet and Tsivoglou (23) 
proposed an "abbreviation of the Streeter-Phelps procedure" 
in which use is made of the linear relationships of BOD 
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and rate of flow, and DO deficit and rate of flow, to obtain 
proportionality constants. Stream survey data were used to 
evaluate the constants which were used subsequently to predict 
quality conditions for selected stream conditions and loads. 
Churchill and Buckingham (24) used multiple regression 
techniques on observed data to obtain similar predictor 
equations. Okum, Lamb and Wells (25) used a comparable method 
to develop regression equations in an industrial pollution 
problem. 

A different approach was described by Thomann (26), who used 
a systems analysis technique wherein the input is transformed 
by the system to result in the output, In this application, 
the input is the BOD loading at the point of discharge, the 
system is the river which incorporates biochemical decay, 
reaeration, flow time and other factors which occur in streams, 
and the output is the DO level. The system transfer functions 
may be mathematical expressions akin to the Streeter-Phelps 
equations (in differential form) or, if stream data are 
available 9 the transfer functions may be constants determined 
as the ratio of output to input. Note a similarity to the 
LeBosquet and Tsivoglou method. 

It is universally recognized that water temperature is a 
significant factor in both deoxygenation and reaeration in a 
stream. Although there is still controversy over the relation 
between water temperature and the values of K1 and K2 (27), 
experimenters are converging upon values for temperature 
coefficients. The disparity in values causes errors of 
minor consequence in comparison with those due to the 
imprecision in K1 and K2 values. Thus, when temperatures 
are known, methods for correcting for its effects are readily 
applied. 

However, a problem appears when temperatures vary with 
distance along the stream, such as occurs when cold water is 
released from a stratified reservoir or warm water is 
discharged from a power plant. Temperature variations are 
related to the heat budget in a stream. Much of the methodology 
in heat budget studies was developed for and during the Lake 
Hefner evaporation investigations (28). These relationships 
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have been applied to stream flows by Raphael (29), Delay and 
Seaders (30) and Brown (31). In general, the technique used 
is to estimate the gains and losses of energy in a body of 
water to determine the change in stored energyo The change 
in stored energy per unit volume of water is converted to 
temperature change. The recent concern about thermal 
pollution is sure to result in the development of more precise 
methods for determining temperature changes in streams. 

4.2 Systems Techniques in Water Resources 
The methods of operations research, systems analysis and modern 
mathematical analysis· have been applied in increasing intensity 
in the past few years. The methods admit, in many cases, to 
direct application· in water resources management and, although 
the number of people in the water resources field having an 
ability in the systems field is relatively small, these few 
have made substantial progress. The literature attests to 
this. 

The first major effort to apply operations research and systems 
analysis in water resources studies was by the Harvard Water 
Program, which was started in 1956 and culminated in 1962 with 
the publication of a textbook-like report of the objectives, 
concepts, methods and techniques (32). The program produced 
disciples who continue to be active. Fiering (33, 34, 35), 
Hufschmidt and Fiering (36), Thomas (37) and Matalas (38) 
are among the many works of the group. The subjects are all 
concerned with operations research, systems and simulation 
techniques in the solution of water resources design problems. 

Another sprinkling of papers came from Northwestern University 
where Charnes has· influenced the use of systems techniques. 
Lynn, Logan and Charnes (39); Logan, et al. (40); Lynn (41); 
Deininger (42) and Heaney (43) are examples of work from this 
source. The Lynn influence has since spread to Cornell 
University where such works as Liebman and Lynn (44), Loucks 
and Lynn (45), and Loucks, ReVelle and Lynn (46) have resulted. 

In a U. S. Public Health Service study of the Delaware River 
Basin, extensive use of these methods of analysis was reported 
by Thomann (26,47), Thomann and Sobel (48) and Sobel (49). 
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The portion of the Delaware Basin that is estuarine was included 
in the study and methods were presented that allowed predictions 
ol oxygen levels. The pollution problems in estuaries are 
usually more difficult of analysis than those of rivers. 

The review is not intended to be complete - there are several 
other groups, notably at Oregon State University, Texas A & M 
University and t.he Unive-rsity of Florida, using systems techniques 
in water resourc.es studies. Many other individuals also are 
c·:-ntributing to the literature. 

Although the basic concepts of sensitivity are not new, one of 
the bonuses that has accrued from the application of modern 
mathematical methods and computers to decision-making is the 
rediscovery of its value. In many instances, computers make 
its computation fedsible whereas without the computer, consideration 
of sensitivity is impractical. Sensitivity is the change in a 
system caused by a small change in one or more of the system 
variables. Until relatively recently, the designers and 
decision-makers relied upon intuition and planning experience 
but now sensitivity analysis can be employed to obtain this 
valuable information. 

The use of sensitivity analysis in water resources planning 
has been repot ted in sevet-al instances. Mc Beath and Eliassen 
(SO) employed sensitivity analysis to identify the parameters 
most critical to the design of activated sludge treatment 
plants,. Young, Schrecongost and Fitch (51) studied the 
sensitivity of variables in the design of reservoirs. The 
application of sensitivity analysis to hydrologic research 
was reported by Vemuri, et al. (53). This latter work out
lined some of the basic theory. In a sensitivity study on the 
relative importance of variables in water resources planning, 
James, Bower and Matalas (53) concluded that the importance 
of the four variables studied was, in descending order; (1) 
projected economic development, (2) water quality objective, 
(3) dissolved oxygen modeling, and (4) hydrology. Kot:handaraman 
(20) and Nicholson (22) both reported the sensitivity of K1 
and Kz in dissolved oxygen modeling. 

4-7 



4.3 Operational Hydrolo~y 
Operational hydrology is the application of modern mathematical 
methods to generate synthetic streamflow data" It is not a 
design technique - more, it is a technique for generating design 
data (35). Several such data generators have been developed. 
Fiering (33)· described, in considerable detail, the development 
of the multivariate Markovian model which provided design data 
for the Harvard studies~ · Fiering (35) later expanded the 
description in book form. Matalas (38) made a detailed 
mathematical and statistical analysis of the method and showed 
that bias is introduced when one sample of historical data 
is used to develop parameters which are used, in turn, to generate 
many samples of data. · Benson and Matalas (54) proposed to 
correct these deficiencies using parameters derived from 
generalized multiple-regression relations with physical and 
climatic characteristics of the basin. No detailed methodology 
has appeared. The Harvard model generated monthly flow data. 

In a modification of the Harvard model, Harms and Campbell 
(55) observed annual flows were normally distributed while 
monthly flows have a skewed distribution that is log-normal. 
They generated annual and monthly flows separately and adjust 
the monthly generated flows to correspond with the annual 
generated flow. No indication was given as to increase in 
precision, if any, afforded by this modification. 

Beard (56) developed a monthly stream flow generator based 
upon multiple regression using as independent variables: (1) 
the flow at the same station for the preceding month, (2) the 
flow for the current month at each upstream stationt and (3) 
the sum of flows for all stations for the second through 
the seventh antecedent months. Flow values were all log
transformed. A r,andom component was added. Regression 
coefficients are beta coefficients relating standard deviates, 
so no regression constant is required. 

Quimpo (57) used spectral analysis techniques to generate 
daily flow data at a single station. Detectable trends first 
were removed to provide stationarity. Then autocovariances 
for daily lags up to 1,095 (3 years) were computed and a 
spectral analysis was performed. A Fourier representation 
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of the deterministic component was then made using the-annual 
cycle, which usually is evident in the spectral density
frequency representation, and five subharmonics as bases, A 
random component was included. The process can be given a 
Markovian character by making the current random component 
a linear combination of antecedent random components. 

The Harvard synthetic hydrology generator also was modified 
by Young and· Pisano (58). The analysis was made using residuals 
instead of f lot-T data·. Residuals are essentially standardized 
flow data computed by subtracting the mean from the data 
value and dividing by· the standard deviation. Data were trans
formed to normalize. Monthly synthetic data were generated. 
This method is almost identical to the method used in FLASH, 
the generator· developed for this work·, the most notable 
difference being that FLASH generates weekly data, The develop
ment of th- method by Young and Pisano was independent of that 
of FLASH. ' · 

Daily stream flows also· were generated by Payne, Neuman and 
Kerri (59). Their model generated multiple-station daily 
data to simulate historical flow sequence having frequency 
characteristicssim11ar· to· those of the historical data, The 
model is similar to· that· of Beard, excepting that the time of 
occurrence of the flows is rearranged so that peak values for 
each month (year, or· season)' occur on the same day each month 
(year or season). After the data are rearranged, Beards' 
regression technique was used. The program was written in 
DYNAMO, 

The short-comings of operational hydrology methods are 
beginning to appear in· the· literature• Mandelbrot and Wallis 
(60) pointed· out· that· "use· of· a Gauss-Markov· process implies 
fitting high•frequency eff ecta first and worrying about the 
low-frequency effects later." Or, too little· attention has 
bean paid to· extreme events· which affect designs but which do 
not appear when· historical data not containing extreme events 
are used to generate many· years of data, They feel the methods 
in use are "first approximation" and that even "first approximation" 
should endeavor to represent extreme events. 
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4.4 Models and Simulation 
Examples of simulation abound - technical literature in every 
field describes applications of simulation techniques for solving 
complex practical problems. Simulation is important to the 
studies of hydrology and water quality, as is reflected by the 
extent of its use~ Examples of this use are reviewed here. 

The hydrology of a watershed, including those factors related 
to groundwater, was simulated by Crawford and Linsley (61) 
in the work widely known as the Stanford Watershed Model. 
James (62) has used- the Stanford Model in a computer simulation 
study of the effects· of urbanization on flood peaks. Goodman 
and Dobbins (63) attempted to model· the physical, economic 
and administrative· interrelationships in water pollution control 
programs in watersheds where water- is used for municipal and 
industrial supply, disposal of wastewaters and recreation. 
Studies of estuarine water quality· by simulation have been 
reported by Thomann- (26), Thomann and Sobel (48) and Dornhelm 
and Woolhiser (64). Simulation methods at present are the 
only practical way to represent such a complex environment. 
Analog simulation techniques have been applied recently in 
the design and operation of activated sludge systems for 
wastewater treatment where the system functions prove to be 
difficult to solve by-analytical methods (65). 

Simulation as a technique also is being applied to complex 
theoretical problems. Two examples in the hydraulics field are 
Streeter's work in the solution of complicated water hammer 
problems (66) and the- work of Baltzer and Lai (67) on unsteady 
flow in waterways. Of simulation, Anderson (68) has said 
"simulation is a very rewarding exercise. --- increasingly 
frequent use will be made of simulation in hydrology for it 
offers the only economical way of 'experimenting' with large 
areas and long periods of time." 

4.5 Flow Regulation - Reservoir Water Quality 
Modern mathematics and operations research techniques also have 
been applied to flow regulation and reservoir storage aspects 
of watershed management. An early use was by Langbein (69) 
who applied queuing theory to determine the amount of holdover 
storage for regulating streamflow. Stall (70) used a non
sequential series of low-flow events to improve the mass-curve 
analysis and interpretation of low-flow characteristics on a 
recurrence interval basis. 
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Optimality of design of a multiple-purpose reservoir was 
investigated by Hall (71). A method was proposed in which 
releases from a reservoir were first allocated, by means of 
dynamic programming, to each purpose assuming no compatible 
uses. Having allocated water optimally under this assumption, 
this restriction was removed and the size of the reservoir 
reduced, allowing for multiple use of the same volume of 
water. The problem of optimal release sequences for multiple 
reservoirs on a watershed was investigated by Worley (72) in 
a study of the use of releases for water quality management. 

The operation of reservoirs has received consideraple attention. 
Loucks (73) developed computer· and stochastic linear programming 
models for defining alternative·policies·for regulating reservoirs. 
The IBM/Mathematical· Programming System was used. James (74) 
applied economic criteria· to the derivation of rules for 
operating reservoirs and claims the greatest potential value 
of this technique is a realization of greater benefit from 
existing facilities. 

The effects of reservoirs and reservoir operation on the 
quality of the stored, and released, water also is of consider
able importance in water management. Early considerations were 
reported by Churchill (75) and, in more detail, by Churchill 
and Nicolas (76). These studies are typical of those from 
TVA in that they are well conceived, authoritative and amply 
supported by data obtained· by direct observation of existing 
prototypes. Water quality variations in impoundments also 
were studied by Krenke!, Thackston and Parker (77). This paper 
is a relatively complete discussion and presentation of the 
current (1969) state of the art. 

An interesting method for improving impounded water quality 
has been studied by Symons, et al. (78, 79). Water in an 
impoundment is mixed using pumps, which raise water from the 
depths and discharge at the surface. This practice increases 
the dissolved oxygen in the lower levels and increases the 
overall temperature. The practice is economically feasible 
under certain circumstances. 

The use of reservoirs for two purposes, flood control and 
low flow augmentation for water quality control, has received 
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attention by the Federal Water Pollution Control Administration. 
Many existing· projects are for· flood control use only and, with 
the increasing need of water for pollution control, a study of 
the benefits accruing· to· a· trade-off between uses has been made 
(80), As the value of water for low flow augmentation for 
water quality control increases, it is probable that a re
evaluation of benefits will d~ctate changes ~n operating rules. 

4.6 Regional Water Quality Management Models 
Mathematical models of regional wastewater systems have been 
developed by several investigators. Following the initial work 
of Deininger (42), Loucks, Revelle, and Lynn (46), Liebman (44), 
Kerri (81), Thomann (82), Sobel (49), and Clough and Bayer (83) 
have addressed themselves to the problem of finding the optimal 
(least cost in this case) combination of wastewater treatment 
plants subject to satisfying prespecified water quality constraints. 

The rationale behind regional wastewater management is to take 
advantage of the economies of scale that are known to exist. The 
output from these models has demonstrated clearly that significant 
savings could be realized if a regional management system existed. 
They typically do not. An alternate to wastewater treatment is to 
pipe the wastewater elsewhere in the system so as to better utilize 
the waste assimilative capacity of the system. Graves, Hatfield, 
and Whinston (84) have examined this alternative. However the 
usefulness of their analysis is delimited by their assumption that 
transfer coefficients are independent of flow. Lastly, low flow 
augmentation has been analyzed as another alternative and results 
from this analysis are described in this report. 

Given that there are potential savings from coordinated waste 
management, the problem still remains of how to implement such 
systems. This has been considered beyond the scope of the work 
to date. For example, Clough and Bayer (83) state, "The model 
makes sense only if we postulate the existence of an agency that 
has the legal authority to manage water resources (for example, 
storage and stream flows) on a entire river system, and if we 
postulate the existe~ce of a regulatory agency that has the legal 
authority to specify and codify stream water quality standards." 
It is reasonable to assume that it would be difficult to promote 
regional waste management solely on the basis of the overall 
possible cost reduction. Many questions remain, Why was this 
"region" selected in the first place? Could we still set up a 
management scheme if the ith decision-making unit in our region 
refused to participate? How should the cost be apportioned 
among the participants? 
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Relatively little work has been done to answer these questions 
which need to be resolved if implementation of regional waste
water management is to be achieved. Upton has recently proposed 
a model to determine an optimal system of taxes on water 
pollution (85). However his description of the physical system 
is highly restrictive and therefore the analysis does not permit 
the type of generalizations being sought here. 

Lastly, in the more general case, water quality management should 
be viewed as only one of many uses. Thus, the analysis should 
include the shadow price of water as a measure of its value in 
an alternative use. 

A mathematical progranuning model has been developed in a multi
commodity network format for this purpose. The model includes 
the capability of simultaneously analyzing wastewater treatment, 
and low flow augmentation with water of varying quality. 
Equations of continuity are developed in terms of quantities of 
the water, BOD, and dissolved oxygen resources to facilitate the 
interpretation of the results in terms of resource allocation. 
This approach· is felt to be clearer than the use of the concen
tration of BOD and the dissolved oxygen deficit. Examining 
the dual problem permits rigorous definition of local and 
regional "market areas" for waste management. 
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5.1 Introduction 

SECTION 5 
COST ANALYSIS 

An analysis of the cost of waste treatment and the cost of storage 
facilities is presented in this section. Waste treatment costs 
are determined for primary, secondary and tertiary facilities. 
Reservoir storage:cost evaluations include a regression analysis 
relating required reservoir storage and a set of independent 
variables. 

5.2 Cost of Waste Treatment 
An evaluation of low flow augmentation as a means·of maintaining water 
quality entails some knowledge of the costs of waste treatment. When 
combined with the costs of providing varying levels of flow augmen
tation, these-may- be· compared· with· the· benefits derivable from 
maintaining various· standards· of water quaiity. Ideally this com
parison leads to optimal levels of water· quality, flow augmentation 
and waste treatment. It·is·the purpose of this section to estimate 
the total.annual costs· of waste treatment to achieve various levels 
of efficiency of BOD removal. Primary, secondary and tertiary 
treatment processes· are· considered, utiiizing·both field and hypo
thetical costs·for-treatment·plants of differing capacities. A 
more compl.~e description for this phase of the investigation is 
contained· !n (1)". 

5.2.l Primary and Secondary Treatment Costs 
Three field studies of sewage treatment plant construction costs 
by Rowan !l al, (2), Logan!:.! al. (3) and the Public Health 
Service (4) were selected and compared. The Public Health Service 
construction· cost index, based on 1957-59.costs/mgd, was used to 
adjust construction costs from all. three· studies·· to the same year, 
1968. Similarly, operation· and.maintenance cost studies by Rowan, 
Jenkins and Howe11s.(5) and Logan et al. (3) were compared after 
adjustment· to 1968:· dollars by mean-;-oFthe Bureau of Labor Statistics 
Common Labor· l~:.v · Updated construction costs for each study 
were weighted· .by the sample size from which the costs were derived 
and a least•squares· equation· was developed-for ~h~ average cohstruction 
cost/mgd fot primary, trickling filtration and activated sludge 
treatment~ 'Asimilar equation was developed for operation and 
maintenanc~··costs·. ·It was not· possible to calculate a coefficient 
of variation· for- the·final·regression·curves· since the original 
data werei'*ot readily available, However, results from the 
individuaf '~tudies·were similar in most cases. 

Application of the equations to this study was limited by a number of 
factors. First,- the.dependence· upon indices for converting cost data 
in various parts of the country to a single base introduces error due 
to regional differences, primary among which are construction methods. 
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Second, specific local problems are not accounted for. Third, definitive 
conclusions concerning the precision of the final construction cost 
equations are not possible. Fourth, and most significantly, no determin
ation could be made of the sensitivity of treatment costs and efficiencies 
to variations in unit process design or operation. For these reasons more 
detailed cost data were deemed necessary. 

Logan et al. (3) designed a series of treatment plants composed of unit 
processes-rc>r which construction, operation and maintenance costs were 
calculated. Total costs were obtained by adding the individual unit 
process costs. Logan's approach was adopted and expanded upon in this 
study. Construction costs at Kansas City for the various sizes of unit 
processes were presented in terms of 1960 dollars. These were adjusted 
to 1968 dollars for the average of the 20 cities comprising the PHS Index, 
under the assumption that labor and management productivity does not vary 
among the cities. Assuming that variations in unit process parameters 
are minor, annual operation and maintenance costs also were adjusted to 
1968 dollars. Hypothetical treatment plants utilizing a large number of 
treatment process combinations were analyzed to determine total annual 
costs of operation. A design period of 20 years was chosen. Construction 
costs were increased by 25 percent to allow for legal and engineering 
fees, and the total capital cost was then amortized at an interest rate 
of four percent. The latter was chosen to represent interest rates on 
municipal revenue bonds. 

The efficiency of BOD removal was determined for each of the process 
combinations and curves were drawn for each hypothetical treatment plant 
capacity relating total annual cost to percent removal of BOD. Capacities 
considered were 0.25, 1.0, and 10.0 MGD. These curves are shown in 
Figure 5-1 and they are compared in Figure 5-2 to curves derived f rorn 
the field cost studies. The hypothetical curves are presented as 
"envelopes" indicating the range of costs to be expected for any effluent 
quality desired. The existence of a range reflects the variation in 
total annual costs attributable to sludge disposal costs, which are not 
included in this study. Sludge disposal cos~s will determine the expendi
ture necessary for sludge treatment and handling, which in turn will 
determine the location within the envelope. The bounds of each "envelope" 
may therefore be interpreted as representing high or low sludge handling 
costs. With the exception of the 0.25 MGD plant capacity, comparison of 
the hypothetical cost curves with those calculated from the field costs 
indicates close similarity between the two cost curves, as shown in 
Figure 5-2. The more detailed cost curves will be used in this study 
to determine the effect on water quality of incremental changes in 
primary and secondary waste treatment. 

5.2.2 Tertiary Treatment Costs 
As a parameter of waste treatment efficiency, BOD removal is not of 
primary significance when tertiary treatment is under consideration. 
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Other parameters become important, among which are total dissolved solids 
(TDS), ammonia, nitrogen, nitrate nitrogen, chemical oxygen demand (COD), 
suspended solids, phosphate, and bacterial count (MPN). However, BOD is 
removed by many of the tertiary unit processes, thereby enabling calcula
tion of annual costs of BOD removal up to nearly 100 percent. 

The four tertiary treatment processes considered are combinations of unit 
processes that are assumed to receive secondary effluent from an activated 
sludge unit that has already removed 94 percent of the BOD. The processes 
and their incremental efficiencies of BOD removal are listed in Table 5-1. 

TABLE 5-1 
INCREMENTAL BOD REMOVAL WITH TERTIARY TREATMENT 

Process 

1. Polyelectrolyte Coagulation + 
Filtration 

2. Polyelectrolyte Coagulation + 
Filtration + Absorption 

3. Foam Separation 

4. Polyelectrolyte Coagulation + 
Filtration + Po4 Removal + 
NH3 Removal 

Incremental BOD Removal (%) 

95 

100 

30 

95 

Data determined i~ experimental studies at Lake Tahoe were used to calculate 
capital and operating costs for the first two processes (6). The design 
period was assumed to be 20 years and the interest rate was maintained 
at four percent. The tertiary plant was assumed to be operating during 
the 120 day period of lowest flows, while remaining inoperational for the 
remainder of the year. Cost data or foam separation are limited with the 
result that the calculated annual costs of this form of treatment are of 
limited accuracy. The last process was included for purposes of compari
son. It is identical to the first process except that the removal of two 
other parameters normally associated with tertiary treatment are included. 
It therefore reflects more accurately the probable required expenditure 
associated with tertiary treatment. Capital costs for the first two 
processes were increased by 25 percent to cover engineering and legal fees; 
however, it was not possible to determine whether such an addition had 
already been made to the last two process costs, so the increase was 
omitted. All costs are considered to be slightly conservative. 
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5.2.3 Annual Cost Equations 
For the purpose of this study, it was necessary to present the annual 
costs of waste treatment in two forms. The first, relating annual 
cost to percent removal of BOD for various flow rates, has been shown. 
It was also desired to relate annual cost of waste treatment to flow 
for various efficiencies of BOD removal. Equations of the form 

Y = aQb for 1 ~ Q ~ 100 •• (Eq. 5.1) 

where: 

Y total annual waste treatment costs, 
a,b = coefficients, and 
Q design capacity of treatment plant, 
were determined at seven points of BOD removal, thereby dividing the 
convex curves of Figure 5-2 into linear segments for incorporating 
into a linear programming model. The coefficients a and b for 
specified levels of BOD removal are shown in Table 5-2. These 
equations are valid within a range of treatment plant capacity from 
one to one hundred MGD. 

TABLE 5-2 
COEFFICIENTS FOR EQUATION [5.1] 

Segment a b BOD Removal (%) 

1 47,000 -0.31535 30 
2 49,600 -0.31740 50 
3 54,500 -0.33175 70 
4 60,000 -0.34065 80 
5 66,000 -0.34460 85 
6 74,000 -0.34655 90 
7 110,000 -0.37020 95 

5.3 Cost of Impoundments 
While waste treatment reduces the sources of pollution, low flow aug
mentation can be used to enhance the assimilative capacity in the 
receiving waters in two ways. First, it brings about an increased 
degree of dilution of the pollutants. Secondly, it displaces the 
demands placed upon the dissolved oxygen resource in a stream to 
points downstream of the waste sources. Although their mechanisms 
are different, waste treatment and flow augmentation can be used 
jointly to meet a set of water quality standards in a stream. The 
fact that marginal costs increase sharply at high levels of waste 
treatment suggests that consideration be given to an economic trade
of f between these two methods. This requires data on low flow 
augmentation costs. 
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In 1960, Cook (7) developed a set of regional reservoir cost curves for 
the United States. These curves, which express cost per unit volume as 
a function of total volume, indicate definite economies of scale. Economic 
factors indicate that it is unlikely that a reservoir might be built ex
clusively for low flow augmentation. Rather it is a potential single use 
of a multiple-purpose reservoir. In this multi-purpose framework, the 
problem of evaluating the costs of low flow augmentation is quite elusive. 
Each purpose exhibits a unique pattern of water demands and claims on 
reservoir storage space over time. As a result, both conflicting and 
complementary situations arise, which must be resolved and accommodated 
by means of operating rules. 

Therefore, in a multiple-purpose project, a series cf analyses must be 
performed before the cost of low flow augmentation can be meaningfully 
evaluated. The process may be described in two basic steps. The first 
step concerns the reservoir as an entity which serves a multitude of 
purposes, but which nonetheless has one overall cost associated with it. 
This cost can be linked directly, by means of curves similar to the ones 
Cook derived. to the reservoir volume. It follows that the cost of a 
reservoir is determined ultimately by the seasonal patterns for the dif~ 
ferent purposes. Given the inflows, an overall operating rule, and the 
seasonal target demand pattern for the combination of uses, the reservoir 
capacity required over a certain length of time can be calculated. In 
this investigation, such a process was carried out, under varying 
hydrologic conditions and policies. The result was a regression relation
ship between required capacity and the variables which largely defined 
the operation of the model. At this point the breakdown of the overall 
demand by purpose had not yet been considered. 

The second step examines the internal situation of the reservoir, 
namely how low flow augmentation and their demands interact to produce 
claims on storage space. If the value of releases from the reservoir 
can be measured in comparable units, it is feasible to derive a set of 
operating schemes which would maximize overall net benefits. This 
approach permits the investigation of complementarity and competition 
among the different purposes. 

5.3.1 Summary of Methodology 
A functional relationship between required reservoir storage and a set 
of pertinent variables was developed (8). These variables reflect the 
nature of the inflows and overall demands, and the probability that the 
reservoir would not become empty. This information was then trans-
lated into cost data by using the regional reservoir cost curves developed 
by Cook. 

A small-scale synthetic streamflow generator was used to provide inf lows 
to the reservoir for the desired time period. The variables in the 
generator were: average monthly flow, monthly standard deviation, and 
monthly serial correlation coefficients,based on a one-month lag. 
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The results of curve-fitting experiments conducted on hydrologic data 
were relied upon for simplification purposes. These results indicate 
that the variations of the above variables with respect to time exhibit 
a definite and consistent cyclic pattern. All three parameters show 
approximately sinusoidal patterns, of a different nature in each case. 
The average monthly flow varies according to a sine curve of one cycle. 
The average monthly coefficient of variation, which is a surrogate for 
the standard deviation, also exhibits a sinusoidal pattern of one cycle, 
but is shifted 180 degrees with respect to the above. The monthly serial 
correlation coefficient is found to approximate a sine wave of two cycles, 
The likeness of each of the first two patterns to its trigonometric 
counterpart is enhanced by means of a logarithmic transformation. 

In this program, the upper and lower limits to the range of these sinu
soidal variations are specified, and thereby determine the remaining 
monthly values of the parameters. Several runs of the reservoir operation 
model were conducted, using different sets of these three upper and 
lower limits, to observe varying responses in storage requirements for 
certain demands. The monthly streamflow values obtafned from the generator 
were in all cases subjected to a logarithmic transformation. 

The link between reservoir inflows and outflows is provided by a set of 
operating rules. Essentially, these rules set the amount of water to be 
released at any time, given the storage level, the inflow rate, the 
outflow rate,and the season of the year. In this phase of the study, no 
breakdown of water demand by user was made. Instead, consideration was 
given to the combined effect of withdrawals for different purposes, by 
means of time-varying release rates. 

The operating rule used in the program is a modified version of that 
developed by Moran (9). Basically, the operating rule states that if 
the amount of water available is less than a preset target release, the 
entire amount present will be released. On the other hand, if the amount 
of water available is greater than a certain specified value, releases 
in excess of the target rate will be made to avoid overflow. The modi
fications introduced into the model consist of the use of actual inflows, 
storage volumes, and outflows, instead of their distributions. Also the 
capability for handling time-varying target release rates is incorporated. 

For simplification purposes, the target release pattern was represented 
by a sine curve of a yearly cycle. The parameters which determined the 
monthly values were an upper limit, a lower limit, and a phase-shift 
value. These three parameters were also assigned varying values to 
measure their relative impact on the behavior of the system. 

The assumed sinusoidal pattern provides a useful and simple parametric 
tool. In a specific instance where the target release pattern is known, 
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it might be expressed more accurately in terms of another function or 
superposition of functions. In that case, the use of deterministic 
parameters, although more complex, would still be desirable from the 
standpoint of regression analysis. 

Next, a method was devised to examine the relationship between storage 
capacity and the probability that the reservoir may become empty in any 
given year. This probability was obtained by operating reservoirs of 
different sizes for a certain number of years and calculating the ratio 
of the number of years in which there was deficiency to the total number 
of years. A computer version of the mass diagram analysis calculated 
the storage volume required for no deficiencies, using a relatively 
short time period. The trial reservoir capacities were values higher and 
lower than the above, in order to provide a wide testing range. These 
reservoirs were operated in the main program to determine their deficiency 
ratios. 

Prior to formulation of a method for operating the model and drawing 
statistical conclusions, it is worthwhile to review the variables involved: 

1. QMAX: 
2. QMIN: 
3, CMAX: 
flows. 
4. CMIN: 
flows. 

maximum average monthly streamflow, in MGD/square mile. 
minimum average monthly streamflow, in MGD/square mile. 
maximum average monthly coefficient of variation of stream-

minimum average monthly coefficient of variation of stream-

5. SMAX: maximum average monthly coefficient of Aerial correlRtion 
of streamflows. 
6. SMIN: minimum average monthly coefficient of serial correlation 
of streamflows. 
7. DMAX: maximum monthly demand rate, in MGD/square mile. 
8. DMIN: minimum monthly demand rate, in MGD/square mile. 
9. DLAG: the time period elapsed between the largest flow and the 
largest demand, in months. 
10. PROB: the probability that the reservoir will not become empty in 
any given year. 

The square of each of the variables was included to permit investigating 
non-linear effects. 

In the main program, variables 1 through 9 define the monthly inf lows and 
outflows for each of the different trial reservoir capacities. Variable 
10 is a part of the output from this program. Subsequently, a multivari
ate regression analysis is performed. In this program, variables 1 through 
10 are the independent variables, and the response of interest, V, is 
the storage volume required for a certain probability level. 

5-11 



A statistical framework well-suited to this case is the factorial experi
ment. As its name implies, this experiment permits the simultaneous 
examination of the effects of varying two or more factors. This technique 
assigns certain specific and constant values, or levels, to each factor 
and then proceeds to examine subsequent responses. In the analysis of 
the results, the effect of each factor can be established with the same 
degree of accuracy as if only one factor had been varied at a time; the 
interaction effects between the factors can also be determined. 

If two levels, high and low, are assigned to each of the nine factors (not 
including the probability terms, which are dependent upon these) 1 the 
total possible number of combinations of factors would be 29, or 512. 
This number is more than is needed to estimate the parameters in the 
desired functional relation, so a complete factorial experiment was not 
employed. Instead, the statistical device used was a fractional fac
torial experiment, in which only a fraction of all the possible factor 
combinations was investigated. Because there were only 9 parameters to 
be estimated in the functional relation of these factors, it seemed that 
the minimum number of experiments consistent with a fractional design 
was 16. Thus, a 1/32 fractional factorial design was selected. 

The application of this technique permits evaluation of the main effects, 
i.e., those resulting solely from the influence of a single given factor. 
However, a penalty is paid in terms of the decreased accuracy in the 
evaluation of those effects because they are confounded with other inter
action effects which involve a large number of factors. 

Table 5-3 shows the upper and lower values of the parameters used in the 
simulation. Table 5-4 indicates the combinations of upper and lower 
levels in each of the 16 "loops" in the main program. 

5.3.2 Results 
The relationships investigated were of two types. One consisted of an 
additive relationship of the form: 

Y =a+ b1 x1 + b2 xz + ... + bn Xn ...... [Eq. 5.2] 

the other was expressed in the multiplicative form 

Y = a x1b1 x2b2 ••• xnbn . . . . . . . . · . [Eq. 5.3] 

where the x's represent the independent variables and Y the estimate of 
the dependent variable. Eight different transformations of the independent 
variables in the two forms were considered. Numerous criteria could be 
used to determine the best regression equation. In this study, the equa
tion chosen is that which produces the largest cumulative multiple corre
lation coefficient. The square of thds number indicates the proportion 
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TABLE 5 
VALUES OF THE PARAMETERS USED IN THE FACTORIAL EXPERIMENT 

Parameter Upper Level Lower Level 
(1) (2) (3) 

1. Maximum average flow 0.9 MGD/square mile 0.7 MGD/square mile 

2.- Minimum averag-e flow 0.7 MGD/square mile 0.5 MGD/square mile 

3~ Maximum average coefficient 
of variation 1.0 0.5 

4. Minimum average coefficient 
U1 of variation 0.5 0.25 
I 
I-' 
w 5. Maximum serial correlation 

coefficient o. 75 0.5 

6. Minimum serial correlation 
coefficient 0.5 0.25 

7. Ratio of maximum demand to 
average flow o.s 0.4 

8. Ratio of minimum demand to 
average flow 0.4 0.2 

9. Month in which peak demand 
occurs 9 6 



TABLE 5-4 
PARAMETER LEVELS USED IN EACH FACTORIAL COMBINATIONa 

Combination 
Number Parameter Numberb 

l 2 3 4 5 6 7 8 9 

1 L L L L L L L L L 

2 u u u L u u L L L 

3 u u L u u L u L L 

4 L L u u L u u L L 

5 u L u u u L L u L 

6 L u L u L u L u L 

7 L u u L L L u u L 

8 u L L L u u u u L 

9 L u u u u L L L u 

10 u L L u L u L L u 

11 u L u L L L u L u 

12 L u L L u u. u L u 

13 u u L L L L L u u 

14 L L u L u u L u u 

15 L L L u u L u u u 

16 u u u u L u u u u 

au denotes upper level; L denotes lower 

bEnumerated on Table 5-3. 
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of the total variability of the dependent variable which is accounted for 
by the independent variables. 

The final relationship chosen was: 

v • -194 + 305(DMAX) + 251 (SQPR) + 71.2 (CMAX) 

+ 5.05 (DLAG) +118 (DMIN)- 88.9(WMIN) + 46.7 (CMIN) 

- 143(PROB) + 41.2(SMIN) - 24.1 (SMAX) - 30.3(QMAX) 

• • , , , , [Eq, 5.4] 

where v is the required storage volume per square mile of drainage are~ 
of the watershed. expressed as acre feet/square mile. 

Actual demands and streamflows are usually expressed in units of cubic 
feet per second rather than on a drainage area basis using acre feet/ 
square mile. Also. the generalized cost curves developed by Cook express 
reservoir costs in terms of total storage, in acre feet. Equation 
[5.4] may be modified to express total storage volume as follows: 

V • A{[-194 + 25l(SQPR) + 71.2(CMAX) + 5.0S(DLAG) 

+ 46,7(CMIN) - l43(PROB) + 4l.2(SMIN) - ~4.l(SMAX)] 

+ 197(Z1) + 76.8(Z2) - 57.2(Z3) - 19.6(Z4))} , , [Eq. 5~5] 

where V is the total storage volume in acre feet, A is the number of 
square miles in the drainage area, and z1 through z4 represent DMAX, 
DMIN. QMIN and QMAX, respectively, expressed in cubic feet per second. 

T~is expression for required storage volume was incorporated into a 
general relationship for the cost of storage, as a function of the 
factors that affect storage cost. The cost of a reservoir of a given 
storage volume can be estimated from Cook's regional cost curves shown 
in Figure 5-3. The northwestern United States, designated as region B, 
was selected to illustrate the use of the cost equation. 

The unit cost equation for region B is: 

c • avb • 1800 v-0.2 . . . . . , , , • [Eq, 5.6] 

where V is the volume required. Tha total capital cost of the reservoir, 
C, is expressed as: 

C • 1800 VO.a •••••••• , •• [Eq, 5.7] 
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Substitution of equation (5.5] into equation [5.7] gives the generalized 
cost relation for region B. 

C = lBOO{A[-194 + 251(SQPR) + 71.2(CMAX) + 5.05(DLAG) 

+ 46.7(CMIN) - 143(PROB) +. 41.2(SMIN) - 24.l(SMAX)] 

+ [197(Z1) + 76.8(Z2) - 57.2(z3) - 19.6(24) )}O.B [Eq. 5.8] 

The results of this study permit the estimation of the required reser
voir size in terms of the desired deficiency level and statistical para
meters describing streamflows and demands. The cost of storage may then 
be obtained from existing generalized regional cost curves, 

The regression equation accounts for roughly 80 percent of the variability 
of the response. The single most significant variable is the maximum 
monthly demand. This parameter. along with the square of the probability 
of no deficiency, and the maximum monthly correlation coefficient, account 
for the majority of the variability in the required storage. 
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SECTION 6 
THEORETICAL DEVELOPMENT OF SIMULATION MODEL 

6.1 Introduction 
In this chapter, the rationale, concepts and mathematical models for 
the simulation of water quality in a river system are developed. 
Emphasis is placed upon the theoretical aspects. The more practical 
aspects, such as how the problems are formulated for the computer 
and what input and output formats are used, are covered in Appendix 
A4, entitled "Users Instructions." Although the "Users Instructions" 
are a complete set of instructions and can be used independently, 
the reader should review this chapter carefully to gain the necessary 
insight to the overall simulation methods. Then, when the simulation 
model is being set up and used, this chapter may serve as a reference 
for and adjunct to the "Users Instructions." 

The simulation model is made up of a group of mathematical models 
which are linked together by a progranuned logic. The purpose of the 
model is to generate a reasonably accurate representation of the 
stream flow and oxygen balance in a river system. The value of 
the simulation model depends to a great extent upon the use of the 
high-speed digital computer for fast and accurate computations and 
application of logic. The speed of the computer not only provides 
the results within an acceptable time but also reduces materially 
the costs to obtain the results. In short, the computer is a necessary 
appurtenance in the use of the simulation model. For this reason, 
the development of models, techniques and logic is made for direct 
application of computer methods. 

This chapter briefly discusses simulation as a method for analyzing 
the response of intricate systems and shows that simulation is, for 
the problem at hand, the method that is most likely to succeed in 
acceptable system representation. A portion of the chapter is 
devoted to the description of river system data needed for simulation 
and its preparation for use in the programs of the simulation model. 
Following this, the method for simulating river flows, flow regulation 
and water quality parameters is developed. Finally, brief discussions 
are presented on the subjects of sensitivity of variables and transfer 
functions, the latter for use as a rapid means of predicting the 
system response to an imposed set of conditions. 
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6.2 Simulation 
In this age when designs are complex and involve many millions of 
dollars, it becomes necessary to make the best use of all available 
design methods, Two of the methods used in planning and testing 
are the techniques·of modeling and simulation. Modeling is the 
representation of a system,· or part of a system, in a mathematical 
or physical form· to demonstrate the behavior of the system. 
Simulation involves·dev~loptnent· of the model and subjection of 
the model to· various environmental situations to explore the nature 
of the results which are equivalent to, or in some way represen
tative of, the results it is desired to investigate in the system.(!) 

If it is possible to develop a mathematical model of a system that 
is both a reasonable representation of the system and is amenable 
to analytical solution·, the mathematical model as a method is usually 
more precise, less costly and quicker than simulation. When a 
system is too complex to be described by a single, manageable 
mathematical model, the technique of simulation often can be used. 
Simulation involves the construction of an overall model which can 
be described· by a number of· interdependent mathematical models, 
each having behavior· that can be detennined analytically, and 
operating the overall model in such a manner that the interdepend
encies are recognized and accounted for so that it is representative 
of the system·. Thus·, a large complex system is represented by a 
series of interrelated mathematical models which are used in a 
natural order or· sequence as directed by logic or operating rules 
to obtain the overall effect of the interaction of the individual 
models.(2) 

The use of simulation as a tool for planning, construction and 
operation of complex systems has increased in geometric proportions 
in the past two decades. It is suggested that the real reason is 
attributable to the development· of the digital computer. 
Simulation, no doubt, has· led to the development of many complex 
systems, but also it has allowed better planning and analysis of 
systems that would· have· been built anyway.- ·Additionally, it allows 
the analysis· of existing natural systems to work out control devices 
and operating procedures for the best use of the natural system. 
Simulation is· ideally suited to provide the· information needed in 
the analysis of· the economics of water use where multiple uses are 
in competition for available water. This is the use of simulation 
in this work. 
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The role of the digital computer in simulation is extremely important. 
Aside from the fact that the computer makes mathematical computations 
with unbelievable speed and accuracy, it is able to store and recall 
mathematical formulas and data in copious quantities. It is possible 
to formulate the coding so that parameter values can be changed during 
the simulation "run. 11 A principal advantage in the use of the 
computer is its ability to simulate in "fast time"; i.e., the 
simulation by the computer proceeds at a much faster pace than the 
real system would operate. This advantage is obvious when it is the 
purpose of the simulation to generate hundreds of years of data, which 
the computer does in minutes. The whole program coding and data are 
contained in a manageable "deck" of cards or magnetic tape and in a 
matter of minutes simulation can proceed. Also, with proper attention 
to input data and parameters, the program may be used to simulate in 
a different environment. 

Simulation is not a panacea for all analysts of complex systems. It 
has limitations. The method is similar to experimentation as a means 
of determining cause and effect. It takes a series of trials wherein 
the input parameters are varied to be able to predict the optimum 
solution. It is not possible to determine analytically the maximizing 
stationary point nor is it possible to look at the dual solution to 
determine the parameter sensitivity. To have arrived at the optimum 
solution in the first simulation run would be blind luck or would 
imply a relatively precise knowledge of the system. Even if the 
analyst is lucky on the first run, he probably would not recognize 
the results as being optimum until other runs show that it is. Thus, 
simulation is used as a replacement for experimenting with the real 
system because the latter is too inconvenient, too ti.me consuming 
or too costly, or because it is not physically possible to create 
the test conditions in the real system. 

As implied above, simulation is, compared to mathematical modeling, 
a relatively imprecise technique.(3) It provides data for statistical 
analysis rather than exact results and compares alternatives rather 
than generating the optimum. As a consequence, simulation is 
relatively expensive to use, particularly when the purpose is to 
determine the sensitivity of the values of the parameters which govern 
the model results, 

Although the limitations of simulation might, at this point, seem 
to discount its usefulness, it is still a most powerful tool, having 
many advantages over alternative methods, if indeed there happens 
to be an alternate method. Goode and Macho1(4) state that, "it is 
safe to say that no large-scale system would be constructed today 
without some simulation, and in a well-executed system design, 
simulation would be used continually." 
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The steps in a simulation study are: (1) development of the model, 
(2) preparation of the computer program and (3) design and performance 
of experiments and analysis thereof. The development of the model is 
covered in the balance of this chapter while the preparation of the 
computer program is described in Appendix A4 entitled "User's 
Instructions." The design and performance of experiments and analysis 
of results is the subject of Section 8, entitled "Application of 
Simulation Model." 

6.3 Preparation for Simulation 
The analysis of a system by simulation· requires that the analyst be 
thoroughly familiar with· the.operating realities· of the system and 
with the objectives of the study.(5) The analyst· begins· by· establishing 
the overall real system. He then· begins to break down the real system 
into components, being careful· to maintain the continuity of flow 
with each step. The components are, in turn, broken down until each 
one can be expressed by a mathematical model which· reasonably represent~ 
its real system counterpart.· The linkage· is· maintained throughout 
this process. Operating rules must· then be· established.to govern thtt 
functioning of the·mathematical·models. For example;· if condition A 
exists in the simulated system, the model does operation C, but if 
condition B occurs, the· model then shifts to operation D. 

When all models, linkages and operating rules are ready, they must be 
tested to· assure first that they operate, and secondly that the results 
are correct. Usually· it is advisable to set· up the· various parts as 
subroutines. Te~ting begins on the individual subroutine and continues 
as subroutine after subroutine is added until the overall model is 
in satisfactory operation. Often· it is necessary· to use a desk cGl
culator to check the results of· one "pass" of the simulation to be 
assured that they are, in fact, correct. If.there is available any 
information about the· behavior of the real system, it is adviaable 
to input the corresponding conditions and see if the ~del reproduces 
the behavior within acceptable· limits. 

In the formation of the simulation model, it is well to be aware of 
the admonishment of Hillier and Lieberman that " ••• the simulation 
model need not be a completely realistic· representation of the real 
system. In fact,· it appears that·most· simuii!tion·models·erron the 
side of being overly· realistic· rather· than· overly idealized. With 
the former approach,- the model easily degenerates into· a mass of 
trivia and meandering details, so that a great deal of programming 
and computer time is required to obtain a small amount of information. 
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Furthermore, failing to strip away trivial factors to get down to 
the core of the system may obscure the significance of those results 
that are obtained. 11 (5) 

In the balance of the written work which follows, the thrust is 
toward the application of simulation to a watershed to create an 
acceptable approximation of river flow and water quality in that 
watershed. Accordingly, the topics will be: (1) simulation of the 
physical watershed, (2) simulation of stream flows in the watershed 
and (3) simulation of water quality in the watershed. 

6.3.'l Simulation of the Physical Watershed. 
A basic need for development· of a watershed model is a topographic 
map. The U. S. Geological Survey topographic maps, called Quad
rangles, covering 7 1/2 minutes of latitude and longitude on a 
1:24,000 scale are admirably· suited for this purpose. For large 
watersheds, i.e. several thousand square miles in area, the 15 
minute Geological· Survey maps may be better· suited, however. 

The first step is to determine the drainage areas of the watershed, 
the tributaries and upstream· of· each gage location. To do this, 
the, ridge lines around the watershed and tributaries are drawn 
by interpretation of· the contour· lines on the map. The areas are 
then determined with a planimeter. Ordinarily, it is not necessary 
to outline and measure e4ch·branch. In a dendritic stream pattern, 
it usually is not necessary to separate out the drainage areas 
for more than the highest three orders of streams excepting where 
a lower order stream contains a reservoir of significant importance, 
in which case the areas up to and including the reservoir should 
be separated and measured. Areas tributary to gage locations are 
required, regardless of stream order. 

The order of streams by Horton's classification (6) is determined 
by the following criteria. A stream having no tributaries is 
a first order stream. Where two first order streams meet, they 
form a second order stream, Where two second order streams meet 
a third order stream is formed.· This· system of classification 
is carried on for· the·~atershed·for which a simulation model is 
needed. The separation· of· more· than the highest three orders of 
streams is ~ending toward over-realization and will result in 
little value gained for much additional detail. 
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The second step is to discretize the stream pattern by dividing it 
into "reaches." The stream system is continuously changing from 
its headwaters to its mouth·; the flows increase; the slopes usually 
get flatter, the width and depth increase and· the· velocities generally 
increase. The changes· in· the stream· are· most· apparent at the points 
where tributaries· discharge and if the· minor· changes· between 
tributaries are neglected, the stream· is discretized. This establishes 
one of· the criteria for establishing "reaches"; i.e., a reach is a 
portion of the stream between· significant tributaries·.· 

The reason for discretization of the stream into reaches is that it 
is necessary to assume the· stream is made up of a number of connected 
segments in which each segment has constant properties. Reaches are 
therefore established so that at every major· or significant change 
in the stream there is a· new· reach~ Significant· changes are, in 
addition to the confluence of a tributary, a· definite change in stream 
bed slope, the discharge of a waste· load· and, because of its majQt 
affect on the ~tream, each reservoir·must·be·considered a reach. A 
long section of stream· having· acceptable·un~formitv of nrooerties 
should not be divided into two or more reaches because of its l~ngth. 
It is not necessary that reach points be established at gage locatio~S· 

Obviously, the selection of reaches is a pl~ce in the formulation 
of the watershed model where the tendency toward over-realization 
would be. great. There is no real reason fot limiting the number of 
reaches, excepting perhaps to meet the constraint of available 
machine storage, but more than so· reaches is likely to be cumber.;.. 
some to operate and analyze. The program coding is limited to a 
watershed having a maximum of 50 reaches. 

An important step is the numbering· of· the reaches. Experience wit~ 
the test watershed has· indicated that· it· .is best to· number the 
reaches in the· following manner. Beginning at the downstream end 
of the main stem, number consecutively upstream on the main stell\. 
The selection of the upstream tributary· which is the· main stem 
is arbitrary but· one, preferably- the· longest·,· should be "main 
stem." Following· the· consecutive· numbering of the main stem 
reaches, begin at the downstream-most·tributary and, without skipping 
any numbers,- number the· reaches· of· this tributary. Work upstream, 
tributary by triputary, until all reaches are numbered. The reach 
numbers should be a complete set of 1, 2, 3, ••• , n where n is 
the total number of reaches. 
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The next step is to determine the hydraulic characteristics of each 
reach of the system, The rate of flow, Q, in the reach will have 
been determined by the hydrology simulation. It is necessary to 
determine the mean velocity so that the time of flow, needed in 
the quality simulation, can be determined. Additionally, if values 
of the reaeration velocity constant are not otherwise available, 
they may be computed knowing the mean velocity and mean depth of 
flow in the reach. The length of the reach and its average slope 
can be obtained from the map. 

There are several ways to determine· the needed velocity and depth. 
One way would- be to select an average cross section in the reach 
and using a current meter, develop a rating curve in the manner 
described by Linsley, Kohler, and Paulhus. (7) The data for the 
rating curve can· be used· to· formulate mathematical relationships 
between velocity and discharge and depth discharge so they may 
be concisely- included· in the· program coding. - It should be noted 
that the velocity.:...discharge and the·depth.;....discharge relations, 
when plotted on semi-logarithmic paper, are straight lines. 
Theoretically, a minimum of two measurements at different flows 
would be enough to·define the relationships. 

Another method, involving a small amount of field work, utilizes 
any of the well-known open channel flow formulas. One of them 
is the Manning formula: 

1.486 
Q = AV = A n R2/3 1/2 S .•• rEq. 6.1] 

where, 
Q = The discharge rate, in cubic feet per second, (cfs.) 

A= The area of the cross section~ in square feet, (ft.2) 

V = The mean velocity, feet per second (ft./sec.) 

n = The roughness £actor 

R = The hydraulic radius • area of cross section/wet perimeter, 
in feet (ft.) 

S = The slope of the hydraulic grade line = average slope in reach. 
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The cross sectional area is the product of the average width and the 
average depth, A=wd. For most river cross-sections, R ~ A/w~ d. 
Equation 6.1 becomes: 

Q = AV~ wd (1.486 
n 

2/3 1/2 d S ) • • • • • [ Eq • 6 • 2] 

and solving for d: 

d ~ ( Qn _, 3/ 5 • . . 
1. 486 w s1 /1 . . . . . [ Eq. 6. 3] 

In this form, w, n and d are not known. If the shape of the cross 
section is such that w is approximately constant for a wide range 
of Q and if n can be considered constant, then: 

d ~ K (-~hT2)3/5 ... [ Eq. 6. 4] 

where, 
K = / n ) 3/ 5 • • • [ Eq. 6. 5] 

\ 1.486 w 

The value of w can be obtained by field measurements, or by scaling 
from the map if the river is large, to determine an Rverage w for 
the reach. The value of n may be selected from compilations of 
photographs and descriptions for stream channels in which roughness 
coefficients have been determined.(8) 

To obtain a feeling for the significance of an error by the assump
tion that w is constant, take the example Q = 2256 cfs., sl/2 a 

0.0292, A= 618 ft.2, d = 6.18 ft., w = 100 ft. If w = 90 ft, 
instead of 100 ft., a lO:percent error, the value of d for the 
given values of Q and S, is d = 6.6 ft., which is 6.8% in error. 
The value for velocity is 3.65 ft./sec. for the given example. 
If the value of w is 90 then V = 3.81 ft./sec. which is 4.7% in 
error. 

If the selected value of n is 10 percent too high, the computed 
value for d will be about 5.5 percent too high and for n 10 percent 
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low, the value for d will be about 6.1% too low. The value of v 
will be 1/0.9= 11.1% high for n 10 percent too low and 9.1% low 
for n 10 per cent too high. 

This method is presented without recommendation. It affords 
considerable savings in field work, which is traded for a possible 
loss in precision if the assumptions made are in error. 

A third method, which··involves no field work on the part of the 
investigator, can be used. It makes use of the studies of 
geomorphology carried out by the U. S. Geological Survey and 
reported by Leopold and Maddock(9), It was found that if the 
frequency of occurrences of discharge is the same at all points 
along a stream, then the relationships between width and discharge, 
depth and discharge, and velocity and discharge are constant for 
the stream. These relationships vary as some power of the discharge 
such that: 

where a, b, c, f, k and 
and v = mean velocity. 
lines on semi-log paper, 
bankfull stage. It was 

d = xQf . . 
.[Eq. 6.6] 

.[Eq. 6.7] 

.(Eq. 6.8] 

m are constants, w=width, d = mean depth 
These relationships, which plot as straight 
hold for all ranges of discharge up to 
also shown that because: 

Q = area x velocity = wdv [Eq. 6.9) 

Q = aQb x cQf x kQm = ack Qb + f + m . [Eq. 6.10] 

it follows that: 

b + f + m = 1.0 ••••• [Eq. 6.11] 

and 
a x c x k = 1.0 • , ••. [Eq. 6.12] 

In these equations, the constants b, f, and mare the slopes of 
the lines on the semi-log plot and a, c and k are the intercepts. 
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The values of the constants are determined at the locations of the 
gaging stations by obtaining the rating curve· and cross section at 
each station from the U. s. Geological Survey. The depth-discharge 
relation is obtained by plotting the rating curve on semi-log paper. 
The width is obtained from the cross section, with width and discharge 
being related by corresponding depth values. The discharge divided 
by the product of width and depth gives the velocity. 

The above descTiption of methods for obtaining the hydraulic char
acteristics of the reaches of the watershed is not intended to be 
exhaustive. Use should be made of available data in the best manner 
possible. ~esort ··to the latter method should be made only if no 
other supporting data are available. Keep in mind that the assump
tion is made that the discharge frequencies at all points are equal. 
For a large watershed, where the geographic features affect the 
distribution·ot rainfall and where base flows are significant and 
different in the tributaries, the use of these relationships may 
result in unacceptable error.· 

6.3.2 Simulation of Hydrology 
An important factor in the simulation of water quality, and the 
effect augmentation of the flow rates has on it, is an accurate 
determination of how much water will be available and what f re
quency distribution it will have. Designers and planners need 
a reliable estimator of· the mean flow and a· knowledge of the 
variations· that· can· occur in this mean flow. Designs of water 
regulating and water quality control structures are made to span 
economic time horizons· of forty to fifty years or more. There
fore, the flow estimator and its variations must be known for at 
least an equal· period. 

Water which appears in streams originates from rainfall, often 
with little lag in time·. The many conditions which must be met 
to cause rainfall make the' occurrence of· rainfall a stochastic 
process and, understandably·, the· occurrence of stream flow is also 
stochastic. Accurate· numerical description of these stochastic 
processes is given in terms of statistical parameters determined 
by the analysis of· replicate· random samples. Therefore, to be 
able to de~cribe stream flow accurately, the statistical properties 
must be determined from a number of random samples. 

Few streamflow records span forty years, particularly in a develop
ing watershed. Therefore, the available data barely provide one 
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sample where eight to ten are needed to allow even small sample 
statistical procedures. The development of the digital computer, 
and the mathematical· methods which extend· its utility, provide 
a tractable means to generate· additional· samples·. The assumption 
is made that the statistical parameters of the historical data 
are unbiased of the population of data. These parameters are 
statistically the same as the sample of historical data. The 
generated data are simulations of the historical data. The beauty 
and utility of the method· lie in- the fact that the computer can 
simulate hundreds of years of data in a matter of minutes and 
samples as good as the historical data may be selected from the 
output. The method does not increase the orecision or confidence 
in the mean but surely it extends the confidence that can be placed 
in the variability of the data. 

The stream-gage flow generator is described in a following section. 
A description of the preparation· for its use follows below. 

The primary source of streamflow data is from the U. S. Geological 
Survey which maintains many· recording gages on streams and 
tributaries throughout· the country-. These data are made available 
as average daily flows, in· cubic feet per second, in published 
form or, more appropriately for the use here, they are obtainable 
on magnetic tape. 

A magnetic tape will contain all the available data for each 
of several stations and represents an attractive savings in 
the logistics of securing and preparing of these data for use. 

Sometimes it is possible to obtain streamf low data from other 
sources. Some of the states maintain gaging stations and make 
the data available to the public. Additionally, industries, 
notably the power companies and others which use large quantities 
of water, maintain a few gaging stations. 

To use the historical data as a basis for generating synthetic 
data by the method used in this work, it is necessary that there 
be a complete trace of data for each station, and that the span 
of years of the data be the same for each station. Also, it is 
necessary that the data be transformed to a normal frequency 
distribution, if they are not already normal. Data preparation 
therefore involves editing the· raw data traces and filling any gaps, 
selecting the gages to be used to give the maximum length of data, 
while still' using gage locations that adequately describe flows 
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in the region, and selecting a normalizing transform. Three 
computer programs have been prepared to accomplish these tasks. 
The bases for these programs are discussed below. The computer 
programs and their use are described in greater detail in Appendix 
A4. 

6.3.2.1 Edit and Fill 
The raw data·must be checked to determine that they are for the 
proper station, that· the· data for all stations have the same 
beginning time and ending time and that all data are in the proper 
time sequence. Data on cards usually will havP- the station number, 
year, month and a number l·, 2, 3 or 4, there being four cards to 
store one month's daily flows. A single station having 50 years 
of data will have 2600 cards. Data. on tape must be printed out 
for editing and filling. It is· obvious that1. this preparation is 
a formidable task. A computer· program is included which reads the 
data from tape or cards, checks· for the proper sequence of data, 
determines which·data·points are·missing, fills them and outputs 
the information on· tape, on cards or on the· printed page for use. 
The program also computes· average weekly gage readings, or average 
monthly gage readings, if instructed to do so by a control statement 
The program is called "CHKDATA." • 

The procedure in filling missing data points is statistical in 
nature. When a data point is found missing, note is made of the 
day, month and station. The computer finds the mean and standard 
deviation of all other data for that day, month and station and 
computes the missing data points by the fonnula: 

Qi,j ,k =J.Ji,j + of,j rk , ••• [Eq. 6.13] 

where: 
Q - the computed value of the kth missing point for day i 
i,j ,k - - th 

of the year and j station. 

= the mean of all other data for day i of the year and jth 
station. 

= the standard deviation of all other data for day i of the 
year and jth station. 

• the random variable associated with the kth missing data 
point. 
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6.3.2.2 Normalize. 
A study of the frequency of occurrence of the daily average values 
of stream flow at any gaging station usually shows that the majority 
of the data values is less than the mean of all values. This is 
caused by a small number of very large values which increase the 
value of the mean to a value greater than the median. Where the 
mean is greater than the median, the distribution is said to be 
skewed right. 

To generate gage flow data that are statistically identical to 
the historical data would require that the three statistical 
parameters needed to describe the distribution be duplicated in the 
generated data. Although a technique has been developed to 
consider skewness, it is generally not used in favor of trans
forming to normalize skewed data, then using a simpler equation 
which generates normally distributed data. Inverting the trans
formation then returns the skewness to the distribution of the 
generated flow. 

To illustrate the difference in the two generating equations, 
the normal generating equation, in simplified form for one station, 
is: 

where: 
xi+l, xi = flow at time points i+l and i. 

µx = mean flow. 

a = standard deviation of flow. 
x 

px(l) = the lag-one serial correlation coefficient. 

~i+l a standard normal random deviate, (0,1). 

• [Eq. 6.14] 

Note that two parameters, mean and standard deviation, along with 
the serial correlation coefficient are needed to generate serially 
correlated normal data. To include the effect of skewness, the 
standard normal random deviate, Ei+l must be replaced by: 

t,;i+l = 2 (l + -Yt,; n1+1 - Yt,.2 )3 - ~ •••• [Eq. 6.15) 
yr. 6 ~ Yr,. 
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where: 
y~ = [l - p 3(1)] y •••••••• [Eq. 6.16] s x x 

[l - p 2 (1)3121 
x 

where: 
~i+l = the new random component which is approximately gamma distri

buted (preserves skewness). 

y~ = the skewness of ~-

Yx = the skewness of the historical data. 

ni+l = standard normal random deviate. 

p (l)= the lag-one serial correlation coefficient of the historical data, (10) 
x 

If the attraction of the simpler equation is not enough to direct the 
user to the transformation - normal equation - inverted transformation 
route, the requirement for normal data in order to apply the multivariate 
techniques used in the multi-station generator most certainly does. 
It is necessary, then, to consider normalizing transformations. 

The normal distribution function is defined by: 

p(x) = l [Eq. 6 .17] 

Tz;a 
where: 
µ is the mean and a2 is the variance, parameters of the distribution. 
The probability that a variable is less than or equal to x is: 

P(x) 1 f x e - (t-µ)2 
7"""rzn=n-(j-- -oo 2a 2 dt • . [Eq. 6 .18) 

where t is a dummy variable. 
If (x,u) are data points of a skewed distribution, then u = f (x) and 
the cumulative distribution function is: 

P(x) = ~ (f (x)) • . . . . . . . [Eq. 6 .19] 

from whence: 
dP(x) = p(x) = ~(f (x)) df(x) .... [Eq. 6.20] 

and 
1 - (f (x)) 2 

P(x) ,f= ~TI e 2 f 1 (x) 
I~'' •••• [Eq. 6.21] 
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The variable x is not normally distributed but the function f(x) is 
normally distributed, Theoretically, it is possible to find the 
function f (x) which transforms the skewed distribution. into a normal 
one. (11) 

The problem is to find a new representation of u = f(x) which will 
result in u being normally distributed. In general, the function 
will be of the type: 

f(x) = g(x) - g (u) .... [Eq. 6.22] 

where g(x) does not contain unknown parameters. The most likely 
candidate is: 

g(x) = log x ••• • e • I [ Eq. 6, 23] 

which has been widely used in transformations of this type. Chow 
writes "It is generally found that hydrologic data of many kinds 
are lognormally distributed."(12) A log-normal distribution is 
defined as one in which the logs of the variable are normally 
distributed. 

Other transformations which change the scale of the variable are 
possible. A few of them are: 

gl(x) = (x)n 

gz(x) = 1 
x 

g3(x) = 1 
x+a . . . . . . [Eq. 6.24] 

S4(x) = log (x+a) 

gs(x) = (x+a.)n 

In general, it is better not to introduce additional parameters so 
that the distribution is described fully by the mean and variance. 

In this work, six transformations have been selected which give 
a range of scale changes in an effort to obtain, by trial, the 
transform that normalizes. The transforms are in two forms: 

where n = 0.25, n 
and, 

gl(x) = (x)n. . .• [Eq. 6.25] 

0.5, and n = 0.75; 

g4(x) = log(x+a.) ...... [Eq. 6.26] 

where ~ = O, a. = 0.25, µ and d = 0.5µ. 
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The next problem is to work out a technique to determine if the 
transformed data are indeed normally distributed and, if more than 
one transform normalizes, which is the best. This is a problem in 
nonparametric statistics and involves determining how well a set 
of data approximates a known distribution. The classical test is 
the x2 test for goodness of fit. An alternate test, the Kolmogorov
Smirnov test, is said (13) to be more powerful than the x2 test. 
The latter test is used here. 

The Kolmogorov-Smirnov test proceeds by letting F(x) be the 
cumulative distribution function (cdf) of a completely specified 
theoretical cdf, the normal cdf in this case. Let S (x) be the cdf 
of the sample based upon n observations. Form the d~fference: 

D(x) =max (F(x) - Sn(x)) .. • • [ Eq. 6. 2 7] 

where D is the maximum· difference between the distributions, which 
occurs at x. This maximum· difference, D(x) is compared against 
tabulated (14) values for various levels of significance. For 
values of n greater than 35, the critical value for level of 
significance, a = 0.05, is given by: 

d (n) = 1.36/{n •••.•••• [Eq. G.28] 
a 

which is compared to D(x) in terms of relative frequency. If the 
maximum difference in relative frequencies is less than d (n) 
the conclusion is made that the data are normal. a 

If more than one of the transformations is shown by the test 
to be normal, it has been assumed that the one having the smaller 
value of D(x) is the "better" transform and should be used. 

6.3.2.3 Selecting Basis Gages. 
A basis gage is one for which historical data are used to develop 
the parameters for generating synthetic gage data, and the synthetic 
gage data of which is used to generate the strerur flow. A gage 
selected for one use automatically becomes used for the other. 
Where there is the· possibility of selection, i.e. where the water
shed contains more than five' to seven gaging stations, the selection 
of basis gages is of importance. Obviously, where gages in the 
watershed are few and the records are short, all available data 
should be used and the problem of selection is non-existent. 

The need for selection of basis gages is most apparent when the 
watershed contains more than ten gages. The programming in this 
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work limits the number to ten" A less obvious reason is that a 
significant porticn of the simulation program length results 
from st0rage of gage parameters ::i.nd from their computation and use. 
The elimination- of unneeded· gages requi·res iess· machine· storage 
and would shorten compUt:at.1on time·, both of which may be desired. 
Of course, the savings in ston1ge can be· realiz·ed· only if the 
proper DIMENSION s'tatements· a·,e· modified· ·c.o show the· t-rue number 
of gages used"·· Gages should be eliminated only if the simulation 
program is constrained by limits on machine storage and computation 
funds and only if it can be demonstrated, as described below, that 
considerable interdependence exists between gages. 

A brief insight tc the method of computing stream flows illustrates 
the rationale used in the reduction of the number of basis gages. 
The computation of st:t:eam flows at reach points is a process of 
interpolation and extrapvlation of the synthesized gage data. 
The assumptions are made that: (1) the flow at a gaging station 
is derived from the watershed upstreatn with each unit of area 
upstream contributing to the flow; and (2) the flow at any reach 
point is a linear combination of the gage flows for gages nearest 
that reach. The weight factors in the linear combination are 
functions of the watershed areas· upstream of the gages· and of the 
reach points. A gage located well upstream on a long tributary 
leads to a considerable extrapolation of the gage data in com
putation of stream f lov.s for the mid-reaches of that tributary. 
A spring near the gage may result in a flow at the· gage having 
little variation which, when extrapolated downstream, would 
exhibit a steadiness of flow that is not realistic. This gage 
should not be used as a basis gage when the gage configuration is 
such that data of this gage are extensively extrapolated in com
puting flows in reaches some distance downstream. 

With only a few modifications, the routine which develops the 
transformation matrix used to compute reach point flows from 
gage data can be used to aid in the selection of basis gages. 
The process is essentially trial and error and careful thought 
and analysis can lead to the proper selection with only a few 
trials. The method involves using the historical data available 
for each gage, selecting several gages as basis gages and the 
others as "estimate'' gag~f:. The routine uses the basis gage 
data to compute the t1owat· the estimate gage location and then 
compares the comn11ted data with historical data for that estimate 
gage. The correlation between the historic.al data and the estimate 
data for a gage indic~ces the degree of interdependence of the two. If 
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the correlation is high, it can be concluded that the estimate 
gage would provide nearly the same information as the basis gage 
and therefore that estimate gage can be eliminated. 

In general, basis gages sh~mld be selected from among those gages 
having the longest record and the largest upstream area provided, 
of course, -that the likely candidate is not materially affected 
by upstream regulation, 

Computational methods and details of the computer routine used 
in the selection of basis gages are described in Appendix A4.3. 

6.3.2.4 Transforming Synthetic Gage Data, 
The stream flow at any reach point in the watershed is a linear 
combination of the generated gage flow data and weighting 
coefficients which are functions of areas upstream of the gages 
and reach points. The assumptions made are set forth in the 
sub-section above. The computation is programmed and the only 
preparation needed is to determine the upstream areas corres
ponding to all reaches and gages. These reach numbers, gage 
numbers and areas are inputs to subroutine TRAN which computes 
the transformation matrix, the elements of which are the weight 
coefficients. 

The method of computation for the five possible gage-reach 
location combinations is set forth in detail in Appendix A4.S. 

6.3.2.5 Formulating Parameter Inputs 
There are three ways to handle parameter and data inputs to 
the simulation program. The first, and preferable way, is to 
formulate the relationships in mathematical terms and equations 
and control their use by a set of programmed operating rules. 
The second way is to enter the relationships in array form and 
control the selection of the appropriate value by a set of 
programmed operating rules, This second way requires more 
machine storage. The third way is· used where the data inputs 
cannot be r~presented by programmed relationships, in which case 
the data are placed on punched cards and read in as required. 

Two programs have been written to fit mathematical relation
ships to data. ·one program is for data which show periodicity, 
while the other fits either a polynomial of degree up to 7 or 
exponentials of the type: 

f (x) 

f (x) 

B = Ax • • • • • • • • • • 

Bx = Ae • • • • • • • • • 
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These programs are described in detail in Appendix A2. 

6.3.206 Regulating Flows, 
Regulation, as referred to Jn this we:rk, is the change in natural 
stream flow due to the operations :.f rnan, Regulation therefore 
includes the change in flew caused by increasing or decreasing 
the storage in. a reservoir or lake, evaporation of water from. 
the surface of a res€rvoir or lake, diversion of water out of 
the river basin or t~ another reach not immediately downstream 
from the point of regulation, irrigation withdrawals from the 
river and any other withdrawals o~ discharges for municipal and 
industrial use, 

The regulation effecLs of a reservoir are governed by the operating 
rules which translate reservoir or flow conditions into releases. 
When the release rules are well defined and inclusive of all 
conditions, it is not difficult to program them for simulation. 
The principal variable affecting the choice of the appropriate 
operating rule is the current elevation of the water surface. 
For instance,·in a multi--purpose reservoir, if the water surface 
elevation is above the lower level of the flood control pool, the 
rule may specify both the release of the surplus water and its 
rate of release. 

To simulate the river system, it is necessary to maintain an 
inventory of water stored in each reservoir. The change in 
storage is equal to the volume flowing in, less the volume flowing 
out, and less any losses during the time frame. The change is 
added to the total volume stored in the previous time frame to 
obtain the new volume. A change in storage affects the level of 
the water surface which, in turn, affects the releases. The 
relationship between volume of water stored and the corresponding 
depth must be kncwn. Ordinarily, this relationship is obtain
able from the owner of the reservoir and is often furnished 
either as a curve or in tabular form, The relationship should 
be converted to a. polynomial or exponential form for programming .. 

An inevitable loss from a reservoir is that due to evaporation. 
The magnitude of this loss is a function of the evaporation rate 
and the surface area of the reservoir, For a given reservoir, the 
surface area is a function of the volume of water stored and it 
is necessary to determine this relationshipo Surface area-depth 
curves or tables often are available from the reservoir owner or 
can be determined from maps containing water depth information. 
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The relationship also can be converted to a polynomial or 
exponential form. 

The evaporation rate is dependent upon the heat budget in the 
reservoir and generally is periodic in nature, with an annual 
primary frequency. Often monthly or weekly evaporation rates, 
expressed in inches per unit of time, are available from the 
reservoir owner, U. S. Geological Survey, Soil Conservation 
Service, Forest Service or from local water utilities. These 
data can be fitted by a trigonometric series to obtain the 
parameters needed for mathematical expression of the evaporation 
rate - time of year relationship. The program FITCRV (see 
Appendix A2) can be used to detennine the ne~essary parameter 
values. Usually, only one, or possibly 2 or 3, harmonics will 
be necessary for a good fit of evaporation data. 

Diversion of water is another factor in the- regulation of stream
flows. Diverted water usually is obtained from a reservoir or 
impoundment. The loss to the watershed is accounted for by direct 
subtraction of the diverted water from the flow into the reservoir. 
It is necessary to obtain data on the demand for diverted water. 
These data usually are amenable to fitting by a periodic equation 
or, sometimes, by a polynomial. Long term trends usually can be 
represented by a polynomial of low degree which changes the mean 
term in the periodic equation each primary period during simulation. 

Where water is stored for use in power generation, either for _ 
hydroelectric power or for cooling water in steam plant generation, 
there is regulation of the stream flow that must be considered. 
The relationship between rate of use and time should be determined 
and a mathematical model set up for ease in programming for 
simulation. The variety of possible conditions precludes making 
any specific statements or reconunendations. 

Similarly, withdrawals from the river system for irrigation and 
other uses, and/or discharge to the river, are peculiar to a 
given system and must be programmed the best way possible. Consider
ation should be given to neglecting all except the very significant 
changes in flow rate-due-to withdrawals and-discharges.· -

6.6.3 Preparation for Simulation - Water Quality 
The simulation of water quality in this-work is limited· to"those 
parameters having to do· with oxygen· balance in· the stream. Other 
quality paratneters, conservative- or non-conservative, can be 
simulated by the same techniques used here. Only the mathematical 
models describing the interactions need be changed. 
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The oxygen balance in the stream is d€pendent upon the bio
chemical degradation 0£ waste loads discharged to-the stream, 
physical factors, such as sedimentation of the solid fraction 
of the waste load and recxygenation c~ replenish oxygen used, 
and biological factors such 9S the prcductica of oxygen by the 
plant and animal life in the str '2anL Almost every physical, 
biological. and chemical relationship in the stream is temperature 
dependent. ·rt therefore i& necess:iry to account for temperature 
and its time dependent -.;.c.-.cia.tions so that those factors which 
are significantly affected by temperature are properly represented. 

6 • 3 • 3 .1 Tempe rn tu re 
For many rivers, stream temperature da~a are not routinely 
collected in a systematic program,· as are stream flow records. 
For this re:1son, it may be di± i Lult to find adequate temperature 
records for streams in a de·veloping river basirL Temperature 
data are important to the pollution concrol agen~ies, fisheries 
bureaus and the electric utilities' stream generating plants and 
therefor~ these agencies may be a source or records. 

Although water - temper atur·e variability is less than that of air, 
there are many factors which affect water temperature and, indeed, 
considerable variability has been observed. It has been reported 
(15) that considerable vatiation in stream temperature occurs due 
to the exposure of the stream to the sunlight. Stream sections 
exposed to direct sunlight severa:l hours per day are heated more 
than those which .are shaded much of the day, Shallow, fast
flowing streams heat up more quickly than slower, deeper streams 
when the air temperature is higher than the water and cool more 
quickly when the air is cooler than the water. Reservoirs, 
particularly those which st!atify, have a considerable moderating 
effect on river i:empetatu.res and, in general, tend co result in 
cooler temperatm:es when long term averages are determined (16). 

Ideally, a stream qus.h ty simulat iein pr.:iJ ect would be provided 
with several years of temperdture records fo:- several locations 
in the watershed" · These rc.:ords could be fitted with time-dependent 
mathematical expressions and ;·each-indexed to account for the 
variation with time and along the s~team. If the temperature 
record is lesser in exrent than this ideal, a combination of 
techniques-and assumptions will be needed to make the best use 
of available data. The use, ro:: instance, of a time frame, or 
averaging interval, cf one week instead of cne day precludes 
refinements to account for v:.riati.: .. ns having periods of less than 
one week. 
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Ward (16) found that the annual variation in stream temperature 
could be described by the simple sine function: 

T(L) = a sin (bx+c) + T .... [Eq. 6.31] 

where T(L) is the temperature ccrresponding to the time angle, b; 
a is a constant representing the maximum amplitude of the variation; 
c is the phase- angle to account for· the- occurrence of- the peak at 
time other than bx-=-~- and Tis· the mean annual temperature. Ward 
also found that the average annual temperature does not vary 
appreciably from yeay- to year and further, the analysis of the 
twelve monthly average temperatures· yields almost the same equation 
as the analysis of the 365 d~ily- temperature· readings. There are, 
however, variations in temperature (16) and these variations can 
be simulated by use of the formula: 

Ti = T(L) + oTRi •••••• [Eq. 6.32] 

where T. is the estimated temperature in the 1th time interval, T(L) 
is the Eemperature for the Lth week of the year· corresponding to 
the ith time interval, o1 is the standard deviation of the historical 
temperature data and Ri is a standard normal random deviate. 

If the simple sine curve, [Eq. 6.31], does not adequately represent 
the temperature-time relationship in the stream, it may be possible 
to fit a periodic curve having several harmonics to the historical 
data. The method is-described- in Appendix A2 "Curve Fitting 
Techniques." The technique- described in Appendix A2 fits periodic 
data having a shape which· deviates from that of the classical sine 
curve. For instance·, using· this technique, a mathematical expressi9n 
can be developed· to fit historical data which exhibit several months 
of constant temperature, say 0°C as would be the case in the north
ern streams, with otherwise typical variations for the balance of 
the year. 

An important temperature-dependent factor is the limit of solubility 
of atmosphere oxygen in water. Solubility also is dependent upon 
the concentration of dissolved solids (17). The solubility of 
oxygen decreases slightly with an increase in dissolved solids, but 
this decrease is neglected in this work. A mathematical relation
ship has been developed for the solubility of oxygen in distilled 
water (18): 

D.O. = 14.652 - 0.41022T + 0.0079910T2 - 0.000077774T3 . [Eq. 6.33] 
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where D.O. is the satu::::ation ;::.:ncentr;:.r.ion 1n mg1l of dissolved 
oxygen at temperature, T, in deg:ees ~ent.1grade. This formula 
has been "::::::;inded off" :.::. : 

, , [Eq, 6.34] 

for computations 1n :his wo:-k-

6.3.3.2 Velocity Const~nts 
Two processes operating s1rnultane~usiy prod~ce b balance in the 
concentrati:n of d1sscl:ed ~xygen when ~rg~ni: p~llutional material 
is introduced int~ :.. t.l\.er Ihe. decxygenauon prc~ess uses available 
atmospheric oxygen which has bee:n diss:lved in the river water 
while the re0xygenati0n process replenishes this dissolved oxygen 
supply from the atmosphere 

The deoxygenati::m pt .:.cess ls b1ochem1ca1 in that microscopic 
organisms utiliz.e the orgdni: ma.::.erii:li for their life processes 
and in so doing oxygen is used fLnd organi:: materi.al is stabilized. 
The rate at which oxygen is used ls dependent. upon several factors: 
temperature, availability ~f the ~rgan1c material as food for the 
organisms, mixing, presen~e -:f to~ks upon which gl:owth is localized 
and many others,. It .is seen r.;hat; :hese fact-:;;rs are properties 
both of the nature· of the organi;: mo.te:ial and of the stream. The 
rate of deoxygenation is chai;a.::.terized by the velocity constant, 
Ki, defined as the ratic cf oxygen demand satisfied in a unit of 
time to the oxygen demand present at the beginning of that time. 
The reac;tion is assumed t:: be first c·rder; that is, the rate of 
satisfadtion of oxygen demand is p~opo~tional cc the remaining 
oxygen demand. 

The reoxygenation pro::ess is physical ::.n that only physical 
processes are invclved in the s~l~ti~n :f oxygen from air at the 
water surfa~e and the t1.:..nsport :.f this oxygen into the water 
volume. 1 Henry's Law, "The weight :.i .a g1ven gas that dissolves 
in a fixed quanti&y of a given iiquid, at constant temperature, 
is found to be directly p:::oport:i :rnal l:C the partial pressure 
of the gas above the soluti:in"(i9) governs the solution- As 
soon as the oxygen concentr.at1cn in the wa'ter decreases, oxygen 
is obtained from the air, a supply .,~ha:c. is telatively constant. 
The oxygen dissolved at the su-rf "'~e is carried into the water by 
advection, convection andtor molec.ula:: diffusion. The rate of 
reoxygenation theref?!e mus: be a function of the rate of solution 
and the rate of transpor: d the dissolved gas, The overall 
rate of reoxygenation is ~hara~terized by its velocity constant, 
K2, which is defined as the c.nstant or. proportionality in the 
relationship: 
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in which the rate of change in c.cncent.r:ition of dissolved oxygen, 
dc/dt, at any time, t, is proportional t~ the degree of under
saturation, c

8 
- c~, at. that time. 

The concentration of dissolved oxygen (DO) in a stream carrying 
an organic pollutional loading is dependent on the interaction 
of these two· processes. The DO concentration in a r1ver system is 
not only·dependenc· upon the amount of organic material and the 
amount of water in the stream but also upon the rares which the 
oxygen demand is exerted and the oxygen is replenished. Most 
of the mathematical formulations of the oxygen concentration as 
a function of time (also distance·in a flowing stream) utilize 
the velocity constants, K1 and K2 , as parameters. The exception 
are those formulations based upon zegression of "cause and effect" 
data (20,21) which require a considerable supply of data. It is 
necessary, thens to determine values of K1 and K2 to model the 
oxygen balance in a river system. 

The traditional method for determining K <22 ) is to determine 
the biochemical oxygen demand (BOD) of tEe waste in the standard 
method (23) excepting that several BOD-time pairs are determined 
to obtain the BOD-time relationship. Analyses of relationshiEs 
to find the value of K1 can be done in several ways (24 25, 2 >. 
There is considerable evide~ce (27, 28, 29, 30), however, that 
the value of K1 determined under quiescent conditions in the 
laboratory is not representative of the K1 that would result 
in streamf low conditions even if corrected for the temperature 
difference. Quantitative results that allow evaluation of the _ 
factors affecting stream values of K1 , however, are not available. 
The procedure used in this work is to evaluate K1 in the traditional 
manner, i.e. using ~he ~D bottle technique, and to add an error 
term, r, which is described below. 

The state of the art of evaluation of K2 is much the same as the 
evaluation of K1 n The phys1cai na-c;uze of reaeration makes the 
problem a little more amenable to analysis and ~here has been 
considerable work done recently, hopefully leading to a better 
evaluation of Kz (31, 32, 33, 34, 35). In the latest of these, 
Thackston and Krenkel propose t.he predictive formula: 

K2 = Q.,000125 (·. 1 + ( u »l; 
2

) Seg 1/2 

Jib h 

(Eq. 6. 36] 
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where ti is the mean velo·::ity ~ g is r'-he g:cavi rational constant, 
his the mean depth and Se is the slope of .the energy grade line. 
Other f.ormulas are of the gener.al fmcm: 

Kz ~ au 
hb 

c n • o o o o(EQo 6.37] 

The formula of Langbein and Durum CU) was shown co fit the river 
and laborato-ry data of many ;:;,f the previous investigationso This 
formula is: 

• o [ Eq • 6 • 38] 

Previously, the method used tc, estimar.e K2 .was to determine the 
deoxygenation c()nstant ~ K1 , t::su:a.lly by laboratory methods, and 
using this value of K1 , fit a predicted oxygen sag curve to an 
observed sag cunre by va:rying K2 until a satisfactory fit is 
obtained •. This method :raquires a stream survey to obtain an 
observed sag cmveo It would appear,· with the advances being 
made in ~stimating K2 , a reverse pr·ocedurer. Le. estimating K1 
from an observed sag curve and K2 value, might be more appropriate, 

In a system as complex and· va;r:iabie as a river, it can be 
expected that other disce1nible factors affect the overall 
oxygen balance, Factcr·s which have received attention (36' 37' 38' 39) 
are the removal of solid BOD f:raction- from the water of the stream 
by sedimentation,· the addition of BOD to the water by the bottom 
sludges, the removal of BOD by slimes or growth on rocks and by 
rooted plants and the alte~nate additi~n and use of DO by aquatic 
plants in the phot-.:isynthetic prnr;·ess. It is common practice 
to refer to the rate of removal by sediment:s:tion using K3 , a 
third rate constanL Whlle there is consi<leTable evidence that 
these other fa.i;tors a.re p-resent, the:re have been few data reported 
which allow use of the relationships to obtain numerical results. 
A few data for a spe..:oific tiver system are presented by Camp (38), 

Although the original oxygen baJ.r.rnce rel;, tionshtps set forth by 
Streete:r and Phelps (22) considered only deoxygenation by organic 
material in solution and· s!Jspension and reo:Xygenation only from 
the. atmosphere, r_hese investiga.tGr s recognized that other factors 
were present, They chose to include the effecr.s .:>f these other 
factors into the ove,ro.11 deoxygenation and reoxygenation constants. 
A similar method recently was proposed by Moreau and Pyatt(40). 
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They write "In lieu of accounting for additional factors individually, 
as proposed by Dobbins and others, with attendant difficulties of 
parameter estimation, for purposes of this study, it is sufficient 
to lump added factors for BOD and DO into 'ignorance' or 'error' 
terms that can be described as random variables." They add a factor 
r, called deoxygenation error term, to the general deoxygenation 
equation (see section 6.6 below) to get: 

dL = -K1L + r 
dt 

D •••••••• [Eq. 6.39] 

where L is the BOD concentration and t is time. Similarly, they add 
a factor s, called the reoxygenation error term, to the general 
oxygen sag (DO deficit) equation to get: 

dD = K1L - K2D + s ........ [Eq. 6.40] 
dt 

where D is the DO deficit. If r and s are considered to be constant 
over the integrating time interval, then integration of equations 
[6.39) and [6.40] gives, respectively: 

L = (L
0 

- .!:. ) e-Klt + r ••••••• [Eq. 6.41] 
Kl Kl 

and, 

where L is the BOD at time of flow t after the BOD was L
0

, D is the 
DO deficit at time of flow t after the initial conditions of 1

0 
and 

D0 and other variables are as previously defined. These equations 
are based upon steady-state, uniform flow and unvarying "constants" 
for the integrating· time interval and their use describes the river 
conditions in a series of discrete steps to approximate continuously 
changing (with respect to time and distance) river conditions. 

If stream quality survey results rtre available, it is possible, 
using equations [6.41] and [6.42], to determine values of rands 
and find their means and standard deviations. Then the values of 
r and s to be used in equations [6.41] and [6.42] for predicting 
stream conditions would be r and s where: 
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. . . . 
. . 

. . . . . 
. . . 

[Eq. 6 .43) 

[Eq. 6 .44] 

where r and s are observed mean values of r and s, Or and Os are the 
standard deviations of the observed values of r and s, and R is a 
standard normal random deviate. 

Mention also should be made of the work of Kothandaraman (41) who con
sidered Ki and K2 to be random variables. The work of Kothandaraman 
and Moreau and Pyatt was extended by Nicolson (42) who presented equa
tions for expected values and variances for L and D with K1 , K2 , r and 
s considered as random variables. 

It is not intended in this work to present an exhaustive and authori
tative discussion of the evaluation of K1 , K2 and other factors, with 
specific recommendations as to methods to use. The simulation model 
is set up to receive parameter inputs for K1 , r and s which must be 
estimated or determined by the user for the specific application. The 
values of K2 are computed using the Langbein and Durum formula (Eq. 6.38] 
for each reach. The values of K1 are waste load-indexed while r and s 
are reach-indexed. It is a simple matter to convert K1 to reach-indexed 
if desired. 

6.3.3.3 Waste Loads. 
The quantitative aspects of the water quality simulation are obtained by 
placing waste loads on the system. Waste discharges constitute a signi
ficant change in the stream conditions and therefore they enter the upper 
end of a reach by reason of the fact that reaches are delineated by the 
significant changes in the river system. The assumption is made that 
waste discharges become completely mixed at the point of entry to the 
stream. 

The waste load data needed for-the simulation model are the reach loca
tion of the discharge, the .rate of discharge, and the BOD and DO concen
tration of the waste. The .reach location is the geographical location 
of the waste discharge point in terms of the reach index system described 
previously. Where two or more discharges are made close together and 
the stream conditions do not otherwise change enough to warrant division 
into reaches, the discharges can be considered to occur at one point. 
The rates of discharge are added and the concentrations are adjusted to 
their weighted means. 

Waste load data.usually .are computed from predictions of future popula
tion, from planning reports, and from projections of future activity by 
industries. Typically, the data are extrapolations of recorded data, 
or possibly an enthusiastic guess of planners, and are often later proven 
to be not very accurate. One of the beauties of simulation is that 
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quickly, and relatively inexpensively, several levels of growth and ex
pansion can be tried and a feeling for the sensitivity of the resulting 
stream conditions to population change can be obtained. 

Waste loads are usually variable, having hourly, daily, weekly and 
monthly fluctuations, and, because of growth, a long term trend. The 
fluctuations having periods less than the averaging interval, as described 
below, need not be considered. The fluctuations having periods greater 
than the averaging interval can be described by fitting a mathematical 
equation or by time-indexin·g the data. Long term trends usually can be 
expressed by a polynomial of low degree or by progranuning increments to 
be added in the appropriate "do loop." 

6.3.4 Preparation for Simulation - Time Scale 
There are two considerations with respect to time that must be dealt with 
in preparing a model for water quality simulation. First, it must be 
decided how the time scale is to be represented during the simulation 
run and,secondly, it must be decided how many years of simulation are 
needed to obtain the data required to substantiate the decisions that will 
be made. 

6.J.4.1 Representation.of T.ime Scale 
Simulation as a technique for analysis may be either continuous with 
respect to time or sequence of events, or it may be step-oriented with 
respect to time or sequence of events. Usually, continuous simulation 
complicates the mathematical representation by the necessary inclusion 
of the time variable. The simulation of a continuous system can be 
approximated by a series of discrete simulations assuming steady-state 
conditions over a time interval. Naturally, the shorter the time inter
val, the closer the approximation is to the continuous simulation. Dig
ital computers are unable to handle the continuous problem, except as an 
approximation using discrete steps with accuracy achieved by taking small 
step (time) increments. 

River systems are, in the strict sense, continuous and unsteady with 
respect to time in all aspects; flow, quality, temperature, biological 
life, to name a few. Because river systems are so complex, mathematical 
representations are usually made in terms of steady-state conditions and 
changes are considered as step changes. Such a method is required when 
the system is simulated using a digital computer. 

The success and usefulness of the simulation of river systems depends 
considerably upon the length.of the time step selected. Although a short 
time step or averaging interval will more_nearly approximate system con
ditions, it imposes the burden of providing the mathematical model and 
data needed to develop such precision. A short averaging interval also 
produces more data to analyze; for example, a weekly averaging interval 
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produces one-seventh as much data as -a daily averaging interval. 

The selection of the averaging interval should be governed by considera
tion of what time interval will allow indicatio.n of the significant vari
ations in system response while entailing a minimum of detail. If the 
objective of the simulation-is to determine if the low flow criterion of 
the minimum flow for seven consecutive days at a frequency of once in 
10 years, as has been adopted by many states (43), is met under the simu
lated conditions, then there is little to be gained by using an averaging 
interval shorter than seven days. Further, if to make an operations 
change in a treatment plant or a regulating structure to obtain reason
ably steady conditions at the new level of operation requires a lead time 
of several days, the averaging interval should be not less than the lead 
time required. Also, shorter averaging intervals require more computer 
s·torage to program and increase the cost of simulation runs, 

The computer program set up in this work employs an averaging interval 
of one-forty eighth of a year, which is 7.6 days. A monthly averaging 
interval may possibly miss a 7 day period of low flow and attendant crit
ical conditions, whereas a daily averaging interval would increase the 
detail needed for data, the cost of a computer run, the program storage 
required, and the amount of output to analyze. The averaging interval 
of 1/48 of a year, rather than 1/52 normally defined as one week, offers 
nominal advantages in computing periodic functions and in programming 
for the computer. 

6.3.4.2 Duration of Simulation 
The selection of the length of time for simulation depends upon the use 
to which the results are to be put. Simulation of water quality in a 
stream may be time-varying or time-independent when considered from the 
standpoint of duration. If one of the purposes of simulation is to estab
lish the time when an event will occur, or a change is needed, then it is 
necessary to input time-varying data to represent the growth and/or 
changes in the system. If the purpose is to determine the state of the 
system at a given time in the future, the inputs will be time-constant 
and of the level that are estimated to exist at that time. 

The time-varying simulation allows the determination of how time affects 
the river system and when changes are needed to maintain water quality 
goals. It is necessary to input waste loa~ data that reflect the increased 
discharge rates and organic loadings that occur as a result of population 
growth and industrial development. Anticipated significant changes in 
water use and regulation also must be considered. These changes must be 
programmed into the simulation model. Each simulation run then·vill be 
one sample of river conditions for the selected period, probably thirty 
to fifty years. It will be necessary to make ten or more such simulation 
runs to obtain the information needed to establish the relationship be
tween the degree of change and the time when the change should be made. 
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If it is desired -only to determine the state of-the_river system at 
some given future time, the simulation need is much more simple. The 
input data and information must be those estimated_. to. exist at that 
future time and therefore it is not necessary_to_p.r.ogram changes into 
the simulation run. In this case, each year of simulation is a sample 
of the result,and the conclusion to be drawn as to the state of the sys
tem at that future time can be obtained by statistical analysis of the 
samples. Thirty or more samples, i.e. years of simulation, would be 
appropriate. 

6.4 Synthesis of Gage Data 
Simulation of water quality in a river system requires that data be avail
able from which stream flows at all reach points can be determined. These 
data must faithfully represent the stream flows that can be expected to 
occur at the times and places encompassed in the simulation. 

The lack of adequate stream flow data is one of the major reasons for re
sorting to simulation for studies in the areas of water regulation and 
water quality control. Methods have been developed to generate or syn
thesize stream flow data which are statistically identical to the avail
able recorded flows and are therefore considered. to be estimates obtained 
from the population of stream flows. Further, methods have been developed 
to simulate stream flow gage data that are not only serially correlated 
for faithful representation of the observed serial correlation at a single 
gaging station and cross correlated b~tween stations for faithful represen 
tation of basin-wide observed conditions, but a1s.o cross and serial cor
related for faithful representation of basin-wide conditions in multiple 
time lags. 

The method used in this work is classified as a multivariate Markovian 
gage data generator. The basic method was developed elsewhere, as re
ported in the literature (44, 45, 46), but has been modified and extended 
in this work. 

Multivariate indicates that -more than one trace of data is generated and 
Markovian indicates that .the value of each variate at a given time is 
dependent upon, or correlated with, the value of that variate in the 
first preceding time interyal but is independent of any values previous 
thereto. It is assumed that the interval in which serial correlation 
occurs is one month, to correspond to the observed natural phenomenon 
that serial correlation of daily and weekly average flows exists for 
periods of up to one month but are unreliable for longer periods. 

The method _for synthesizing gage data is described in detail below. The 
programming, inputs and outputs and program coding for the generating 
process by digital computer are contained in the Appendix A4. 
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It should be understood at the outset that the goal in the generation of 
synthetic streamf low data is to develop sequences of data for each stream 
gaging station for which historical data are used as a basis. In this 
work a gage, the historical data from which are used to compute the para
meters for generating flow data, is defined as a "basis gage." Although 
stream flow data at all points along the river system are needed for the 
water quality simulation, the first step is to generate the gage data. 
The generated gage data are then transformed to stream flow data. 

As stated above, the generated gage data are developed so as to be statis
tically identical to the historical data. The development in this sec
tion assumes that the data are normally distributed or that they are 
transformed so as to be normally distributed. See 6.3.2, above. The 
model therefore needs only to preserve the mean and standard deviation 
of the historical data in order to preserve the statistical identity. 

The historical data are analyzed statistically to determine the mean, 
standard deviation, and the multiple-lag correlation coefficients for 
each basis gage and for each time period, j; the period being equal to 
the averaging interval. 

The historical data can be shown .in matrix form as: 
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X1,1 

X2,1 

• 

• 

xj ,1 

• 

X4s,1 

• 

~1,1 

~2,1 

X1,2 • 

X2,2 4 

xj ,2 . 

• 
• 

X4a,2 • 

• 

~+1,2 . 

~2,2 . 

• • 

. • 

• • 

• • 

xp+j ,1 ~+j ,2 I I 0 

• 

~+48,1 ~48,2" .• 

. . • xl,m 
• • . [Eq. 6.45) 

• • • X2,m 

• 
Year 1 

• • • xj ,m 

• 

• • • X4a,m 

• 
• 

. . . Xi>+l ,m 

• 

Year K 
I 0 I ·~+j ,m 

• 

~+48, 

where p • 48K and mis the number of stations. The value of µi 1 , the 
mean flow at station i for the j th "week" of the year, is given 'oy summin• 
all the elements having a j index in the column corresponding to the ith 
station. Similarly, the values of Oi,j and Oi,j can be computed. aij 
is the standard deviation of the data for the 1th station and ith week 
and Pij is the serial correlation, for station i, between the j h week 
and, say, the (j-l)st week; i.e., the lag-one serial correlation. 

If a single· station is considered first, the generating model is the 
recursive equation: 
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where the data value, xp+j+l' is generated from the last one generated, 
xp+j• Sj is the regression coefficient for estimating the value of any 
j+l indexed value from the j indexed value, Rj+l is a standard normal 
random deviate, aj+l is the standard deviation of the j+l indexed values, 
and Pj is the serial correlation coefficient between the jth and (j+l)st 
values. p equals 48 times the number of years of data already generated. 
This model preserves the mean, variance and the serial correlation of 
the historical data and, because the x's are normally distributed, pro
vides a complete statistical description of the data. 

This single station model, [Eq. 6.46], can be extended to handle multiple 
stations and multiple time lags. In this case, the mean, standard devia
tion and serial correlations for each station remain the same, but it is 
necessary to compute cross correlations between stations and cross-serial 
correlations between stations for multiple time lags. The model becomes 
a matrix equation: 

•• [Eq. 6.47] 

where~ denotes an mxl matrix, mis the number of stations (variables), 
y, £ and Rare also ~l matrices, while ~ is a pm x pm matrix, p is the 
number of lag periods considered, and ~ is also a pm x pm matrix. 

Note that the order of the sguare matrices for 8 and pis (pm x pm), - -where p equals the number of lag periods and m is the number of stations. 
It makes no difference in the development of the correlation matrix 
whether the correlations are cross (between stations) or serial (between 
different time lags for the same station). That is, it is immaterial 
whether the a13 -element, for instance, in the correlation matrix is the 
correlatioQ between the station 1 - station 3 data at zero time lag or 
is the correlation between station], time t data and station.l, time t-2 
data. Thus pm = n equals the number of variates under consideration. 
In this work, the number of lag periods is taken as four, corresponding 
to the assumption that weekly average flows exhibit dependence upon pre
ceding flows for one month. 

The correlation matrix is then (n x n) and is of the form shown below 
for three gaging stations and four weekly lag intervals: 
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Station 1 Station 2 Station 3 

lag 0 lag 1 lag 2 lag 3 lag 0 lag 1 lag 2 lag 3 lag 0 lag 1 lag 2 lag 3 

r-4 
lag 0 8 11 8 12 8 13 8 14 8 15 8 16 8 17 •1a 8 19 8 110 8 111 8 112 

~lag ~ 8 21 8 22 8 23 8 24 8 25 
~ 

5 lag 
Cll 

2 8 31 8 32 8 33 8 34 

lag 3 8 41 8 42 8 43 8 44 8 45 

N 
lag 0 •s1 8 52 

g lag l 8 61 • • • .,... 
(Eq. 6. 48] 

O'\ 
4-J 

"' 2 I u lag a11 • • • w tll 
~ 

lag 3 as1 • • • 

lag 0 8 91 · . • 
M 

51ag 1 8 101· . • .,... 
4-J 

"' 2 '"'lag a111· . • 
Cll 

lag 3 a121· • • • • • 8 1212 



The element a34' for example, is the correlation between the flow at sta
tion 1, lag 2, and station 1, lag 3, and is equal to a 43 , while a25 = a 52 
is the correlation between station 2, time t, and station 1, time t-1. 

The elements in the correlation matrix are computed by the equation: 

r ::: J:xv •• (Eq. 6.49] 

where x and y are deviations from the mean and r is the correlation coef
ficient. 

If the cross correlation coefficients are all equal to zero, indicating 
that the gage data for each station and time are independent of the data 
for every other station and time, the problem reverts to a series of 
single station models. It is highly unlikely that the cross correlations 
will be zero, so a multivariate process is needed to handle the cross 
correlations. 

The basis for the following development is contained in textbooks on 
multivariate statistical analysis (47). Consider, in vector notation, 
the random vector X which can be partitioned into two sets: 

x<l) = and xC2) = x q+ . . . . • [Eq. 6.50) 

where: x =rx<1)J. . . 
Lx<2) 

• • ••••••• [eq. 6.51] 

Assume the p variables have a joint normal distribution with means: 

E [x(l)] =µCl) and E rx< 2>] = µ< 2> ...... [Eq. 6.52] 

and covariances: 

E [ Q{ (l) _µ (l}) (x(l) _µ (l» '] = S11 

E£&(2)_µ(2)) (x(2)_µ(2»'J = S22 

The mean vector has been partitioned into: 

. . 

. . 
. . 0 0 I [Eq. 6.53] 

. . . . • [Eq. 6. 54] 

[Eq. 6. 55] . . .. . 

µ =~~~n ............ [Eq. 6.56] 

and the covariance matrix has been partitioned into: 
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S =~11 S12l. • • • . • • • . • • [Eq. 6.57] 

~21 82J 

Note that if x(l) and x(2) are independent, s 12 = s 21 = 0. 

Ref~rence (47) continues, developing expresstops for the joint density, 
f(x(l), x<2)), and the marginal density of x<?J at-~(2 ) and from these 
an expression for the conditional density, f{x< 1>Jxl2)). By reason that 
conditional distributions derived from joint normal distributions are 
normal, the density f(x(l)!x(2)) is normal and consists of q variates. 
Further, this conditional density has a mean: 

E[xCl>JxC2)] • u<l>+s12s 22-l(x<2>- µ< 2>> •••• [Eq. 6.58] 

and the covariance matrix is: 

. . . [Eq. 6.59] 

The matrix s12s22-l is the matrix of regression coefficents of x(l) on 
xC2). The vector [Eq. 6.58] is called the regression function. Note 
that the first two terms of the generating model are the regression 
function where: 

6j • S12S22-l ••••.••••• , (Eq. 6.60] 

is the regression coefficient. 

For simplicity, consider only two variates and the conditional distribu
tion of x1 , given x2 • x2· In this case, s11 = cr12 , S22 = 022 and S12 = 
a1a2p, where p is the correlation coefficient between Xi and X2· The 
regression coefficient is: 

. . . . . . . . . , [Eq. 6.61] 

and the covariance is: 

-1 2 <J12022P2 2 2 S11-S12S22 Szl • °J. - 022 • ol (l-p ) • • • [Eq • 6. 62] 

These relations can be extended in matrix form, but the principle is 
illustrated by this bivariate example. 

Note that th~ square-roots of the elements of the covariance matrix are 
the coefficients of the third term of the generating equation [Eq. 6.47). 
The product of this coefficient and a standard normal random deviate, 

6-36 



R, preserves the variance of the historical data in the generated data, 
as described below. 

The covariance matrix: 

-1 8c = 811-822 S21 • • • • • • • • • • [Eq. 6.63] 

is a (q x q) symmetric matrix having real elements. These properties 
in a matrix assure real, positive eigenvalues, orthogonal eigenvectors 
corresponding to the eigenvalues, and that the matrix can be diagonalized. 
Further, the elements of the diagonal matrix are the eigenvalues (48). 

The characteristic values of the covariance matrix are principal com
ponents which are linear combinations of random variables having special 
properties in terms of variances (49). Anderson (49) proves that a 
q-component random vector, X, having E[X] = 0 and E[XX'] = ~. has an 
orthogonal linear transformation: 

U = BX • . . ' . . . . . . 
such that the covariance matrix of U is E[UU'] = V where: 

>-1 0 0 • • • 0 
v = 

0 >-2 0. • • 0 

[Eq. 6. 64] 

•••••••.• [Eq. 6.65] 
0 

0 0 >.q 

where, further, Al~A~A3~ •• • z>. ~O are the roots of the correlation 
matrix, S. Further, the rth comp8nent of U has the maximum variance 
of all normalized linear combinations uncorrelated with U~·· Ur-1· This 
is to say that the variance associated with the rth eigenvalue is greater 
than that associated with any smaller eigenvalue. 

Further, Anderson (49) shows that "The generalized variance of the vec
tor of principal components is the generalized variance of the original 
vector, and the sum of the variances of the principal components is the 
sum of the variances of the original variates." Thus, the principal 
component analysis of the original covariance matrix preserves the vari
ance of the historical data in the generated data. 

The principal components are linear transforms of the original covari
ance matrix elements and are orthogonal - that is, independent. They 
are essentially correlations between fictitious stations each of which 
is unaffected by all others. Thus, all cross correlations equal zero 
and all correlations may be represented by serial correlation using the 
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single station model, [Eq. 6.46]. After these independent correlations 
are made, the linear transformation is inverted and the resulting matrix 
elements are used appropriately to generate synthetic data by [Eq. 6.47]. 

In the programming (see Appendix A4.4), the regression coefficients are 
designated Bi and the variance coefficients are designated c1 . It is 
interesting to note that in test simulations using the Farmington River 
gage data approximately one-third of the values of Ci, corresponding to 
the smaller eigenvalues, are zero within the limits of accuracy carried. 
This indicates that the variance in the historical data is all accounted 
for by only part of the coefficients and that there is, in fact, a mea
sure of dependence in the data. 

Values of B1 and Ci are determined for each week of the year. These 
values apply only to the gage pattern corresponding to the basis gages 
used in their development and a change in basis gages requires recompu
tation of the Bi and Ci. The program is set up to output the Bi and Ci 
on magnetic tape so that in subsequent runs using the same basis gages, 
it will not be necessary to generate them again. 

The multivariate generating equation [6.47] can be rewritten in the 
form: 

Qt,l • Ar,i + 4! i~l j!l BT-j,iCQt-j,i-AT-j,i) + RtCT-j,i • • [Eq. 6.66) 

where: 

Qt,l • the generated flow for the current week, t, for gage i, 
t • 1 ••• 48 N, where N • the number of years of generation. 

"°r,l • the deterministic component for gage i for the Tth week of the 
year, corresponding to week of the year of t. 

BT-j,i •the regression coefficient which relates the current gage flow 
being generated to the gage flows for other gages and times 
previously generated, j • 1,2,3,4 corresponding to the multiple 
lags. 

~ • a standard normal random deviate, t, is the time frame after start 
of generation. 

CT-j,i • the coefficient which relates the variance of the generated 
data to the historical data. 

T •the week of year corresponding tot, T = 1, ••• , 48, and 

n • the number of basis gages. 
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This form more nearly describes the manner in which the data are 
generated by the program algorithm. 

The values of AT i are periodic in nature with an assumed principal 
period of one year. They are determined by a least squares fit of the 
historical data by a Fourier series of six harmonics. The program FLASH 
computes the AT i' BT_1 i' CT-j i and generates the gage data. The pro
gram and its us~ are d~~cribed in Appendix A4.4. 

6.5 Simulation of Regulated Flow 
In the previous section, the method for generating synthetic gage data 
was described. Simulation of stream flow at any point in the river system 
requires that these gage data be transformed into stream flow data and 
then account for any flow regulation resulting from the withdrawals, dis
charges and changes in storage in the river system. 

The transformation of gage data to streamflow data at any reach point is 
based upon the assumptions that: (1) the rate of flow at any point in 
the river system is proportional to the area of the total watershed up
stream of that point, and (2) the rate of flow at any point in the river 
system is a linear combination of the gage flows of the nearest upstream 
and downstream gages only. Having obtained the watershed areas upstream 
of all basis gages and reach points, knowing the location of the gages 
with respect to the reach points and applying the above assumptions, it 
is a simple matter to compute the weight factors needed to make the 
transformation. 

For example, if reach point 0 has an upstream area of DAO and it is 
desired to compute QO, the flow at reach point O, find the nearest gages 
upstream and downstream from point O. If the nearest upstream gage is 
S2 and the nearest downstream gage is Sl having areas DAS2 and DASl, and 
flows QS2 and QSl, respectively, then: 

g_g_ 
DAS2 . . . . . •• [Eq. 6.67] 

where a1 and az are functions of the areas upstream of O, Sl and S2. 

In this case: 

DAO-DAS2 
a1 = DAS1-DAS2 

DASl-DAO az = DAS1-DAS2 

. . .. •••••. [Eq. 6.68] 

. . . . . •••• [Eq. 6.69] 

where a1 and a2 are factors of a linear interpolation of the area up
stream of point o between the upstream areas of Sl and S2. 
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The weight factors are given by: 

wt(. ,1) = .QQ_ = a1DAO =DAO (DAO-DAS2 ) 
QSl DASl DASl DAS1-DAS2 ••••• [Eq. 6.70] 

t( 2) .,. .QQ_ = a DAO =DAO (DASl-DAO J 
w ., QS2 2DAS2 DAS2 DAS1-DAS2 ••••• [Eq. 6.71] 

Thus: 

QO = wt(. 1 l)QSl + wt(.,2)QS2 • • • • [Eq. 6. 7 2) 

There are five possible combinations of gage-reach point locations and 
therefore there are five different formulas for computing the weight f ac
tors. These are described in detail in Appendix A4.3. 

The program coding is arranged so that given only the various reach 
indices, the corresponding upstream areas, and the gage locations by 
reach index and their upstream areas, the weight factors are computed for 
all basis gages for allDBches and are placed in a matrix format. Then, 
for a given set of generated gage flows set up in vector form, the unreg
ulated streamflows at all reach points are computed by matrix multipli
cation. The unregulated flows then are corrected for regulation to ob
tain simulated stream flows in each reach. 

Regulation of stream flows, in the context used in this work, includes 
any man-made changes in the flow and any changes that result in the water 
mass balance due to man's activities. An example of the latter is the 
water lost to evapo~ation from a man-made reservoir. 

There is nothing profound about accounting for the changes in flow due 
to regulation. The manner of regulation in each reach must be determined 
from a study of the watershed and any proposed plans for regulation. The 
regulation is programmed, in mathematical terms if possible, for computer 
simulation. The regulation in each reach and each time frame is computed 
The regulated flow in any reach is assumed to be the unregulated flow in 
that reach plus the sum of the regulations upstream of that reach. If 
the time of flow in the river system is greater than the time averaging 
interval, it will be necessary to program the regulations to account for 
the difference in time. However, in a river system of such magnitude 
that the time of flow is greater than the averaging interval, it may be 
proper to consider two or more regions or possibly consider neglecting 
all except the major regulation effects. Appendix A4.5 contains typical 
reservoir operating rules programmed for simulation. 

6.6 Simulation of Water Quality 
The water quality considerations in this work are limited to oxygen 
balance relationships. As described briefly above, the oxygen balance 
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equations.formulated by Streeter and Phelps (22), modified by the deoxy
genation error term, r, and reoxygenation error term, s, as proposed by 
Moreau and Pyatt (40), are the basis for the water quality simulation 
model. Two reach situations are modelled, one for the normal flowing 
river, and the other for a reservoir or impoundment. In.the latter, it 
is assumed that the reservoir contents are completely mixed. 

Although there have been a few studies and surveys made on water quality 
in reservoirs (49, 50, 51), no one yet (1969) has developed a satisfactory 
methodology for considering the fate of BOD in a reservoir and its effect 
on the DO concentration in the reservoir and effluent. This is probably 
due to the considerable variability of reservoirs and the considerable 
variability, with time, of conditions in a given reservoir. Fortunately, 
the majority of reservoirs are built in the upper reaches of the streams 
and on tributaries at locations uµstream of significant BOD loads and 
the problem therefore may not arise. However, formulas are developed in 
6.6.2, below, for complete mixing in reservoirs. 

6.6.1 Flowing Streams. 
The basic deoxygenation equation developed by Streeter and Phelps (22) 
is: 

dL - K L -- - 1 dt 
. . . . . . . . • [Eq. 6. 73] 

in which the time rate of change of BOD, ~' is proportional to the 
remaining BOD, L. As described previously, Ki is the proportionality 
constant. Because of the variability of K1 , an error factor, r, is 
added to give: 

. . . . . . . . . . [Eq. 6. 74] 

To solve the differential equation, [Eq. 6.74], make a Laplace trans
formation and manipulate algebraically in the following steps: 

to obtain: 

L(s) 

sL(s)-L(o) = -K1L(s) + r 
"S" 

L(s)[s+K] = ~ + L(o) 

r + L(o) ,,, 
s ( s+kf) 8-RCI 

r r + L(o) 
Kl - -iq- 8-FI.{f 
s s+K1 

•.. (Eq. 6.75] 

Noting that L(o) = La, the initial BOD, and making the inverse trans
formation: 
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and rearranging:· 

••••• [Eq. 6.76] 

L(t) is the BOD t days after the initial BOD was La, and K1is the deoxy
genation velocity constant. 

The dissolved oxygen deficit equation, also developed by Streeter and 
Phelps (22) is: 

••••••••• [Eq. 6.77] 

or the time-~ate change of the dissolved oxygen deficit is the sum of 
the deoxygenation and reoxygenation rates. K2 is the reoxygenation 
velocity constant and D is the dissolved oxygen deficit. If the reoxy
genation "error" term, s, (40) is added, equation [6.77] becomes: 

dD • K L - K2D + s 
dt 1 • • • • • • • • • [Eq. 6. 7 8] 

Let p • s, the reoxygenation "error" term, so as not to confuse the con
ventional s used for the transformed variable, and make the Laplace 
transformation to solve the equation: 

sD(s) - D(o) • K1L(s) - KzD(s) + ~ 

D(s)(s+K2) = K1L(s) + D(o) + i" 
Substitute the value for L(s) given by [Eq. 6.75] and note that D(o) = 

1 r r +la+D +E. 
( 

KL) 
D(s) • s+K2 s -s+k1 s+K1 a s •••. [Eq. 6.79] 

Using the partial fraction expansion, combining terms and making the 
inverse transformation gives: 

D(t) • (K1La _ r ) (e-K1t_e-K2t) + _.!_ (r+s)(l-e-K2t) 
K2-K1 K2-K1 K2 

. . . . . . . . . . . . . . . . . • [Eq. 6.80] 

Equation ['6.80] is the equation for the dissolved oxygen, D, at time t 
after the BOD was La and the DO deficit was Da• 
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The critical deficit, defined as the maximum DO deficit (that is, where 
the.DO in the stream is minimum) is of major interest in water quality 
studies. The critical deficit is found by taking the derivative of 
equation (6.80] with respect to t, equating this derivative to zero and 
solving for t = tc: 

dD(t) =-Kl (K1La _ r ) e-K1t + K (K1La _ r J e-K2t 
dt K2-Kl Kz-'!<1 2 Kz-K1 Kz-K1 

Set dD(t) = O 
dt 

• • . . . . . [Eq. 6.81] 

to get: 

which, when rearranged, gives: 

e<K2-K1)t = K2 - [K2Da-(r+s)] (Kz-K1) 
c Ki K1(K1La~r) 

•••• [Eq. 6.83) 

Take the logarithm of both sides and divide through by (K2-K1) to get: 

t = 1 ln(K2 _ [KzDa-Cr+s)](~z-K1)) •••• [Eq. 6.84) 
c Kz-K1 K1 K1(K1La-r) • 

If t is evaluated and substituted fort in equation [6.80], the resulting 
D = Be, the critical deficit. 

Note that in the event K1 = K2 , equations (6.80) and [6.84} become indet
erminate. In this case, the integrated form of equation [6.78) becomes: 

D(t) = [K (L _..!...)t + D + (r+s)]e-Kit - r+s 
1 a Kl a Kl Kl 

. . . [Eq. 6 .85] 

Further, the critical condition, obtained in the manner above, is given 
by: 

t = _!.. _ Da + r+s • 
c Kl K1L2-r K1(K1La-r) 

. . . . • • [Eq. 6. 86] 

Again, substitution of tc for t in equation [6.85] gives De, the critical 
deficit, for the condition when Ki = K2. 
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A principal use of the simulation model is to determine where and when 
there is a violation of a stream standard minimum DO level. The model 
computes the DO deficit at the upstream and downstream ends of each 
reach and checks to determine if a maximum, or critical point, occurred 
within the reach. It then selects the maximum value of the three DO 
deficit values; that is, at the upper end of the reach, the lower end 
of the reach or at a critical point in the reach (if one exists) and 
subtracts it from the DO saturation value to obtain the minimum DO con
centration in the reach. This minimum value is checked against the 
minimum standard and if the value is less than the standard, the program 
indicates a violation, giving the minimum DO value and the reach and 
week in which it occurred. 

The assumption is made that there is complete and instantaneous mixing 
at the reach points. Where a BOD load is discharged, at the upper end 
of a reach, the La• or initial BOD in the reach is given by: 

• • • [Eq. 6. 87] 

where BODin is the BOD concentration at the upstream end· of the reach 
of interest, BODOUTi is the BOD concentration at the downstream end of 
the reach(es) immediately upstream, Qi is the rate of flow of the 
reach(es) immediately upstream, BODw is the BOD concentration of the 
waste discharging at the upstream end of the reach of interest, and Qw 
is the corresponding rate of waste discharge, and n is the number of 
tributaries at the upstream end of the reach. Similarly. the value of 
D

8 
is obtained for the initial DO deficit in the reach. 

The assumption also is made that the Ki value of the mixed waste and 
streamflow is obtained by the formula: 

• • • • • • • [Eq. 6. 88] 

where KlR is the deoxygenation velocity constant in the reach of interest, 
KlL is tfle velocity constant in the reach(es) immediately upstream, QL 
is the corresponding rate of flow, K1 and QF are the velocity constants 
and discharge rate of the waste, and m is the number of tributaries 
immediately upstream which h~ve received BOD loads upstream. Note that 
if an upstream reach is not subject to an upstream waste loading, its 
value of KlL is zero and the QI in the denominator applies only to those 
branches i.DiiDediately upstream ~at are subject to upstream waste loading. 

6-44 



The simulation model starts at the upstream-most reach and progresses 
downstream computing· the simulated water quality.data for one time 
frame. The tillle is then incremented one time interval and the process 
of computing the data is repeated. The number of years of data to be 
simulated is a program input parameter. 

6.6.2 Reservoirs. 
As indicated previously, the assumption is made that the contents of a 
reservoir are completely mixed at all times. The program maintains a 
mass balance between the BOD and DO deficits in the incoming flows and 
the outgoing releases and diversions. 

The rate of flow into the reservoir, Qin' is given by: 

QIN = I QREG(K) - QVAP 
K 

. . . . . . [Eq. 6.89] 

where QREG is the regulated flow in the reach discharging into the reser
voir and QVAP is the loss in the reservoir due to evaporation. K is the 
number of branches of the system itmnediately upstream discharging into 
the reservoir. The rate of flow out of the reservoir is: 

Qout = RREL + DIV . . . . . . •• , [Eq. 6.90] 

where RREL is the rate of release and DIV is the rate of diversion from 
the reservoir. 

Let y(t) be the BOD concentration in the reservoir at time t. Let Yin 
be the concentration of BOD entering the reservoir, computed by equation 
[6.87]. The differential equation for the rate of change of BOD con
centration in the reservoir is: 

~ = -K y + QIN Yin - Qout y - K3y 
dt 1 v 'v I o •• I [Eq. 6.91] 

The factor K3 is included to account for the loss in BOD in the reser
voir contents due to settling to the bottom of the reservoir of solid 
matter having BOD. K3 is assumed to vary linearly with the storage vol
ume. 

Equation [6.91] can be solved for Y(t) as follows. Let Z = Q~N and 
W = Q8ut. The Laplace transform of [Eq. 6.91] is: 

sY(s) - Yo = -K1Y(s) + ZYin - WY(s)-K3Y(s) 
s 

which leads to: 
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Y(s) [s+K.1+w+K3J = Yo + ZYin . • ••••• [Eq. 6.93] 
s • 

Let 
• a • • o • [Eq. 6.94] 

which when substituted into equation [6.93] gives: 

Y(s) = Yo + ZYin [E 6 95] 
s+A s ( s+A) • • • • • • • • • q • • 

Expanding by partial fractions gives: 

Y(s) • Yo + ZYin/A _ ZYin/A 
s+A s s+A ••••• [Eq. 6.96] 

The inverse transformation of equation [6.96] gives: 

• • • • • [Eq. 6. 97] 

Yo is the BOD concentration at t=o and T is the time since t•o. The 
value of Y(t) is the concentration of BOD in the reservoir at time t. 

-
The average outflow BOD concentration, Y is computed by: 

Y = ! JT Y(t)dt 
T o 

. . . . . . ••• [Eq. 6.98] 

This integral equation is also solved by using Laplace transformation as 
follows: 

- 1 
Y(s) = sT Y(s) . . . . . . . . . . [Eq. 6.99] 

Substitute the value shown above for Y(s) from equation [6.96] to get: 
-
Y(s) • Yo/t + ZYin/AT _ 2Yin/AT 

s(s+A) s2 s(s+A) . 

Using partial fraction expansion and taking the inverse transformation 
gives: 

y. _!_(Yo-ZYiD)(l-e-AT) + ZYin •••••• [Eq. 6.100) 
AT A A 

Y is the average BOD concentr&tion in the water leaving the reservoir 
during the time interval from 0 to T. 

The dissolved oxygen deficit, C, in the reservoir and the average DO 
deficit, C, in the water leaving the reservoir are similarly computed. 
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The differential equation for the time-rate of change of C is: 

dC = -K2C + Cin Qin + CQout + K y 
dt v v 1 

. . ••• [Eq. 6.101] 

Cin, the incoming dissolved oxygen deficit, is constant over the aver
aging interval. Making the Laplace transform of equation [6.101] gives: 

Let 

sC(s) - Co= KzC(s) + ZCin - WC(s) + K1y(s). 
s 

[ Eq .: 6 • 10 2 ] 

B = Kz + W •••••••• [Eq. 6.103] 

and substituting into equation [6.102] gives: 

c (s) = Co + ZCin + Kiy (s) [ 6 104] • • • • • • Eq • • 
s+B s(s+B) s+B 

Substitute y(s) from equation [6.96] to get: 

C(s) = Co + ZCin/B _ ZCin/B + ~oKl 
s+B s s+B (s+A)(s+B) 

_ KiZYin/A 
s(s+B) 

KiZYin/A 
(s+A)(s+B) 

. . . . . . . . . •• [Eq. 6.105] 

Expand, using partial fractions, take the inverse Laplace transform and 
combine terms to obtain: 

C(t) =(co - ZCin + K1(Yo 
B A-B 

_ ZYin)\e-BT + ( Kl(Yo _ ZYin)\e-AT 
B 1 \B-A A 1 

+~ 
B 

K1Yin. 
(Cin + ) , .••••.•• [Eq. 6.106] A . 

C(t) is the DO deficit concentration at time t given a deficit of Co and 
BOD of Yo at t=O and Cin and Yin the incoming deficit and BOD, respec
tively. 

The average deficit concentration in the reservoir is: 

C = lJT C(t)dt 
T 0 

. . . . . . . • [Eq. 6.107] 

This integral equation can be solved using Laplace transforms as follows: 
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C(s) = i C(s) • • • . 
sT 

. . . ••• [Eq. 6.108] 

which when the fully expanded value for C(s) from above is substituted 
gives: 

C(s) = l ( Co + ZCin/B _ ZCin/B + Kl Yo + Kl Yo + K1 ZYin 
. T s(s~) s2 s(s+B) B-A A-B AB 

s(s+A) s(s+B) ~ s(s+B) 

Kl ZYin K1 ZYin) 
- A(B-A) + A(B-A) • 

s(s+A) s(s+B) 
• • • • • • • • [Eq. 6.109] 

Making a partial fraction expansion and taking the inverse Laplace trans
form leads to: 

C • !{ r.!/co- ZCinJ + Kl,y0 _ZYin (A+B)~+ e-BT[zcin -Co + Kl lZYin _ Yo,~ TllB\ B AB AB lJ B [ B A-B B ~ 

ZT r: K1Yinl K1e-AT [ZYin ]l 
+ B LCin+ A ] + ;::- - Yo.Jr ••• [Eq. 6.110] 

C is the average DO deficit in waters leaving the reservoir in the inter
val encompassed by t•O to t•T. 

In the simulation, when the sequential computation of water quality data 
encounters a reservoir, the program switches to the subroutine RQUAL 
which computes the aver!ge BOD concentration, Y, and the average DO 
deficit concentration, C, in the waters leaving the reservoir. These 
values become the corresponding incoming values for the next downstream 
reach. 

The factor K3 , sedimentation constant, has been included in this develop
ment as a means to account for any storage-related phenomenon that may 
be found to affect the basic oxygen balance relationships. It could 
account for, as inferred above, the settlement of a portion of the solid 
fraction of the BOD to the bottom and the subsequent satisfaction of a 
part of that BOD without drawing from the DO resources in the reservoir. 
It is suspected, without substantiating information, that K3 is of small 
magnitude and for preliminary simulation runs, at least, K3 should be 
set equal to zero. 

6.7 Sensitivity of Variables. 
When the simulation model is complete, it would be of advantage to have 
a means to determine the relative importance of the variables that have 
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been included. If a small change in one of the variables makes a 
significant change in the simulated conditions, it may be necessary to 
be thorough and painstaking in determining the parameter or initial value 
of that variable. On the other hand, if a small, or even large, change 
in another variable results in little change in the result, its effect 
may be such that little effort and expense need be allotted to its evalu
ation. It may be found that the variable could be replaced by a constant 
or even could be eliminated. A sensitivity analysis affords the oppor
tunity to look back at the model that has been assembled to learn of 
its characteristics and of the relative impor~ance of its components. 

Intuitively, the sensitivity of a system to a variable of the system is 
the change in the system caused by a small change in the value of the 
variable. If change is defined as the ratio of the differential varia
tion of the function to the function itself, the change becomes dimen
sionless (52). The sensitivity function is defined as: 

F (k) 

Sk ... change in system response, F(k) [E 6 111] - - - - • • • q. . 
change in parameter, k 

and in the dimensionless form: 

SF(kl dF(k) /F (k) 
k dk/k 

•••• I • [Eq. 6.112] 

If the change in the system response for a single system variable is 
considered, the problem is two-dimen~ional and the sensitivity is the 
slope of the system function with respect to the variable. If the sys
tem response to changes in two system variables is considered. the sys
ten function becomes a response surface. Although more than three 
dimensions are difficult to visualize, this concept may be extended in 
a mathematical sense to n dimensions, or n variables of a system. 

In classical mathematics, the sensitivity of a function to a variable 
is given by the partial derivative of the function with respec~~o the 
variable. Consider for simplicity, a function µ = f(x,y) of two varia
bles. If it is desired to find the sensitivity of µ with respect to x, 
assign a fixed value toy, i.e., y = y0 • The resulting: 

µ = f(x, y
0

) ••••••••••• [Eq. 6.113] 

is a function of a single variable, x. Equation·[6.113] is the equation 
of the intersection of the surface of µ = f (x,y) and the plane Y = Y0 • 

The rate of change of µ at (x0 , y0 ) is given by: 

gy_ I -
dx x=xo 

lim f(xo+h,yo) - f(xo•Yo) 
h-+O 
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extending ton variables: 

•••••.•• [Eq. 6.115] 

the rate of change of v for a small change in one of the independent 
variables, xi, is given by: 

l!._ • lim. g(x1,x2,••••xi + h, ••• ~) - g(xl, ••• ,xi''''xn) 
axi . h+o 

. . . . . ••• [Eq. 6.116] 

In this case, the system response is v and the changing parameter is xi. 

av 
In the case of unconstrained optimum conditions, axi • 0, so for smooth 
functions in the innnediate vicinity of the optimum point, v is insensi
tive to small changes in x1• For the constrained optimum case, it can 
be shown (53) that: 

. . . . . . . . •• , [Eq. 6.117] 

where A , sometimes called the sensitivity coefficient, is the 
Lagrangian multiplier. The value of -Ai at the constrained optimal 
condition is the sensitivity of the function v to small changes in the 
variable xi. It can be shown (54) that the Lagrangian multipliers and 
the dual variables in a linear programming problem are identical and 
both then provide a measure of the sensitivity of a variable to the ob
jective function of a linear optimization problem. 

If the independent variables in the relationship: 

are random, then v is a random variable. The sensitivity of v to change 
in one of the x1 can be approximated by determining that portion of the 
total variance of v that is attributable to x1 • Beginning with: 

Y • g(x) • , ••••••••• [Eq. 6.118) 

the expected value of Y is: 

E(Y] ~ ~~ g(x) f (x) dx . . ••••• [Eq. 6.119] 

where f (x) is the density function of x. If g(x) is difficult to evalu-
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ate (55), expand [Eq. 6.118] in a Taylor's Series about point a: 

or, 

Y = g(x) I = g(a) + g'(a)(x-a) + g"(a)(x-a)2 + 
a 1: 2! · · · [Eq, 6.120] 

00 

Y = E gCi)(a)(x-a)i 
i=O i! 

• , • , • , , [Eq. 6.121] 

Now let a= u, the mean of g(x), and substitute into Eq. [6.121]: 

co 

g(x) = E ~~(µ)(x-µ)i •.•••.. [Eq. 6.122] 
i=O i! 

Write the first three terms of Eq. [6.122]: 

g(x) ; g(µ) + g'(µ)(x-µ) + g"(µ)(x-µ) 2 •••• [Eq. 6.123] 
2 

Taking the expected values of each term: 

E[g(x)] ::, g(lJ) + g'(µ)E[x-µ] + g"(\.l)E[(x-µ)2] ••• [Eq. 6.124] 

But, E[x-u] = 0 and E[x-\,1] 2 = V(x), the variance of x, so that: 

E[g(x)] ;; g(µ) + 1/2 g"(µ)V(x) • • . [Eq. 6.125] 

To find the approximate variance of Y = g(x), expand Eq. [6.122] in a 
Taylor's Series of two terms and take the variance of both sides: 

y ~ g(µ) + g'(µ)(x-\,1) . . . . . . 
.. 

V(Y)"" 0 + [g'(µ)] E[(x-µ)2] . . . . . . 
or: V(Y) ~ [g'(µ)] 2V(x) ••• , . . . . . 

[Eq. 6.126] 

[Eq. 6 .127] 

[Eq. 6.128] 

This development can be expanded for functions of several variables (55). 
The approximate mean is given by: 

E[v] • g(lJxlt \,lx2 , ... µxn) + 1/2[~ x12 + -... g xn 2]. • • • • [Eq. 6 .129] 
axi ax n 

and the approximate variance is given by: 
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From equation [6.130] it is possible to obtain the relation needed, that 
is, ag/axi' the rate of change of the function g with respect to x1 . 
The partial derivatives in equation [6.130] are evaluated using nominal 
values of the variables and th~ total variance is computed. The sensi
tivity of each variable is obtajned by taking each right hand factor 
one at a time, for variable xk for instance, and setting up the relation: 

~a~ 
axk2 ox k 

• [Eq. 6.131] 

Both V[v] and crx2k are known and equation [6.131] can be solved for ~ 
the sensitivity of the function g to change in variable xk. axk' 

When the analysis of a system is carried out by simulation methods, the 
method for determining the sensitivity of the system to changes in a 
variable depends upon the nature of the variable. If the variable is 
deterministic, having a nominal or assigned value, sensitivity is 
determined by making two simulation runs and comparing the results. In 
one run, the nominal value of the variable of interest is used. The 
second run is exactly the same as the first excepting that a small 
change is made in the variable of interest. The sensitivity is computed 
using a modified form of equation [6.104]: 

SF(k) AF{k)/F(k) 
k a ~k/k • • • · · •.•. [Eq. 6.132] 

where AF(k) and Ak indicate the observed function change and directed 
variable change, respectively. 

If the variable is random, its sensitivity is determined using equation 
(6.131]. In this case, the simulation is made and the data so obtained 
are analyzed for the total variance, V[v] in equation [6.131], and the 
variance of each variable, axk2 • Then lg__ is obtained. 

ilxk 
An unsophisticated way to approximate the sensitivity of a random vari
able is to make a simulation run for each variable parameter in the 
system. Each run is made allowing the variable of interest to vary as 
usual but assigning to all other r~ndom variables their expected value. 
The sensitivity is then computed using equafian [6.132]. A run using the 
nominal values of-the variables gives the value F(k) and k is known. 
The change made is Ak and the simulation produces AF(k). 

6.8 Transfer Functions. 
The water quality simulation model can be used to develop a cause and 
effect relationship between waste loads and downstream water quality 
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that, in turn, can be used to estimate or predict the effect of a waste 
load, or set .of waste loads, on the downstream reaches. The idea is 
obtained from the field of systems engineering (56) • 

The river, between a point of waste discharge and a downstream point, 
is considered to be a system. A system is any mechanism that trans
forms an input variable into an output variable according to the system 
function. A waste load, the input variable, enters the river, the sys
tem, which operates on the waste load to transform it into a water 
quality condition, the output variable. In this case, the system func
tion could be represented by the Streeter-Phelps equatio~s (22). The 
upstream BOD and DO deficit concentrations La and Da, respectively, are 
transformed into downstream BOD and DO deficit concentrations, Land 
D according to the relationships: 

and, 

• • • • • . . • • • [ Eq • 6 .13 3] 

D = K1La (e-K1t_e-K2t) + Dae-K2t • • • • • [Eq. 6.134] 
K2-Kl 

Following in the manner of Moreau and Pyatt (40), let: 

. . . . . . [Eq. 6 .135] 

. . . . . . . . . • [Eq. 6.136] 

and, . . . . . . . • [ Eq • 6 , 13 7 ] 

Then equations (6.133] and [6.134] can be written: 

. . . . . . . . . . . [Eq. 6.138] 

and, . . . . . . • • • [iq. 6.139] 

General equations can be developed for the system function or transfer 
function for BOD and DO deficit. The following development is based 
upon the reach numbering system that was previously proposed (see section 
6.3.1). 

For a waste load at the upper end of reach 1, equation [6.138] can be 
written: 

. . . • , •••••• [Eq. 6.140] 
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where the index 1 indicates the reach number and the indices U and L 
indicate the upper and lower ends of the reach, respectively. For a 
load at reach 2 and reach 1: 

where r12 is the ratio of the rate of flow in reach 2 to the rate of 
flow in reach 1, the inverse of the dilution ratio afforded the reach 
2 waste load. 

Similarly, for a waste load at reaches 3, 2 and 1, the BOD at the lower 
end of reach 1 is given by: 

LlL = 8 111U + a1r128 2L2u + 8 1r12a2r23a3L3u • · • [Eq. 6.142] 

If the following assignments are made: 

and 

A31 .. a1 a2 a3, 

Aii = ai • . • . 

. . . . . . [Eq. 6.143] 

. . . • [Eq. 6.144) 

[Eq. 6 .145] . . . . . 

r31 = r 12 r 23 , • • • ••...•• [Eq. 6.146] 

then equation [6.142] becomes: 

The general equation can then be written as: 
n 

LjL = l: Aij rij Liu, i > j •..... [Eq. 6.148] 
ial 

where j is the number of the downstream reach (the lower end) for which 
the BOD is being estimated, the i's are the upstream reach numbers 
where loads Liu are discharged and n is the number of such loads. Aij 
and rij are as defined above. 

The transfer function relationships for the DO deficit can be developed 
in a similar manner. Starting at the downstream reach, using equation 
[6.131), write: 

DlL - b1 L1u + cl D1u ••• I • I •• [Eq. 6.149) 
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for the DO deficit at the downstream end of reach 1 for a BOD load of 
L1u and DO deficit of D at the upstream end of reach lA Similarly, 
place a load L2u and det~cit D2u at_ reach 2 and compute n11 • For reach 
2: 

but, 

and, 

D2L = b2 L2U + c2 D2u • • • • • • • • [Eq. 6.150] 

D1u = r21 D21 •••••••••• [Eq. 6.151] 

. . . . [Eq. 6.152] 

Using equation [6.149] and substituting knowns for D1u and Liu: 

n11 = r 21 L2u (b1 a2 + c1 b 2)~+ r 21 c1 c2 n2u .• [Eq. 6.153] 

which gives the value of the DO deficit at the lower end of reach 1 for 
a load L2u and deficit n2u at the upstream end of Teach 2. 

Using the same approach, it can be shown that for a BOD load and DO 
deficit at the upper end of reach 3, n11 is: 

D11 • r31 L3u(b1 a2 a3 + cl b2 a3 + cl c2 b3) + c1 c2 c3 r31 D3u 

. . . • • [ Eq. 6 .154] 

For a load and deficit at reach 4: 

. . . . . ••• [Eq. 6.155] 

For a load and deficit at reach 5: 

D11 = rs1 L5u(b1 a2 a3 a4 a5 + c1 b2 a3 a4 a5 + c1 c2 b3 a4 as 

+ c1 c 2 c3 b4 a5 + c1 c 2 c3 c4 b5) + c51 rs1 Dsu •• [Eq. 6.156] 

Note the pattern of coefficients in 
The coefficient of 010 is cii rii' 
plied by the factor in parenthes~s. 
theses are: 

equations [6.153] through [6.156]. 
The coefficient of Liu is rij multi

The keys to the pattern in paren-

(1) 
(2) 

(3) 

There are j factors and j terms in each factor; 
The bj term appears once in each term and in the position 

...corresponding to its subscript; 
All terms to the right of b. are a's with terms to fill 
out the factor and subscripts corresponding to the posi
tion of the term in the factor; and 
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(4) All terms to the left of bj are e's with terms and sub
scripts in proper order. 

If loads and deficits occur at more than one reach point, the effects 
of each load and deficit are computed separately and added. 

The point in developing equations [6.145] through [6.148) is primarily 
to show that the BOD and DO deficits at any point downstream is a linear 
combination of the BODs and DO deficits at all upstream reaches. 

It is obvious that for a large number of reaches, the use of formulas 
of the type developed above would become very involved. The simulation 
model offers a means to determine the coefficients, Aij• in equation 
(6.148] and an overall coefficient, Dii' to substitute for the relation
ships developed above. The method is to apply a unit BOD load and unit 
DO deficit at an upstream reach and simulate to determine the BOD and 
DO deficit at all downstream reaches. This is repeated, placing unit 
loads at different upstream reaches so that the system is determined for 
each quality parameter for each possible i-j combination. 

Because of the variability in the stream system, the transfer function 
coefficients are considered to be random variables. They are deter
mined by simulation of the system for unit loads and deficits for a 
number of years to determine their variability. The overall transfer 
functions determined in this manner contain the effects of variable 
flow rates which can be accounted for as indicated below. 

If the overall transfer function is called a 1j, then: 

. . . . • • • • [Eq • 6 ~ 15 7 ] 

where a 1 j relates the BOD concentration at the lower end of reach j 
the unit BOD concentration at the upper end of reach i, rii relates 
flow rate at the lower end of reach j to the flow rate at the upper 
of reach i and aij is defined as the ratio aij/rij" This leads to: 

to 
the 
end 

and, 

By simulating the system 
to obtain enough a11 -r11 
a regression equati~n of 
rates rij• Assuming the 

aij • BODj/BODi, • 

rij • Qj /Qi • • 

. . . . . . • [ Eq • 6 • 15 8 ] 

•• [Eq. 6.159] 

operation for a number of years, it is possible 
pairs for each averaging time interval to develop 
the transfer function aii on the ratio of flow 
relationship is linear, the regression equation 
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would have the form: 

. . . . . [Eq. 6.161] 

where ai1l is the BOD transfer coefficient from the upper end of reach i 
to the l~wer end of reach j during the 1th week of the year; Bijl is the 
slope and Aijl is the ordinate intercept of the linear regression equa
tion for the transfer function i-j for week 1 and rijl is the flow rate 
ratio for week 1. 

Similarly, the DO deficit relationships can be developed to obtain: 

. . . . . . • [Eq. 6.162] 

Here the deficit transfer coefficient is dijl and the regression equa
tion constants are Cijl and Dijl• 

The reader is referred to Appendix A4.6 for more information about these 
transfer coefficients and their use. 
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SECTION 7 
THEORETICAL DEVELOPMENT OF OPTIMIZATION MODEL 

7.1 Introduction 
The overall objective of this section is to develop a methodology 
to quantify the benefits of low flow augmentation in a complex 
region. These benefits are to bemeasured in terms of wastewater 
treatment costs avoided~ A complex region- is viewed as one with 
multiple reservoirs and/or waste sources arranged in a configuration 
such that significant interdependencies exist among these entities. 
It is assumed that preliminary·delineation of the subset of a 
watershed, defined as a region, has been detennined. This selected 
subset is then partitioned into reaches which provide a mutually 
exclusive and collectively exhaustive representation of the 
region. 

A separable convex programmi~g model has been devel?ped to determine 
the combination of wastewater· treatment plants and low-flow 
augmentation reservoir releases which minimizes the total cost 
of meeting prespecified water quality standards. The optimal 
solution can be specified for any combination of decision-making 
units vis-a-vis analysis of the dual problem• 

7.2 Regional Decision-Making Structure 
The decision-making structure within this region is shown in 
Figure 7-1. A headwater reach may contain either one or two 
decision-making units - a reservoir or a waste discharge source. 
Headwater reaches are defined as those with no reaches upstream 
from them. Reservoirs can exist only on headwater reaches. 
Consequently, interior reaches contain only a single decision
making unit - a waste discharge source. The investment decision 
regarding wastewater treatment facilities or storage facilities 
is usually related to installing a facility capable of satisfying 
some extreme condition, e.g., 7 day low-flow which might be 
expected to occur every 10 years. Thus the primary focus for 
comparing alternatives will be on the critical period. 

The regional authority seeks to act in the best interests of 
the entire region by inducing decision-making units to 
coordinate their activities. This authority transmits to 
the decision-making units a set of water quality standards for 
each reach. Each set of standards has been established after 
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careful examination of the water quality needed to attain 
specified goals •. 

The regional authority provides the market mechanism for 
permitting any two or more individual decision-makers to make 
mutually advantageous transactions in order to reduce the 
total cost of satisfying a specified water quality standard. 
Previous investigators have restricted their analysis to cases 
where all of the intermediate decision-makers worked together. 
The more general case of specifying optimal decision rules 
for any subset of participating decision-makers will be 
included in the subsequent analyses. 

Given a set of standards, the waste discharger in each reach 
is responsible for meeting that standard. The assumed objective 
of each waste discharger is to minimize the cost of meeting this 
standard. The waste discharger in a headwater reach has two 
alternatives available to him: construct wastewater treatment 
facilities, or obtain augmented flow from some upstream point. 
A waste discharger in an interior reach has a third alternative 
available to him: he can pay an upstream waste discharger to 
increase his treatment so as to reduce the waste inflow to the 
specified interior reach. Knowing his own wastewater treatment 
cost function, the waste discharger can estimate what he would 
be willing to pay for a unit reduction in BOD load entering his 
reach. However, in order to reduce the BOD load by one unit at 
that point it is necessary to remove more than one unit upstream 
due to BOD decay. 

A reservoir may be considered to be a firm which supplies a 
product, water, according to the demand from potential users. 
The analogy of this system to the marketplace is evident if one 
views other suppliers of waste treatment and augmented flow as 
producing their product upstream and then transporting it to 
the market area (the reach) via the river system. The prospect 
of a reservoir adding low flow augmentation to its purposes 
may bring about a readjustment of operational decisions. 

Two factors determine the usefulness of a parcel of water for 
low flow augmentation. The first factor is dissolved oxygen 
concentration, which varies according to the action of 
oxygen sources and sinks. The second factor is the rate of 
change in oxygen availability which can be expressed in terms 
of a reaeration coefficient. The value of this coefficient 
has been found to decrease with flow. Consequently, the 
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production of flows for assimilative purposes is subject to the 
principle of diminishing marginal productivity. It is not flow 
augmentation that is desired ~ se but rather DO augmentation. 

7.3 Physical System as a Uni-Directional Transportation Network 
The region under study is partitioned into a set of reaches 
arrayed in a dendritic configuration. In a network forma~ a 
reach consists of two nodes connected by a transport branch, as 
shown in Figure 7-2. Reaches one and two are headwater reaches. 
Nodes have been classified into four types, as listed in Figure 
7-2. The modeling procedure traces the movement of one or 
more commodities through the same or slightly modified network. 
In this study, water, biochemical oxygen demand (BOD) and 
dissolved oxygen (DO) are routed through the network resulting 
in a three commodity network problem. The following convention 
is used for identifying the three commodities. 

Commodity k 

water 1 

BOD 2 

DO 3 

In the simplest case, supply and demand related to these 
commodities as well as their transport properties do not depend 
on the activity levels of other commodities. In the more general 
case, which is considered in this section, interdependencies 
exist between commodity flows. 

An important input to the analysis is the supply of water 
entering the region in each time period. Starting with 
historical hydrologic data, a simulation program has been 
developed to generate synthetic traces. The supply of BOD is 
determined as the product of a BOD coefficient times the 
appropriate activity level, e.g., population, crop acreage. 
The estimated demand for water is based on water use coefficients 
and activity levels. The commodity flow along a given branch 
is determined by equations of continuity with regard to each 
commodity. Water is considered to be a conservative commodity. 
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The flow of BOD and DO are considered to be nonconservative so 
that it is necessary to describe the associated attenuation and 
amplification factors. 

It is assumed that the activity levels have been projected to 
the end of the planning horizon. In addition to projected changes 
in the demand pattern, future modifications in the supply system 
are also tabulated. Lastly, a criterion was needed to measure 
the desirability of transporting a commodity along a given branch. 
The criterion chosen in this study was to minimize the ~astewater 
treatment costs required to satisfy a specified water quality 
goal for a given quantity of augmented flow. The notation used 
in the analysis is defined in Table 7-1. 

7 .4 Objective Function 
The analysis of wastewater treatment indicates that the cost 
functions are convex in the range of concern. The objective is 
to find the combination of flows of commodity 2 (BOD) which 
minimize the value of the objective function, Z, or 

minimize Z = E f(Q.(2T)) 
ie:Vi i 

[Eq. 7. l] 

and f(Qi(2T)) is such that for any pair of values of Qi(ZT), 
say Qi' (2T) and Qi" (2T): 

f[r,; Q ... (2T) + {l _ r;) Q., (2T)] < r;f(Q. 11 (2T)) + 
1 1 1 

(1 - r;) f (Qi' (2T)) . . . . . . . . . [Eq. 7. 2] 

where 

It is possible to separate this convex function of a single 
variable as accurately as desired using a piecewise linear 
function. Clough and Bayer's model (1) uses a logarithmic 
objective function and critizes the use of a piecewise linear 
objective function as being less accurate. However existing 
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TABLE 7-1 
LIST OF NOTATION 

Ai Set of all contributing reaches above reach i 

F1 Set of all contributing reaches immediately above 
reach i 

Gi 

vi 

5{kT) 
i 

si(k) 

Qi(kT) 

Qi(k) 

Qi I (k) 

Ei(k) 

pi (k'k) 

(kT) 
cib 

Q (kT) 
ib 

Q (kT) 
ib 

Q (kT) 
ib 

I (k) 
i 

z 

n 

p 

q 

Set of all recipient reaches downstream from reach i 

Set of all treatment plants in the region {q elements) 

Flow of commodity k into treatment plant in reach i 

New supply of commodity k entering reach i 

Flow of commodity k from treatment plant to reach i 

Flow of commodity k at beginning of reach i 

Flow of commodity k at end of reach i 

Attenuation or amplification of commodity k in transit 
through reach i 

Change in flow of one commodity k' through reach i per 
unit of flow of another commodity k through reach i 

Cost of transporting a unit of conunodity k along 
treatment branch b in ith reach 

Flow of commodity k along treatment branch b in 
ith reach 

Upper bound on Qib(kT) 

Lower bound on Qib 
(kT) 

Minimum allowable flow of commodity k in reach i 

Value of the objective function 

Number of treatment branches 

Number of reaches 

Number of treatment plants 
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computer codes permit comparable levels of accuracy to be attained 
efficiently with piecewise approximations. 

The tiecewise linear approximations are obtained by partitioning 
Qi(~zf)in~o (z¥}gments ~he(~T~ = 1,2, .•. ,n. Then, breakpoints, 
Oil , Qi2 , ••• ,Qin , can be defined such that 

Q (kT) + ~ 
i b=l 

Q (2T) = 
ib 

s (2T) 
i . . . . . .. [Eq. 7. 3] 

Thus the objective is to 
p 

minimize Z = E 
i•l 

(C (2T)) Q (2T) 
ib ib • . [ Eq. 7. 4] 

wherein 0 ~ Qib(2T) ~ Q1b(2T) for all treatment segments. 

7.5 Physical-Technical Constraints 
Given a network format, continuity equations can be written using 
Kirchhoff node-laws. Water is assumed to be a conservative 
commodity. The description of the nonconservative BOD and DO 
movements follows· the development by Loucks, Revelle, and Lynn 
(2) of the Camp (3) and Dobbins (4) formulations of the Streeter
Phelps equations. This formulation has been modified to express 
the commodities in mass units rather than as BOD and DO concen
trations. The purpose of this modification is to simplify inter
pretation of the dual problem. 

7.5.1 Water Continuity Equations 
The flow of water from the treatment plant to the river in the 
ith reach, q.(lT), is simply the quantity of water entering the 
treatment pl~nt, si(lT), or 

Q (lT) = s (lT) 
i i 

. . . . . . . [Eq. 7.5) 

The flow of water in the ith interior reach, Qi(l), is comprised 
of j upstream inflows, E Qj(l), the inflow rrom the waste 

jEFi 
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treatment plant, Q.ClT), and the tributary inflow, S. (l), or 
i i 

Q. (1) 
i 

Q. (1) + Q. (lT) + s. (1) 
J 1 1 

.• [Eq. 7. 6] 

For headwater reaches, E QJ.(l) = 0, so that 
je:Fi 

•• [Eq. 7.7] 

7.5.2 BOD Continuity Equations 
The rate of change of BOD concentration with time, dB/dt, is 
proportional to the concentration of BOD present, B; and to the 
rate of BOD addition, R, due to runoff and scour; or 

. . . . . . . . 
where 
K1 = rate constant for deoxygenation: day-1 
K3 = rate constant for sedimentation and absorption: day-l 
B = BOD concentration: #/MG 
R = rate of BOD addition due to runoff and scour: #/MG/day 
Integration of 0:1uation [7.8] yields 

Bt = [B0-R/(K1~K3)] exp [-(K1+K3)t] + R/(K1+K3) 

where B0 = BOD concentration at time 0 #/MG 
Bt = BOD concentration at time t #/MG 

Rearranging e~uation [7.9] yields 
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Then 
Bt = At Bo+ µt 

Using the notation.in Table 7-1, 

• · · ....•. [Eq. 7 .11] 

Substituting for B0 and B·t in equation [ 7 .11] and noting that 
Q

1
(1) = Qirll) yields 

Q (2) ... 
i' 

where 
).t • e:i(2), and 
µ .. p (1,2) 

t i 

so that 

• • • [Eq, 7 .12] 

Qi' (2) = (pi (1,2) )Qi (1) + (e;i (2) )Qi (2) [Eq, 7 .13] 

Given equation [7.13], it is straightforward to write the continuity 
equations for BOP at the treatment plant node and the head of 

· the reach. For the treatment plant node, the BOD leaving the treat
~nt plantt Q1(2T), plus the BOD removed at the treatment plant~ 
· t Qib (2TJ, equals the BOD inflow to the treatment plant, s1 (2T J, or 
b=l 

Qi(2T) + ~ Qib (2T) = Si(2T) 
b=l 

[ Eq. 7 .14] 

The BOD entering the reach,Qi(2),consists of a water dependent component, 

7-13 



r p.(l,Z) Q (l); the decayed upstream BOD quantity, E E {2)q (2); 
j EF i J j j EF i j j 
the treatment plant effluent, Q.(2T); and the BOD contained in the 
tributary inflow, si(2); or 

1 

Qi(2) =I [(p.(1,2)) Q.(l) + (E.(2))Q.(2)] + Q1 (2T) + s
1

(2),[Eq. 7.lS] 
. F J J J J 
JE i 

7.5.3 DO Continuity Equations 
Lastly, the DO continuity equations are obtained by the following 
manipulations. The rate of change in DO deficit, dD/dt, is propor
tional to the concentration of BOD present, B; the existing DO 
deficit, D; and the rate of change of oxygen production or reduction, 
M, due to plant photosynthesis and respiration; or 

where 
K2 = maeration rate constant: day -1 
D "" DO deficit: II/MG 
M • cxygen production (M>O) or reduction (M<O) due to plants 

and benthal deposits: H/MG/day 

Integrating equation [ 7 .16] yields 

[Eq. 7.16] 

Dt • K1/[K2-(K1+K3)]{[B0 - R/(K1~)}[exp-(K1+K3)t-exp(-Kz)tfr 

+K1/K2~[R/(K1+K3)- M/K1][l-exp(-K2)t]+D0exp(-K2)~. [Eq. 7.17] 
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Let at = exp ( -K2) t . 
·Yt= Ki:{[eX{(-Ki.-K3)t - exp(-K2)t])./ [K2-(K 1 + K )] , and 
Be· YtrR/(K1 + K3)] + K1/K2[R/CI<1 + K3)- M/K ii(l-at) 

Then, equation [7.17] becomes 

• , , , • • • • • • • • [ Eq. 7. 18] 

where Do "' DO deficit at time 0 II/MG 
Dt = DO deficit at time t #/MG 

The following equations, 

Q (1) - Q (1) 
i i' 

Do• Qi(3)/Qi(l) - Q1(3)/Qi(l) 

Dt - Qi I (3) /Qi I (1) - Q1' (3) /Qi I (1) 

. . • 

. . . . 
. . . 
• • 

. . . • . • [Eq. 

. • • . • • [Eq. 

. . . . . • [Eq • 

. . [Eq. 

where Q1(3) •saturation DO quantity at the beginning of the reach, and 

ij1,(3) •saturation DO quantity at the end of the reach, 

ar~ used to express equation (7.18] in terms of oxygen resource availa
bility. Thus 

7.19) 

7.20] 

7. 21] 

7.22] 

Q
1

,CJ) • (1-at) Q1(J) + (at)Qi(J) - Yt Qi( 2) - (S~Qi(l) •• [Eq. 7.23] 

In the above relationship, let 

~i,(3) •kt (3,1) Q1c1>,and 

., • ~ (3,l) (l - a ) - B 
t t t t 

' . . ' . ' . . . . . . 
[Eq. 7.24) 

fEq. 7.25) 

~ere kt (J,l) = saturation DO concentration #/MG. 
'J.'ben the quantity of DO at the end of the reach is found by 
Equations [7.24] & (7.25] into Equation [7.23] to obtain 

Qfj(J). (ye) Qi(l) - (yt) Q1< 2' + (at)Q1<3> 

where •t • p 1(1,3) 
Yt • P1 (2,3) 

at .. e:1 (3) 
10 that 

substituting 

. . . [Eq. 7. 26] 

Qi•(3) • (pfl.3)) Qi(l) - (pi(2,3)) Qi(2) + (ei(3))Qi(3), . [Eq. 7.27] 

7-15 



The DO leaving the treatment plant node, Qi <3T), is assumed to equal the 
specified DO availability'in the wastewater, s1(3T), or 

Qi (3T) = sl3T) ................ [Eq. 7.28] 

The DO leaving the reach node, Qi(3), is comprised-of 

a. the water dependent upstream DO term, j~Fi(Pj(l,)))qj(l); 

b. the BOD dependent upstream DO term~ j~F1 (Pj(Z,3))Qj(2); 
c. the upstream DO reaeration term, r (E.(3))Q.(3); 

jEFi J J 

d. tpe DO in .. the wastewater effluent, Q1 (3T); and 

e. the DO in the tributary, s1 (3); or 

Qi(3) ·j~~~j(l,3»Q/l) + (pj(2,3))Qj(2) + (F;j(3»Qj{3)}+ Qi(3T)+gi(3).[Eq. 7.29] 

7.6 ·water Quality Constraints 
The DO standard for each reach requires that the quantity of DO leaving 
the·reach, Q1 1(3), be not less than a specified minimum quantity, yi(3J. 
Thus, equation (7.27] is restated as the inequality -

(pi (l ,J»Q1 (1) - (pi (2' 3»Q1 (2)+(Ei (3»Q1 (3) ::. X1 (3) . . • • • [Eq. 7. 30] 

The constraints are formulated such that the quantity of DO at the end 
of the reach shall be greater than or equal to a specified minimum value. 
This assumes that dD/dt ~ 0 in equation [7.16] so that the time of travel 
in the reach is less than or equal to the critical time. This is not 
a significant restriction on the applicability of the analysis, since 
the reach selected is arbitrary and so this condition can be satisfied 
by manipulating the number of reaches. 

'7.7 Summary of the Model 
The complete primal problem is presented below in matrix notation: 

Minimize Z • [cC2T)]' [Q( 2T)] 
subject to 

A(l) 0 0 0 ~(l) 

p (1, 2) A(2) T(2) 
Q(l) 

s (2) 0 

p(l,3) p(2,3) A(3) 
q(2) 

sC3> 0 • • [Eq. 7. 31] 
Q(3) ... 

(1,3) nC2,3) n<3, 3) yC3) D 0 
Q(2T) 

q(2T) 0 0 0 I 
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where 

[Q(l)],[Q(2)],[QC3)],[Q(2T)] ~ 0 

[A(l)]= (p+q) x(p+q) matrix of water continuity coefficients·, 
[ (2) 
A(3)l= (p+q) x(p+q) matrix of BOD continuity coefficients; 

[A(l ~) (p+q) x(p+q) matrix of DO continuity coefficients; 
[P(l, ]= (p+q) x(p+q) matrix of water-BOD interdependency coefficients; 
[P( 2 ·~~]= (p+q) x(p+q) matrix of water-DO interdependency coefficients· 
[P( • )]= (p+q) x(p+q) matrix of BOD-DO interdependency coefficients; ' 
[D(l,3 ]• (p) x(p+q) matrix of water-DO quality coefficients; 
[D (~ •;~ ]• (p) x(p+q) matrix of BOD-DO quality coefficients; 
[D 2) ]= (p) x(p+q) matrix of DO quality coeffic-ients; 
[T( ]• (pxq) x(nxq) matrix of BOD treatment alternatives; and 
[I]• (nxq) x(nxq) identity matrix of upper bounds on BOD removal. 

~sociated with the primal, or resource allocation, problem is the dual, 
or resource valuation, problem. The dual problem presented below in matrix 
' ' notation, provides important insights as will be shown later. 

Maximize Z
1 

• g(l) ~(!) + g(2) n(2) + 5(3) TT(3) + y(3)TT(4) + Q(2T)n(S) 
subject to (l) 

lT .. 
A(l)•p(l,2)' p(l,3)' nCl,3)' 0 

1T(2). 
p(2,3)' nC2,3)' 0 0 

0 

0 
1T~3) = 

0 
. , ••• [Eq. 7.32] o A(3)' nC3,3) o 0 

c(2T) 
1T (4) 

T(2)' 
O 0 0 I rr(S) 

. [~Cl)J,[rrC2)J,[rrC3)j,[nC4)],[rrCS)J unrestricted in sign 

where the vector of dual variables are associated as follows: 
[n{l)J -with ['s(l)]; [rrC2)] with [s{2)]; (rr(3)] with [s{3)]; 
[n{4)] with [l(3)]; and [nCS)] with [Q{2T)]. 

The analyst may solve either the primal or dual problem since they are 
~quivalent. Available computer codes such as IBM's Mathematical Programming 
~yltem/360 contain efficient algorithms for solving either problem. The 
HPS/360 code employs the bounded variable -- product form of the inverse 
f~V~sed simplex method. The bounded variables r~utine permits a significant 
·r~dtiction in the size of the problem since the bounds would otherwise have 
·Eo be included as explicit constraints. 

?·~ Post-Optimal Analysis to Determine Regional Waste Management Strategy 
The.various solutions which may result when attempting to find the optimal 
~ombination of wastewater treatment plants for a given water quality standard 
are described. Then, the effects of considering waste treatment and flow 
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augmentation simultaneously are discussed. 

7.8.1 States of the Treatment System 

7.8.1.1 Infeasible Solution 
Maximum wastewater treatment 
the water quality standards. 
only available alternative. 

is insufficient to satisfy one or more of 
In this case low flow augmentation is the 

7. 8.1.2 Present Facilities Adequate 
The value of the objective function in this case would equal zero and 
accordingly the value of [n(2)] = [O]. The existing wastewater treat
ment system is adequate and the analysis terminates. 

7.8.1.3 Competitive Headwater Treatment Facilities 
If wj2) > 0 for one or more of the headwater reaches and nt 2> = 0 for 
all interior reaches then there is no further need to analyze the multiple 
reach problem since the headwater reaches are, by definition, independent 
of each other. The analysis may then proceed to independently comparing 
low flow augmentation with waste treatment at each individual reach. 

7.8.1.4 Competitive Interior Treatment Faciliti~s 
If n1 (2) > 0 for one or more interior reaches then it is necessary to 
further analyze the regional interdependencies which exist to define 
the solutions of interest. If n1 (2) > 0 for an interior reach then it 
necessarily follovs that rrj(2) > 0, for jEAi, i.e., a change in BOD 
discharge of any contributing reach, j, will have some positive impact 
on the cost of waste treatment at reach i. However, it is not yet known 
whether the shadow price represents the value of an incremental unit of 
BOD removal to only one, or more than one, downstream reach. Consequently, 
it is necessary to examine the dual price vector [nC4)] with regard to 
the water quality standards. If nj(4) = 0 for any contributing reaches 
then these units are treating more than their required amount, and thus 
reduce the waste treatment costs of downstream units. Assume that 
rr1 (4) > 0 for onlY. a single reach, i, so that it is known that upstream 
shadow prices (rrj(2)) represent the value to the ith reach of a unit 
of BOD removal at any of the upstream reaches for the specified water 
quality conditions. 

The interpretation of these shadow prices provides important information. 
rr (2) represents the marginal cost of BOD removal at reach i. Recall 
tSat since this waste discharger is located on an interior reach an 
upstream plant could be requested to increase their waste treatment so 
that the BOD load entering the ith reach is reduced by one unit. However, 
because of instream self-purification it is necessary to remove more than 
one unit upstream in order to effect an equivalent removal of one unit 
of BOD measured at the inlet· to reach i. Accordingly the value of upstream 
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waste treatment diminishes in the upstream direction so that 

{

j (4)= 0 
irj (2) < rri (2) i i (4) > 0 for je:A

1 • • • • • • • • • • [Eq. 7. 33] 

It is desired to know the relationship 

0ij • Tij( 2) /ni(i) for je:Ai • • • • • • • • • • [Eq. 7. 34] 

for all upstream reaches. Knowing that ni< 4> > 0 implies that the associated 
constraint in the primal problem is binding, i.e., is an equality. Conse
quen~ly it is possible to calculate e1j for all je:A

1
. Knowing this 

relationship it is then possible to proceed upstream as far as desired 
·by substituting for Qi(l), Qi(2), and Qi(3) and analyzing the commodity 

2 terms. From before 

+ s (3) 
i 

(pi ( l,3))Qi (1) 

. . . . . . . . . . . . . . . . 

wherein the last equation is now written as an ~quality. 
£Fi• substituting equations[7.15] & [7.29] into equation 
a~l coefficients of Qi (2T) & Qj (2J yields 

-(pi (2,3)) Qi (2T)_[ (pi (2,3)e:j (2) + (pj (2,3) )e:i (3) ]Qj (2) 

~en, the rate of substitution of Qj(2) for Qi(2T) is 

• • [Eq. 7. 29] 

[Eq. 7. 30] 

For a given j 
[7.30] & combining 

+ ... = !.i(3).[Eq.7.35) 

eij • [(Pi(2,3))e:j(2) + (pj(2,3))e:i(3)]/pi(2,3). • • • • • • [Eq. 7.36] 

~quation [7.36] gives the trade-offs between reach i and any contributing 
r~~ch imnediately above reach i. This recursive relationship can be extended 
~rther upstream to obtain the rate of substitution between BOD removal 
at reach i and any upstream reach, je:Ai. This general relationship is 

· Jbown in Equation [ 7. 37] • . _~.,_ . 

(pi{2,l»eij • (Pi(2,3)(Ej(2)e:j-l(2). • .) + pj(2,3)(Ej-1(2), e:j-2(2) .. )(Ei(3)) 

+ ... + p2 (Z,J)(e: 1 (2})(e: 3 C3), e: 4 C3> ••• )] for je:A1.[Eq. 7.37) 

l'h~s precisely what waste discharger i would pay to have upstream waste 
~reatment at some point j can be found if 0ij and the marginal cost of 
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waste treatment in reach i are known. Furthermore, the eij are 
independent of the value of the standard at reach i so that a vector of 
upstream shadow prices, [nj(2)], can be generated for any binding waste 
treatment standard at reach i. 

7.8.1.5 Competitive Headwater and Interior Treatment Facilities 
If ni(2) > 0 for at least one interior reach and if ni (4) > 0 for at 
least one headwater reach then the interpretation presented in the last 
section needs to be modified slightly. Recal1·that-the shadow price·with 
respect to BOD removal, rr1 (2) = az*/asi(2). But rr 1(2) can consist of 
two components: the ~arginal value of treating at reach i, and the 
marginal value of treatment at reach i relative to a recipient downstream 
reach. Thus 

1r i (2) = azi *1 Si (2) + E c az j * /d sj < 2) ) 

je::Gi 
• • [Eq. 7. 38] 

where Gi = set of all recipient reaches downstream from reach i, so that 
the.total value of the shadow price with respect to si(2) can be partitioned 
into its individual components. The value of each component can be determined 
using parametric programming in such a way that the water quality constraints 
in each affected reach are systematically relaxed so that az1*/asi(4) = O 
and the marginal value in all(ZYaches is determined accordingly. Jhis 
pr~&ydure determines az i/asi over a prespecified range of ~(4 ~ 
Si ::; Si (4). 

7.8.2 Flow Augmentation Analysis 
Simultaneous consideration of waste treatment and flow augmentation with 
water of varying quality encompasses a wide range of alternatives. Thus 
it would be impractical to specify !!_priori, procedures fDr analyzing all 
of these cases. Therefore. approaches for analyzing specific regional 
situations are presented to illustrate the interpretation of the model. 
Similar methods can be used when investigating reiated questions. 

7.8.2.1 Assumed Sources of Augmented Flow 
The problems of investigating the most effective single source or combina
tion of sources of augmented flow are very similar. First it is desired 
to determine the value of an additional unit of flow in any of the headwater 
& interior reaches. The information needed for this analysis is obtained 
from the optimal solution to the primal problem shown in equation [7.31] 
or the equivalent dual problem shown in ~uation [7.32]. The reruired 
information is the vector of dual variables associated with [~i~ ). These 
values are the shadow prices with respect to flow, or aZ*/ asi , where 
i • 1,2, .•• ,p. Since the potential sources of flow are at the beginning 
of the headwater reaches one would deduce that the shadow prices in the 
upper reaches are greater than or equal to the shadow prices in the recipient 
reaches dowt}!f ream, [G1l or 

dl*/'£> 1 ~ ~ az*tasj(l) For je:Gi ••••..••••• [Eq. 7.39] 
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Using parametric programming, the relationship for determining flow 
augmentation benefits can be obtained for a single source or a combination 
of sources. A graphical illustration relating flow augmentation benefits 
to the quantity of augmented flow is shown in Figure 7-3. Specific 
analysis of these cases and illustrations of the applied procedures are 
shown in more detail in Section 9. 

7.8.2.2 Effect of Variation in Quality of Augmented Flow 
Once the sources of augmented flow have been investigated for the region, 
then analyses can begin on the effect of water quality, and the varying 
activity coefficients which are dependent on flow. The importance of 
these initial quality conditions would tend to decrease as the water moves 
downstream. For example, release of a water with zero DO might have a de
trimental effect on the first reach but could subsequently contain enough 
DO to be of positive benefit to users further downstream. An analysis of 
the effect of augmented flow, with zero DO, and with high BOD is presented 
in Section 9. 

The effect of varying activity coefficients when flow is augmented is an 
interesting question. If the coefficients in the activity matrix shown 
in equation [7.31] were independent of flow, then it would be simple to 
determine the value of low flow augmentation using parametric programming. 
Unfortunately this is not the case. The dependence of the reaeration 
coefficient on the river's depth and velocity is well established (5). 
Also, the rate of deoxygenation is dependent on river discharge. With these 
factors taken into consideration, the curve shown in Figure 7-3 could be 
derived by determining the optimal solution for selected quantities of 
augmented flow. However, it is relatively laborious to manually regenerate 
the matrix for each selected flow value and the corresuonding activity 
coefficients and then determine the optimal solution. Thus, a computer 
program was written to expedite the matrix regeneration. 

An efficient way to approximate the flow augmentation benefits is by 
examining limiting conditions. First assume that the coefficients in the 
model are independent of flow. Using parameteric programming, trace an 
estimate of the benefit function for the augmented flow with the coefficients 
of the base flows, ~(1), From these results, select an upper bound on the 
quantity of low flow that might be desired, Si(l). Then rerun the model 
with the new matrix for this upper bound. The parameterization in this 
case takes place from si(l) to ~(1); i.e.' from the maximum flow conditions 
to the base flow. A specific analysis is shown in Section 9 to illustrate the 
procedure in more detail. 

7.9 Conclusions 
The purpose of this section was to present the theoretical developments 
associated with the optimization model formulation. It is felt that this 
approach can be applied, in a general sense, to analyzing multiple commodity 
flows of water, and selected water quality conditions in river systems. 
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The model structure permits direct interpretation of the dual in terms 
of resource valuation of water, BOD & DO and describes how these valuations 
change as one moves along the region. A wide variety of analyses can be 
made without significant modifications in the model. Discussion of the 
analyses germane to this study are contained in Section 9. 
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SECTION 8 
APPLICATION OF SIMULATION MODEL 

8.1 Description of Study Area 
The study area selected for application of the methodology developed 
in this work was the Farmington River Basin in north-central Connecti
cut and southwestern Massachusetts. This river basin was chosen as 
being representative of the type of river basin prevalent in the 
populous eastern and northeastern sections of the UniLed States, 
where stream pollution problems are and will be most acute. 

8.1.1 Overview 
The Farmington River is not a large river nor has it been devastated 
by pollution. In fact, organic waste pollution has affected only 
one tributary, the Pequabuck River, which drains the industrial area 
of Bristol. The size of the river, in terms of length, and the river 
basin, in square miles of drainage area, are of advantage in the 
application of the methodology because they are large enough to 
contain most of the features of very large basins yet are small 
enough so that the exercise is not bogged down by masses of data. As 
for pollution, the potential is there, for it is anticipated that the 
eastern third of the basin will develop into very desirable bedroom 
communities for ~esidents who work in the Hartford business and 
commercial center and the New Britain-Bristol and Windsor-Windsor 
Locks industrial areas. 

The Farmington River Basin is important to central Connecticut. It 
supplies water for most of Greater Hartford in a unique system which, 
by gravity, brings filtered water to much of Hartford. The Basin is 
an excellent place for Lhe urban populaLion to recreate and its 

_facilities are well used the year around. Sixteen state parks and 
forests, more than 44 square miles in extent, nrovide bathing, 
boating, camp in~, fishing, picnickinp ond slni nP 0nly a few minutes 
drive from the state's populated centers (1). Industry in the Basin 
can be classified as light, but small manufactu:ting plants are to 
be found in each of the Connecticut villages. Industry plays the 
major role in the internal economy of the Rasin. Agriculture is 
important too in that significant acrea~e in the Basin produces 
fine leaf tobacco used in wrapping cigars. The southeastern area, 
between Granby and Plainville, has some of Connecticut's richest 
and most productive land. Large dairy herds also contribute to the 
value of the land. And later, the main water courses of the Basin 
will become mundanely important as the carriers of its.waterborne 
wastes. 

8.1. 2 Streams 
Figure 8-1 is a map of the Farmington River Basin showing the towns 
and major tributaries. A concise description of the Basin and its 
streams is contained in the Corps of Engineers Interim Report (2). 
For the convenience of the reader, this description is reproduced 
below. 
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"LOCATION AND EXTENT 

The Farmington River Basin, the fourth largest subbasin of the 
Connecticut River system, is located in southwestern Massachusetts 
and north-central Connecticut <Within the confines of Berkshire and 
Hampden Counties in Massachusetts, and Litchfield and Hartford 
Counties in Connecticut. The Farmington watershed has a maximum 
le~gth of 46 miles, a maximum width of 29 miles, and a total drain
age area of 602 square miles. 

"STREAMS 

a. Main stream. The Farmington River is founded by the confluence 
of the East Branch Farmington and West Branch Farmington Rivers in 
the northeast corner of the town of New Hartford, Connecticut, at 
an elevation of about 350 feet above mean sea level. The river 
flows generally southeast for 15 miles to the mouth of the Pequa
buck River in the town of Farmington, Connecticut, thence north for 
18 miles to the East Granby-Simsbury, Connecticut, town line, 
thence southeasterly, joining the Connecticut River in the town 
of Windsor, Connecticut, 57 miles above Long Island Sound. The 
Farmington River has a total length of approximately 56 miles and 
a total fall o·f about 350 feet. 

b. Tributaries. The principal tributaries of the Farmington River 
are the West Branch Farmington, the East Branch Farmington, the 
Nepaug, and the Pequabuck Rivers, and Salmon Brook. 

(1) The West Branch Farmington River. The West Branch Farmington 
River rises at Shaw Pond on the Otis-Becket, Mass., town line and 
flows in a general southeasterly direction for about 33 miles to 
its confluence with the East Branch Farmington River in the town 
of New Hartford, Connecticut. It has a drainage area of 236 square 
miles, and a total fall of about 290 feet. 

(2) The East Branch Farmington River. The East Branch Farmington 
River is formed by the confluence of Hubbard River and Valley 
Brook in the town of Hartford, Connecticut, a short distance from 
the Massachusetts-Connecticut border. It flows south for about 12 
miles to its confluence with the West Branch Farmington River. It 
has a drainage area of 65.8 square miles, and a total fall of 
about 200 feet. 

(3) The Nepaug River. The Nepaug River rises at Marsh Pond in 
New Hartford, Connecticut, flows generally s.outheast for about 3 
miles to the village of Nepaug and thence easterly to its confluence 
with the Farmington River in the town of Canton, Connecticut. It 
has a total length of about 10 miles, a drainage area of 31.8 
square miles, and a total fall of approximately 448 feet. 
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(4) The Pequabuck River. The Pequabuck River has its source in 
Harwinton, Connecticut, flows southeast for about 5 miles, east 
for about 7 miles, and thence northeast for about 5 miles to its 
confluence with the Farmington River at Farmington, Connecticut. 
It has a drainage area of 58.4 square miles and a total fall of 
about 780 feet. 

(5) Salmon Brook. Salmon Brook is about 2.1 miles in length with 
a total fall of about 10 feeL. It is formed by the confluence of 
2 branches, each of which has an approximate length of 11.5 miles. 
The West Branch Salmon Brook rises in Hartland, Connecticut and 
flows in an east-souLheast direction; and Lhe East Branch Salmon 
Brook has its source in Granville, Massachusetts, and flows in a 
southerly direction. The 2 branches merge near Granby Station in 
the town of Granby, Connecticut, to form Salmon Brook, which in turn 
flows southeast to its confluence with the Farmington River near the 
village of Tariffville, Connecticut. The West Branch Salmon has a 
total fall of about 965 feet, and the East Branch Salmon has a total 
fall of about 505 feet. The combined drainage area of the Salmon 
Brook and its 2 branches is 67.3 square miles. 

(6) Minor tributaries. There are also a large number of smaller 
streams in the Farmington River system, many of which are sources 
of high runoff during periods of intensive rain or rapid snowmelt." 

Table 8-1 contains information about the locations and drainage areas 
of the principal tributaries of the Farmington River. 

The tributaries, in general, begin as drainage ways from the swamps 
and ponds which are formed in the upland valleys. The velocity of 
flow in these upper reaches is often low. Where the tributary leaves 
these upland areas, the slopes increase and the stream becomes a 
rushing "mountain" brook. Downstream, where the main stream starts, 
the slopes are flatter, the channel is wider and deeper-·and the flow 
velocity again becomes low. 

Consider the main stream (also called the main stem in this work) 
is the Farmington River extended up the West Branch, Farmington 
River for its full length. This results in a "main stem" that has 
a total length of 79 miles. 

The upstream-most four miles of the main stem has flat slope and faow 
is from swamp to pond. For the next 32 miles (to mile 43), the 
stream slope is steep and the water rushes over the rocky bed. 
From mile 43 to mile 39, the water passes through a small impoundment 
over two small dams and through a steep, rocky gorge. At mile 39 
the river enters the main valley; slopes are flat, and the channel 
becomes deeper. Excepting for passage through another gorge, from 
mile 14 to mile 12, where.the slope is again steep, the river flow 
to the outlet into the Connecticut River is characterized as valley 
flow. 
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TABLE 8-1 

Principal Tributary Streams 
Farmington River 

Stream Drainage Area 
(sq. miles) 

Farmington River, at mouth 
Salmon Brook 

East Branch Salmon Brook 
West Branch Salmon Brook 
Bissell Brook 

Hop Brook 
Pequabuck River 

Copper Mine Brook 
Negro Hill Brook 

Roaring Brook 
Nepaug River 
Cherry Brook 
East Branch Farmington River 

Hubbard River 
Valley Brook 

West Branch Farmington River 
Still River 
Sandy Brook 
Mad River 
Slocum Brook 
Clam River 
Buck River 

602.0 
67.2 
33.S 
19.9 
6.4 

13.0 
58.4 
18.1 

3.9 
7.6 

31.8 
13.l 
65.8 
20.S 
7.1 

236.0 
86.6 
33.8 
33.3 
9.2 

32.0 
8.9 

Miles from 
Mouth of 
Farmington 

0 
14.3 
16.4 
16.4 
17.7 
19.5 
31.3 
39 .o 
42.0 
35.5 
42.5 
43.1 
46.3 
58.3 
58.3 
46.3 
55.0 
56.3 
60.9 
60.7 
65.2 
67.3 

Source: Interim Report on Review of Survey, Farmington River Basin, 
New England Division, Corps of Engineers, Waltham, Mass. December, 1958. 
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8.1.3 Streamflow Regula~ion 
Streamllcwin the Farmington Basin is regulated by no less than ten reser
voirs or impoundments, which are located as shown on Figure 8-2. For a 
description of the reservoir use, operating rules and other features of 
each reservoir and control structure, the reader is referred to Appendix 
A3.2. 

Other reservoirs exist in the Farmington Basin, but their effects on the 
Basin have been neglected. The Whigville Reservoir, owned by the city of 
New Britain, is a part of that city's water supply system. The tributary 
area is relatively small, 3.95 square miles, and the reservoir contains 
only 5 million cubic feet when full. The reservoir was built in 1908. 
The regulatory effects of Whigville Dam have been neglected because they 
are embedded in the data of gage 1890, which is located downstream. 
Similar reasoning accounts for neglecting the several small reservoirs 
in the city of Bristol water supply system. 

8.1.4 Streamflow Data 
Records of observed stream flow in the Farmington Basin are obtained and 
processed by the U. S. Geological Survey. Data are available for thir
teen locations in the Basin, as shown in Figure 8-3. A brief description 
of the location and years of record are listed in Table A3-3 of Appendix 
A3. 

At the time the historical streamflow data on magnetic tape were obtained, 
in the early months of the project, data were available only through the 
1963 water year which ended in September, 1963. 

8.1.5 Population and Wastewater Discharges 
Population figures, current and projected, for the Farmington Basin are 
contained in Tables A3-20 arid A3-21 of Appendix A3. Waste loads ar~ 
dependent upon population and, in this work, are a primary reason for 
interest in numbers of people and their locations. Waste load figures, 
current and projected, are contained in Table A3-22, Appendix A3. To 
convey a feeling to the reader of the distribution of population and 
waste loads in the Basin, Figures 8-4 and 8-5 are included. The princi
pal population centers, with projected 1970 and year 2000 populations 
indicated, are shown on Figure 8-4 while wastewater discharge rates 
for like periods are shown on Figure 8-5. 

The population and wastewater information was obtained from the report, 
Water Resources Planning Study of the Farmington Valley by The Travelers 
Research Center, Inc., Hartford, Connecticut, February, 1965. 

8.1.6 Water Supply 
The hydrology of ~he Farmington River Basin, and as a consequence, the 
water quality in ics rivers, is affected to a considerable extent by the 
diversion of water from the Basin for water supply. 
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There is available for diversion approximately 100 million gallons per 
day (mgd) firm supply (3). At present, Metropolitan District Commission 
(MDC), the water utility for a major portion of the greater Hartford 
area, is diverting about 55 mgd from the Barkhamsted and Nepaug Reser
voirs. MDC considers that the firm supply from these two reservoirs is 
82 mgd. The demand is expected to reach thac rate about 1978. 

The history of the Hartford water supply is interesting and is briefly 
related here as background information. Prior to 1916, Hartford obtained 
water from the eastern slopes of Talcocc Ridge which, for a considerable 
distance, forms the eastern boundary of the Farmington Basin. Refer to 
the location map, Figure 8-6. In 1913, construction was begun on Nepaug 
Reservoir and by 1916 water was diverted from the Farmington. To com
pensate the downstream riparian owners for che loss of water during low 
flow periods resulting from this diversion, Compensating Reservoir was 
built on East Branch Farmington River. In 1929, MDC was formed and 
became the regional water utility. When the demand for diverted water 
increased, Barkhamsted Reservoir was built a short distance upstream of 
Compensating Reservoir. Later, in 1961, to replace the compensating 
water lost for that use by its storage in Barkhamsted Reservoir, Goodwin 
Dam (Hogback Reservoir) was built on West Branch Farmington River. Com
pensating water was then supplied from Hogback Reservoir with the stored 
water in Compensating Reservoir held in reserve. 

The latest change is the construction, by the Corps of Engineers with MDC 
participation, of the multi-purpose Colebrook Dam and Reservoir located 
in the pool of Hogback Reservoir. Additional water will be available for 
water supply and for compensating riparian owners from Colebrook Reser
voir. The plan for development of this additional water supply calls 
for construction of a tunnel from Hogback Reservoir to Barkhamsted 
Reservoir to divert the needed addit1onal supply from the West Branch to 
the MDC system (4). The empty level at Hogback Reservoir is at elevation 
540 (overflow is at elevation 640) and the overflow level of Barkhamsted 
Reservoir is at elevation 530. This system is expected to develop the 
full 100 mgd water supply capacity of the Farmington River, estimated to 
provide adequate water supply co MDC until the year 2000 (1). 

The operating plan for the completed system is to hold the Barkhamsted 
pool at elevation 520, ten feet below the spillway level and divert from 
Hogback Reservoir only enough water to maintain that level. The balance 
of the system will be operated as it is now (4). 

8.1.7 Hydroelectric Development 
In the past, the Farmington Basin contained several hydroelectric gener
ating systems but only one of any consequence remains. The system at 
Rainbow, near Windsor Locks, Connecticut, remains in operation for 
peaking purposes. The system is owned and operated by the Farmington 
River Power Company. The fall is about 50 feet at Rainbow Dam and the 
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operating pool contains about 100 million cubic feet of water. 

Generation is usually scheduled to meet peak loads without exceeding the 
limits of pond capacity. Normal gate and flashboard leakage amounts to 
25-50 cfs (5). The flow in the Farmington River immediately downstream 
from Rainbow Dam is this leakage plus the water released through the 
turbines, the latter being intermittent. Spills, water passing over the 
overflow, are infrequent. 

8.2 Preparation of Input 
The simulation model is in two parts, the stream gage flow generator, 
FLASH, and the stream flow and water quality simulator, WASP. These 
two parts have been set up as separate entities because the combined 
program size, about 426,000 bytes, exceeds the normal core storage capacity 
of many computers. With only minor programming changes, the two parts 
can be combined. 

8.2.l Input to FLASH 
The input to FLASH is prepared by using the three preliminary programs, 
CHKDATA, NORMAL and TFLOW described in Section 6 and Appendix A4. 
CHKDATA receives raw stream gage data on cards or tape, edits, fills 
missing data and computes weekly gage data and outputs this information 
on tape for input to FLASH. NORMAL scans the tape prepared by CHKDATA 
and outputs information which guides the operator in selecting the proper 
transformation. TFLOW also uses the tape prepared by CHKDATA to output 
information which guides the operator in selection of basis gages. 

The input to FLASH consists of the edited data tape from CHKDATA and values, 
selected by the operator, for a series of control variables which instruct 
the computer how to proceed and what to output. No deviation from this 
general method was needed to apply the Farmington River Basin data. 

8.2.2 Input to WASP 

. 8. 2. 2 .1 Hydrologic Data 
Simulation of hydrology requires synthetic gage data from FLASH, reach 
and drainage area information and flow regulation information. Reach and 
drainage area information were prepared from maps and information gathered 
in reconnaissance of the Basin. The basic data are contained in Appendix 
A3. The programming in subroutines TGEN and TRAN prepares, internally, 
the data necessary for simulation of unregulated flows. 

Regulation of flows requires that operating rules and physical character
:istics of the regulating device, for all possible conditions of operation, 
be programmed. Operating rules have been programmed for the basic data 
and information described in Appendix A3. 

;.~The reservoir operating rules have been programmed in relation to the 
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depth of water in the reservoir pool and the reservoir capacity at over
flow. The physical characteristics of each reservoir have been cast in 
mathematical terms which are listed in Table 8-2. The equations are 
"least squares" best fit equations developed from curves or tabulated 
data. 

The correction for evaporation in reservoirs was made using the equation: 

E = 0.6125 sin (7.SL+252°44') + 0.8175 [Eq. 8.1] 

which was developed by "least squares" fit of the data contained in 
Table A3-5 in Appendix A3. E is the evaporation rate in inches per "week" 
and Lis the week of the year (Lcl, ••• 48). 

The corrections for withdrawals for irrigation were indexed by reach and 
week and applied at the proper time and place by program checks made in 
reach and week "do loops." The corrections for the Farmington River are 
contained in Table A3-23 in Appendix A3. 

Water supply diversions from Barkhamsted and Nepaug Reservoirs were pro
grammed as periodic equations in six harmonics, prepared using the program 
FITCRV (see Appendix A2). The equations are: for Barkhamsted, 

DB = 21.10 + 10.4923 cos(L+l.3312) + 4.5649 cos(2L+o.2589) 

+ 3.5464 cos(3L-2.3756) + 2.2172 cos(4L+l.6153) 

+ 0.9459 cos(SL+3.0593) + 1.2392 cos(6L-0.8807) ••• [Eq. 8.2] 

and for Nepaug: 

~ = 25.25 + 7.9133 cos(L-2.7662) + 2.9285 cos(2L-3.0423) 

+ 1.9733 cos (31+0.6910) + 2.1480 cos(4L-l.6692) 

+ 0.7230 cos(SL+2.1691) + 0.6434 cos(6L-0.8756) .•• [Eq. 8.3] 

D is the diversion rate in million cubic feet per "week" and L is the 
week of the year. These equations were developed from data contained in 
Tables A3-10 and A3-16, Appendix A3. 

8.2.2.2 Water Quality Data 
Simulation of water quality requires the regulated flow in each reach, 
furnished by the hydrology simulation described above, temperature data, 
waste load data including rate of flow, BOD and DO concentration, values 
for parameters K1 , r ·ands for river reaches, values for parameters K2 
and KJ for reservoir reaches and initial values for the BOD and DO in 
the reservoirs. In addition, values for constants c,f ,k and m are needed 
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Reservoir 

Otis 

Colebrook 

Barkhamsted* 

Sucker Brook 

Rainbow 

Goodwin 

* Nepaug 

Compensating 

Highland Lake 

Mad River 

TABLE 8-2 

Capacity-Depth and Area-Depth Equations 
Farmington Basin Reservoirs 

Capacity: 
Area: 
Capacity: 
Area 
Capacity 
Area: 
Capacity 
Area: 
Outlet: 
Capacity: 
Area: 
Capacity: 
Area: 
Capacity: 
Area: 
Capacity: 
Area: 
Capacity: 
Area: 
Capacity: 
Area: 
Outlet: 

** Equation 

c = -0.55 + 6.0d + 0.86d2 
A = 1.65 + l.95d 
c = 537 - 12.0ld + 0.1614d2 
A = 0.4 + 0.1692d + 0.0005d2 
C = 2009 + 71.Sd + 0.567d2 
A = 70 + l.167d 
c = -0.535 + 0.104d + 0.0205d2 
A = 0.0408d + -.161 
Q = 16.2Sd0.4874 
c = 81.8 - 5.33d + 0.15d2 
A= 1.69 + 0.006d + 0.003ld2 
c = -14 + 0.073d + 0.04d2 
A = -2.63 + 0.14d - 0.0004d2 
c = 494 + 26.Sd + 0.2ld2 
A = 25 + 0 .5d 
c = 90.8 + 7.2d + 0.2ld2 
A= 7.10 + 0.4ld 
c = 233.5 + 13.46 + 0.32d2 

A= 13.72 + 0.624d 
c = 25.3 - l.944d + 0.0276d2 
A = 0.1122 - 0.0015d + 0.0003d2 
Q = 42.2d0.48 

* . For top 24 feet in reservoir. 

**c in million cubic feet, A in million square feet, d in feet, Q in cfs, 

l 
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to compute velocity and depth by equations [6.7] and [6.8]. 

River water temperature data were available for only one location in the 
Farmington Basin and for slightly more than one year. The data are con
tained in Table A3-6 in Appendix A3. These data are expressed by the 
equation: 

T ~ 12 sin (7.5L+240°) + 11 ••••••• [Eq. 8.4] 

obtained by a least squares fit of the data. In equation [8.4], Tis the 
temperature in degrees centigrade in the Lth week of the year. The mean 
recorded temperature is 11°C. There were not enough data to be able to 
compute the standard deviation. In the Farmington simulation, temperature 
was considered deterministic and had the value given by equation [8.4]. 

Data on waste loads discharged by treatment plants in the Farmington River 
Basin are meager. Determinations are not made by the plant operators, 
but the Connecticut Water Resources Commission does make infrequent 
(average of two per year) determinations on one-day composite samples. 

In the simulation runs made, the waste discharge rates have been computed 
on the basis of: (1) 100 gallons per capita per day, (2) a raw sewage 
BOD of 220 mg/l and 90 per cent BOD removal by treatment, leaving a BOD 
concentration of 22 mg/l in the discharged waste, (3) a DO concentration 
of 2.0 mg/l in the discharged waste, (4) Ki at 20°C equal to 0.276 and 
(5) values of r and s equal to 0.005. In the reservoir reaches, values 
of K2 at 20°C have been assumed 0.10 for Otis, Colebrook, Sucker Brook, 
Goodwin, Nepaug and Highland Lake and 0.15 for Barkhamsted 9 Rainbow, 
Compensating and Mad River Reservoirs; the lower value is used for deeper 
and more wind-protected impoundments. The value for K3 of 0.005 was used 
in each reservoir. Values of- initial BOD and DO concentrations- in the 
reservoir were each placed at 0.2 mg/1, excepting for Rainbow Reservoir 
which is downstream of waste discharges. Values of 0.5 and 1.5 mg/1, 
respectively, were assumed for Rainbow. The effect of these initial values 
is removed after one or two weeks of simulation. 

The evaluation of the constants c,f ,k and m for the velocity and depth 
equations was made by analyzing the plots of data from Table A3-4, 
Appendix A3. 

Recall that a requirement is that the frequency distribution of the flows 
must be the same for various points along the river to be able to use 
the relationships in equations_[6.6), [6.7] and [6.8]. A plot of the 
cumulative frequency of the data for the four stations for which cross 
section-velocity data were available is shown as Figure 8-7. This plot 
shows that the frequency .distributions of the flows at the four stations 
are nearly the same, so that it will be acceptable to use these relation-
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ships. Incidentally, the cumulative frequency data used to plot Figure 
8-7 are obt~inable from the output of NORMAL. 

Data for stations 1-1860, 1~1878, 1-1890 and 1-1895, for flow versus width, 
flow versus depth and flow versus velocity are plotted as shown on Figures 
8-8 through 8-19. Straight lines were drawn by eye through the plotted 
points and the coefficients were determined. The values found result in 
the following equations: 

w = aQb = 36.68QO.ll . . . . . . . [Eq. 8.5] 

d = cQf = 0.241Qo. 33 . • . . • [Eq. 8.6] 

v = kQm = 0.113QO.S6 [Eq • 8. 7] 

The values of c.f ,k and m determined above give reasonable values of velocity 
and depth in the Farmington River. During August, 1968 cross sections were 
measured* and, where possible, current meter velocity readings were taken. 
Unfortunately, the flow in the river was so low at that time that depths 
were too small to accommodate the meter, or, if the depth was great enough, 
the flow was pooled by downstream obstructions. In one cross section, at 
the Old Farmington Bridge near Farmington, Connecticut, the flow was mea
sured at 117 cfs, average depth was 0.96 feet, width at surface was 78 feet 
and the average velocity was 1.58 feet per second. Application of equa
tions (8.5], [8.6] and [8.7], using Q=ll7 cfs, gives d=l.16 feet, w=62 
feet and v=l.63 feet per second. 

8.3 Simulation Results 

8.3.l Preliminary Programs 
The application of the programs CHKDATA, NORMAL and TFLOW to the Farmington 
River historical stream gage data is described below. 

The program CHKDATA was used to check, edit and compute average weekly or 
average monthly historical gage data. The "raw" data used were obtained 
on magnetic tape from the u. s. Geological Survey, Washington, D. C. 
These data contained no missing values. However, data values were removed 
to test the program's ability to: (1) detect and fill missing data values 
if less than 30 consecutive days of data were missing, (2) detect and call 
EXIT if more than 30 consecutive days of data were missing, and (3) detect 
and call EXIT if, for all years of data being checked, all data for one 
day of the year were missing. The program functioned properly in these 
tests. In addition, CHKDATA was asked to output successively, daily data, 
average weekly data and average monthly data. It performed as required. 

* by G. R. Grantham 
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The program CHKDATA read, checked and edited all available Farmington 
River Basin USGS historical gage data (see Table A3-3), computed average 
weekly flows and both printed and punched cards as output in 8.77 minutes 
execution time on an IBM 360/50 computer. In doing so, 4,510 lines were 
printed and 3,648 cards were punched. The total charge, at $200 per 
hour of computer time, with adjustments ~ade for punching cards, was $48.70. 

The program NORMAL was given average weekly gage data, prepared by CHKDATA, 
for all the USGS gaging stations in the Farmington River Basin and was 
instructed to determine if the data were normally distributed and, if not, 
which of six transformations normalized the data within the test limita
tions imposed. The program performed as directed and produced the results 
given in Table 8-3. 

The data/in Table 8-3 indicate that for the Farmington Basin the trans
formation most likely to normalize streamflow data is the log ;ransf orma
tion. It was found, however, that the log transformation does not always 
normalize these data and that a check should be made to assure that it 
does so. Wherever the log transformation failed to normalize these data, 
it was the best of the transforms tri~d, based upon the criterion of 
minimum value of the maximum cell difference (see Section 6.3.2.2), 

Five additional scale-changing transformations were tried on the five sta
tions which were not normalized by the transformations shown in Table 8-3. 
The results are shown in Table 8-4. 

Note that none of the twelve transformations normalizes the data from 
stations 1-1855 and 1-1800, Of those tried, the transformation, 
q=Q0.10, produced the distribution nearest to normal for both stations. 
In both instances, the test failed in only one of the 17 cells and by 
0.0025 for stations 1-1855 and by 0.0049 for station 1-1880, based upon 
the total cumulative frequency equalling 1.000. The implication is that, 
for these stations, the normalizing transform is not of the type q=Qb. 

The program NORMAL, running on all Farmington River B"8in historical 
stream gage data, and using the seven initial transformations, as indicated 
in Table 8-3, required 4.94 minutes execution time on the IBM 360/50 
computer at a cost of $16.46. The number of lines printed was 3,198. 

Recall that NORMAL contains programming to determine the normalizing 
transform{s) for the average flows for each week of the year, the dis
tribution being computed over the number of years of data. This feature 
of the program was .tested on data from two stations and was found to 
give the desired result. Forty-eight times as much data are produced 
when distributions of weekly data are obtained as when the distributions 
are computed using all the data for each station, The execution time will 
be, however, only about three times longer. 
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TABLE 8-3 

Results of Tests for 
Normalizing Transformation 

Gaging Years of Transformation Number* 
Station Data** 1 2 3 4 5 6 7 

1-1855 49 -*** 

1-1860 7 + + + + 

1-1861 6 + + + + 

1-1865 14 + + 

l-1870 25 

1-1873 16 + + 

1-1874 22 + 

1-1878 33 

1-1878.5 41 

1-1880 31 

1-1890 21 + 

1-1895 16 + 

l-1900 23 + 

*Transformations are: (1) q • Q0.25, (2) q • Qo.s, (3) q. q0.75, 
(4) q • Q, (S) q • log Q, (6) q • log(Q+o.25µ) (7) q • log(Q+0.5µ), 

**one year of data lost in converting from "water 1ear" to calendar year 
(see Table A3-3). 

***+ indicates transform normalizes; - indicates transform does not 
normalize. 



Gaging Station 

1-1855 

1-1870 

1-1874 

1-1878 

1-1880 

TABLE 8-4 

Results of Tests 
Additional Transforms 

8 

+ 

* Transformation Number 
9 10 11 

+ + + 

+ 

12 

+ 

*Transformations are: (8) q • Qo.10, (9) q • q0.05, (10) q. Q0.15, 
(11) q • q0.20, (12) q m log(Q-0,1~), 

The program TFLOW, designed to guide the operator in selection of basis 
gages for simulation, was given edited historical average weekly gage data 
for the eight gaging stations from which suitable data are available 
for simulation and was instructed to compute correlation coefficients 
for various comb1nat1ons of basis and "estimate" gages. The program 
performed as directed &nd produced the data given in Table 8-5. 

Table 8-5 contains only a few of the possible basis-estimate gage com
binations (theres rte 5714 possible combinations if there is used at least 
one basis gage and one estimate gage). To find the optimum combi~ation, 
defined as the combinat1on having the highest overall correlation coeffi
cient, would be a lengthy process. It would be an interesting exercise. 
beyond the scope of this work, to develop an algorithm that would find 
the optimum combination, or the combination having the least number of 
stations, while still having a correlation coefficient of .9500. 

If the correlation coefficient value of 0,9500 is considered indicative 
of acceptable correlation, then the test results in Table 8-5 indicate 
that: 

(1) gages 1874 and 1900 likely could be eliminated as basis gages if 
gages 1855. 1865 1 1880. 1890 and 189p were retJined as basis &ages. 
(2) gage 1865 likely could be eliminated as a basis gage if gages 1874, 
1878.5 1 1890, 1895 and 1900 were retained as basis gages. 
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TABLE 8-5 

Correlation Coefficients 
For Various Basis-Estimate 

Gage Combinations 

Run No. Basis Gage Numbers* Estimate Gage Correlation 
Numbers Coef f icienta 

l 1855, 1865, 1880, 1890, 1895 1874 .9697 
1878.S .6742 
1900 .9532 

2 1855, 1865, 1874, 1878.5, 1900 1800 .9143 
1890 .9198 
1895 .9326 

3 1855, 1874, 1878.5, 1895, 1900 1865 .9483 
1eoo .9042 
1890 .9150 

4 1855, 1865, 1874, 1880, 1890 1878.S .6584 
1895 .9464 
1900 .9470 

5 1855, 1865, 1874, 1878.5, 1880 1890 .8973 
1895 .9347 
1900 .9384 

6 1874, 1878.5, 1890, 1895, 1900 1855 .9469 
1865 .9595 
1880 .93~9 

7 1878.5, 1880, 1890, 1895. 1900 1855 .9213 
1865 .9345 
1874 .9365 

8 1865, 1880, 1890, 1895, 1900 1855 .9459 
1874 .9578 
1878,5 .7062 

*USGS gage designations 

(3) gage 1874 likely could be eliminated as a basis gaga if gages 1865 
1880, 1890, 1895 and 1900 were retained as basis gag11. 1 

(4) gage 1878.5 cannot be adequately rapresented by combinations of 
basis gages and therefore should not be eliminated. By the •&me tokan 
however, gages located near gage 1878.S should not be eliminated becau:e 
the effect of Rage 1878.5 extrapolated too far would r11ult in poor 
representation of the expected flow values. 

A subsequent run of TFLOW using the six gages, 1855, 1863 1 1878.S, 1880• 
1890, and 1895, a1 basis gage• and 1874 and 1900 •• estimate gag11 re-
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sulted in correlation coefficients of 0.9697 and 0.9533, respectively. 
It is interesting to compare these correlation coefficients with those 
in Table 8-5, run number 1. Note that including gage 1878.5 as a basis 
gage had negligible effect on the correlation coefficients of these two 
estimate gages. 

The above analysis of the results of TFLOW is not intended to be exhaus
tive or conclusive; rather, it is included here to indicate how TFLOW may 
be used in the selection of basis gages so that a minimum of them can 
be employed. 

The eight runs of TFLOW that produced the results shown in Table 8-5, re
quired a total of 9.68 minutes of execution time for a University of 
Florida billing cost of $46.58. The output for each run produced 849 
lines when the source deck was used and 239 lines when the object deck 
was used. 

8.3.2 Hydrologic Simulation 
The hydrologic simulation is made in two parts. The first part generates 
simulated gage data through the use of the program FLASH. The second part 
converts the gage data generated in the first part to simulated stream 
flow at the reach points in the river and makes the necessary corrections 
to account for regulation. This second part is carried out in the program, 
WASP, through subroutines TRAN and REG. 

The program coding as set forth in Appendix A4 separates the two parts of 
the hydrologic simulation for the reason that together the total program 
length presents a problem to all except the very large computers or 
requires extra data storing facilities. The procedure used in the 
Farmington River application has been to place the output from FLASH on 
magnetic tape which is read as an input to WASP. It is not difficult to 
combine the two programs. 

The programs FLASH and WASP have satisfactorily simulated the streamf low 
conditions in the Farmington Basin. All of the regulation conditions 
have been checked and the programmed operating rules control the releases 
and diversions in the desired manner. The programs output the simulated 
gage data, unregulated stream flows, regulated stream flows, reservoir 
inventories, releases, diversions and evaporation losses, all on a weekly 
basis. 

Figures 8-20, 8-21, and 8-22 are included to illustrate the hydrologic 
and water quality simulation results. Understandably, these figures only 
show a very small portion of the total output. 

The results of 100 weeks of simulated operation of Colebrook Reservoir 
are illustrated in Figure 8-19. These data were generated using a trial 
set of release rules wherein the minimum release was 150 cfs and incoming 

8-57 



.. 
CX> ... 
l :I 

V1 
l.O • ... .. .. 

"' 0 

I-

"' 

1000 

-----------------..--------------------.700 

I 
1! 

'I 
I 
,1 A 
I I /i 

I I '" 
I I r 1 

I I /'I 
I I I I 
1 I I I 
I 1/ 1 
I I 

RESERV:./7 

II I 
t ,~ 
11 , 1 
I ii 
, 1 I I 
11 I I 
1 J1 l I 

FIGURE 8-20 
SIMULATION OF OPERATION 

COLEBROOK RESERVOIR 
eoo 

500 

.. ... 
u 

400 
-.. ... 

• 
<C ... 
.... ... 11 I I I I 1, I I I ,...-RELEASE 

I I I I I 

n 
! \ 

~ . 
I I t I 

I I I I I 

D I!,: I/ 
it\ /' II 'r 
1
1 

\ I ii I 

l ~ 1: I 

li-t-- - f 
I/ \ I 
~ V'-

/1 I \ 
I I I I 
f t I \ ,,, \ : \ 

I ~ I l I I \ 

: /I : \~: \ f 

300 

I\ ; 
~ : 
/\ ~ 
I ... 

200 

-n---------1-- -- \'---

l1 \ \ , 1 ~ \) ·~ 
1/ /\, {\ I~ 

v \/\/ 



10 20 30 40 50 60 70 so 90 100. 
WEE KS 



00 .... 
I ' Cl\ .. 
w :f 

. 
z .. .. 
>-

FIGURE 8-22 
SIMULATION OF WATER 

QUALITY-REACH 21 

1\ A ;I /\ A /' 
i z I \ I\ ,, I I I I i' I \ 

I l\1 ', '1 I' ,, \ TEMPERATURE 

8 

I \r-1 y \I \ 
\ /II I I \ 

-, I I\ I I I I ~ \ l 
\I v '\ I I I \ I 

1 o ' , 1 1 1 'v . It\ 
\ ... , I I \ I 

I I I \/DISSOLVED OXYGEN J 

I \ I I I I I \ \ \ /'..J 
I\ I \ ~ I \ I I I // / 'v\ / 
/\/l\,v\ . . : ~! 11 \j \ I 

\ 1\ / r I J I I /~\ I 
I 
' 
I 

\ I \ I I \( \ ,, I 

~ 8 

j\ \ \ / \ I · ~ 11 J V \' ' I 

,
I 
I 

. I I~ \1 \ \ I'\/\ ft, I \ ~ I I ,, I I \ \ ,' \/' ·, ,' 
\ J v "'' ''" /\u 'f. ~ J I I I \ ~ ,/ \: ~ 11 I I I I ~ vv \ ,' \/ 

" /l A I J \ I\ ~ I {\ ~ I ~ I / \ 
11 

l\ 
. \ rv I \I I I \ I I I I I I ' \- FLOW IN I 

Iv-' ~ \ / 1 I 
1
1 \ / ~ \~ 1 

2 -~ \ /\/\./\ I \ 11'\ I \I \j ~ \ A / l'y .J 
' 1J \~,/~ v J '~ V1)'--J,,..1 

20 

15 

... 
0 

10 
0: 
J! ... 
.... 

0 

200 

lllC 

100 

en ... 
u . 
" 0 .... 
~ 

110 

0 ~o ----,.i,,o--~20----1-30 ---4..L.-O ----ls-o ---'-so-----L-10-----.L.-eo ---e.1..-o --~100° 
W EEKS 



flow greater than 150 cfs was stored unless the water supply and fisheries 
pools were full. Reservoir inventory, flow in and release rates are shown. 

The results of 100 weeks of simulated operation of Barkhamsted Reservoir 
are shown on Figure 8-21. The operating program called for diversion 
according to the demand curve (periodic curve) and release of water in ex
cess of capacity at spillway level. Note that overflow (release to down
stream) occurs when the reservoir is full and the inflow exceeds the diver
sion, according to plan. 

The results shown on Figure 8-22 are generated by hydrologic and water 
quality simulation in reach 21 for a two-year period (96 weeks). The 
dissolved oxygen (DO) concentration, flow in the reach and temperature 
are plotted. It is evident that the DO concentration is closely related 
to flow but also it can be seen that the temperature has an effect. Note 
that the DO concentration recovers in the fall while the flow is still low 
and that the DO concentration decreases in the spring while the flow is 
still relatively high. 

The computer can be programmed to produce the simulation data results 
in graphical form. Although the program for these plots is not difficult, 
its preparation is not within the scope of this work. Plotting programs 
designed to output pictorial data would need to be prepared with a specific 
objective in mind, such as the operation of a particular reservoir or the 
quality of water in a given reach. The programs contained in this model 
could easily be extended to include this type of output. 

In the application to the Farmington Basin an interesting problem was 
encountered. The span of historical data used contained record of the 
storm of mid-August, 1955, which was a very extreme event. On August l~, 
1955, a hurricane centered over the Basin and the rainfall and resulting 
runoff exceeded all records. Pertinent data are shown in Table 8-6. The 
flow at gage 1900 was affected by considerable flood-plain storage. 

The effect of such a storm is compounded when it is realized that the 
normal August flows are usually at their minimum, often about 5 percent 
of mean flows. The problem encountered was in the computation of the 
statistical parameters for the third week in August, wherein the standard 
deviation turned out to be a relatively enormous value. This resulted 
in some wildly varying flows being generated for that week. The variance 
factor (third factor, right hand side of the generat:ing equation [6.66]) 
can,for that week, override the effect of the regression factor and result 
in a set of generated flows where an upstream flow is somewhat larger than 
the flow at a downstream point. While this is possible in long rivers and 
at a given instant of time, it is not possible for rivers having a total 
time of flow less than the averaging interval of the simulation. 
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TABLE 8-6 

Records - Storm of August 19, 1955 
Farmington River Basin 

Gaging Tributary Recorded Flow, Rainfall Annual Mean 
Station Area, Sq.Mi. Flow, cfs cfs/sq .mi. in./24 hr. Flow, cfs 

1855 90.5 16,100 178 6.6 192.0 
1861 18.4 10,200 555 2<l. 6 23.9 
1865 89.6 24,800 277 10.3 190.0 
1870 127.0 52,000 409 15.2 
1873 20.4 5,000 245 9.1 36.2 
1874 7.2 2,040 284 10.5 13.8 
1878 23.6 4,000 170 6.3 38.3 
1878.5 0.6 34 58 2.2 1.6 
1880 4.1 673 164 6.1 78.0 
1890 45.6 6,500 143 5.3 82.7 
1895 33.6 18,400 548 20.4 
1900 585.0 69,200 118 4.3 1029.0 

To eliminate the problems caused by this condition in the data, the pro
gramming was modified slightly to check for upstream flows in excess of 
downstream flows and when found, to set the downstream flows equal to 
the next upstream flow. 

The occurrence, during one of the simulation test runs, of an extreme 
event as a result of the high variance for the third week in August 
allowed a system check of the operating rules of the flood control reser
voirs. In this run, Colebrook, Mad River and Sucker Brook Reservoirs 
were filled to overflowing and the program routed the water in accordance 
with the programmed rules. 

Although the overall thrust in this work is to simulate water quality in 
a stream, the programs first simulate the natural and regulated stream 
flows and can be used, without modification, if only hydrologic simula
tion is needed. A saving in computer time will result, however, if sub
routines QUAL and RQUAL and their supporting subroutines are removed 
during the hydrologic simulation. 

The program FLASH read, from punched cards, 21 years of historical weekly 
average gage data from six basis gages and generated thirty years of 
simulated data for these six gages in 10.3 minutes execution time at a 
University of Florida billing of $34.33. The output was both placed on 
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magnetic tape and printed on paper. The printed output amounted to 2736 
lines. 

8.3.3 Water Quality Simulation 
The water quality simulation is carried out by the program WASP and 
particularly by subroutines 0UAL and RQUAL. Simulation runs have been 
made using Farmington River Rasin data and the results appear to be 
accurate. Desk calculator computations have been made for situations 
selected at random from the simulation output to check the computer
made computations, . These have shown that the programming is correct. 

In the application of the Farmington River data, the year 2000 waste 
loadings, assuming 90% BOD removal in treatment plants, have been applied 
and it has been found that violations of the minimum stream standard of 
4.0 mg/l dissolved oxygen have been few. Violations that did occur invari
ably coincided with low flow and high temperature conditions. Several test 
runs wherein special water quality and/or regulation situations have been 
imposed have been made and the results of these are described in Section 
8.5 below. 

The effect of placing a single extra heavy BOD loading on one reach during 
one week, to simulate a possible industrial waste spill, was investigated. 
A loading of 5.1 mgd having a BOD of 650 mg/l was introduced at the upper 
end of reach 19 (at Granby, Connecticut on Salmon Brook). The rapid time 
of flow carried the waste downstream before it exerted much of its demand, 
until it was detained in Rainbow Reservoir. Here, even with the substan
tial dilution afforded by the main stream flow, the BOD was exerted, driving 
the dissolved oxygen concentration to zero. The DO also was zero in reach 
1 below Rainbow Reservoir. Actually, the printed output showed negative 
DO concentrations in the Reservoir and downstream. Because the system 
equations (Streeter-Phelps) do not describe the negative DO situation, nor 
does negative DO have accurate physical meaning, the program was modified 
to check for a DO concentration less than zero and, if it is, EXIT is 
called and the execution is stopped. 

The program WASP, in object form, reading from magnetic tape the synthetic 
gage data produced by FLASH, simulated the stream hydrology and water 
quality for 30 years in an execution time of 25.38 minutes. This is at 
a rate of 0.846 minutes per year. When the source deck is used, 3.4 
minutes additional time per run is required. Off-line printing by IBM 
1401 computer is used for output of the generated data. The cost of a 
30 year run, using object deck and off-line printin~ is $84.60 for execu
tion and $38.50 for printing, for a total billing of $133.10. 

The output, amounting to 69,300 lines, contains weekly natural flows, 
regulated flows, reservoir inventories, reservoir releases and diversions, 
K1 values, K2 values, minimum DO concentrations, BOD concentrations and 
DO deficit concentrations for each reach, For 48- weeks, 30 years and 
43 reaches in the Farmington Basin, the output contains 61,920 sets of 
data. 
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8.4 Sensitivity Tests 
Sensitivity tests were run for eleven variables or parameters using the 
basic Farmington River data and year 2000 waste loads. In the base or 
comparison run, the normal values of all variables and parameters were 
used and the water quality conditions were simulated for a two-year 
period. Then, one by one, each of the eleven variables and parameters were 
given values diff eren~ from their normal values and the water quality con
ditions were simulated, also for two years. The same tape of gage data 
was used for each test so that the stream flow at each point in space and 
time was the same for each run, thus eliminating the variability caused 
by flow. 

The runs were analyzed by determining the mean difference in the DO concen
tration for each reach and week between the base run and the run in which 
a variable was changed. This was done for each of 18 reaches affected by 
the loading, for 15 weeks of the year and for two years, a total sample 
of 540 differences" The 15 weeks selected were the summer weeks when 
the effect of the change is most pronounced. 

The variable change and resulting effect on the average stream DO for each 
run are summarized as follows: 

(1) Run S-1. The temperature of the water was increased 10 percent, fro111 
21.3°C to 23.4°C mean temperature. The effect was to decrease the stream 
DO concentration an average of 0.3591 mg/l with a variability indicated 
by a standard deviation of 0.0564. Using the d!mensionless form, equation 
[6.132), the value of sensitivity function s((K) was given by 
-0.3591/8.2173/2.1/21.3 = -0.4430. The mean DO concentration in the base 
run was 8.2173 mg/l - standard deviation, 0.3456. 

(2) Run S-2. The value of the reoxygenation velocity constant, K2 , was 
decreased 50 percent, from a mean of 1.8770 to a mean K2 of 0.9385. The 
effect was to decrease the mean DO concentration by Q.2494 mg/l with a 
standard deviation of 0.1206. The value of the sensitivity function was 
given by 0.2494/8.2173/0.9385/1.8770 = 0.0606. 

(3) Run S-3. The value of the regulated flow was decreased 10 percent. 
The effect was to decrease the mean DO concentration 0.0406 mg/l with a 
standard deviation of 0.0057. The value of the sensitivity function was 
0.0406/8.2173/0.1 = 0.0490. 

(4) Run S-4. The value of the reoxygenation "error" term was changed from 
+0.005 to -0.05. The effect was to increase the average DO concentration 
by 0.0131 mg/l, standard deviation of 0.0029. The value of the sensitivity 
function was 0.0131/8.2173/-0.055/0.005 = 0.0001. 

(5) Run S-5. The value of the deoxygenation "error" term was changed from 
+0.005 to +0.05, a ten-fold increase. The mean DO concentration was de-
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creased 0.0014 mg/l with a standard deviation of 0.0003. The value of the 
sensitivity function was -000014/8.2173/10 = -0.000017. 

(6) Run S-6" The value of the deoxygenation velocity constant, K1, at 
20°C was increased 10 percent from 0.276 to 0.307. The effect was to de
crease the mean DO concentration by 0.0105 mg/l - standard deviation of 
0.0033. The sensitivity function• -0.0105/8.2173/0.1 = -0.0128. 

(7) Run S-7. The value of the evaporation loss from the reservoirs was 
increased 10 percent. The effect on the DO concentration in the stream 
averaged 000017 mg/l decrease - standard deviation, 0.0010. The sensi
tivity function = -0.0017/8.2173/0.l = -0.0021. 

(8) Run S-8. The value for the waste loading to the stream, expressed 
as mg/1 BOD, was increased 10 percent from 22 to 24.2. The effect was 
to decrease the average DO concentration in the stream 0.0148 mg/l -
standard deviation, 0.0048. The sensitivity function = -0.0148/8.2173/ 
0.1 = 0.0180. 

(9) Run S-9. This is a companion to Run 
waste loading to the stream was decreased 
The effect was to increase the average DO 
Q.0160 mg/1 - standard deviation 0.0078. 
-0.0160/8.2173/0.l = -0,0195n 

S-8 in that the value of the 
10 percent from 22 to 19.8 mg/l. 
concentration in the stream 
The sensitivity function = 

(10) Run S-10. The value of the DO concentration of the waste load dis
charges to the stream was decreased 10 percent from 2.0 mg/l to 1.8 mg/l. 
The effect was to decrease the average stream DO concentration 0.0137 
mg/l - standard deviation, 0.0037. The sensitivity function equals 
0.0137/8.2173/0.1 = 0.0167. 

(11) Run S-11. The values of the constants m and f in the Leopold and 
Maddock equations [6.7] and [6.8] were changed from m • 0.56 tom= 0.51 
and from f = Oo33 to f = 0.38. The change made was about 10 percent 
decrease in m. To preserve the requirement that the sum of exponents in 
these equations (also equation {6.6]) equal 1.00, the value of f was 
changed accordingly. The effect of this dual change was to decrease the 
velocity and increase the depth. The average stream DO concentration was 
decreased 0.4939 mg/l with a standard deviation of 0.1476. The sensitivity 
function, computed with respect to the change in m, was 0.4939/8.2173/ 
o.OS/0.56 = 0.6732. 

The overall water quality conditions in the Farmington Basin are affected 
by the relatively fast time of flow throughout the length of the river. 
The mean time of flow from Winsted, mile 60.9 (on the Still River), to 
Rainbow Reservoir, mile 10, is 1.34 days, an average velocity of 2.32 
feet per second. Winsted is the load point most distant from the mouth 
of the Farmington. This rapid flow (and relatively short distance) does 
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not provide time for the time-dependent decay forces of the deoxygenation 
reRction to exert themselves to drive the DO down to its least value. 
Only part of the total effect of the waste loading is felt within the 
limits of the river being investigated, the rest is being imposed down
stream. For example, at a temperature of 21.3°C, the mean temperature 
during the sensitivity runs, a waste load having a K120 value of 0.276 
discharged at Winsted would have only 39 percent of its BOD satisfied at 
the mean time of flow of ln34 days, when it arrives at Rainbow. In addi
tion, the relatively high values of K2 , obtained using the Langbein and 
Durum equation ((6.38]), consistently replenish the DO used so that the 
function value, the DO concentration, remains high and causes low-appearing 
sensitivity function values. 

Considering the values of the sensitivity functions of the various runs 
it may be concluded that DO concentrations in the stream are (1) relatively 
sensitive to the values of the constants in the velocity and depth equa
tions and the water temperature, (2) somewhat less sensitive to the reoxy
genation velocity constant, K2, and the regulated flow, (3) sensitive to 
a low degree to the magnitude of waste loads, DO concentration in the 
waste and the deoxygenation velocity constant K1 1 and (4) insensitive to 
the deoxygenation and reoxygenation error terms, r and s, and the evapora
tion loss in the reservoirs. 

The analysis of Run S-3, where the regulated flow was decreased 10 percent 
• showed that the time of flow from Winsted to Rainbow was increased 5.8 

percent. The effect of this change in flow on the DO concentration proved 
to be of low significance. This is contrary to other evidence, as shown 
in Figure 8-22 for instance, and common knowledge. The small amount of 
the change in DO concentration in this test is probably due to two off-
set ting effects. One, tending to increase the DO concentration, is the 
loss in diluting water by the decrease in flow, and the other, tending to 
decrease the DO concentration, is the increase in time afforded the 
natural deoxygenation process. Under normal circumstances, the latter 
would predominate but, with the short time of flow, it has not had time 
to exert its full effect. 

If water quality simulation is the only objective, the correction for 
evaporation loss may be omitted. However, if the results of hydrologic 
simulation are also of interest,~evaporation should not be neglected. 
The maximum evaporation rate in the Farmington Basin is 5.72 inches per 
month, which, when Barkhamsted Reservoir is full, amounts to a weekly 
loss to evaporation of 11.76 million cubic feet (about 18 cfs). 

8.5 Results of Special Studies 
A series of special studies were made to simulate the system when 
different reservoir management practices are employed in augmenting flows 
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for quality control and when the released water quality has been impaired 
by detention in a stratified reservoir. The studies were applied to 
the Farmington River system and the special conditions were imposed only 
upon the management and releases of Colebrook Reservoir. 

The Colebrook Reservoir operating rules used in these special studies 
were those expected to be in force in the year 2000 when diversions 
to Barkhamsted Reservoir will be made for MDC water supply (4). 
These operating rules are: (1) minimum release is 50 cfs; (2) 
release at the inf low rate when the inflow is greater than 50 cfs but 
less than 150 cf s; (3) release 150 cfs when the inflow exceeds 150 cfs 
and store the balance; (4) operate flood control and fisheries pools 
as at present; ·(S) divert to Barkhamsted Reservoir at a rate required 
to maintain the level·in Barkhamsted at elevation 520; (6) make no 
diversions if the stored volume in Colebrook decreases to 315 million 
cubic feet (mcf) and, (7) release only that amount of inflow that 
causes the volume to exceed 315 mcf. 

A simulation run was r,rnde to detemine the effect of releasing, from 
Colebrook Reservoir, water which has a BOD of 10 mg/l. The normal 
year 2000 waste loads were also imposed on· the system·, all of which 
are downstream from Colebrook and Goodwin Reservoirs. The result was 
that most of the released BOD was satisfied in Goodwin Reservoir where 
the detention time during· the summer months is usually in excess 
of 30 days. The DO in the Go.odwin release" was somewhat lower than 
when no loading is applied but recovery was rather rapid downstream. 
This is illustrated in Figure 8-23 on which is plotted the result 
of the 27th week of the second year, the week in which the 
poorest water quality was found. 

The effect of Goodwin Reservoir under these conditions was determined 
by a second simulation run, identical to the first excepting that the 
BOD load of 10 mg/l was shifted from the Colebrook release to the 
Goodwin release. This result also is shown in Figure 8-23. Note 
that in this latter case, the BOD is being exerted in the stream 
below Goodwin Dam decreasing the stream DO a significant, but not 
critical, amount. Much of the remaining BOD is carried into Rainbow 
Reservoir where the detention for this particular week was 5.32 days. 
The DO decreases still further in and below Rainbow Reservoir. 

The BOD at each main stem reach point below Colebrook Dam is shown in 
Table 8-7. These data substantiate the conditions described above. 
Note that the BOD was reduced from 10.00 to 0.62 mg/1 in Goodwin 
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Reservoir when the Colebrook release contained 10 mg/l BOD. Note also 
that the downstream BOD values are nearly the same as the run where 
no BOD was released from either dam. When the Goodwin release was loaded 
to 10 mg/l BOD, a portion of· the BOD was exerted in the river reaches, 
considerable BOD was exerted in Rainbow Reservoir and an increased 
BOD loading was discharged in the Connecticut River, 

A second special simulation· run was· made setting the DO concentration 
equal to zero in the water released from Colebrool~ ~eservoir. The 
result for week 27, year one of this simulation run is plotted on 
Figure 8-24. The 30 days detention and the assumption of coriulete 
mixing in Goodwin Reservoir resulted in recovery of the JO concentration 
to 7.53 mg/l in the Goodwin release. 

Reaeration in the stream below Goodwin Dam resulted in complete recovery 
from the imposed condition in the stretch of river between Goodwin 
Dam and its confluence with East Branch, a distance of about ten miles. 

The condition of zero DO in the Goodwin Reservoir release was also 
simulated. The resulting DO concentration in the stream was also 
plotted on Figure 5-24. Note that recovery was rapid from the release 
point to reach 10 (Nepaug River). Recall that the rate of reaeration 
is a function of the undersaturation. The effects of decreasing reaeration 
rates and waste loadings cause the rate of recovery to decrease. Full 
recovery had occurred at the upper end of Rainbow Reservoir. 

The results obtained from these test runs are as expected. 

Another test run was made to determine where, when and how much water 
would be needed for low flow augmentation. Again, the Farmington 
River Basin year 2000 waste loads and conditions were imposed. The 
operation of Colebrook Reservoir was as described above. The run was for 
30 years giving 30 one-year samples of the state of the river at the 
year 2000. 

The simulation output recorded 24 water quality violations in the 30 
year run. A quality violation is where the average DO in the reach 
for the week is less than4.0 mg/l. The location, week, minimum reach 
DO and average weekly regulated flow for each violation are listed 
in Table 8-8. Note that there was only one main stem violation, reach 
7 during the 33rd week of year 12. Where the DO was 2.124 mg/l and 
the average flow was 1 cfs. This was a particularly dry week following 
a period when the water for maintaining the minimum release from 
Colebrook Reservoir could not be met. 
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TABLE 8-7 
SIMULATED BOD DATA 

SPECIAL STUDY NO. 1 

Reach No. Location BOD in BOD in BOD in 
(Downstream Stream Stream Stream 

end) mg/1* mg/l** mg/l*** 

14 Colebrook Dam 10.00 0.00 0.00 

13 Goodwin Dam 0.62 10.00 o.oo 

12 Still River 0.66 9.74 0.06 

11 East Branch 1.22 5.78 0.92 

10 Nepaug River 1.25 4.91 1.00 

9 Burlington Brk. 1.30 5.10 1.04 

8 Unionville 1. 28 4.85 1.05 

7 Pequabuck River 2.43 5.21 2.29 

6 Avon 2.56 5.17 2.36 

5 Sims burg 2.67 5.19 2.50 

4 Salmon Brook 2.78 4.93 2.64 

3 Spoonville Br. 2.76 4.89 2.62 

2 Rainbow Rsvr. 0.99 1. 76 0.94 

1 Connecticut R. 1.29 2.04 1.24 

* Load in Colebrook release. 
** Load in Goodwin release. 
*** No load in Colebrook or Goodwin release. 
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TABLE 8-8 
WATER QUALITY VIOLATIONS 

Year Violations Location, Week DO Reg. Flow 
in Year Reach of Year Cone. cfs. 

mg/l 

1 0 
2 0 
3 0 
4 1 21 33 3.4640 7 
5 l 21 33 3.2479 6 
6 1 21 36 3.9352 9 
7 0 
8 0 
9 1 21 33 3.1265 5 

10 1 21 33 3.6988 8 
11 2 21 33 2.4915 2 

21 34 3.9439 10 
12 3 21 33 2.3865 2 

34 33 3.0198 1 
7 33 2.1240 1 

13 0 
14 0 
15 3 19 33 3.2907 1 

21 33 2.0942 0 
21 34 2.5281 2 

16 3 21 29 3.8156 10 
21 32 3.9580 10 
21 36 2.5844 2 

17 2 21 32 3.8470 10 
21 33 2.5844 4 

18 1 21 36 2.5256 2 
19 0 
20 0 
21 0 
22 1 21 33 3.8145 9 
23 1 21 33 3.7176 8 
24 1 21 36 2.8902 3 
25 1 21 36 3.5252 6 

26 0 
27 1 21 36 3.6283 7 
28 0 
29 0 
30 0 
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Excepting one violation each in reaches 7, 19 and 34, all violations 
were recorded in reach 21 into which the Bristol, Connecticut sewage 
treatment plant discharges. Reaches 19, 21 and 34 are tributary 
reaches and flow augmentation releases from Colebrook Reservoir 
would not relieve the conditions causing the violation. It would 
be necessary to obtain water for flow augmentation upstream on 
the appropriate tributary. 

The rate of release of augmenting·· flow needed to forestall a water 
quality violation can be determined only from information fed back 
from some point downstream where a -condition which indicates a 
violation will occur can be sensed.- -The condition must be sensed 
and the water must be released in· the same time frame. The internal 
sequence for computing flow regulation and water quality must sta~t 
upstream and proceed downstream. This presents a problem and would 
require that a subroutine be set up which, when a violation is 
detec'ted in a reach, would return the sequence to the upstream 
reach where the release is to be made and recompute regulated flow 
and water quality in the reaches downstream therefrom. The amount 
of flow to add to the original release must be determined, 

The additional or augmenting flow can be determined by analysis 
of the simulation run wherein no return for recomputation is made. 
Plot the DO concentration versus regulated flow rate for only those 
flows which result in the DO being near the minimum quality standard. 
Data points both above and below the standard should be used. The 
rate of flow needed to maintain the quality standard can be determined 
from the plot, either from a line drawn through the median of the 
plotted points or, better, through the lower of the plotted points. 
This has been done for reach 21 and the result is shown in Figure 
8-25. Note that, on the average, 10.4 cfs will result in a DO 
concentration of 4.0 mg/l. The lower curve on Figure 8-25 shows 
that for the 30 samples used, 11.6 cfs will assure at least 4.0 
mg/l DO. This can be done for all reaches that experience a 
violation in the simulation run. The recomputation routine can 
then be set up to add, to the original flow, the required augmenting 
flow, which was determined by the graphical method described above, 
to obtain a new value for the regulated flow. Then, using the 
new regulated flow, the water quality values for reaches down
stream from the reservoir can be recomputed. The total added flow 
may be expressed in terms of volume to give the reservoir space 
needed for the flow augmentation use. 
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If few violations occur in the simulation run, it is an easy matter 
to compute the volume needed in a reservoir for flow augmentation 
using a desk calculator or by hand. For instance, in Table 8-8, 
note that in year 11, the additional flow needed to assure 4.0 mg/l 
DO in reach 21 is 11.6-2 = 9.6 cfs = 6.4 million cubic feet (mcf) 
for week 34 for a total of 7.5 mcf. In year 15, it would require 
(11.6 + 9.6) 0.657 = 13.9 mcf. This is the maximum requirement 
for flow augmentation reservoir space as determined by the 30 
samples from the simulation run. This volume must be provided 
upstream of reach 21 on the upper end of the Pequabuck River. 

A similar plot of the reach 7 data yielded two data points (see 
Figure 8-26) and an indicated flow of 19.8 cfs is the minimum that 
will result in no violation. The single main stem violation would 
then require low flow augmentation volume of 19.8-1 = 18.8 cfs = 
12.4 mcf upstream of reach 7. Similarly, it was found that 0.85 
mcf would be required to forestall the violation in reach 19 and 
0.72 mcf would be required in reach 34. 

These computations and plots were made by hand in a few minutes 
time from data contained in t~e simulation run. If the number 
of violations is great and many reaches experience violations, it 
may be of advantage to program these computations for the computer. 

8.6 Transfer Functions 
Because the development of the transfer function program was beyond 
the scope of the original project, low priorities for time and 
computer funds were assigned to the application of this phase. 
The program AIJ was not afforded a final run to produce transfer 
function coefficients for the Farmington Basin. 

8.7 Summary and Conclusions - Simulation Model 

8.7.l Sununary 
The objective to develop a simulation model that can be used to 
simulate the hydrology and water quality in a stream system having 
a dendritic pattern has been accomplished. The capability of the 
model to simulate for various conditions imposed on the system 
has been demonstrated. Tests have been made to assure the correct 
operation of the model under all feasible conditions and saf equards 
have been introduced to prevent simulation under impossible real
lif e situations. Desk calculator computations have been made to 
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assure that the mathematical models and program logic have functioned 
correctly. 

The model is flexible and can be readily adapted to any watershed 
if proper attention is paid· to obtaining accurate base data. The 
model has been applied successfully to the Farmington River Basin 
in Connecticut and Massachusetts. 

8.7.2 Conclusions 
Simulation techniques can be applied to a river system to determine 
the effects of the various decisions available to those whose task 
is to manage, or police the management of" the system. The system 
has been programmed to the digital computer which, if basic data 
inputs are accurate, will quickly and inexpensively provide a 
reasonable representation of the system response to the applied 
condition. A few of the advantages of this method of analysis 
over other methods which accrue to the user are: (1) The user is 
afforded an answer not only of an expected value but also a 
valuable inrlication of its variability by obtaining several 
simulation runs wherein the random variables in the system are 
allowed to vary as observed in nature, (2) The expected answer 
is the mean of several samples of system response to the set of 
imposed conditions, (3) The model can simulate a given set of 
conditions to determine the time when a resulting event is likely 
to occur, and the associated probability, (4) The model can simulate 
the future state of the system under as many different conditions 
as desired and at various levels of each condition variable by 
merely making minor changes in the input data, (S) The simulation 
will be comoleted in a matter of minutes and at a fraction of the 
cost of other methods, (6) Although the simulation model 
produces much detailed information, the output of information 
can be programmed to suppress all unwantea data to result in a 
concise data package that is readily analyzed, all without 
affecting the simulation, and (7) The rapidity and relative in
expense at which runs can be made and the ease with which variable 
values may be changed affords the opportunity to determine the 
sensitivity of the systeT~ ro small changes in each variable. In 
short, a hydrology and u.'.l.ter riuality simulation model which accurately 
represents the watershed i~ a tool that can be of considerable 
use in making decisions reJative to the planning and/or operating 
of a river system. 
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The application and testing phase of the project has shown that the 
simulation of hydrology in the Farmington River system produces 
an accurate representation of actual conditions. The lack of water 
quality data on the Farmington prevents drawing conclusions as to 
the accuracy of the water quality simulation. It can be said that 
the water quality values produced in simulation are reasonable and 
in line with those that could be expected under the imposed conditions. 

This inability to check the water quality simulation prevents 
drawing conclusions about values of K1 and K2 which were used. It 
is suspected that the values of K2 which result from the use of the 
Langbein and Durum formula (equation 3.38) are too high. Midway 
in the testing period the coefficient in that equation was arbitrarily 
changed from 3.3 to 1.3 and more reasonable results were obtained. 
This latter value may-even prove to be somewhat high. A conclusion 
in this regard is to, if at all possible, find a way to determine 
the values of these constants from stream surveys of the watershed. 

The sensitivity tests show that the dissolved oxygen concentration 
system function is: (1) relatively sensitive to the values of the 
constants in the velocity and depth equations and to the water 
temperature, (2) somewhat less sensitive to the reoxygenation 
velocity constant, K2 and the regulated flow, (3) sensitive to a 
low degree to the size of the waste loads, DO concentration in 
the waste loads and the deoxygenation velocity constant, K1 and, 
(4) insensitive to the deoxygenation and reoxygenation error factors, 
r and s, and to evaporation loss in the reservoirs. 

The results of simulating releases from Colebrook Reservoir (the 
one most likely to stratify), which are either low in dissolved 
oxygen or relatively high in BOD, show that the effects on the 
downstream water quality are localized and that below reach 7, 
recovery from these imposed conditions is essentially complete. 
Colebrook Dam is at mile 58 and reach 7 begins at mile 31.3. 
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SECTION 9 
APPLICATION OF OPTIMIZATION 

MODEL 

9.1 Introduction 
The methodology developed for the optimization model was applied to 
a hypothetical watershed to permit testing of the model. Given a 
watershed, a region is then defined as a subset of the watershed. 
The hypothetical region used in this study- consists of an area 
encompassing multiple reaches. Once delineated, the region may 
be analyzed as an independent part of the watershed. The critical 
period used in this case was a design flow, usually considered 
as the minimum average consecutive seven-day flow expected once 
in 10 years. 

The hypothetical region was divided into headwater and interior 
reaches, with potential reservoir locations only at the beginning 
of the headwater reaches. The region used for testing the model 
is shown in Figure 9-1. It consists of six wastewater treatment 
facilities in the seven designated reaches, with a reservoir at 
any of the three headwater reaches. The reach nodes represent 
the beginning or end of a reach. Each wastewater treatment 
facility sho-wn adjacent to a node· affects the water quality in 
the region by· the· amount of BOD released into the reach. The 
population and industrial growth in the area is expected to 
increase the BOD loads so that additional treatment and/or low 
flow augmentation· will be· necessary. In order to prevent floating 
solids from entering the· stream,each facility is required to 
remove at +east 35% of its BOD load. For this case, a 90% maximum 
BOD removal was also assumed for the treatment facilities. 

This generalized approach used in developing the model rendered 
the model applicable to a variety of watersheds with minimal 
alterations. The model was constructed in modular form so that 
any watershed can· be examined by simply selecting the appropriate 
number of modules. The objective of· the· optimization model is 
to determine the combination of wastewater treatment facilities 
and flow augmentation which meet the water quality goals at the 
least cost to the region. 
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9.2 Input Data for Model 
The input data for the optimization model are output data from a 
simulation model for the critical period at the selected region 
in the watershed. The parameters used as input to the optimization 
model are summarized in Table 9-1. The hydrologic, wastewater, and 
economic data used in this study were taken from a 1967 article 
by Loucks, Revelle, and Lynn (1) and are shown in Tables 9-2 and 
9-3. Upon accepting· the data, the· model internally generates all 
of the elements· for the mathematical programming tableau. 
Information obtained from its solution may then trigger further 
analysis within the optimization· model· or call for new simulated 
data. The model is capable of handling a region with up to 50 
reaches and generating a new matrix for any changes in the input 
data. 

The costs and limiting bounds set on the variables in the objective 
function for the mathematical programming model were determined from 
predicted annual cost data of BOD removal. The nonlinear convex 
cost functions for the treatment facilities were divided into piece
wise linear segments representing·various percentages of BOD removal. 
The bounds on· the variables were determined from the mg/1 of BOD 
removed within each segment. The units of the BOD removed were 
transformed from mg/l to pounds, as shown in Table 9-4. From this 
datum, unit costs were determined for each of the treatment facilities 
and are listed in Table 9-5. 

9.2.l Changes in Hypothetical Data for Flow Augmentation 
When consid(rfng flow augmentation from §i(l)~ the base (unaugmented) 
flow, to Si 1 , the maximum flow, the fol owing assumptions were 
made in obtaining new parameter values for the data in Table 9-2: 

1. 

2. 

3. 

The reaches in the region under analysis are established with t~tc, 
as described in the "Water Quality Constraints" part of Section 7. 

Values of K2 and T vary as a function of Q. 

Values of K1 , K3, M, and R remain constant. 
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TABLE 9-1 
SUMMARY OF REACH INPUT PARAMETERS FOR OPTIMIZATION HODEL 

Symbol 

T 

QW 

QT 

cs 

D 

D 

cw 

CT 

BW 

BT 

K 2 

K 3 

M 

p 

R 

Description 

Flow time through reach r, days 

Wastewater inflow, HGD 

Tributary inflow, MGD 

Saturation DO concentration, mg/1 

Maximum allowable DO deficit, mg/l 

Minimum allowable DO concentration, mg/l 

Wastewater DO concentration, mg/l 

Tributary DO concentration, mg/l 

Wastewater BOD concentration to treatment 
facility, mg/l 

Tributary BOD concentration, mg/l 

Deoxygenation rate constant, days -1 

Reaeration rate constant, days -l 

Sedimentation and absorption rate constant, days -1 

Oxygen production (M>O) or reduction (M<O) due 
to plants and benthal deposits, mg/l/day 

% BOD removal of 1980 load with existing waste
water treatment facility 

BOD addition rate due to runoff and scour, mg/l/day 
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TABLE 9-2 
REGIONAL STREAM AND WASTEWATER DATA FOR THE 7 REACHES (1) 

Reach T QW QT cs i5 D cw CT 
No. (days) (MGD) (MGD) (mg/l) (mg/l) (mg/l) (mg/l) (mg/l) 

1 • 235 5 • 1355. 10.20 3. 20 7.0 1.0 9.5 

2 L330 37. 12 90'.' 9.95 2.45 7.5 1.0 8.0 

3 1.087 8. o; 9.00 '' 2. 00 7.0 1.0 

4 2.067 14. 296. 9.54 3.54 6. 0. 1.0 9.7 

5 .306 o. o. 9.00 2.50 6.5 

6 1.050 26. 0. 8.35 2.35 6.0 LO 

7 6.130 4L o. 8.17 4.17 4.0 1.0 

Reach BT Kl K2 . K3 M R 
No. (mg/1) (days-1) (days-1) (days-1) (mg/l/day) (mg/1/day) 

1 1.66 .31 1.02 .02 .85 .15 

2 0.68 .41 .60 .03 .14 .14 

3 .36 .63 .04 .18 .14 

4 LOO .35 .09 .04 .os· .11 

5 .34 • 72 .OS .39 .11 

6 .35 .14 .06 .07 .13 

7 .30 .02 .oo .00 .oo 
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TABLE 9-3 
REGIONAL WASTEWATER TREATMENT DATA (1) 

Reach BW p Annual Costs of 1980 BOD Removal: Dollars 
No. (mg/l) % 35% 50% 60% 75% 85% 90% 

1 248 67 0 0 0 22,100 77,500 120,600 

\0 
I 

00 
2 408 10 546,000 552,000 630,000 780,000 987,000 1,170.000 

3 240 26 160,000 170,000 210,000 277,500 323,000 378,000 

4 1440 24 324,000 339,000 413,000 523,000 626,000 698,000 

5 0 0 0 0 0 0 0 0 

6 2180 12 385,000 408,000 500,000 638,000 790,000 900,000 

7 279 26 670,000 690,000 840,000 1,072,000 1,232,500 1,350,000 



TABLE 9-4 
REGIONAL WASTEWATER TREATMENT 

FOR 1980 BOD REMOVAL 

Existing 
Reach BOD Removal Future BOD Removal in Indicated Treatment Segment: Pounds 

No. % Pounds 35% 50% 60% 75% 85% 90% 

1 67 6900 O· 0 0 830 1030 520 

\0 2 10 12600 31500 18900 12600 18900 12600 6300 
I 

\0 
3 26 4200 1400 2400 1600 2400 1600 800 

4 24 40400 18500 25200 16800 25200 16800 8400 

5 0 0 0 0 0 0 0 0 

6 12 108700 108700 70900 47300 . 70900 47300 23600 

7 26 8600 8600 14300 9500 14300 9500 4800 



TABLE 9-5 
REGIONAL WASTEWATER TREATMENT 

UNIT COST DATA 

Existing Unit Cost of BOD Removal in Indicated Treatment Segment: 
BOD Removal Dollars/Pound of BOD Removed 

Reach 
No. % 35% 50% 60% 75% 85% 90% 

1 67 0 0 0 26.7 53.6 83.4 
\0 
I 

...... 
2 10 17.4 0.3 6.2 7.9 16.4 29.1 0 

3 26 111.0 4.2 25.0 28.1 28.4 68.7 

4 24 17.S 0.6 4.4 4.4 6.1 8.6 

5 0 0 0 0 0 0 0 

6 12 3.5 0.3 2.0 2.0 3.2 4.6 

7 26 78.0 1.4 15.7 16.2 16.8 24.6 



The relationships used in calculating how these parameters vary with 
changes in Q·were·based·on the--streamstudies·of river systems by 
Leopold and Maddock (2). They detected that the following relation
ships hold for natural cross· sections: 

' 
where: 
Q = df.scharge, 
w • · mt er surf ace width, 
d -. mean depth, 
v • mean velocity 1 and 

. . . . . . . . [ Eq. 9 .1] 

[Eq. 9. 2] • • • • • • • • • • • 

• • • . . . • [Eq. 9. 3] 

a,c,f,k,l,m are numerical constants. 
The relationship for calculating discharge in a stream is: 

' Q a Av • . . . . . . . . •• , , [Eq. 9,4] 

where A • cross-sectional area of the stream. 
For rectangular cross sections, 

A • wd •••••••••• , [Eq. 9.5] 

Substituting equations [9.1], [9.2], [9.3] and· [9 ... 5] into [9.4] 
indicates that 

Q • a c k Qf+l+rn • • • • • • [Eq. 9. 6] 

if f 

a ck• 1.0 • , , ••• , , • [Eq. 9.7] 

and 

l + f + m • 1, 0 • • • , , • • [ Eq , 9 , 8] 
i 

Average values of the exponental, £,and m were obtained from these 
empirical studies. The average values of the constants were found to 
be: 
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1 = 0.26 

f = 0.40 

m = 0, 34 

Using the Leopold-Maddock article as a source, Langbein and Durum (3) 
stated that ''As a river rises in response to an increase in discharge 
it increases its depth and velocity, a condition causing the reaerati~n 
coefficients to decrease. In general, rivers increase in depth and 
velocity at about the 0.4 power of the discharge. Hence, at any given 
location, the coefficients of reaeratiorrdecrease at about the 0.19 
power of the discharge." The above estimate will be used in anaiyzing 
the coefficient of reaeration, or 

Kz ,.. g q-0 .13 . · , . . . . . • • • . [Eq. 9. 9 ]' 

With the values of s1 (1) as boundary conditions, the value of the 
constant, g, can be determined for each reach from eq~ation 
[9.9], The amount of time it takes the water to flow from the 
beginning of a reach to the end can be determined using equation 
[9.3] and noting that 

v = L/T .•• • · • · • • ••. {Eq. 9.lOJ 

where L = length of the reach. 

Therefore 

L/T = k qm 

or 

T = (L/k)q-m, •. , •.••• [Eq. 9.11] 

The travel time in each reach was found by letting m = 0.34. 
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Similarly, as in. equation [9.9], the value of the L/k ca( ~e determined 
from the known boundary conditiorts for the base flow, §i 1 . 

9.3 Treatment Model Formulation 
The multi-commodity network format utilized in the optimization 
model is believed to simplify tracking commodities being trans
ported do'Wn ··a· region of· a watershed. This network is essentially 
viewed as a unidirectional· transportation system conveying three 
commodities-:··water, biochemical-oxygen demand, and dissolved oxygen. 
The carrier commodity·,· wat~r, · is conservative while in transit 
through the network, but the two w~ter quality constituents, BOD 
and DO, attenuate or amplify while in transit. 

The methodology developed for the treatment model and the relation
ships incorporated into its· network format are found in Section 
7. Equation· {7.31] is now used in matrix notation for application 
to this hypothetical problem• The.objective function is as 
follows: 

where: 
[c(2T)] ., 

Min z. [c< 2T>1' [q(2T)] ••••• [Eq. 9.12] 

unit cost matrix for transporting a unit of commodity 
2 (BOD) along treatment branch b in the plant in reach 
i, and 
·matrix for·the amount of BOD removed at the corresponding 
branches. 

The unit cost·matri~ may be partitioned as follows: 

cf£T) I 

C(2T) 
2b 

c(2T) 
7b 
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(2T) 
where [Cib ] is the cost vector for branch b (b denotes upper bound 
on % BOD removal) in the treatment facility in the 1th reach. In 
this problem reach five has no treatment facilities, therefore 
[C~~T)J is a null vector. The required minimum of 35% BOD removal 
permits restricting the analysis to the convex portion of the cost 
function. Selecting reach two as a numerical example yields the 
following unit cost vector for up to 90% BOD removal: 

I I 
c(2T) 

2,10 0 

C(2T) 
2,35 

17.4 

C(2T) 
2,50 0.3 

[C~~T)]' = C(2T) = 6.2 •••• [Eq. 9.14] 
2,60 

C(2T) 
2,75 7.9 

C(2T) 
2,85 

16.4 

c(2T) 
2,90 G9.l 

Likewise [Q(2T)] can be partitioned as follows: 

= 

Q(2T) 
lb 

Q(2T) 
2b 

Q(2T) 
7b 
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where [Q~~T)] is the BOD commodity vector for the treatment facility 
in the ith reach. The vector for reach two is as follows: 

Q(2T) 
2,10 12,600. 

Q(2T§ 2,3 31,500. 

Q(2T) 
2,50 18,900. 

(Q~:T)J = Q(2T) = 12,600. • . . [Eq. 9.16] 2,60 

Q(2T) 
2,75 18,900. 

Q(2T) 
2,85 12,600. 

(2T) 
1 Gz, 90 6,300. 

Given the objective function, the physical - technical constraints 
of the primal problem shown in equation [7.31] are restated bel,ow: 

A (1) 0 0 0 
q(l) 

s<l) 

pC12) A (2) 0 rC2) sC2) 
q(2) 

pC13) p(23) A(3) 0 = 8 (3) 
q(3) -;f3) 

D(13) D(23) oC33) 0 [Eq. 9 .17) 

Q(2T) 
Q(2T) 0 0 0 I 
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where the following vectors are defined in reach i, i=l,2, •• ,7 

[q(l)] = flow of commodity 1, 
[q(2)] = flow of commodity 2, 
[qC3)] = flow of commodity 3, 
[q(2T) ]= amount of BOD removed at the corresponding branches 

in the plant, 
[sCl)] = additional amount of commodity 1 entering system, 
[s(2)] = additional amount of commodity 2 entering system, 
[sC 3)] = additional amount of commodity 3 entering system, 
rx·(3)J • minimum allowable fc1«t't{ of commodity 3, and 
[Q{2TY]= upper bound on [(Q :))] 

A description of the above matrices [A], [P], [D], [T], and 
[I] is presented below. A(k), k = 1,2,3, is the matrix of 
continuity coefficients for the three commodities: water, 
BOD and DO, respectively. The attenuation and amplification 
coefficients describe the change in BOD and DO between reach 
points. Using the network format developed for the mathematical 
programming model, the nodes are the rows and the branches 
connecting the nodes are the columns (variables) in the matrix. 
The general form of the A(k) matrix is shown below: 

1 2 3 .4 
p p p p 

5 

5 
p 
6 3 3 5 

p p p 

k k k 
p p 
k k 

k lB 
k lP 1 

N k 2B 
k 2P l 

0 k 3B 
k 3P Wl Wz 1 

D . k 4B 

E 

s 

k 4P 1 
k SP 
k 6B 
k 6P 
k 7B 
k 7P 
k 8P 

1 

BRANCHES 

6 7 
p p 
7 8 
p p 
k k 

1 

1 2 34 6 7 8 
B B. B B B B P 
1 2 3 4 6 7 9 
p p p p p p p 

k k k k k k k 

1 
-1 
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1 
-1 

1 
-1 

1 
-1 

1 
-1 

1 
-1 

1 

Sou:t;'ce No'de··.No. 

Sink Node No. 
Commodity 

-=[A(k)] 
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where 
wi .. -1 for k = l; i = 1,2, ... ,7 

wi =-Ai for k = 2; i = 1,2, ... ,7 

wi =-ai for k = 3; i = 1,2, ... ,7 

Other coefficients describe the interrelationship between the 
commodities in transit through each reach. The interdependencies 
between any two of the three commodities can be represented in 
the following manner. 

k' ,k Commodity Interrelationship 

1,2 
1,3 
2,3 

Water, BOD 
Water, DO 
BOD, DO 

k It kl 
The general form of [P , representing the matrix of inter-
dependency coefficients, is shown below: 

BRANCHES 

1 2 3 4 5 6 7 
p p p p p p p Source Node No. 
3 3 5 5 6 7 8 
p p p p p p p Sink Node No. 
k' k' k' k' k' k' k' Commodity k' 

k lB 
k lP 

N k 2B 
k 2P 

0 k 3B 
k 3P \)1 \)2 

D k 4B 
= rp1<- I ,kl k 4P . . • [Eq. 9 .19] 

E k 5P "3 "4 
k 6B 

s k 6P \) 5 
k 7B 
k 7P "6 
k SP v7 
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where 
vi =-ui for k' ,k = 1,2 For i = 1,2, ••• ,7 
vi =-l{li for k' ,k = 1,3 For i = 1,2,.,n,7 
vi = y. [or lr ' ,k = 2,3 For i = 1,2, ... ,7 

1 

Using similar notation and letting [Dk!k] represent the matrix 
of coefficients for water quality DO standards, then k' ,k 
signifies in the following the relationship between each 
conunodity and the DO in the reach. 

k' ,k Commo.dity Interrelationship 

1,3 Water, DO 
2,3 BOD, DO 
3,3 DO, DO 

Shown below is the general form of the [Dk' ,k] diagonal matrix: 

BRANCHES 

1 2 3 4 5 6 7 
p p p p p p p Source Node No. 
3 3 5 5 6 7 8 
p p p p p p p Sink Node No. 
k' k' k' k' k' k' k' Commodity k' 

kQUALlP ni 
N kQUAL2P n2 
0 kQUAL3P n3 

[Dk' ,k-1 D kQUAL4P n4 = [Eq. 
E kQUALSP ns 
s kQUAL6P n6 

kQUAL7P n7 

where 
ni .. ljii for k' 'k = 1,3 For i = 1,2, ... ,7 
ni =-yi for k' 'k = 2,3 For i = 1,2, ... ,7 

ni = a for k' 'k = 3,3 For i = 1,2, ... ,7 i 
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Let [TC2)] reoresent the matrix of BOD treatment alternatives 
with the general form shown below: 

BRANCHES 

1 2 3 4 6 7 Source Node No. 
b b b b b b Treatment Segment 
2 2 2 2 2 2 BOD Conunodity No. 

N 2 lB a 
0 2 2B a 

= [T (2)] D 2 3B 8 • [Eq. 9.21] 
E 2 4B a 
s 2 6B e 

2 7B a 

where 
B • sum vector with n components 
n - nuinber of linear segments representing percent treatment 

at a facility. 

The remaining matrix [I] in Equation [9.17) is the ident~ty matrix 
of upper bounds on BOD removal. 

9.3.1 Optimization Programs 
The theoretical development and application of the optimization 
model necessitated the development of two main computer programs 
and one. auxiliary program. These three routines make up the 
optimization package and were programmed for an IBM 360/65 
computer. Below is a brief discussion of each routine. A 
thorough description and coding of the optimization package is 
contained in Sections A4.7, A4.8, and A4.9 of the appendices. 

1. INTERF - Interface Program 
The objective of thi~ main routine is to accept specified stream 
and wastewater data from a simulation model and to generate the 
mathematical programming model in the format specified for the 
MPS/360 Pl'ocessor. The e,}:'ogram contains the flexibility of 
handling a, region with up to 50 reaches and generating a new matrix 
for any changes in the simulated input data. 
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2. MPS Control Program 
The objective of the auxiliary routine is to specify the optimization 
procedures to be used in providing the necessary outputs needed 
for analysis. Depending only on the statements used in this 
control program, post-opE1mal procedures may be applied wilh-only 
minor changes in the matrix· generated by INTERF. 

3. LPLF - Linear Programming Model 
The objective of this main-routine· is to allocate waste treatment 
requirements and/or low flow augmentation to meet preset water 
quality standards and determine·the optimal solution for a 
specified region in- a· watershed·.· The· linear programming model, 
developed in a multi-commodity network· format, is composed of the 
output from INTERF, the MPS Control Program, and predetermined 
treatment cost data along with waste treatment bounds. 

These routines in the optimization package may be considered as 
components of a closed loop information feedback system, giving 
solutions to any changes in exogenous or endogenous data. 
Information obtained from its output, via control points, may 
trigger further analyses of the optimal solution or specify 
changes in the original data as shown in Figure 9-2. 

9.3.2 Post-Optimal Analysis of Regional Waste Treatment Costs 

9.3.2.1 Primary or Secondary Treatment Required at All Reaches 
Given the water quality standards, each of the seven reaches 
seeks to find the least cost way to meet the standard. The 
optimization model provides the decision-makers with the information 
needed to achieve the above objective. The summary output 
for the seven reaches with a minimum of primary treatment required is 
tabulated in Table 9-6. The summary output for the case where 
secondary treatment is required at all waste sources is tabulated 
in Table 9-7. The regional authority now knows the "best" 
combination of wastewater treatment facilities. Note that the 
total cost to the region is higher if secondary treatment is 
required. If secondary treatment is not required at all reaches, 
then more intensive treatment is provided where it is most 
effective. The addition of a secondary treatment constraint 
cannot decrease the regional cost. However, the regional cost 
will be unchanged if this additional constraint is not binding, 
i.e., all waste sources are already removing more than 85% of 
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TABLE 9-6 
OPTIMAL SOLUTION WITH ONLY PRIMARY 

TREATMENT (35% BOD REMOVAL) REQUIRED 

% BOD Removal Future Future Minimum DO in 
Reach Annual Cost Reach: mg/1 

Present Future $ x 103 Actual Allowable 

1 67 67 0 9.7 7.0 

2 10 69 715 7.9 7.5 

3 26 50 170 8.5 7.0 

4 24 89.9 696 6.0 6.0 

5 8.3 6.5 

6 12 90 900 7.3 6.0 

7 26 50 690 4.0 4.0 

Total Cost • 3171 

TABLE 9-7 
OPTIMAL SOLUTION WITH PRIMARY AND SECONDARY TREATMENT 

(85% BOD REMOVAL) REQUIRED 

% BOD Removal Annual Future Minimum 
Reach Costs D.O. in Reach: mg/l 

Present Future $ x io3 Actual Allowable 

1 67 85 77 9.7 7.0 

2 10 85 987 8.4 7.5 

3 26 85 323 8.8 7.0 

4 24 89.9 696 6.0 6.0 

5 8.6 6.5 

6 12 85 790 7.4 6.0 

7 26 85 1232 4.9 4.0 

Total Cost - 4105 
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the BOD. From analyzing the primary treatment solutio~ it is 
apparent that requiring 85% treatment, i.e., secondary treatment, 
at all sources would increase regional costs. In fact, the 
costs are increased from $3.17 x 106 to $4.10 x 106 because of 
this secondary treatment constraint. The analysis will be extended 
to provide a methodology which is applicable to a wide variety 
of actual circumstances. For example, how should this total 
cost be apportioned among the decision-making units? How much 
would augmented flow be worth to any combination of these units? 
This will provide the requisite information to permit not only 
formulation, but also implementation of optimal regional waste 
management strategies. 

9.3.2.2 Cost Allocation Among Reaches 
Given the solution to the primary treatment case, how should 
the total annual cost be apportioned among the decision-making 
units? It would be inequitable to assess the costs as shown in 
Column four of Table 9-6. Comparison of columns five and six 
in this table tells which reaches are providing excess treatment. 
Reach six is overtreating - apparently to assist reach seven 
in meeting its constraint. The decision-maker in reach six 
would be irrational to participate in this plan since it would 
cost him more than he would have to pay to just meet his standard. 
Reaches two and three are also overtreating while reach four 
is just treating enough to meet exactly its water quality 
standard. Reach one would be indifferent as to participating 
since it is also overtreating but has zero unit cost, up to 
67% removal. For this system, reach seven should be willing 
to pay the upstream reaches for providing the supplementary 
treatment to meet its standard. 
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The response of reach seven to any DO standard can be determined 
by parametric programming. Table 9-8 shows· the system response 
as the dissolved oxygen standard at reach seven is varied from 
one to seven mg/l. At one mg/l the standard is being met by 
a combination of treatment at reaches one, six, and seven. 
Reach one is providing 67.0% removal (32.0% for reach seven) 
due to the fact that the cost is zero up to that level and is 

. thereby the favored alternative. Reach six· is providing 70.9% 
treatment· of which-1.4% is attributable to assisting in meeting 
the reach seven constraint. All of the treatment in reach seven 
naturally goes to meet· the standard in that· reach since it is 
the last reach. Reaches two and four are providing exactly 
enough treatment to meet their local standard, while reach 
three is treating at the 35.0% minimum requirement. 

As the water quality standard increases toward 4.0 mg/l, the 
amount of treatment continues to increase in reach six. All 
other reaches stay the same. This means that, over this range, 
treatment in reach six is the most economical. However, as 
the standard approaches 4.0 ~g/l, reach six attains its maximum 
capacity and it becomes necessary to treat elsewhere. Examination 
of the basis changes in the range from 3.5 to 4.0 mg/l indicates 
that the most economical treatment sequence is to utilize 15.0% 
of the capacity at reach three; then the remaining capacity of 
reach four (0.1%); and then begin to utilize capacity at reach 
two (12.8%). Between 4.0 and 4.5 mg/l, the model initially 
continues to increase treatment at reach two and then switches 
to reach seven. The .procedure continues in this manner until 
the parameterization stops at 5.81 mg/1 - the point at which an 
infeasible solution is reached. This indicates that all of 
the facilities are treating at full capacity and it is impossible 
to achieve any higher level of water quality goal. 
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TABLE 9-8 
SEQUENCE OF REGIONAL WASTE TREATMENT AS DO STANDARD 

AT REACH SEVEN VARIES FROM 1 TO 7 mg/l. 

D.O. Standard 
at Reach Seven 

mg/l 

1. 0 

1. 5 

2.0 

2.5 

3.0 

3.5 

4.0 

4.5 

5.0 

5.5 

5.81 

>5.81 

Incremental % BOD Removal in Each 
Reach to Meet Reach 7 Standard 

1 2 3 4 6 7 

32.0 0 0 0 1.4 so.a 

32.0 0 0 0 5.0 so.a 
II 0 0 0 8.6 50.0 

" 0 0 0 12.2 " 
" 0 0 0 16.l II 

II 0 0 0 19.4 " 
II 12.8 15.0 0.1 20.5 II 

II 19.9 15.0 0.1 20.5 62.8 

II 19.9 15.0 0.1 20.5 80.1 

32.0 29.9 15.9 0.1 20.5 90.0 

55.0 34.9 55.0 0.1 20.S 90.0 

INFEASIBLE SOLUTION 

9.3.2.3 Equivalent Prices for Upstream BOD Removal 
Next, the question of estimating the price that the decision
making unit in reach seven would be willing to pay for upstream 
BOD removal is examined. It might be conjectured that he would 
be willing to pay any amount less than his own cost for upstream BOD 
removal. Unfortunately, there is not a one to one (or even a 
trivial) correspondence between BOD removal at reach seven and 
at any other upstream reach due to the complex instream processes 
that occur. Thus, it is necessary to describe how the economic 
value of the product (waste treatment) varies according to the 
location of the facility. 
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Recall that in Section 7 the various states of the regional system 
were identified by examining the shadow price with respect to BOD 
removal, n1 (2), and the shadow price with respect to the DO standard, 
n1 C4). Table 9-9 shows these prices for the original set of water 
quality standards with only primary treatment required. 

TABLE 9-9 

SHADOW PRICES FOR BOD REMOVAL AND WATER QUALITY STANDARD IN EACH REACH 

(PRIHARY TREATMENT REQUIRED) 

Shadow Reach 
Price 1 2 3 4 5 6 7 

ui (2) :$/I/BOD 10.87 7.90 11.36 11.17 13.61 13.93 14.44 

iri(4):$//IDO 0 0 0 0 0 0 18.58 

Examination of Table 9-9 indicates that competition exists at the 
treatment facility in reach seven. This is indicated by non-zero 
shadow prices for BOD removal in all contributing reaches and a 
positive shadow price for the water quality standard only in reach 
seven, It is also seen from Table 9-9 that the BOD shadow price 
decreases in the upstream direction because of the diminishing 
effectiveness of upstream waste treatment. 

The general recursive relationship, developed in Section 7,is now 
used to determine the rate at which upstream BOD removal can be 
substituted for removal at reach seven: 

where Ai = set of all contributing reaches above reach i. 
For this river system, e1j can be calculated as follows: 
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Reach 6 relative to reach 7 

p
7

(2,3)(1T
7

(2)) = (p
7

(2,3)e:
6

(2) + p
6

(2,3)E:
7

(3)]1T
6

(2) 

[Eq. 9.23] 

Reach 4 relative to reach 7 

P
6

{2,3) c JI E:. (2)h: (3) + P (2,3)e: (2) ( rr e: (3)) 
4,5 J 7 5 4 6,7 j 

+ p (2,3) ( JI e:, (3))] 1T (2) 
4 5,6,7 J 4 

[Eq. 9.24] 

Reach 3 relative to reach 7 

p ( 2, 3) (TT ( 2)) = [ p ( 2, 3) ( JI E ( 2 » + p ( 2, 3) ( fl e:J, ( 2 )) E] (3) 
7 7 7 3,5,6 j 6 3,5 

+p (2,3) e:
3

(2) (II e:.(3)) +p (2,3)( IT e:.(3))] Tr
3
(2) 

5 6,7 J 3 5,6,7 J 

[Eq. 9.25) 

Reach 2 relative to reach 7 

P (2,3)(7r. (2)) = [p (2,3)( II e:.<2» + 
7 7 7 2,3,5,6 J 

P (2,3){ II e:.<2)) e: (3) + P (2,3)( JI e:jC2))(
6

rr e:.(3)) + 
6 2,3,5 J 7 5 2,3 ,7 J 

p (2,3) e: (2) ( JI e:, (3» + p (2,3) ( IT e:, (3)] 1T (2) 
3 2 5,6,7 J 2 3,5,6,7 J 2 

[ Eq I 9. 26] 

9-28 



Reach 1 relative to reach 7 

p (2,3) (1T (2)) = (p (2,3) ( TI E (2)) + 
7 7 7 1,3,5,6 j 

p (2,3)( II £ (2)) £ (3) + P5(2,3)( n EJ.(2)) (6n,7 e:J.{3)) 
6 1,3,5 j 7 1,3 

+ p (2,3) E (2) ( TI £,(3) + p (2,3)( _II e: (3))J TI (2) 
3 1 5,6,7 J 1 3,5,6,7 j 1 

[ Eq. 9. 2 7] 

Knowing the BOD shadow prices for all contributing reaches and 
consequently the eii' it is now possible to describe this regional 
system in a market context. The BOD shadow prices represent the 
marginal value of upstream waste treatment to reach seven under 
optimal conditions. 

For the hypothetical region, the vector of eij's are shown in 
Table 9-10. 

TABLE 9-10 
RATE OF SUBSTITUTION OF UPSTREAM WASTE TREATMENT FOR TREATMENT 

AT REACH SEVEN 

Item Reach 
l 2 3 4 6 7 

.752 .546 .785 .771 .965 1.00 

If, for example, the marginal cost of BOD removal at reach seven is 
$10/pound, then he would be willing to pay reach one up to $7.52/pound, 
reach two up to $5.46/pound, etc. fo_r upstream BOD removal. 
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9.4 Post-Optimal Analysis to Determine Regional Flow Augmentation 
Benefits 

This section describes how the more productive sources of augmented 
flow might be identified under the assumption that the activity 
coefficients are independent of flow. The flow dependency of the 
activity coefficients will be analyzed later. 

The augmented flow may come from reservoirs located at any of the 
headwater reaches··-(one,· twt:r or four in this· case). The assumed 
upper bounds on the availability of augmented· fiow are twice the 
base flow at· reaches· one· and two-,· and- four- times the· base flow in 
reach four. The· relative· effectiveness· of· augmented flow depends 
on its quality characteristics and· the reaches in which it is of 
use in reducing waste treatment costs.· ·For example, a unit release 
of augmented flow in reach one would be of potential value to 
reaches one', three·,· five·,· six, and seven-. 

9.4.1 Assumed Sources of-Augmented Flow 
A point of departure for the analysis might be to determine where 
one additional unit of water could be most effectively employed. 
But this information is already known from inspecting the solution 
to the dual problem. The shadow price with respect to the water 
is az*/as1 (1) = ~i(l). The shadow price vector for the original 
run is shown in Table 9-11. As might be expected the value of 
the unit of water is higher in the upper reaches. Reach two is 
seen to be the most desirable reach to introduce an additional 
unit of water. 

Item 

1T (1) 
i 

TABLE 9-11 

SHADOW PRICE FOR WATER SUPPLY IN EACH REACH 

(PRIMARY TREATMENT REQUIRED) 

Marginal Value of Water in Indicated Reach: $/MG 
1 2 3 4 5 6 7 

1045 1189 936 654 515 295 136 
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Because of the fixed costs involved in constructing storage 
facilities, it is likely that only a single source of augmented 
flow would be used if a capital expansion is required. However, 
if there are existing reservoirs on reaches one, two, and four, 
then it is possible that the desired augmented flow could be 
obtained from a combination of reservoir releases. Benefit 
functions are developed below for both these cases. 

9.4.1.1 Selection of Most Effective Single Source 
The selection of the single most· effective source of augmented 
flow will be determined in this section using parametric 
programming. The procedure is· as follows: 

1. Obtain an optimal solution with no flow augmentation. 

2. Using parametric programming find az*/a.s1 (1) over a range 
from the base flow, §i (lJ, to the maximum flow, si(l). 

3. Do this analysis for augmented flow at reach one, reach two, 
and lastly at reach four. 

4. Plot the benefit functions for comparative purposes. 

The results of this analysis are shown in Figure 9-3. Reach two 
is the most desirable reach for flow augmentation. Reach one is the 
second choice; reach four is the last choice. The most significant 
difference in the slope of the benefit function occurs at smaller 
levels of augmented flow. This difference is partially attributable 
to the differential value of water in the headwater reaches and the 
fact that augmentation in reach four does not help reach three. 
The diminishing marginal benefits result from the fact that higher 
levels of augmented flow substitute for the less costly waste treatment. 

A description of the impact of augmented flow at reach two is 
presented below to assist the interpretation of the results. With 
no augmented flow, reach two is treating 69% of its waste. At 
125 MG of augmentation (the first breakpoint in Figure 9-3), the 
required treatment at reach two has been reduced to less than 
60% so that the unit costs are lower. The amount of waste treat~ 
ment has also been reduced in downstream reaches. At the second 
breakpoint (268 MG of flow in reach two), the treatment at reach 
two has been reduced to 50%. Next, the treatment at reach four 
was reduced to less than 90% BOD removal. Reach four has been 
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overtreating to assist a downstream waste discharger. The third 
breakpoint (271 MG) occurs when reach four has reduced its treat
ment to the point· at which it is just satisfying its own standard. 
The fourth breakpoint (311 MG) occurs when waste treatment is 
reduced from 50% to 35% at reach three. The fifth breakpoint 
(780 MG) occurs when waste· treatment at reach six is reduced 
from 90.0% to 85.0%. Finally, for flows from 780 MG to the 
prespecified maximum augmentation (1325 MG) waste treatment at 
reach six is reduced from 85.0% to 79.2%. 

The parameterization shows how flow augmentation substitutes 
for the most costly waste treatment which· is being used at·a 
given stage in the analysis. Discontinuities result from the 
original assumption of a separable· piecewise linear convex 
cost function. If desired, it is possible to modify the original 
selection of these segments and obtain a more suitable approximation. 

Naturally, the selection of the mast effective headwater reach is 
also dependent· on the relative cost of impounding water for flow 
augmentation. The analysis presented here does not deal with 
these cost differentials~ 

9.4.1.2 Selection of Most Effective Combination of Sources 
Next the cas~ where potential sources of augmented flow are 
available from reaches one, two, and four will be analyzed. 
It is desired to determine the optimal release sequence from 
these three sources. This water is assumed costless so that we 
are indifferent, from a cost standpoint, as to which source the 
water comes from. The selected procedure for this analysis is 
outlined below. 

1, Obtain an optimal solution with no flow augmentation. Let 
[Q*Jo be the vector of the optimal activity levels and [rr

1
(1)] 0 

be the vector of shadow prices with respect to low flow augmen
tation. Let [Hi] be the set of headwater reaches. 

2. Find,Maximum [rr1 (l)] 0 . 
ic:H1 
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3. Augment the flow in this headwater reach until a basis change 
* occurs. For the next optimal basis, [Q ]1, 

find, Maximum [TI1 (l)] 1 . 

iEHi 

4. Augment flow in this headwater reach. 

5. Continue this process up to a specified maximum augmentation 
or the flow at which [Tii(l)] =[~],the null vector, "'f1hich indicates 
that further augmentation is valueless. 

Figure 9-4 shows the results of this analysis. Up to an augmented 
flow of 781 MG, reach two is the most effective source of augmented 
flow. At this point, only reaches four and seven are exactly 
meeting the water quality standard. Thus augmented flow from 
either reach one or two benefits only reach seven whereas augmen
tation at reach four benefits both reaches four and seven. Reach 
four remains the most effective source of augmented flow from 
781 MG to 905 MG because low flow augmentation is reducing the 
required treatment at reach four in the 85-90% BOD removal range -
the most costly range. Above a flow of 905 MG the optimal 
strategy dictates using water from reach two until a flow of 
1825 MG. Then augmentation is most effective from reach four. 

9.4.2 Effect of Variation in Quality of Augmented Flow 
An important consideration in evaluating the benefits of flow 
augmentation is the quality of the augmented water. It is well 
established that the quality of the water in deeper reservoirs 
is not homogeneous. During summer months reservoirs usually 
stratify into a warmer upper layer (epilimnion) which overlies 
a cooler bottom layer (hypolimnion). The dissolved oxygen in 
these lower layers is often quite low. Because of the differing 
quality of water that would be delivered as a function of the 
portion of the reservoir from which it is removed, it is necessary 
to evaluate the effect of such changes on the optimal solution. 
The effect of releasing warmer water was described in Sectiori 
8. The related case where the DO of the augmented flow is zero, 
and where the augmented flow has a high BOD concentration, will 
be discussed below. The discussion will be restricted to 
augmentation from a single source. The multiple source case 
can be developed as a direct extension of the this atialysis. 
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9.4.2.1 Single Source With Zero DO 
The flow in reach two was increased from its original level to 
twice that level with the augmented flow containing zero DO. The 
results from this analysis are interesting. Figure 9-5 shows 
the regional treatment cost as a function of the augmentation 
at reach two. It is seen that a cost reduction (positive benefit) 
results for smaller levels of flow augmentation. However, a net 
increase in regional costs results if the augmentation exceeds 
about 435 MG. The minimum regional cost occurs when the augmented 
flow is approximately 133 MG. 

The shape of the cost function can be explained by examining the 
operation of the regional system under the assumed conditions. 
Table 9-12 shows the percentage treatment for selected levels of 
augmented flow. The initial impact of the augmented flow is to 
reduce the required treatment at reaches two and four. The reason 
why treatment could be reduced at reaches two and four was that 
they were overtreating to assist reach seven. As augmentation 
continues, reductions in treatment are realized at reaches three, 

TABLE 9-12 

TREATMENT REQUIRED WHEN AUGMENTED FLOW 
ENTERING AT REACH TWO HAS ZERO DO 

Augmented Flow % BOD Removal at Each Reach 
At Reach Two:MG 1 2 3 4 6 7 

0 67.0 68.7 50.0 90 90.0 so.a 
133 67.0 61.8 50.0 89.9 90.0 50.0 

266 67.0 68.6 35.0 89.8 88.3 50.0 

400 67.0 75.4 35.0 88.6 86.3 50.0 

533 67.0 82.3 35.0 88.6 84.2 so.a 
666 67. 0 89.0 35.0 88.6 82.1 so.a 
680 67.0 90.0 35.0 88.6 81.8 50.0 
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four, and six. However, the augmented flow with zero DO utilizes 
the available excess oxygen in reach two and consequently more 
treatment is required. In fact an infeasible solution to the 
problem results if the augmentation exceeds 680 MG because the treat
ment plant at reach two is using its entire capacity. 

For this hypothetical river system, augmented flow with zero DO 
has a positive benefit over a restricted flow range. However, it is 
impossible to generalize from these results regarding the benefit 
of this type of flow augmentation since it clearly depends on the 
particular regional system· under study. 

9.4.2.2 Single Source With High BOD 
The next task is to examine the effect of augmented· water with a 
high BOD entering· reach two. In this· case, the BOD concentration 
of the augmented· flow was much higher than the BOD concentration 
of the base flow. The results of this analysis showed that the 
increased BOD loading reduced the effectiveness of the augmented 
flow to the system. Figure 9-6 shows the regional cost function f o( 
augmented flow at· the original BOD, twice the original BOD, and 
five times the original BOD in the augmented flow. The added BOD 
load has a relatively minor effect on the regional cost function. 
Even raising the BOD concentration to five times the base level 
decreased benefits by only about 15%. Here again, the total 
impact depends on the· specific· regional configuration. 

9.4.2.3 Varying Activity Coefficients Using Single Source 
Section 7 discussed a technique for estimating low flow augmentation 
benefits which accounts for the changing coefficients in the 
activity matrix. ·This approach will be utilized here to determine 
the flow augmentation benefits for the limiting conditions described 
in Section 7. The two limiting cases for augmentation in reach 
two are as follows: 

1. 

2. 

use activity coefficients for 

use activity coefficients for 
the flow • 

the base flow; and 

the upper bound on 

Figure 9-7 shows the regional benefit function for these two 
conditions. The regional benefits are seen to be larger if the 
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coefficients for the base flow are used. This result was expected. 
These two curves provide the analyst with the· limiting cases of 
the influence of changing coefficients on the optimal solution. 
For this hypothetical river system the actual· curve would lie 
between these two· curves as shown in Figure 9-7. From the results 
of the parameterization, the limiting conditions for the flow 
augmentation benefit function can be derived as outlined in 
Section 7. Improved results can be obtained by adding more break
points to the original approximation of the cost function. It 
is necessary to revise only those cost functions which are affected 
by the parameterization·. ·The· ones which are in this· category are 
known. For example, in the· curve with base flow coefficients, 
flow augmentation in excess of 306 MG simply reduces the waste 
treatment at reach six from 90% on· down to· about 79%. Consequently, 
a better approximation· can be obtained by increasing the number of 
breakpoints, in this treatment range, only for the reach six 
cost function. 

9.5 Conclusions 
Application of the optimization model to a hypothetical region 
has been presented. In the first part of the section, the 
important linkage between theory and application is provided 
by illustrating how the model is structured and operated. The 
implementation, shown in the latter part of the section, demonstrates 
the value of the model for quantifying the benefits of low flow 
augmentation, via post-optimal analysis for various assumed 
conditions. 

The flexibility of the model is demonstrated for the deterministic 
case. However, its structure should permit formulation of the 
stochastic case using chance-constrained programming or a related 
method. Also, the scope of the analysis was restricted to finding 
the gross benefits of low flow augmentation. The net benefit 
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function could be determined if the work is extended to include 
a comprehensive derivation of the flow augmentation cost function. 
This derivation should include not only direct costs, e.g., reservoir 
construction, but also imputed costs which reflect the value of 
water in alternative uses. These imputed costs may be important 
because of the relatively intensive demands for the water that could 
be expected during low flow conditions. 
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Section 4 

APPENDIX Al 
DEFINITION OF TERMS 
USED IN EACH SECTION 

K1 deoxygenation velocity constant 
K2 regeneration velocity constant 
K3 rate factor, loss of BOD in reservoir 

Section 5 
y 
a,b 
Q 
QMAX 
QMIN 
CMAX 
CHIN 
SMAX 

SMIN 

DMAX 
DMIN 
DW\G 

PROB 

v 

total annual waste treatment costs 
coefficients 
design capacity of treatment plant, MGD 
maximum average monthly streamflow, MGD/square mile 
minimum average monthly streamflow, ~D/square mile 
maximum average monthly coefficient of variation Qf ~treamflows 
minimum average monthly coefficient of variation of stre.amf lows 
maximum average monthly coefficient of se.ria.l c.orJ;"elatJ;on. of 
streamf lows 
minimum avera~e monthly coefficients of serial corz;~latio:n of 
streamflows 
maximum monthly demand rate, MGD/square 
minimum monthly demand rate, MGD/square mile 
time period elapsed between the largest flow and the, 
largest demand, months 
probability that the reservoir will not become empty 
in any given year 
required storage volume per square mile of drainage area 
of the watershed, acre feet/square m.ile 
total storage volume in acre feet 
number of square miles in the drainage area 
represents DMAX, cubic feet per second 
represents DMIN, cubic feet per second 
represents QHIN, cubic feet per second 
represents QUAX, cubic feet per second 
unit cost equation for region B 
total capital cost of the reservoir 

Section 6 
Q rate of flow, cubic feet per second 
A area, sq. ft. 
v velocity, feet per second 
n Manning's friction.factor 
R hydraulic radius, feet 
S slope of hydraulic grade line 
w width of channel, ft. 
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d mean depth of flow, ft. 
a constant, width-discharge equation 
b constant, width-discharge equation 
c constant, depth-discharge equation 
f constant, depth-discharge equation 
K constant, velocity-discharge equation 
m constant, velocity-discharge equation 
1.J mean 
a standard deviation 
r random variable 
x data point 
P serial correlation coefficient 
£ standard normal deviate 
Y skewness 
t;; random component, gamma distributed 
n standard normal random deviate 
e natural logarithm base 
t dummy variable 
a constant,.transformation equations 
n constant exponent 
n sample size 
T temperature 
R random number (O,l) 
L week index 
t time .. 
Kz reoxygenation velocity constant 
c dissolved oxygen concentration 
~l deoxygenation velocity constant 
u mean velocity 
h depth 
g gravitational constant 
L BOD concentration 
Y deoxygenation error term 
D dissolved oxygen concentration 
K1 deoxygenation velocity constant 
s reoxygenation error term 
1 0 initial BOD concentration 
D0 initial DO concentration 
X data value 
S regression constant 
x data value, residual 
r correlation coefficient 
S covariance matrix 
A root of correlation matrix 
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B 
c 
A 
T 

n 
QO 
DAO 
CL 

QS 
DAS 
s 
p 
La 
Da 
tc 
BOD in 
BODO UT 
BODw 
Qw 
QIN 
QREG 
QOUT 
RREL 
DIV 
y 
v .. 
Yin 
K3 
QVAP 
Yo 
co 
w 
z 
A 
B 
c 

regression constant, generation eqn. 
variance coefficient, generation eqn. 
deterministic component, generation eqn. 
week of the year 
number of basis gages 
flow at point 0 
drainage area at point 0 
weight coefficient 
flow at gage point 
drainage area at gage point 
transformed variaple, laplace transforms 
reoxygenation error term 
initial BOD concentration 
initial DO concentration 
critical time 
BOD at upstream point in reach 
BOD at downstream point in rea~h 
BOD of waste 
flow rate of waste 
flow into reservoir 
regulated flow 
flow out of reservoir 
reservoir release rate 
diversion rate 
BOD concentration in reservoir 
volume of water in reservoir 
BOD cone. incoming to reservoir 
rate factor, loss of BOD in reservoir 
evaporation loss in reservoir 
BOD concentration in reservoir, beginning of time interval 
DO concentration in reservoir, beginning of time interval 
equals QOUT/V 
equals QIN/V 
equals K1 + W + K3 
equals Kz + W 
average DO cone. in reservoir 
average BOD cone. in reservoir 
DO cone. incoming to reservoir 
sensitivity function 
overall transfer function, 
constant, transfer function regression equation, BOD 
flow transfer factor 
regression coefficient, transfer function r~g. eqn. BOD 
regression coefficient, transfer function reg. eqn. DO 
constant, transfer function regression eq~ation, DO 
DO transfer coefficient 
BOD transfer coefficient 
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q transformed flow value 
v1 ith statistical moment about zero 
µi ith statistical moment about mean 
a 3 skewness parameter 
B2 kurtosis parameter 
e angular constant 
Ak Fourier constant 
Bk Fourier constant 
N number of years of data 

Section 7 
Ai set of all contributing reaches above reach i 

set of all contributing reaches immediately above reach i 
set of all recipient reaches downstream from reach i 

F. 
G1 

i 
v 
si(kT) 
s (k) 
Qi(kT) 
Qi(k) 
Qi' (k) 
Ei (k) 

pi (k!k) 

Cib(kT) 

Q1b(kT) 
Qib(kT) 
Q1b(kT) 
!i 
z 
n 

set of all treatment plants in region (q elements) 
flow of conunodity k into treatment plant in reach i 
new supply of commodity k entering reach i 
flow of commodity·k from treatment plant to reach i 
flow of commodity k at beginning of reach i 
flow of commodity k at end of reach i 
attenuation or amplicat.ion of commodity k in transit 
through reach i 
change in flow of commodity 
flow of commodity k through 
cost of transporting a unit 
branch b in ith reach 

k' through reach i per unit of 
reach i 
of commodity k along treatment 

flow of commodity k along treatment branch b in ith reach 
upper nound on Q1b(kT) 
lower bound on Qib(kT) 
minimum allowable flow of conunodity k in reach i 
value of the objective function 
number of treatment branches 

p number of reaches 
q number of treatment plants 
Ki rate constant for deoxygenation, day-1 
Kz reaeration rate constant, day-1 
K3 rate constant for sedimentation and adsorption, day-1 
B BOD concentration, #h~ 
B0 BOD concentration at time 0, fl /UG 
Bt BOD concentration time t, #/MG 
R rate of BOD addition due to runoff and scour, #/MG/day 
D DO deficit, #/MG 
D0 DO deficit at time 0, #/MG 
Dt .DO deficit-at time t, #/MG 
M oxygen production (M>O) or reduction (M<O) due ta plants 
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saturation DO quantity at the beginning of the reac~, lbs 
saturation DO quantity at the end of the reach, lbs 
saturation DO concentration, #/MG 
(p+q)x(p+q) matrix of water continuity coefficients 
(p+q)x(p+q) matrix of BOD continuity coefficients 
(p+q)x(p+q) matrix of DO continuity coefficients 
(p+q)x(p+q) matrix of water-BOD interdependency coefficients 
(p+q)x(p+q) matrix of BOD-DO interdependency coef~icients 
(p+q)x(p+q) matrix of ·water-DO interdependency coefficients 
(p)x(p+q) matrix of water-DO quality coefficients 
(p)x(p+q) matrix of BOD-DO quality coefficients 
(p)x(p+q) matrix of DO quality coefficients 
(p+q)x(nxq) matrix of BOD treatment alternatives 
(nxq)x(nxq) identity matrix of upper bounds on BOD removal 
vector of dual variables associated with [s(l)] 
vector of dual variables associated with [s(2)] 
ve~tor of dual variables associated with [sC3)] 
vector of dual varia~les associated with cx<3)] 
vector of dual variables associated with [q(2T)) 
rate of substitution of upstream BOD removal at reach j 
relative to BOD removal at reach i 
BOD removal shadow price for upstream reach j 
marginal cost of BOD removal at rea~h i 
water quality shadow price for upstream reach j 
shadow price with respect to flow at reach i 

Section 8 
E evaporation rate, inches per week 

week of year L 
'.D 
. Kl 

Kz 
K3 
c 
f 
h 
m 
T 
w 

·d 
v 
Q 
q 

~i(k) 
k 

diversion rate, million cubic feet per week 
deoxygenation velocity constant 
reaeration velocity constant 
rate factor, loss of BOD in reservoir 
constant 
constant 
constant 
constant 
temperature 
width of channel, ft. 
mean depth of flow, ft. 
velocity, ft. per second 
rate of flow, cubic feet per second 
transformed flow values 
itb statistical moment about mean 
sensitivity function 
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Section 9 
§i (1) 
Si(l) 
T 
QW 
QT 
cs 
f) 

D 
cw 
CT 
BW 
BT 
Kl 
K2 
K3 
M 

p 

R 

Q 
w 
d 
v 
a,c,f ,k,l,m, 
A 
L 
[c(2T)] 

[q(2T)] 

[Cib(2T)] 

[Qib(2T)] 

[q(l)J 
[q(2)] 
[QO)J 
[q(2T)J 

[s(l)J 
( s (2) J 
[ s (3) J 
[!0)] 

base (unagumented) flow, MGD 
maximum flow, MGD 
flow time through reach r, days 
wastewater inflow, MGD 
tributary inf low, MGD 
saturation DO concentration, mg/l 
maximum allowable DO deficit, mg/l 
minimum allowable DO concentration, mg/l 
wastewater DO concentration, mg/l 
tributary DO concentration, mg/l 
wastewater BOD concentration to treatment facility, mg/l 
tributary BOD concentration, mg/l 
deoxygenation rate constant, day-1 
reaeration rate constant, day-1 
sedimentation and adsorption rate constant, day-1 
oxygen production (M>O) or reduction (M<O) due to plants 
and benthal deposits, mg/l/day 
% ,BOD removal 1980 load with existing wastewater 
treatment facility 
BOD addition rate due to runoff and scour, mg/l/day 

'discharge 
water surf ace width 
mean depth 
mean velocity 
numerical constants 
cross-sectional area of the stream 
length of the reach 
unit cost matrix for transporting a unit of commodity 
2 (BOD) along treatment branch b in the plant in reach i 
matrix for the amount of BOD removed at the corresponding 
branches 
cost vector for branch b in the treatment facility in 
the ith reach 
BOD commodity vector for the treatment facility in the 
ith reach 
flow of commodity 1 
flow of commodity 2 
flow of connnodity 3 
amount of BOD removed at the corresponding branches in 
the plant 
additional amount of commodity l entering system 
additional amount of commodity 2 entering system 
additional amount of commodity 3 entering system 
minimum allowable flow of commodity 3 

Al-6 



[Q(2T)] 
A(k) 
pk' ,k 
nk' ,k 
T (2) 

B 
n 

upper bound on [q(2T)] 
matrix of continuity coefficients for the three commodities 
matrix of interdependency coefficients 
matrix of coefficients for water quality DO standard 
matrix of BOD treatment alternatives 
sum vector with n components 
number of linear segments representing percent treatment 
at a facility 
identity matrix of upper bounds on BOD removal 
marginal cost of BOD removal at reach i 
water quality shadow price at reach i 
set of all contributing reaches above reach i 
rate of substitution of upstream BOD removal at reach j 
relative to BOD removal at reach i 
shadow price with respect to flow at reach i 
set of headwater reaches 
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APPENDIX A-2 
CURVE FITTING TECHNIQUES 

The mathematical formulation of relationships of ten requires that 
a mathematical equation be fitted to a set of data. In general, 
data are in periodic form or in a form that can be fitted by a 
p0lynomial or an exponential formula. Fitti.ng curves to data 
points is a time-consuming process and one that is readily 
programmed to the computer. This section contains coding and 
documentation for two programs, FITCRV and CRVFIT which can be 
used to place data points in mathematical form. 

The program FITCRV is designed to fit data having a primary 
period of one year. The basic assumption is that the data are 
represented by the form: 

y = f (x+2TI) = f(x) • • [Eq. A2.l] 

where x represents an angle in radians. This can be represented 
by a trigonometric series: 

en cos (nx-it>n) + ... , •. , ...• [Eq. A2.2] 

where Ym is the mean Y for the period, cl are the amplitudes of 
the ith harmonic and ~1 are the phases of the ith harmonic (1) • 

The computation is carried out using the forms: 

Ym = 1 
n-1 

(Yi) [Eq. A2.3] L: . . I I . I 

n i=O 

ak = 2 n-1 
Yi cos k x 1 [Eq. A2.4) 

L: 
. I . . . 

n 
i=O 

k = 1, ... N 
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bk 2 n-1 
Y. sin .[Eq. A2.S] = L: xi . . . . 

1 
n i=O 

k 1, N 

...•.. [Eq. A2.6] 

k 1, ••• N 

. • . • • . . • [ Eq. A2. 7] 

k = 1, ... N 

N is the number of harmonics desired. 

In a set of data, the values (Y., Xi) are known and may be substituted 
into Equations [A2.4], through fA2.7] to obtain Ck and ¢k. The 
program is set up for maximum N = 6. The program furnishes values 
of Ck and tk for all values of k < N for all harmonics 1,2 ••. ,N. 
This latter feature allows the use of fewer than N harmonics, with
out recomputing, if it is found that the Ck and ¢k for the higher 
harmonics have little effect on the result. 

The program CRVFIT utilizes the 11 least squares" criterion for fitting 
a polynomial of degree 1 to 7, f(x) = AxB or f(x) = AeBx, depending 
upon the control variable selected. The routine to fit the polynomial 
starts with degree 1, sets up and solves the normal equations, re
generates the data using the polynomial and compares the original 
and renerated data. If the comparison is not within the limits 
specified, the degree is augmented by one and the procedure is 
repeated. The maximum degree that can be used in this program 

A2-2 



is 7o The normal equations are solved using the method of Gaussian 
elimination, wherein the matrix of coefficients is triangularized 
and the variables solved for by starting at the bottom row and 
moving upward. 

For the exponential forms, two normal equations are formed and 
solved for the "best fit" values of A and B. 

The program coding for both programs follows: 

(1) Mackey, Charles., Graphical Solutions, John Wiley and Sons, 
New York, 2nd ed., 1944, p. 142. 
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//f ITCRV 

II EXEC F4GDX 

//FORT.SYS!~ CC * 

FCRT~AN G, CLl~PILE, PUNCH GBJ. 

I ,MSGLE 
.\IEL=l 

DECK, EXE 
CUTE 

DIMENSICN Y(520J,TrETA(52),T~ETAC(52),A{6),8(6J,C!6),TAUl6) 

l YEST(52)~YrCLC(6) 
2 ,ALPHA(20) 

16 REAC(5,.1a,END=l7lALPrA 
l 8 F 0 R r' A T ( 2 ': A 4 ) 

R E A 0 ( 5 , 1 ) K tJ A X , N I '~ , N P £: R C , N P E R I , ( Y ( I ) , 1 = 1 1 N I r l ) 
1 FCRt-1ATI I3,3l't,/( 1ClF8.2}) 
WRIT~(6,lSlALPHA 

19 FCRl-'AT(U-l,20A4///) 
~RITE(6,3lKMAX,NIN~NPERI,NPERO,(YCil,I=l,N[N) 

3 FORMAT(!~ ,'NUMBER CF HAR~ONICS=',13 ,/ 
1 ' N U r1 D E R C F R E C 0 R C S T C 8 E R E A C I I\ = ' , l't , I 
2' NUPBE~ CF INPUT RECCRDS PER PER!OD=' 1 14,/ 
3 1 NU~DER CF ULTPUT RECORCS PER PERIUD='l4 1 /// 

51H0, 1 CRIG1NAL INPUT CATA',/(lX,lOF12.2)) 
C CCNVERT WEEKS TO RADIANS 

XM=(2*3.1416l/NPERI. 
X~~=(2•3.1416l/NPERC 

C CALCULATE T~eTAS-CALCULATE Y~EAN 

Y SU r--: = 0 
CO 2 I=l,l\IN 

2 YSUl'l=YSUll+Y(I) 
co I3 I=l,1\Pcin 

13 THETA(l)=Xt'*I 
y rn: A i\ = y s L JV / 1\ I N 
h R I T !: ( 6 , 2 C l Y M E Ar~ 

20 FORMAT(l~ ,•~EAN CF INPUT CATA= 1 ,F14.4) 
C CALCULATE ~(K),B(K},C(K),TAU(K) 

C FOR EAC~ CF K~AX ~AR~CNICS 
CO 6 K=l1K1VAX 
td K) "'"O 
E(K)=C 
CCK)=C 
J=O 
CO 7 I.:::l,f\If\ 
J::;J-t l 
ARG=K*Tl-'.ETA ( J) 
A(Kl=A(Kl+Y(ll*COS(ARG) 
BIK)=~(K)+Y(l l*SI~(ARG) 

7 IF(J.EC.l\PERI )J=O 
A(K):::/J(K)*(2./l\INl 
B ( K ) :: e ( K ) * ( 2 • IN Ir~ ) 
CARG=A(K)•*2+8(K)**2 
C(KJ=SCRTCCARGl 
BB=B(K) 
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.AA=A ( K) 
TAU(Kl=ATAN2(2e,AAl 

6 ~RIT::(6,<J)l<,A(Kl ,f1(K) ,C(I\) ,TAU(Kl 
9 F CR~ AT ( l t-0, 'd ORM C :~IC ' , I 3, I' A (Kl= ' , F 14. 4, I 

l 'i:!(K) = 1 ,Fl4.4,/' ClK) = 1 ,Fl4.41 
2 /' TAU(K) = 1 ,Fl4.4) 
hRlT~(6,l~)ALPHA 

wRIT~(6, 10) 
10 FOR~AT(lt- ,'FOURIER APPRCXIMATIO~S TC CRIGINAL DATA FCR EAC 

H OF K 
l HARM c i\ I c s ' • / l x ' ' I I ' 11 x ' ' K = l I ' 1 1 :< ' ' !~ = 2 ' , l l x ' ' K: 3 ' ' 11 x ' t K = 4 

211x,•K=5' ,11x, 1 K=6'l 
C CALCULATE YEST 

CO 12 I=l,;\!P[RO 
Tt-ET µc (I l =Xr-1~·1"* I 

1 2 Y E S T ( I l = Y r-1 E A ,\J • 
CO 15 I=l,NPEfW 
r.o 8 K=l 1 Kt-'·AX 
AR G = K * T t- c T .AC ( I )- f,\ U ( K ) 
y Es T ( I ) = y E s T ( I ) + c ( K ) II c Gs ( ,\ R G ) 

8 Y~CLC(K)=YEST(ll 
V. RI T t: ( 6 , 1 1 ) I , ( YH 0 LC ( K l , K = l , K ~AX ) 

11 FCRtJAT(lt- 1 l3,6Fl4.4) 
15 COt\Til\L;E 

GC TC 16 
17 STGP 

E t\C 
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I IC i~V FIT 

/*PASS~O~C 

Joe (ll43,47,C05,06,CCCC), 1 ALEMAN 

l,LOFLOJCl3 

•,CLASS 
·=s 

II [XEC F4GCXS 
//FCRT.SYSI~ DC * 

FCRT G COMPILE (NODECK), EXECUTE, CLASS S 

NSP=l 
CALL CRVFif PJSfl) 
CALL EXIT 
ENC 
SUBRCLTI~E SI~UL(~~A,a,C) 

C T H I S S U B 1~ 0 L T I N E S tJ L V l: S A Sc T 0 F S I MU L T AN E 0 U S E CU AT I 0 N S ( L I NE 
A~) 

C USING GALSS 1 S ~ET~OD. 
C ~~~O. UF E~~ATIO~S. 
C A~AR~~y CF CUEFFICIE~TS OF THE EQLATIONS. 
C B=VECTO~ CF CCNSfANf TER~S FCR TH~SE EQUATIO~S. 

C C=VECTCR CF SCLUTlC~S FOR TH~SE E~UATICNS. 

c *****************1************************************§**** 

Cl~E~SIC~ A(2C,20)~8(20),C(2C) 

r\t-'l=f\-1 
C 0 6 ·) K = l , /\ M l 
KPl=Ktl 
L=K 

c NOW ALL T~E ~ows ~RE ARRANGEC so THAT A(K,K) IS NOT ZE~C. 

C AND ALL CIAGO~AL TE~~S ARE LARGEST IN ABSCLLTE VALUE. 
CO 2J I=KPl,N 
I F ( /\ 1) S ( A ( I , K ) ) - A 13 S ( fl ( l , K ) ) ) 2 C , 2 0 , 2 1 

21 L= I 
2 0 c 0 IX T I I\ u E 

IF(L-K)50,5J,25 
25 CO 30 J=K,N 

TT=A(K,J) 
A(K,J)=A(L,J) 

30 ~(L,Jl=TT 
TTT=u(K) 
B(K)=El(L) 
B(L)=TTT 

c *************~********************************************* 

C PROCEEC hITh GAUSS'S Ell~INATION. 

50 CO 60 I=KPl,N 
FX~A( J,K)/;,(l<,K) 
A(l,K)=O.O 
CO 56 J=KPl,'l 

56 A(l 1 J)=A(l,J)-FX*A(K,J) 
60 fHil=e(I)-FX•tHK) 

C ~ATRIX ~ IS NOW A TRIANGULAR MATRIX. 
C BACK SCL~TIC~ MET~OO P~OCEEDS. 

c **********************************~************************ 

******* 

A2-9 



C ( f\J ) = 2 ( ,\ ) I A ( '·J , 1\i J 
I =NI"'. l 

61 IPl=Itl 
S=O.G 
CO 7 C J = I P l , ·'J 

10 s~s+ACI,J>*ClJl 
CC ll=(L:( I )-Sl/A( I, Il 
I= I-1 
IF (I l 8C t 8 •: t 6 l 

80 ~ETUf~f\ 

ENC 
FU~CTIL~ F(N,X,Cl 
C I ;v E 1\ S I L :, C ( 2 ) ) 
TERt-'=C.O 
C 0 1 I= 1 , ~' 
J=N-ltl 
K=J-1 
TERM=TER~+(C(J)*X~*K) 

IF{J.E~.l> GO TO 2 
1 CUH Il\t.:E 
2 F~TERf'J 

ENC 
SUGRCLTil\E CRVFIT(~SP) 

C CURVE-FITTING ROUT!~~ USING T~E METHOD OF LEAST SQUARES. 
C ~SP=l CCRRESPC~CS TC A POLYNCMI~L FIT. 
C ~SP=2 CCRRESPCNOS TO AN EXPO~ENTIAL FIT. 
C NSP=3 CCR~ESPCNDS TG ~ NATLRAL EXPUNENTIAL FIT. 

Cl~E~Sll~ X(2CO),Y(2:C),Xl(2COl,Yl(2:0),A(ll,11),B(ll),Clll 
) 

Cl~E~SIC~ P(2C),Xlll2C),X22(20),CC(ll),XX(20) 
CATA Xll/2C*l~+/,X22/2C•lH-/ 

C NS= ~L~BE~ UF CATA PCINTS. 
i<EAC(5,ll ~!> 

l F 0 R t~ A T ( I 5 l 
REAC(5,2)(X(l),Y( J), I=l,N$) 

2 FCRf'IAl ( 1CF8.0) 
GC TC (lSC,20C,300l,\SP 

lCO CC 199 ~=1,7 
l'X2=1"*2 

C ~=CEGRE~ CF PCLYNC~I!L. 

C FCR SINGLE APRCXI~4TICN MAKE STATEM~NT 100 OF THE TYPE M=NU 

C POWERS CF X ARE NO~ FCRMED. 
CO 13 I=l,f.'X2 
P(Il=O.O 
co 13 J=l,t\$ 

13 P(l)=P(Il+XCJ)•*I 
C ~= ~C. CF ECUATIONS. 
C A=ARRAY CF COEFFICIE\TS. 
C O=VEClOR CF CCNSTANT TER~S. 

tlBER. 
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i\ = 1"''. .. l 
CO 3D I=l,,\ 
CU 30 J=l,V 
K=I+J-2 
JF(K) 29,2:J,28 

28 A(l,J)=P('<) 
GO TC 3C 

2.'J A(l,ll=1\t 
30 CCNTif\UE 

SCl)=C.i::; 
CO 31 J=l,N$ 

31 B(l)=EJ(l)+Y(J) 
CC 3 2 I= 2 , t, 
3CI)=Q,C 
co 32 J=:,r,n 

32 B(IJ=B(l)+Y(J)*X(J)•*CI-t) 
C TC SCLVE T~E SIMULTA~EOUS E~UATIO~S ~E CALL CN SI~UL. 

CALL SI~Ll(~,~,3,cJ 

C h~ P~I~T ~~SULlS [N CESIRED FD~~. 
80 f:C 85 1=1,N 

IF!C(J).LT.C.0) G!J TC 82 
81 XX(l)=Xllll) 

GG TC 83 
82 XX(IJ=X22{l) 
83 CCCIJ=AeS<CCI )) 
85 COf~T I f\lJE 

hRITE(6,B~)(XXCIJ,CC(l),I~l,~l 

66FOR~Al('l 1 ,/////T37,'l',T52,'2 1 ,T67,'3',TS2,'4',T97,'5',Tll 
2, 1 6 1 , 

1T12 7' '7' ' IT 6' 'F ( x ) =' 'A 2' F 10. f:. 'A2 , F 11 • 6' Ix ' I 6 ( fl 2' F 12. 6' Ix I ) ) 
C LETS C~EC~ FOR 90 ACCURACY. 

CC 90 I=l ,Ni 
XlCl)=X([) 
X$=X(I) 
Ylll)=F(\,X$,C) 

90 CCNTI!\UC 
~N=l 

co sa I=l,i\$ 
IF(AES(Y( !)-Yl(l)).LE.1.E-04) GU TO 95 
GO TC 9B 

95 1\1\:=.i\l\+l 
IFC~~.LE.(C,l*~S)). GC TO 93 
r.~ITE(6,.:;~) 

96 FCR~ATCl~J,TlC,'THIS POLYNCMIAL FIT DUES NOT CCNVERGE TO TH 
E DESIR 

lED ACCL,f\~CY') 

f\E=.O 
GO TC gy 

98 CCNTlt\liE 
r.RITE(6,1CS) 

109 FOR~AT( 1 C 1 ,Tl0, 1 T~IS POLYNOMIAL FIT SATISFIES ERROR CRITERI 
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A',/TlO 
l,'IT IS CCRRtCT TC FCLR DECI~AL PLACES FO~ 90 OF OATA. 1 ) 

NE=l 
GO TO <;c; 

99 CALL XYPLCT(X,Y,N$) 
CALL XYPLCT(Xl,Yl,N$) 
IF(NE.EC.ll RETUR~ 

1CJ9 CONT If\LE 
CO 17C J=l,3 
11RITE(6,189) 

189 FCR~Al('*~***********POLYNC~IAL FIT FAILEC TC ~EET ERROR CR 
ITERIA• 

ll-illl*lHHHHH! t) 

~~ITE(6,189) 
WRITE(6, 18-:,) 

170 hRITE(6,1es> 
flETLRf\ 

2CO f=;C!.C 
S=:O. 0 
ST=C.IJ 
SS=O.C 
TT=C.C 
CC 202 I=l,N:t 

C T~E SL~S ~ECCESSARY FCR EXPC~ENTI~L FIT ARE NG~ FO~VEC' 
T=T+LCG(X(l)) 
TT=T T+LCG I YI I)) 
SS=SS+CLCG(X( I)) )•H2 

2C2 ST=ST+(LCG(X( I))*LCG(Y(J))) 
i'tE=O 
A(l,l)=i~$ 

A(l,2l=T 
~{l>=TT 

fd2,l)=T 
A(2,2l=SS 

2C:8 B(2l=ST 
CALL Sl~LL(2,A,B,C) 

[3EXP=C(2) 
Al=EXP(C(l)) 
IFCNE.EC.ll GC TO 35C 
hRITE(6,25C)BEXP,Al 

250 FCR~Al( 1 1',/////T22,F6.4,/T6,•F(X)=',Fla.4,•x 1 ) 

CO 26C l=l,Nt. 
Xl(l)=X(I) 

260 Yl(l)=Al~(X(J)-ia[)EXP) 
280 CALL XYPLCT(X,Y,N&) 

CALL XYPLCTCX1,Yl,N$) 
RETUi~~ 

300 S=O.C 
T=O.C 
ST=O.C 
SXC=O.O 
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00 31C I=l,N$ 
T=T+X(l) 
S=S+LCGl Y( Ill 
ST=ST~(Xlll*LOG(Y!Illl 

310 SXG=SXQ+Xll)*X(I) 
A(l,l)=f\i 
A(l 1 2)=T 
A(2,l}=T 
ll(2,2)=SXG 
8(1)=5 
NE=l 
GU TC 208 

350 WRITE(6,3~0}GEXP,~l 
3 6 a F o R t) A r 1 • i • , / 1 1 1 1 r .? 2 , F 6 • 4 , 1 x 1 , 1 T 6 , 1 F r x > = , , F 1 o • 4 , • E • ) 

CO 37'.:; I=l,f\i> 
Xl<Il=XCI) 
Yl( r }=l\l*(EXP{ )(( r )*BEXP)} 

370 CC1\T [f\UE 
GO TC 28C 

11111 STCP 
[ t\ l: 
SUQROLTI~E XYPLOT(X,Y,NNJ 
R E A L l Ch X , l 0 ~. Y , f~ t ;\ E , M I NUS 
CATA !CRO,ONE,TWO,THl~EE,FOUR,FIVC,SIX,SEVEN,EIGHT,NINE/ 

l 'Cl','1'1'2','3','4','5','6','7','8','9' I 
CATA QLA~K,VDASH,~lNLS,CENTER,vAXIS,HAXIS/ 

1 • •,• •,•- 1 , 1 0 1 , 1 1 1 ,• • 1 
CATA PLUS, ASTRIX/'+','*'/ 
CI~E~SlCN ChAR(31 1 3l) 
CI~E~SIC~ X(~Nl, Y(N~) 

rIGl-X = X(l} 
1-lGt-Y = Y(l} 
LCWX = X(l) 
LCwY=Y(ll 
C 0 1 I = 1 , f\ :\I 
IF<XI I) .GT. 1-IGHX) t-IGHX = XCIJ 
IF(Y(l) .GT. HIGHY) t-IGHY =YI!) 
IF(X{l) .LT. LCWX) LC~X = X(I) 

1 IF(Y( Il .LT. LOWY} LC~Y = Y(I} 
IF(A~S(rIGrX)-ABS(LO~X)) 2,3,3 

2 crvx = ABS(LOWX) 
GC TO 4 

3 CIVX = A2S(l-1G~X) 

4 CONTI0.U:: 
lF(AJS(~IGhY) - ABS(LCWYJ) 5,6,6 

5 CIVY = A2S(LOWY) 
GO TC 8 

6 CIVY = AES(hlGhY) 
8 CONTl;\UE 

SIZEX::: CIVX/5 
SIZEY = CIVY/5 
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CO !CC IX= 1,81 
CU lCC IY = 1,51 

lCO CHt\R(lX,IY) = BLA\JK 
ChtiR(IX,ll = t'INUS 
Cl-AR(IX,26) = 1--AXIS 

101 Cl-AR(IX,51) = ~lNUS 
CO 102 IX = 1,81,3 
CHJ\R(IX,l) =PLUS 
Cf-AR(IX,26) =PLUS 

102 ChAK(IX,51) =PLUS 
DO 103 IY = 1,51 
ChARCl,IY) = VCASl
Cf-AR(41,IYJ = VAXIS 

103 ChAR(81,lY) = VCAS~ 
CG 104 lY = 1,5115 
Cl-:AR ( l ,IY l = PLUS 
Cl--AR.(41, IY) =.PLUS 

104 Cl-AR(8l,JY) = PLUS 
CHAR(41,26) = CENfER 
CO 2CC JJ = lrl\N 
I = (X(JJl/CIVXl*40.C + 41.5 
J = (-Y(JJ)/LlIVYl•25.C + 26.5 
IF!CrA~II,Jl .EQ.PLUS) GO TC 200 
CHAR{ l,Jl = ASTRIX 

2CO CG:n U,UE 
f\ = c 
CO 201 JJ = l,i\N 
I = CX(JJ)/CIVX)*40.C + 41.5 
J = {-Y(JJ)/8IVYl*25.C + 26.5 
lF(Ct·AfUI,J) .NE. ASTRIX) GU TO 2Cl 
IF(~ .E~.CJ CHAR(I,Jl = ZERC 
IF(i\ .E~.l) Cl-AR(I,J) = ONf 
IF(i\ .EC.2) Cl-,~R(I,J) = n.c 
I F ( r, • r: c • ~ ) c I- /!. R ( I ' j ) = T r R c E 
lF(N .E~.4) Cl-~RCI,Jl =FOUR 
IF!N .E~.5) Cl-~R( ItJ) = FIVE 
lF(f\ .t~.6) Ct-AR(I,J) ==SIX 
IF(I\ .~~.7) Ct-AR( I,.J) = SEVE~J 
IF(N .EC.A) CrAR(l,Jl =EIGHT 
IF(.\ .E<~.9) CrAR(ftJ) =NINE 
N = /\tl 
IF(I\ .E~. lC) GO TC 2C2 

2Cl CCNTil\Ut 
202 CCNTil\UE 

WRITE(6,3CC) 
300 FORfJAT('l'l 

W R I T :: ( 6 , 3 0 l l H I G H X , H I G HY , L 0 ~a , L O\·i Y 
301 FORMAT(' VAXlfJUM X V~LUE =' G15.7,T40,' ~AXI~U~ Y VALUE=' 

1 Gl5.7,/' MINI~UM X V~LUE = ' Gl5.7,T4C, 1 MINIMU~ Y VALUE 
: I 

2Gl5.7,/ ) 
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hRITE(6,3C3) SilE~.srz~y 

3 0 3 F c RI-'.~ T ( x :; c ,\ L F.: I I G l 5 • 7 ' I p:: R 1" .'\Jc R H c iU z c N TA L DI v I s I c N I 
1/ 1 Y SC~LE 1 /G15.7,' PER ~AJCR V~RTICAL DIVISICN '/ l 

WR I T t ( 6 , 3 C 2 l ( ( CH /I.'.{ ( I , .J l , I= 1 , d 1 l , J = l , 51 l 
3C2 FCR~~T(1X,81Al) 

RETLRI\ 
Ef\C 
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APPENDIX A3 
FA!:'2.~INGTON RIVER BASIN DATA 

This Appendix contains the basic data for the Farmington River Basin, 
Connecticut and :·1assachusetts, which were gathered for application 
of the water quality simulation model to that basin. The data are 
coNpiled in their basic form. The preparation of these data for use 
in the simulation model is described in Section 8.2 of this report. 

A3.l Maps and Geographical Data 
The maps used to obtain basic watershed data were U. S. Geological 
Survey quadrangle maps covering 7 1/2 minutes of longitude and latitude 
at a scale of 1:24000 (1 inch= 2000 feet). These maps were available 
for the entire Farmington River watershed and were purchased through 
the Map Information Office, Geological Survey, Washington, D. C. 
20242. The cost is $ 0.50 per sheet. 

The quadrangle maps are too large to include in the report. Twenty
one quadrangles are required to cover the watershed and each map is 
27" x 22". The coverage of the watershed by the quadrangles is indicated 
on Figure A3-l. 

The quadrangle maps were used to determine the watershed boundaries 
and the ridge lines within the watershed. This made it possible to 
measure the area of the watershed and its component parts, as needed 
to generate synthetic flow data. Gages were located on the maps and 
the areas tributary to the gage points were measured. 

The various reaches of the watershed were determined partly from a 
study of the maps, partly from reconnaissance of the watershed and 
partly from the location of reservoirs, waste loads and other features 
which require a change in reach designation. Upstream areas from 
reach points were determined by measurement on the quadrangle maps. 
The length and average slope of the reaches were also determined from 
the maps. 

A tabulation of reach numbers descriptions, lengths and tributary areas 
is contained in Table A3-l. 

The gage locations in the watershed and their upstream areas are 
tabulated in Table A3-2. 

; 
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TABLE A3-l 
REACH INFORMATION 

Reach Reach Description Length Area Upstream* Area in* Area* 
Number Upper End Lower End Feet of Upper End Reach Tributary at 

Upper End 

1 Rainbow Dam Connecticut R. 39,200 583.35 19.69 0 Main Stem 
2 Rainbow Reservoir Rainbow Dam Res. 578.65 4.70 0 Main Stem 
3 Spoonville Br. Rainbow Res. 6,700 576.00 2.65 0 Main Stem 
4 Tarif fville Spoonville Br. 11,000 574.32 1.68 66.74 Main Stem 
5 Simsbury Tarif fville 27,400 486.35 21.23 0 Main Stem 
6 Avon Simsbury 25,100 470.38 15.97 0 Main Stem 
7 Pequabuck R. Avon 36,900 452.32 18.06 57.64 Main Stem > 8 Unionville Pequabuck R. 22,400 389.83 4.85 7.41 Main Stem w 

I 
N 9 Burlington Brk. Unionville 15,900 374.33 8.09 9.21 Main Stem 

10 Nepaug R. Burlington Brk.18,400 358.27 6.85 46.74 Main Stem 
11 East Branch Nepaug R. 20,000 306.37 5.16 67.05 Main Stem 
12 Riverton East Branch 44,200 217.89 21.43 90.81 Main Stem 
13 Goodwin Dam Riverton 12,500 123.56 3.52 0 Main Stem 
14 Colebrook Dam Goodwin Dam Res. 117.07 6.49 0 Main Stem 
15 Colebrook Res. Colebrook Dam Res. 93.86 23.21 0 Main Stem 
16 Roosterville Colebrook Res. 14,100 90.52 3.34 29.09 Main Stem 
17 Otis Roosterville 32,900 47.67 13.76 13. 76 Main Stem 
18 Source Otis 37,200 0 29.21 0 Main Stem 
19 Gage 1895 Tariffville 17,200 33.57 33.17 0 Salmon Brk. 
20 Source Gage 1895 17,000 0 33.57 0 Salmon Brk. 
21 Gage 1890 Pequabuck R. 32,400 45.61 12.03 0 Pequabuck R. 
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TABLE A3-l (Cor.tinued) 

22 Source Gage 1890 22,000 0 45.61 0 Pequabuck R. 
23 Gage 1880 Burlington 15,100 4.09 5.12 0 Burlington. Erk .. 
24 Source Gage 1880 12,000 0 4.09 0 ·Burlington Brk. 
25 Gage 1878 Nepaug R. Res. 23.62 22.54 0.58 Neuau. 0 

• b R. 
26 Source Gage 1878 25,000 0 23.62 0 Nepaug R. 
27 Source Gage 1878 5,000 0 0.58 0 Nepaug R. 
28 Compens. Dani East Brar.ch 5,000 63.35 3.35 0 East Dra:1ch 
29 Barkhamsted Dam Comp. Dam Res. 53.32 10.03 0 East Brar.ch 

> 30 Barkhamsted w Res. Barkham. Dam Res. 27.94 25.38 27.29 East Branch 
I 31 Source Barkham.Res. 20,000 0 20.65 0 Hubbard R. 

+:-
32 Source Barkham. Res. 12,000 0 7.29 0 Valley Brl(. 
33 Sandy Brk. Riverton 7,400 89.33 l.48 39.80 Still R. 
34 Winsted Sandy Brk. 23,000 43.40 6.13 10.17 Still R. 
35 Mad River Dam Winsted 8,600 7.14 6.49 19.60 Had R. 
36 Highland Lake Mad R. Da::n Res. 3.40 0.14 3.60 Highland Lake 
37 Sucker Brk. Highland Lake Res. 3.20 0.20 0 s. :B!:"k. Res. 
38 Source Sucker Erk. 6,0GO 0 }.20 0 Sucker Erk. 

' 39 Source Highland Lake 5,000 0 3 r (\ .ou 0 Taylor :Srk. 
40 Mad R. Res. Had R. Dam Res 19.52 0.08 0 1-fad R. Res. 
41 Source Mad R. Res. 15,000 0 19.52 0 £fad River 
42 Otis Res. Otis Res. 17.75 0.91 0 Otis Res. 
43 Source Otis Res. 15,000 0 17.75 0 Big Pond 

*Areas in square miles 



TABLE A3-2 
GAGE LOCATION AND AREA 

Gage NO.** Reach No. Area Upstream* 

1855 16 90.52 
1860 13 127.08 
1861 35 19.52 
1865 33 89.61 
1873 31 20.40 
1874 32 7.18 
1878 26 23.62 
1878.5 27 0.58 
1880 24 4.09 
1890 22 45.61 
1895 20 33.57 
1900 1 585.47 

*Areas in square miles 
**U. S. Geological Survey designation. 

A3.2 Gages and Gage Data 

Gage Location 

Main Stem, Roosterville 
Main Ste,. Riverton 
Mad River, Winsted 
Still River, Riverton 
Hubbard River 
Valley Brk. 
Nepaug River 
Collins Brk. 
Burlington Brk. 
Pequabuck R. 
Salmon Brk. 
Main Stem, Windsor 

The basic historical streamflow data for the thirteen Farmington 
River watershed gaging stations were made available on 9 track 
magnetic tape by the U. S. Geological Survey, Water Resources 
Division, Washington, D. C. The gage numbers, locations and 
periods of record are listed in Table A3-3. 

It is noted that the flows at gage 1855 are regulated by the 
releases at Otis Reservoir, flows at gage 1860 are regulated 
by releases from Otis and·~oodwin· Reservoirs, flows at gage 
1861 are regulated by Mad· River- Darn, flows at gage 1865 are 
regulated by· releases from Mad·River and Highland Lake, flows 
at gage 1890.are regulatedby· theWhigville and Copper Mine 
Brook Reservoirs and flows at gage 1900 are regulated by all 
releases made in the watershed. 

Data for use in computation of· the constants in· equations [5.6], 
[5.7] and [5.8) were supplied by the U. S. Geological Survey, 
Water Resources Division, District Office, Hartford, Connecticut. 
These data consist of measurements· of width, area, mean velocity, 
gage height and discharge at gage locations. The measurements 
were made at various· times· of the year. Data were provided 
for gages 1-1860, 1-1878, 1-1890 and 1-1895 in the Farmington 
Basin. The data are tabulated in Table A3-4. 
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TABLE A3-3 
GAGE LOCATION AND PERIOD OF RECORD 

Gage Number Gage Location 

01-1855 
01-1860 
01-1861 
01-1865 
01-1870 
01-1873 

01-1874 
01-1878 

W. Br, Farmington R. , New Boston 
W. Br. Farmington R., Riverton 
Mad River, Winsted, Conn. 
Still River, Riverton, Conn. 
W. Br. Farmington R., Riverton 
Hubbard R., W. Hartland, Conn. 

Valley Brk, W. Hartland, Conn. 
Nepaug R., Nepaug, Conn. 

01-1878.5 Clear Brk., Collinsville 
01-1880 Burlington Brk., Burlington 
01-1890 Pequabuck R., Forestville 
01-1895 Salmon Brk., Granby, Conn. 
01-1900 Main Stem, Farmington R., Windsor 

*Record not consecutive 

Peri~d of Record Years of Record 

June 1913-Sept. 
Oct. 1955-Sept. 
Oct. 1956-Sept. 
Oct. 1948-Sept. 
Oct. 1929-Sept. 
Oct. 1938-0ct. 
Oct. 1956-Sept. 
Oct. 1940-Sept. 
Oct. 1921-0ct. 
Oct. 1957-Sept. 
Oct. 1921-Sept. 
Oct. 1931-Sept. 
Oct. 1941-Sept. 
Oct. 1946-Sept. 
Oct. 1939-Sept. 

1963 
1963 
1963 
1963 
1955 
1955 
1963 
1963 
1955 
1963 
1963 
1963 
1963 
1963 
1963 

50 
8 
7 

15 
26 
26 
24* 
23 

40* 
42 
32 
22 
17 
24 

Source: Water Resources Division, U. S. Geological Survey, Hartford, Conn. 

A3.3 Evaporation and Temperature Data 
Evaporation data were obtained from the fi·les of Metropolitan District 
Commission, Hartford, Connecticut. The data, listed in Table A3-5, are 
those used by MDC for predicting evaporation from the Nepaug and 
Barkhamsted Reservoirs. 

Table A3-4 
Cross Section Data 

Date Width Area Mean Vel. Gage Height Discharge 
ft. ft./sec. ft. cfs. 

For Gage 1-1860, w. Farmington, Riverton 

7/16/65 19 1. 74 0.80 2.68 14.o 
11/ 4/65 122 64.1 0.33 2. 77 21.2 
11/ 9/65 130 152 0.97 3.52 147 
12/ 3/65 128 114 0.82 3.52 93.4 
1/21/66 128 127 1.09 3.87 138 
5/26/66 134 195 0.91 3.60 177 
7/14/66 40 48.9 0.40 2. 77 19.4 
8/11/66 42 47.9 0.22 2.67 10.4 
9/15/66 81 98.5 0.38 2.89 37.3 
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TABLE A3-4 (Continued) 

10/ 4/66 135 241 1.00 3.95 341 
11/ 4/66 130 364 1.93 5.23 704 
12/ 8/66 97 195 1.18 3.88 . 230 
1/ 9/67 100 229 1.05 4.21 241 
2/10/67 98 158 0.96 3.96 151 
3/21/67 130 169 1.22 3.75 207 
4/13/67 134 264 1.44 4.37 381 
5/17/67 133 247 1.35 4.25 333 
6/29/67 96 146 0.76 3.33 111 

10/11/67 130 179 1.11 3.80 198 
12/ 6/67 130 232 1.11 4.10 257 
12/27/67 129 206 1.04 3.96 240 

2/ 8/68 121 119 1.69 4.56 201 
3/ 8/68 125 76.1 1.13 4.05 86 
3/28/68 146 491 2.40 5.98 1,177 
4/ 9/68 100 129 0.85 3.29 110 
5/ 9/68 128 127 1.13 3,42 143 
6/ 5/68 135 278 1.56 4.52 435 
7/29/68 103 92 0.56 2.98 52.2 
9/16/68 100 81 0.50 2.90 40.3 

10/21/68 100 100 0.44 2.88 32.5 
11/19/68 135 295 1.59 4.62 468 
12/13/68 130 209 1.16 3.95 243 
1/ 7/69 130 125 1.11 4.02 139 
2/ 7/69 100 94.5 1. 97 4.37 186 
3/ 6/69 125 159 0.90 3.73 143 
4/ 9/69 130 163 1.10 3.65 179 
5/16/69 135 452 1.58 4.61 452 

For Gage 1-1878, Nepaug, Conn. 

8/23/65 32 17.6 0.13 0.10 2.26 
11/ 5/65 33 21.0 0.26 0.17 5.40 
12/ 7/65 13.5 9.98 1.11 0.26 11.1 
12/16/65 30 30.7 0.76 0.50 23.2 

4/27/66 33 33.6 0.82 0.56 27.4 
6/16/66 32 28.0 0.80 0.48 22.3 
7/15/66 13.2 7.55 0.29 0.11 2.2 
8/17/66 32 22.6 0.48 0.28 10.8 
9/20/66 32 15.6 0.27 0.16 4.2 
9/22/66 34 57.8 1.83 1.42 106 

10/11/66 28 17.1 0.40 0.22 6.8 
11/ 7/66 35 44.3 1.37 0.93 60.6 
12/12/66 32.2 31.1 0.88 0.55 27.4 
1/11/67 33.5 42.4 0.84 0.80 35.5 
1/12/67 33 37.4 1.04 0.69 38.8 
2/27/67 32.2 28.4 0.81 0.46 38.8 
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TABLE A3-4(Continued) 

3/23/67 33 38.5 1.12 0.74 22.9 
4/19/67 35.5 71. 2 2.04 1. 71 32.0 
4/ 8/67 29 41. 6 2.93 1.45 145 
6/28/67 32 28.6 0.75 0.49 21.4 
2/ 9/68 31 42.2 1.07 0.75 45.2 
2/28/68 32 28.3 0.58 0.39 16.3 
3/ 8/68 30 27.5 o. 71 0.44 19.5 
5/ 8/68 30 29.6 0.81 0.51 24.0 
6/17/68 34 44.2 1.12 0.84 49.6 
8/ 1/68 31. 5 22.1 0.38 0.23 8.5 
9/17/68 29 22.4 0.34 0.24 7.5 

10/ 3/68 14 11. 0 0.44 0.17 4.9 
11/21/68 30.5 38:6 o~ 99· · ·o.69 38.2 

For Gage 1-1890~ Pequabuck River, Forestville, Conn. 

9/14/65 58 27.4 0.63 0.88 17.3 
11/ 9/65 55 25.0 0.78 0.90 19.5 
11/19/65 51.5 22.8 0.99 0.90 22.6 
12/ 7/65 54 22.8 0.78 0.88 17.9 
12/16/65 54 27.9 1.10 0.09 30.8 
1/24/66 52 29.0 1.04 0.98 20.0 
4/27/66 58 29.0 1.04 0.98 30.2 
6/ 8/66 58 28.2 0.96 0.96 27.2 
8/15/66 57 41.1 1.63 1.22 67.1 

10/17/66 56 26.0 0.96 0.95 24.9 
11/21/66 57 28.0 1.02 0.98 28.S 
1/11/67 65 48.5 0.76 1.08 36.9 
2/14/67 57 30.5 1.04 1.03 31.7 
3/10/67 57 42.2 1.21 1.20 50.9 
4/11/67 58 59.0 2.10 1.51 124 
5/10/67 58 59.l 1. 96 1.49 116 
6/ 8/67 58 36.0 1.18 1.11 42.6 
8/29/67 56 28.6 1.07 1.01 30.7 

10/16/67 55 24.3 0.86 0.91 20.8 
12/13/67 60 82.0 2.93 1.96 240 

2/ 5/68 60 63.0 1. 98 1.55 250 
4/ 8/68 57 46.8 1.40 1.27 65.7 
6/19/68 58 49.6 1.86 1.38 92.5 
8/ 2/68 56 32.6 1.13 1.09 37.0 

10/14/68 55 27.8 1.06 0.98 29.4 
11/ 6/68 55 24.5 0.89 0.92 21.9 

1/20/69 56 35.8 1. 33 1.15 21.s 
3/14/69 56 34.0 1.32 1.14 45.0 
6/ 9/69 58 35.3 1. 25 1.16 44.1 
6/ 9/69 58 34.7 1.21 1.14 42.1 

A3-8 



TABLE A3-4 (Continued) 

For Gage No. 1-1895 Salmon Brook, Granby, Conn. 

9/ 9/59 50 49.6 0.38 2.41 19.0 
12/16/59 56.5 101 1.66 3.43 168 
1/ 1/60 54 69.0 1.40 2.76 96.8 
2/19/60 52 99.7 3.30 3.90 329 
2/19/60 52 100 3.26 3.95 326 
3/ 3/60 57.5 73.2 1.49 2.88 109 
4/ 5/60 111 542 3.14 7.55 1,700 
5/16/60 58 59.1 1. 69 2.96 99.9 
6/ 8/60 61 80.6 1.68 3.16 135 
7/18/60 60 58.3 1.15 2.73 67.4 
8/29/60 62 49.8 0.86 2.66 42.7 
9/21/60 77 121 2.10 3.96 254 
9/26/60 62 69.7 1. 38 3.10 96.5 

11/16/60 61 77.2 1. 28 3.06 99.0 
12.27.60 61 72.3 1.21 2.94 87.5 

2/ 7/61 32 36.2 1.96 3.40 70.9 
2/17/61 34 37.3 2.16 2.80 80.7 
2/26/61 62 296 3.58 6.46 1.060 
3/ 9/61 44 96.2 3.34 4.08 322 
4/14/61 48 107 3.30 4.06 342 
4/28/61 40 65.2 3.16 3.50 206 
5/15/61 39 92.1 2.39 3.53 222 

. 5/23/61 39 69.6 2.02 2.12 141 
7/27/61 31 20.8 1.62 2.22 33.7 
8/24/61 44 51. 2 0.90 2.41 46.0 

10/ 9/61 40 41.4 0.68 2.16 28.3 
11/16/61 37 50.9 0.90 2.37 46.0 
1/17/62 72 95.0 1.84 3.14 175 
2/14/62 32 42.0 0.98 2.21 41.1 
3/ 6/62 34 32.5 1.65 2.30 53.5 
4/17/62 41 60.0 2.87 3.16 172 
5/31/62 33 32.0 1.30 2.21 41.5 
6/20/62 48 47.5 0.67 2.06 31.6 
7/11/62 50 59.8 0.52 2.37 31.2 
8/24/62 47 64.0 0.33 2.47 21.3 

10/12/62 39 67.4 0.78 2.56 52.4 
1/ 9/03 41 58.1 0.90 2.42 52.2 
2/21/63 45 46.6 1.57 2.46 73.0 
2/26/63 43 43.4 1.32 2.33 57.3 
4/ 2/63 79 154 2.75 4.18 424 
4/16/63 59 78.3 1.45 2.85 113 
5/ 8/63 57 66.0 1.24 2.60 82.0 
6/ 4/63 58 60.4 0.90 2.52 54.6 
7/2/63 48 51.6 0.69 2.61 35.8 
8/13/63 40 32.9 0.88 1.69 29.1 
9/10/63 20 11.2 1. 28 3.70 14.4 

10/ 8/63 42 24.8 0.83 1. 75 20.5 
10/21/63 26 14.7 1.05 3.82 15.5 
Source: Water Resources Division, u. s. Geological Survey, Hartford, Conn. 
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Source: 

Week of 
Year 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 

Mean of 
Source: 

TABLE A3-5 
EVAPORATION DATA 

Month Average Evaporation, inches 

January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 

MDC, Hartford, Connecticut. 

TABLE A3-6 

Total 
Mean, Monthly 

0.96 
1.05 
1. 70 
2.97 
4.46 
5.54 
5.98 
5.50 
4.12 
3.16 
2.25 
1.51 

39.20 
3.27 

TEMPERATURE DATA 

Mean Temperature oc Week of Mean Temperature, 
1966 Year 1966 1967 

1. 07 27 21.99 
0.92 28 24.0l 
1.31 29 23.55 
1.94 30 24.lO 
0.46 31 24.08 
0.02 32 22.98 
0.36 33 23.09 
0.85 34 23.28 20.60 
0.74 35 24.28 2-0.79 
0.69 36 20.76 21.01 
1.00 37 18.85 18.61 
1.11 38 16.38 19.43 
4.16 39 14.70 17.oo 
4.34 40 13 .86 16.71 
5.86 41 12.73 13.97 
7.14 42 11. 24 13.64 
8.68 43 10.73 9.94 

13.07 44 9.35 
9.73 45 8.21 

15.13 46 4.43 
16.91 47 5.05 3.33 
17.67 48 6.30 
21.54 49 2.75 
22.73 50 3.66 
19.94 51 1.45 
21.86 52 1.05 

the weekly means - ll.86°c 
Mr. David Benne .. t, Cheshire, Connecticut. 
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Temperature data. were obtained from Mr. David Bennett, who established 
a continuous temperature recorder in the Farmington River at Farmington, 
Connecticut to measure the river temperatureo The data provided by 
Mr. Bennett were contctined in his M.S. Thesis, 1968, University of 
Connecticuto The data are tabulated in Table A3-6. 

A3.4 Reservoir Data 

A3.4.1 Otis Reservoir 
Otis Reservoir is located in Berkshire and Tolland Counties;· Massachusetts. 
The present ownership is the State of Massachusetts, although it was 
formerly owned by The Collins Company, Collinsville, Connecticut. It 
was used to augment low flow for the Collins Mill from 1865, when it was 
built, until 1966. The reservoir is now used primarily for recreation, but 
the level is drawn down in the fall to· afford a· measure of flood control 
protection in the early spring. Otis Reservoir is a Type II reservoir 
according to the classification set in Appendix A4.5. 

The reservoir capacity-gage height data for Otis Reservoir were obtained 
from the U. S. Geological Survey, Hartford, Connecticut. These data are 
listed in Table A3-7. No data exist relating the depth and surface area 
of Otis Reservoir. The area data, contained in Table A3-7 were computed 
by equating the area to the volume· between adjacent· depth readings, The 
method of computation is approximate but for the reservoir full or nearly 
full, as it would be in the summer when the evaporation constant is high, 
the approximation is very close. The planimetered area for a full reservoir 
was 46.68 x 106 square feet, compared to the calculated area of 46 x 106 
square feet. 

The operation of Otis Reservoir is simply to: only discharge overflow 
between April 1 and October 1, draw the level down to 17.0 feet during 
the month of October and discharge the overflow at 17.0 feet between 
November 1 and March 3L 

A3.4.2 Colebrook Reservoir 
Colebrook Reservoir is located on the upper main stem of the West Branch 
of the Farmington River in Litchfield County, Connecticut. The dam and 
reservoir were built by the Corps of Engineers with completion of 
construction occurring in early 1969. Approximately one-third of the 
cost of the project was financed by the Metropolitan District Commission 
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TABLE A3-7 
CAPACITY-AREA-DEPTH DATA-OTIS RESERVOIR 

Gage Height Total Capacity Surface Area 
feet 106 cubic feet 106 square feet 

0 0 0 
1 8 8 
2 17 9 
3 27 10 
4 38 11 
5 51 13 
6 66 15 
7 83 17 
8 102 19 
9 122 20 

10 144 22 
11 167 23 
12 '192 25 
13 220 28 
14 250 30 
15 282 32 
16 316 34 
17 352 36 - Winter level 
18 389 37 
19 428 39 
20 468 40 
21 510 42 
22 553 43 
23 597 44 
24 642 45 
25 688 46 - Spillway 
26 780 46 

Source: Water Resources Division, U. S. Geological Survey, Hartford, 
Connecticut, 

which controls a water supply and replacement pool of 41,700 acre-feet 
capacity. 

Colebrook Reservoir is a multipurpose project. The various pools are: 

Dead Storage and Sedimentation 
Replacement Water Supply, Goodwin Res. 
Water Supply 
Fishery, for brown trout 
Joint, Fishery and Flood Control 
Flood Control 

A3-12 

Total 

1,000 Acre-feet 
11,000 Acre-feet 
30,700 Acre-feet 
5,000 Acre-feet 
5,000 Acre-feet 

45 1000 Acre-feet 
98,500 Acre-feet 

level 



Colebrook Reservoir is a Type I reservoir. The spillway is an 
uncontrolled chute having a crest width of 205 feet. 

The reservoir capacity-depth and area-depth data were obtained 
from curves furnished by the New England Division, Corps of 
Engineers, Waltham, Massachusetts. Data read from the curves are 
tabulated in Table A3-8. 

The operation of Colebrook Reservoir is described as follows: 

(1) The flood control capacity will be kept empty for storage of 
floods and will be emptied as rapidly as possible after flood 
control operations. 
(2) The water supply storage will be used in part to provide a 
minimum release of 50 cf s for downstream riparian owners and in 
part (future) for diversion into the Metropolitan District 
Commission (MDC) system for water supply. 
(3) The 11,000 acre-feet replacement pool is also controlled by 

MDC, for flow augmentation, being volume that was originally 
in the Goodwin Reservoir. 
(4) The fishery pool of 5,000 acre-feet is for release in late 
April and May for enhancement of the spring shad fishery. The 
release will be prior to the hurricane season when this volume 
is needed for flood control. 
(5) The fishery pool of 5,000 acre-feet for enhancement of the sea
run brown trout fishery will contain water stored in the spring 
for release in August, September and October. This pool also 
provides additional water for summer recreation activities. 

A3.4.3 Barkhamsted Reservoir. 
Barkhamsted Reservoir is located on the East Branch of the Farmington 
River in Litchfield and Hartford counties, Connecticut. It was 
built by the MDS, Hartford and is owned and operated by this body 
for water supply purposes only. Water is diverted to the MDS 
distribution system, which lies outside the Farmington watershed. 
Excess water is released downstream to the Farmington. The 
reservoir is Type IV. 

The reservoir capacity-area-depth information, as well as data 
on diversions, was provided by the MDS. The data are listed in 
Tables A3-9 and A3-10. 

The operation of the Barkhamsted Reservoir is to provide the 
demands for diversion out of storage and inflow, and to release 
any spillway· overflow to the Farmington. 

A3.4.4 Sucker Brook Reservoir. 
The Sucker Brook project is a Corps of Engineers flood control 
project now under construction. The dam and reservoir are located 
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adjacent to Highland Lake in the Town of Winchester, Connecticut. 
The discharge from the reservoir is through an ungated 30 inch 
diameter conduit. When the flows exceed the capacity of this 
outlet, the excess is stored in the reservoir. An overflow 
spillway is provided. There is no permanent or recreation pool. 

Reservoir capacity-area-depth data, in the form of curves were 
obtained from the Corps of Engimeers, New England Division. 
The outlet rating curve was also furnished by The Corps. These 
data are listed in Tables A3-ll and A3-12. 

Pool 
Feet 

TABLE A3-8 
CAPACITY-AREA-DEPTH DATA-COLEBROOK RESERVOIR 

Elevation, Deptp Capacity Area 
above MSL feet 106 cubic feet 106 square 

567 0 0 0 
580 13 12.3 1. 32 
590 23 21. 9 2.83 
600 33 52.3 5.14 
610 43 117. 6 8.02 
620 53 200.4 10.32 
630 63 309.3 12.68 
640 73 448.7 15.25 
650 83 618.6 17.95 
660 93 801.5 20.39 
670 103 1006.2 22.87 
680 113 1237.1 25.57 
690 123 1524.6 28.01 
700 133 1812.1 30. 71 
710 143 2130.1 33.24 
720 153 2474.2 36.11 
730 163 2866.2 39.60 
740 173 3275.7 43.34 
750 183 3733.l 47.13 
760 193 4238.4 51. 84 

feet 

761 194 4290.7 52. 71 - Spillway Elev. 

Source: New England Division, Corps of Engineers, Waltham, 
Massachusetts. 
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TABLE A3-9 
CAPACITY-AREA-DEPTH DATA-BARKHAMSTED RESERVOIR 

(Data are for top 24 feet only*.) 

Pool Elevation 
F~et above MSL 

506 
507 
508 
509 
510 
511 
512 
513 
514 
515 
516 
517 
518 
519 
520 
521 
522 
523 
534 
525 
526 
527 
528 
529 
530 

Depth, feet 
above el. 506 

0 
1 
2 
3 
4 
5 
6 
7 
8 
8 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 

source: MDC, Hartford, Connecticut 

Capacity 
106 cubic ft. 

2015 
2085 
2158 
2231 
2305 
2381 
2458 
2536 
2616 
2696 
2778 
2862 
2946 
3032 
3118 
3207 
3296 
3387 
3479 
3572 
3666 
3762 
3858 
3956 
4054 

Area 
106 sq. ft. 

70 
72 
73 
74 
76 
77 
78 
80 
80 
82 
84 

. 84 
86 
86 
89 
89 
91 
92 
93 
94 
96 
96 
98 
98 - Spillway Level 

* Data are available for the entire range of the depth in the 
~eservoir but are not used because the operating range is included 
within the depths tabulated. 
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TABLE A3-10 
DIVERSION DATA-BARKHAMSTED RESERVOIR 

(Data are weekly diverted volumes computed 
from daily data furnished by MDC). 

Week Weekly Diverted Volume Week Weekly Diverted Volume 
106 cubic feet 106 cubic feet 

1963 1964 1967 1963 1964. 196-7 

1 31.0 16.8 33.7 27 19.5 28.6 27.4 
2 28.2 15.0 25~5 28 16.8 21.5 23.8. 
3 23.1 13.6 20~7 29- 19.1 23.3 19.5 
4 22.5 14.0 2s.a· 30 19,4· 24.3 20.5 
5 21. 7 14.0 16.3 31 24.1 25.8 19.9 
6 21. 5 14.0 20.6 32 18.3 17 .1 20.2 
7 19.5 14.0 20.6 33 18.7 17.6 23.4 
8 18.7 14.0 20.6 34 17.5 20.3 27.5 
9 18.7 14.0 17.6 35 19.4 18.7 42.1 

10 15.0 9.2 5.6 36 25.8 23.0 42,5 
11 14.0 4.7 0.9 37 25.8 26.9 39~6 
12 10.4 4.8 1. 9·· 38 22.3 27.1 42.1 
13 2.3 4.7 3~6 39· 19.7 27.1 34.6 
14 0 4.7 3.5 40 19.7 25.3 33.3 
15 0 4.7 3.7 41 28.7 23.4 33.6 
16 0.4 4.7 3.7 42 33.6 23.4 34.o 
17 8.6 4.7 3.7 43 34.4 21.4 33.8 
18 12.2 5.1 3.2 44 37.2 23.4 35.4 
19 21.4 10.3 3.7 45 34.9 23.0 36.1 
20 23.5 17.0 3.7 46 35.4 27.5 35.8 
21 28.1 34.2 3.7 47 36.5 28.2 35.8 
22 25.9 33.6 3.7 48 35.6 32.8 35.7 
23 25.1 28.7 3.1 49 37.2 6.8 28.7 
24 27.5 23.0 25.3 50 23.8 28.6 24.2 
25 25.4 19.0 40.0 51 18.7 32.8 28.5 
26 27.8 28.5 36.4 52 17.8 32.8 28.5 

Source: MDC, Hartford, Connecticut 
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TABLE A3-ll 
CAf ACITY-AREA-DEPTH DATA-SUCKER BROOK RESERVOIR 

Pool Elev. Depth Capacity Area 
Ft. Above MSL ft. 103 cubic ft. 103 squa;-e ft. 

881 0 0 0 
885 4 174 
890 9 1437 510 
895 14 1574 784 
900 19 8930 923 
905 24 13939 1076 
910 29 19863 1342 
915 34 26572 1564 
920 39 34979 1777 
925 44 43996 1978 
930 49 53797 2161 
935 54 64556 2330 

Spillway crest is at Elev. 926 feet 

Source: New England Division, Corps of Engineers, Waltham, Mass. 

TABLE A3-12 
OUTLET RATING DATA 

SUCKER BROOK RESERVOIR 

Pool Elev. Depth Discharge 
Ft. above MSL ft. cfs 

881 0 0 
885 4 32 
890 9 48 
895 14 58.5 
900 19 67.5 
905 24 76 
910 29 83.5 
915 34 90 
920 39 97 
925 44 103 
930 49 108.5 
935 54 115 

Source: New England Division, Corps of Engineers, Waltham, Mass. 
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A3.4.5 Rainbow Reservoir. 
Rainbow Reservoir is an impoundment used to store water for hydro
electric power generation. The generating plant is used to provide 
peaking capacity and thus the use of water and consequent releases 
are intermittant. The storage capacity is relatively small and for 
the time averaging interval of one "week" used in this work, the 
plant may be considered "run of the river." Rainbow Reservoir is 
classified type V. 

The reservoir is owned and operated by the Farmington River Power 
Company. Data were furnished through the courtesy of Mr. Robert 
Tolles, The Stanley Works, New Britain, Connecticut. 

There is no complete information which allows the direct computation 
of capacity-depth and area-depth equations. The information supplied 
is: 

maximum depth 
average depth 
surface area at spillway crest elevation 
volume at spillway crest elevation 
spillway crest elevation 

50 
18.6 

235 
4370 
132.6 

feet 
feet 
acres 
acre feet 

Data were furnished from which the capacity-depth relationship can 
be determined in the range from 9 feet below to 3 feet above the 
crest. Because the operating range is within these limits, a 
capacity-depth equation can be developed. The area-depth relation
ship has been approximated using volume-incremental depth information 
within the above-mentioned range. The data, which are approximate 
but the best available, are contained in Table A3-13. 

A3.4.6 Goodwin Reservoir. 
Goodwin Reservoir is also called the West Branch Reservoir or Hogback 
Reservoir. This reservoir was built and is operated by the MDC. It 
is located on the main stem one mile downstream of Colebrook Dam and 
about 2 1/2 miles upstream of the confluence of the Still River and 
the West Branch of the Farmington. The newer Colebrook Dam was 
built in the pool of Goodwin Reservoir as noted in A3.4.2, above. 

The Goodwin project was built to provide low flow augmentation for 
riparian owners downstream and is required by law to discharge a 
minimum of 150 cfs. The plan is to build an aqueduct from Goodwin 
to Barkhamsted to divert water from the West Branch into the MDC 
system in the future. Much of the function of Goodwin has been 
expanded by the larger storage available in The Colebrook Reservoir. 
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Pool Elev. 
Ft. above MSL 

82.6 
123.6 
124.6 
125.6 
126.6 
127.6 
128.6 
129.6 
130.6 
131.6 
132.6 
133.6 
134.6 
135.6 

TABLE A3.;,.13 
CAPACITY-AREA-DEPTH DATA-RAINBOW RESERVOIR 

Depth Storage Available Capacity 
Dam, ft. KWH* 106 cubic 

0 0 
41 7,500 :}.18 
42 15,500 125 
43 24,100 132 
44 33,000 140 
45 42,100 148 
46 51,500 156 
47 61,200 164 
48 71,200 172 
49 81.500 181 
50 92,100 190 
51 103,100 200 
52 114,600 210 
53 126,600 220 

* 1 KWH = 6400 gallons 

Are~ 
ft. 106 sq. 

0 

7.4 
7.7 
8.0 
8,2 
8.5 
8.8 
9.1 
9.4 
9.7 

10.1 
lp.4 
10.7 

Source: Farmington River Power Company thr9ugh Mr. R. C. Sprong, 
Manager, Utilities and Services, The Stanley Company, New Britain, 
Connecticut. 

Goodwin is classified type IV. 

The capacity-area-depth data were provided by the MDC in the form that 
allowed separation of the volume into that included and that not 
included in the Colebrook Reservoir. The data shown in T~ble AJ-14 
are for the portion not included in Colebrook. Facilities for diversion 
are not completely constructed at the present time. 

AJ.4.7 Nepaug Reservoir. 
Nepaug Reservoir is the first of the Farmington River Basin ~eservoir$ 
built by MDC for its water supply. The project was completed in 
1916. The reservoir is on the Nepaug River a short distance ups~ream 
of its confluence with the Farmington River near Collinsville, 
conne~ticut. The capacity-area-depth and diversion data needed in 
this work were supplied by the MDC. 
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Nepaug Reservoir is operated in the same manner as Barkhamsted 
Reservoir; that is, water is diverted into the MDC water supply 
system according to demand and any excess after the reservoir is full 
is released downstream at the darn. The reservoir is used for 
water supply only and no recreation is allowed. Nepaug Reservoir 
is classified type IV. 

Capacity-area-depth data and diversion data are tabulated in Tables 
A3-15 and A3-16, respectively. 

A3.4.8 Compensating Reservoir. 
Compensating Reservoir was originally built by MDC for the benefit 
of downstream riparian owners as compensation for the right to 
divert water out of the Farmington Basin. Later, when Barkhamsted 
Reservoir was built immediately upstream, the volume of water 
available for compensating was no longer sufficient. The construction 
of Goodwin Reservoir relieved Compen·sating Reservoir of this use. 
Compensating Reservoir is now used for reserve storage and recreation. 
It is classified as a type V reservoir with no scheduled diversion. 

The capacity-area-depth data for Compensating Reservoir were furnished 
by MDC and are tabulated in Table A3-17. 

Pool Elev. 
ft. above MSL 

540 
560 
565 
570 
575 
580 
585 
590 
595 
600 
605 
610 
615 
620 
625 
630 
635 
640 

Source: MDC, 

TABLE A3-14 
CAPACITY-AREA-DEPTH DATA-GOODWIN RESERV0IR 

Depth Capacity Area 
ft. 106 cubic ft. io6 sq, 

0 0 0 
20 9.64 0.39 
25 14.46 0.48 
30 23.41 0.96 
35 33.05 1. 79 
40 45.44 1.93 
45 63.34 2.48 
50 85.37 3.58 
55 110.16 4.41 
60 134.95 4.96 
65 162.49 4.96 
70 190.03 5.52 
75 220.32 5.50 
80 249.24 5.78 
85 279.53 6.06 
90 313.96 6.60 
95 347.01 6.90 

100 388.32 8.26 

Hartford, Connecticut 
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TABLE A3-15 
CAPACITY-AREA-DEPTH DATA-NEPAUG RESERVOIR 

(For top 24 feet in Reservoir) 

Pool Elev. Depth above Capacity Area 
ft. above MSL EL 458 106 cubic ft. 106 sq. ft. 

458 0 .497 25 
459 1 523 26 
460 2 549 26 
461 3 576 27 
462 4 604 28 
463 5 632 28 
464 6 660 28 
465 7 690 29 
466 8 719 30 
467 9 749 30 
468 10 780 30 
469 11 810 31 
470 12 842 31 
471 13 873 32 
472 14 905 32 
473 15 938 33 
474 16 971 33 
475 17 1004 ~3 
476 18 1038 34 
477 19 1072 34 
478 20 1107 35 
479 21 1142 35 
480 22 1178 36 
481 23 1214 36 
482 24 1251 37 - Spillway Crest 

Source: MDC, Hartford, Connecticut 
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TABLE A3-16 
DIVERSION DATA-NEPAUG RESERVOIR 

(Weekly averages computed from daily values) 

Week Average Weekly Diversion Average Weekly Diversion 
10 cubic feet 106 cubic feet 

1963 1964 1967 1963 1964 1967 

1 8.6 19.0 7.5 27 27.4 28.1 30.3 
2 13.0 26.7 16. 7 28 31. 3 30.5 36.1 
3 16.3 28.1 22.3 29 31. 7 30.5 38.1 
4 19.5 15.0 18.7 30 28.2 28.1 39.3 
5 21. 9 14.0 26.9 31 23.0 29.1 38.9 
6 22.9 14;0 21.1 32 30.3 29.1 35.6 
7 22.1 18.7 21. 7 33 24.9 28.1 32.8 
8 20.4 25.3 23.4 34 30.9 28;1 32.6 
9 20.4 25.9 26.5 35 29.5 32.5 18.7 

10 14.3 28.7 37.7 36 27.9 28.7 18.7 
11 17.8 19.4 34.1 37 27.8 27.4 18.7 
12 21. 7 26.9 29.0 38 27.9 29.1 21.1 
13 23.4 31. 0 52.5 39 27.9 28.6 20.6 
14 24. 7 31. 8 40.6 40' 28.3 25.7 19.7 
15 36.6 31. 8 43.9 41 17.8 23.4 19.7 
16 39.4 31. 6 36.8 42 13.4 29.5 19.7 
17 36.1 29.5 38.6 43 11. 6 30.2 19.7 
18 32.5 35.8 46.9 44 7.2 30.6 19.7 
19 28.7 34.S 48.7 45 7.5 31.0 19.7 
20 21. 9 39.1 47.6 46 8.3 36.4 19.7 
21 17.2 11.8 43.7 47 5.2 24.6 19.7 
22 16.8 15.8 40.8 48 0 13.9 14.4 
23 17.2 25.4 49.6 49 0 27.4 15.8 
24 18.7 26.9' 34.1 50 13.8 22.2 12.2 
25 17.8 23.1 23.3 51 20.1 14.0 14.6 
26 27.9 28.1 41.6 52 18.7 15.0 25.3 

Source: MDC, Hartford, Connecticut. 
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TABLE A3-17 
CAPACITY-AREA-DEPTH DATA-COMPENSATING RESERVOIR 

(For top 24 feet in Reservoir) 

Pool Elev. Depth above Capacity Area 
ft. above MSL EL. 396 106 cubic ft. 106 sq. ft. 

396 0 91.18 
397 1 98.67 7.49 
398 2 106.43 7.76 
399 3 114. 71 8.28 
400 4 123.27. 8.56 
401 s 132.10 8.83 
402 6 141.19 9.09 
403 7 150.81 9.62 
404 8 161.11 10.30 
405 9 171.80 10.69 
406 10 182.90 11.10 
407 11 194.67 l;L. 77 
408 12 206.83 12.16 
409 13 219.97 12.44 
410 14 231. 97 12.70 
411 15 245.07 13.10 
412 16 258.31 13.24 
413 17 272.88 14.57 
414 18 287.59 14.71 
415 19 302. 70 15.11 
416 20 318.21 15.51 
417 21 333.98 15. 77 
418 22 350.29 16.31 
419 23 367.14 16.85 
420* 24 383.99 16.85 

* Spillway Crest is at Elev. 420.5 

Source: MDC, Hartford, Connecticut 
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A3.4.9 Highland Lake. 
The following information relative to Highland Lake was furnished by the 
Corps of Engineers, New England Division, Waltham, Mass. 

Highland Lake is used primarily for recreational purposes with year
around residences and cottages distributed all around the periphery. 
An industry, Union Pin Company, located near the outlet end of the 
lake, has water rights and controls the discharges made, excepting 
the spillway overflow. The industry uses the water for power and 
processing with the used water being discharged into the outlet 
stream. No rating curve exists for the sluice gate control device, 

The agreement whereby Union Pin Company regulates the level of the 
lake is unwritten. For many years, water has been stored in the 
spring so that the water surface is at or near the spillway crest 
at elevation 882.5 MSL by June 1. The level is lowered not to 
exceed one foot per month during July, August and September. After 
October 1, the level is lowered to 877.5, five feet below the spill
way crest. This fall drawdown provides a limited flood protection 
while the higher summer level contributes to the recreational 
benefit to ·the owners around the lake. Highland Lake is classified 
type II in this work. 

The capacity-depth data for Highland Lake were furnished by the 
U. S. Geological Survey, Water Resources Division, Hartford. The 
data are tabulated in Table A3-18. No area-depth are available 
excepting that the area at spillway crest elevation is 444 acres 
and at the level at 6.5 feet below crest elevation the area is 
planimetered as 350 acres. It is assumed the area-depth relation
ship is linear between these two levels and may be extrapolated 
to the level of the outlet structure. 

A3.4.10 Mad River Reservoir 
Mad River Reservoir is, like the Sucker' Brook Reservoir, a single 
purpose flood control project with an ungated outlet structure. 
The reservoir is owned and operated by the Corps of Engineers. 
The Mad River project was completed in 1962. Although the project 
is for flood control only, there is a small pool below the level 
of the outlet structure which is used for recreation. 

The ungated structure is a circular conduit having a diameter 
of 45 inches. The outlet discharge rate is given by a rating curve 
furnished by the Corps of Engineers. Data read from the rating 
curve are listed in Table A3-19. Capacity-area-depth data, also 
obtained from Corps-furnished curves, are tabulated in Table A3-20. 
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Pool Elev. 
ft. above MSL 

873.S 
874.S 
875.S 
876.5 
877.5 
878.S 
879.5 
880.5 
881.5 
882.5 

TABLE A3-18 
CAPACITY-DEPTH DATA-HIGHLAND LAKE 

Depth, ft. 
above 873.5 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

Capacity 
106 cubic feet 

233 
247 
262 
277 
292 
309 
325 
343 
361 
380 

Source: w,ter Resources Division, U. S. Geological Survey, Hartford 
Connecticut 

A3.5 Population and Waste Load Projections. 
The following data have been taken from a Report, Water Resources 
Planning Study of the Farmington Valley, made in 1965 by The 
Travelers Research Center, Inc. to the Water Resources Commission, 
State of Connecticut. 

The projected populations for the various Towns in the watershed 
are listed in Table A3-2l. The figures are corrected to reflec~ 
only the population in the Farmington Watershed for those towns 
which do not lie wholly within the watershed. 

The projected waste discharge rates, municipal and industrial, 
are listed by Towns in Table A3~22. 

A3.6 Irrigation Requirements 
The Farmington Valley tobacco growers plant 3000 acres to tob~cco 
in an average year. This crop in groWT\ in the river lowlands 
between Farmington and Simsbury (r~aches 5,6 and 7). Water for 
irrigation is pumped from the river. The normal irrigation dem~nd 
is 4 to 6 inches per year. Assuming the use is 6 inches over a 
2-month period, (9 weeks) for 3000 acres, the ave~age weekly demand is: 
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or, 

Pool Elev. 
ft. above MSL 

855 
860 
865 
870 
874 
880 
890 
900 
910 
920 
930 
940 
950 
960 
970 
980 
983 

6 x 3000 x 43560 x 1 = 7.26 x 106 cubic feet 
12 9 

7.26 x 1.52 = 11.04 cubic feet per second 
= 3.68 cubic feet per second from 

each of three reaches. 

TABLE A3-19 
OUTLET DISCHARGE DATA-MAD RIVER RESERVOIR 

Discharge 
Depth Weir Gate open Weir Gate closed 

ft. cf s cf s 

0 0 0 
5 75 0 

10 112 0 
15 136 0 
19 150 0 
25 197 197 
35 232 232 
45 263 263 
55 289 289 
65 312 312 
75 335 335 
85 356 356 
95 375 375 

105 394 394 
115 412 412 
125 430 430 
128 435 435 

Source: New England Division, Corps of Engineers, Waltham, Mass. 
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TABLE A3-20 
CAPACITY-AREA-DEPTH DATA-MAD RIVER RESERVOIR 

Pool Elev. Depth Capacity Area 
ft. above MSL ft. 106 cubic ft. 103 sq. 

825 0 0 0 
840 15 0.44 44 
850 25 2.18 166 
860 35 3.92 261 
870 45 6.97 392 

ft. 

872 47 7.84 418 - Recreation 
880 55 12.20 653 Pool Level 
890 65 19.17 1198 
900 75 32.23 1721 
910 85 53.50 2483 
920 95 80.15 3027 
930 105 113.26 3681 
940 115 153.31 4400 
950 125 203.86 5205 
960 135 259.18 6142 
970 145 322.78 6926 
980 155 397.27 7928 
983 158 424.71 8233 - Spillway Level 

Source: New England Division, Corps of Engineers, Waltham, Mass. 

In addition, two golf courses in the Farmington area use irrigation 
water pumped from the river. The rate of usage is not known. 

Assume the total use is as shown in Table A3-23. 

A3.7 Existing Sewage Treatment Plants. 
Waste treatment plants having significant size are located at 
Plainville, Collinsville, Farmington, Bristol, Plymouth, Windsor 
Locks (2 plants), Tariffville and Winsted. Plant size, treatment 
type and available effluent BOD values are listed below. Data 
were furnished by the Water Resources Commission, State of 
Connecticut. The locations of these treatment plants are shown 
in Figure A3-2. 

(1) Plainville. Municipal plant, secondary treatment, 1.4 mgd 
capacity, on line in late 1967. Effluent BOD 11/15/67 was 
47 mg/l. 

(2) Collinsville. Municipal plant, secondary treatment, 0.4 mgd 
capacity, on line late 1967. Effluent BOD 3/12/68, 110 mg/l; 
7/2/68, 27 mg/1. 
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TABLE A3-21 
PROJECTED POPULATION-FARMINGTON WATERSHED 

Town 1970 1980 1990 2000 2015 
Connecticut 
Windsor 4,088 5,400 6,800 5,880 4,950 
Windsor Locks 1,838 2,700 3,553 4,520 6,368 
Bloomfield 4,840 5,760 5,880 5,200 3,250 
East Granby 4,500 7,500 11,100 16,000 24 ,500 
Granby 8,200 14,000 23,500 35,000 50,000 
Simsbury 12,819 15,819 19,419 23,869 30,069 
Avon 6,886 9,186 11,936 15,336 20,136 
Farmin~ton 15,406 19,406 22,906 25,406 27,906 
Plainville 5,363 7,000 8,813 10,800 14,025 
Bristol 55,000 65,000 74,400 84,300 97,000 
Plymouth 7,685 8,190 8,683 9,150 9,350 
Burlington 3,290 3,890 4,590 5,390 6,890 
New Hartford 3,533 4,132 4,832 5,632 7,117 
Canton 5,892 7,242 8,992 11,142 16,142 
Barkhamsted 1,870 2,370 2,870 3,870 5,370 
Winchester 11,800 13,600 16,200 18,800 21,000 
Hartland 1,340 1,640 2,140 2,640 3,650 
Colebrook 990 l,190 1,490 1,790 2,290 
Massachusetts 
Granville 1,070 1,270 1,570 1,870 2,370 
Tolland 150 200 280 350 450 
Sandisfield 690 840 1,040 1,240 1,740 
Otis 620 770 970 1,170 1,670 
Becket 970 1,170 1,470 1, 770 2,270 

Total 158 ,840 198,275 243,434 291,125 358,513 

Source: Water Resources Planning Stud~ of the Farmington River 
Valle;y:, The Travelers Research Center, Hartford, Connecticµt, 1965 
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TABLE A3-22 
PROJECTED WASTE DISCHARGES-FARMINGTON WATERSHED 

(Data in million gallons daily) 

Town 1970 1980 
Connecticut Munic. Indust. Total Munic. Indust, Total 

Windsor 0.33 0.95 1. 28 0.49 1.15 1.64 
Windsor Lake 0.15 0.93 1. 08 0.24 0.24 1.12 
Bloomfield 0.39 0.08 0.47 0.52 0.09 0.61 
East Granby 0.29 0:29 0.56 0.56 
Granby 0.53 0.53 1.05 1.05 
Simsbury 1.03 0.08 1.11 1.42 0.10 1.52 
Avon 0.55 0.04 0.59 0.83 0.05 
Farmington 1. 23 1.18 2.41 1. 75 1.28 3.03 
Plainville 0.43 0;10 0.53 0.63 0.11 0.74 
Bristol 4.40 4.60 9.00 5.85 5.00 10.85 
Plymouth 0.62 0.20 0.82 0.74 0:22 0.96 
Burlington 0.21 0.21 o. 29 0.29 
New Hartford 0.28 0.28 0.37 0,37 
Canton 0.47 0:47 0.65 0.65 
Barkhamsted 0.12 0.12 0.18 0.18 
Winchester 1.24 0.50 1. 74 1.50 0.60 2.10 
Hartland 0.09 0.09 0.12 0.12 
Colebrook 0.06 0.06 0.09 0.09 

Massachusetts 
Granville 0.07 0.07 0.10 0.10 
Tolland 0.01 0.01 0.02 0.02 
Sandisfield 0.04 0.04 0.06 0.06 
Otis 0.04 0.04 0.06 0.06 
Becket 0.06 0.06 0.09 0.09 

Sub Total 12.64 8.66 17.61 9. 72 
Total 21. 30 27.33 

Source: Water Resources Plannins Studi of the Farmington River Valle~ 
The Travelers Research Center, Hartford, Connecticut, 1965. ? 
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TABLE A3-22 
(Cont.) 

PROJECTED WASTE DISCHARGE-FARMINGTON WATERSHED 
(Data in million gallons daily) 

1990 2000 2015 

Munic. Indust. Total Munic. Indust. Total Munic. Indust. Total 

0.65 1.35 2.00 0.59 1.50 2.09 0.52 1.60 2.12 
0.34 1. 30 1.64 0.45 1.50 1. 95 0.67 1. 60 2.27 
0.56 0.10 0.66 0.52 0.10 0.62 0.34 0.10 0.44 
0.95 0.95 1.52 1.52 2.45 2.45 
2.00 2.00 3.32 3.32 5.00 5.00 
1.85 0.13 1.98 2.39 0.15 2.54 3.16 0.18 3.34 
1.13 0.06 1.19 1.53 0.07 1.60 2.11 0.08 2.19 
2.18 1. 39 3.57 2.54 l.50 4.04 2.93 1.60 4.53 
0.84 0.12 0.96 1.08 0.13 0.21 1.47 1.14 1.61 
7.06 5.50 12.56 8.43 6.00 14.43 10.17 6.50 16.67 
0.83 0.24 1.07 0.92 0.26 1.18 0.98 0.28 1.26 
0.39 0.39 0~51 0.51 0.69 0.69 
0.46 0.46 0.56 0.56 0.75 0.75 
0.85 0.85 1.11 1.11 1. 69 1.69 
0.24 0.24 0.37 0.37 0.54 0.54 
1. 86 0.70 2.56 2.16 0.80 2.96 2.42 o. 90 3.32 
0.18 0.18 0,25 0.25 0.37 0.37 
0.13 0.13 0.17 o,. 17 0.23 0.23 
0.13 0.13 0.18 0.18 0.24 0.24 
0.02 0.02 0.03 0. 03 0.05 0.05 
0.09 0.09 0.12 0.12 0.17 0.17 
0.08 o.oa· 0.11 0.11 0.17 0.17 
0.13 0.13 0.17 0.17 0.23 0.23 

22.95 10.89 29.03 12.01 37.35 12.98 
33.84 41.04 50.33 

Source: Water Resources Planning §tudx of the Farmington Valle~ 2 
The Travelers Research Center, Hartford, Connecticut, 1965. 
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(3) Farmington. 
built in 1962 . 

1/20/64 
1/26/65 

12/13/65 

Municipal plant, secondary treatment, 1.20 mgd capacity, 
Effluent BOD data: 

15 mg/l 
44 mg/l 
30/mg/l 

1/31/67 
10/19/67 
5/ 1/68 

26 mg/l 
37 mg/l 
47/mg/1 

(4) Bristol. Municipal plant, recently increased in size to 10 mgd 
capacity. Effluent BOD data: 

3/19/64 
11/ 9/64 

9/20/65 

50 mg/l 
68 mg/l 
35 mg/l 

1/30/67 
12/ 5/67 

7/ 1/68 

40 mg/l 
65 mg/l 
25 mg/l 

(5) Plymouth. Municipal plant, secondary treatment, 1.7 mgd capacity. 
No BOD data. 

(6) Windsor Locks (Bradley Field) - two plants, both afford secondary 
treatment. Plant No. 1 has 2.0 mgd capacity and Plant No. 2 has 
0.5 mgd capacity. Effluent BOD data are: 

Plant No. 1 

Plant No. 2 

5/11/64 
4/20/66 
6/17/68 

30 mg/l 
18/mg/l 
85 mg/l 

8/8/67 
4/4/68 

16 mg/1 
20 mg/l 

(7) Tariffville. Municipal plant, 0.2 mgd capacity, primary treatment. 
Effluent BOD data: 

9/16/64 190 mg/l 3/15/67 91 mg/l 

(8) Winsted. Municipal plant, secondary treatment, 1.0 mgd capacity. 
Effluent BOD data: 

8/22/66 
7/31/67 

55 mg/l 
31 mg/l 

5/1/67 
4/2/68 

40 mg/1 
54 mg/l 

A 1.25 mgd plant at Windsor for the Combustion Engineering Corporation 
also discharges into the Farmington River below Rainbow Dam (near the 
mouth of the River). The present loading is 0.2 mgd. The plant 
affords secondary treatment. The effluent BOD in a sample taken 
4/27/66 was 17 mg/l. 

Four industrial plants in the Simsbury-Avon area discharge a total 
of 50,000 gallons daily. Their effect is neglected. Also the 
Simsbury Sewer Association plant of 85,000 gallons daily capacity 
is neglected. 
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AJ.8 Stream QualiJ:L_Data. 
The Wat~-Y:-Re~ources c:Ommissj_on, State of Connecticut, has established 
six sampling locations in the Farm:Lngton Basin and it samples the 
river at these locations at infrequent intervals to obtain water 
quality data. The location of each station is described below and 
is shoim in Figure AJ-3. The data, with dates of sampling, are 
tabulated in Table A3~24. 

Station CFS-1, Still River betwee.n the Winsted Sewage Treatment 
Plant and the ccnf luence of Still River and Sandy Brook. 

Station CFS-2 ~~iin· stem~ Farmington River a~ Collinsville. 

Station CFS-3 Main stem, Farndngton River at the HighHay US-t~4 
bridge at Avon. 

Station CFS-4 Hain stem, Farmington River at the Rainbow Dam. 

Station CFS-5 Main stem, Farmington River at Mill Brook, about 
2 1/2 miles above the confluence of the Farmington and Connecticut 
Rivers. 

Station CFS-6 Pequabuck River a short distance upstream of its 
confluence with the Farmington River, near Farmington, Connecticut. 

A3. 9 "HOC 1-later Demand. 
The daily demand for water from the Barkharns ted and Nepaug Reservoirs 
was 51.5 million gallons in 1967, 52.5 million gallons in 1968 and. 
54 million gallons in 1968. It is expected that the 82 million 
gallons p(:!r day firm capacity will supply HDC until 1978. The plan 
then is to augment this supply by diversion from the Colebrook
Goodw1n system, estimated to meet the demands until the year 2000. 
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TABLE A3-23 
Assumed Irrigation Demand 
(in cubic feet per second) 

Week Reach 5 Reach 6 Reach 7 

22 0 0 1.0 
23 0 0 1.0 
24 3.7 3.7 5.0 
25 3.7 3.7 5.0 
26 3.7 3.7 s.o 
27 3.7 3.7 5.0 
28 3.7 3.7 5.0 
29 3.7 3.7 5.0 
30 3.7 3.7 5.0 
31 3.7 3.7 5.0 
32 3.7 3.7 5.0 
33 0 0 1. 3 
34 0 0 1.3 
35 0 0 1.0 
36 0 0 1.0 

TABLE A3-24 
Water Quality Data 

Station n'ate BOD, mg/l DO, mg/1 Temp. °C 

CFS-1 8/ 9/67 5.8 4.25 24.8 
10/ 4/ 67 2.05 4.45 18.5 

6/10/68 3.0 6.4 19.0 
CFS-2 8 9/67 2.5 8.6 23 

10/ 4/67 0.7 9.1 17.8 
5/27/68 1.0 9.3 15.5 

CFS-3 8/17/67 2.8 8.1 25 
10/ 2/67 2.1 7.6 15.5 

5/27/68 1.6 8.3 15.3 
CFS-4 8/16/67 3.7 12.7 28 

9/20/67 1.6 13.0 22.3 
6/17/68 1.0 8.4 19 

CFS-5 8/16/67 1.15 7.9 24.5 
9/20/67 1.0 8.2 20.8 
6/17/68 1.2 8.0 18.5 

CFS-6 8/ 9/67 9.7 1.9 23.3 
10/ 4/67 4.05 1.8 18.3 

5/27/68 5.0 4.5 14.3 

Source: Water Resources Commission, State of Connecticut, 
Hartford, Connecticut. 
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APPENDIX A4 
USER'S INSTRUCTIONS 

The material contained in this Appendix is intended to be used by 
those making the detailed preparations for use of the water quality 
simulation model and the optimization model. This Appendix has been 
prepared in sufficient detail to allow its removal from the report 
to serve as a manual for guidance in the preparation of program 
inputs and control statements. Output content and format are also 
described in detail. The information is separated into program 
components and each component is described in the following pages. 
Figure A4-l is an overvi~w of the various programs showing the 
relationship between them. 

A4.l CHKDATA Streamflow Data Edit Program 

A4.l.l Purpose. 
The CHKDATA program is designed to read daily raw streamf low dnL1 
of the type available from the U. S. Geological Survey· ·(USGS) for 
their stream gaging stations and to prepare these data for use in 
a synthetic streamflow data generator. The program reads the raw 
data either from punched cards or from magnetic tape, checking as 
it does so to assure that the data being read are in the proper 
sequence, for the proper station and for the years of record desired. 

When all desired raw data have been read in the proper order, the 
program searches for missing data. If more than one month of 
consecutive data are missing, the program calls exit and the oper;itc11· 
must reschedule the data sequence to remove that period from use. 
If fewer than one month of data are missin~, the program fills the 
missing data so that the output is a complete set of daily stream
flow records. 

Missing data are filled· by noting the day .of the year of the miss~ n · 
data item and its station number. Then a search is made of all 
other years for the dl:lta item corresponding to the one which is miss;:'". 
The mean and standard deviation are computed from these data items 
and the missing item fs co~puted according to the formula: 

Qi = µ i + cr i r i • ' ' ' . . . . [ Eq. Al~. 1] 

where: 
Q. = the computed missing data item. 
µ~=the mean of all data available corresponding to the day. 
cr the standard deviation of all data available corresponding 

i to the day and station of the missing data item. 
r. = a standard normal random deviate. 

l 
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Having read, edited and filled the data traces, the program then: 
(1) outputs daily flow data, (2) computes and outputs the mean flow 
for a weekly interval, or (3) computes and outputs the mean flow 
for a monthly interval, depending upon the value given the control 
variable, ITIME. 

A4.l.2 Program Components 
The CHKDATA program consists of the subroutines, listed with their 
lengths in bytes, as follows: 

CHKDATA MAIN
INPUT 
IN CARD 
FILL 

93510 
1288 
1640 
1332 

AVM - 706 
AVW -1418 
RAN - 832 

RANDU - 448 

The program length for functions is 19,776 bytes. The total program 
length is 122,750 bytes. 

A4.l.2.l CHKDATA MAIN 
This program component reads in the program controlling information 

' coordinates the work of the other subroutines, makes certain checks 
and outputs the edited data. The program controlling information 
is supplied on two cards (see A4.l.3, Program Input and Output, 
which follows). The controlling information establishes the number 
of stations and each station number, the years in which the data 
for each station begin and end, the averaging interval and the 
mode of input and output. 

After indexing the stations, the subroutines INPUT and INCARD are 
called. These subroutines read the data one month at a time, perform 
certain checks described below, and return for one month to CHKDATA 
MAIN. Checks for the station number and beginning and ending years 
then are made on the month's data just read. Thus, the data are 
checked for proper order by station, week, month and year. Notice 
of deviation from proper order is printed or the program is exited. 

When the reading of data is completed, the subroutine FILL is called 
to fill in missing data. FILL is described below. 

Finally, depending upon the controlling information supplied, CHKDATA 
MAIN outputs the edited streamflow data. The data are supplied in 
printed form, on punched cards or on magnetic tape. Daily flows 
are outputed without further change. Weekly flows are outputed as 
the average of the daily flows for the given week and monthly flows 
are the average of the daily flows for one month. 
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Normally, USGS data are in units of cubic feet per second and if 
this unit is used, the output will be in cubic feet per second 
units for average flow rate for the day, week or month, which
ever is appropriate. 

A4.l.2.2 Subroutine INPUT 
This subroutine transmits the call to read data from CHKDATA MAIN 
to subroutine INCARD and the data read back to CHKDATA MAIN. Before 
the data are sent to CHKDATA MAIN, this subroutine checks to determine 
that the data read are of the proper station, month and year. The 
data are transmitted in a 1 dimensional array, one month's data at 
a time. 

A4.l.2.3 Subroutine INCARD 
INCARD actually reads the supplied raw historical data. The subroutine 
checks to determine if the cards (or tape data) are in the proper 
weekly sequence. Data for one month at a time are read, checked, 
and transmitted to subroutine INPUT. 

A4.l.2.4 Subroutine ~ILL 
After the data are all read and checked, subroutine FILL is called 
to detennine if there are any missing data points. If 30 or more 
consecutive daily data points are missing for any station, exit is 
called and the operator must make an adjustment in the data years 
used. If scattered data points are missing, the subroutine fills 
the missing points one at a time, as described above. 

A4.l.2.5 Subroutines RAN and RANDU 
These subroutines generate standard normal deviates (mean = O and 
variance = 1) for use in subroutine FILL. 

A4.l.2.6 Subroutines AVW and AVM 
Subroutines AVW and AVM compute the weekly average and monthly average 
flows from the edited and filled daily data, according to the control 
number entered for the variable !TIME. 

A4.l.3 Program Input 
Input is required as follows: 

A4.1.3.l For CHKDATA MAIN 
Card # 1 (915)* IYRI(I) 

IYR2(I) 
NNSTA 
I TAPE 

I START 
I TIME 

*Data fields on card. 

= The starting year for station (I). 
= The ending year for station (I). 
= The number of stations. 
= 4 for data input on tape. 
= 5 for data input on cards. 
= A starting random number. 
= 1 for daily flow output. 
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= 2 for average weekly flow output. 
= 3 for average monthly flow output. 

IP RI NT = 0 if output is not to be printed. 
= 1 if output is to be printed. 

IPUNCH. = 0 if output is not to be punched. 
= 1 if output is to be punched. 

NTAPE = 0 if output is not to be taped. 
= 1 if output is to be taped. 

Card# 2 (1018) (ISTA(l), l = 1, NNSTA) indicates the set of station 
numbers for the stations for which data are to be read. These 
station numbers must correspond to the station numbers of the raw 
data set. The number of stations, NNSTA, may be fewer than the 
number of stations contained in the raw data but the order in which 
stations are read must be the same as in the raw data set. 

A4.l.3.2 For Subroutine INCARD 
A set of input streamflow data cards or card images on a 7-trace 
tape is required. The data card format is: 

where, 
(18, 14, 12, 11, 8F6.2) 
!8 = the station number. 
14 = the calendar year. 
12 = an index, 1, 2, 3, or 

4, which identifies the 
number of the card in the 
month. 

8F6.2= The daily streamflow values for 8 
consecutive days. The first card 
contains flow data for the first 
8 days, the second for the 9th 
through the 16th days, the third 
for the 17th through the 24th days 
and the fourth for the 25th day through 
the last day of the month, 28, 29, 30 
or 31, as appropriate. 

A4.1.4 Program Output 
All output is produced by CHKDATA MAIN and is described as follows: 
(1) Data output may be printed and/or punched on cards, depending 
upon the control information furnished. The format of the output 
depends upon the control information supplied for variable ITIME. 
For daily streamflow data - a set of 4 cards or lines per month 
is produced and the fonnat is the same as the input data format. 
For average weekly streamf low data - one card or line is produced 
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for each month. The format is: 
<rs. r4, 12, 4FS.2) 

where, !8 = the station number. 
!4 = the calendar year. 
!2 = the month. 

4F8.2= four average weekly flows for 
the month. 

For monthly streamf low data - a set of 2 cards or lines for each 
year is produced. The format is: 

<IS, I4, 6F8.2/12X, 6F8.2) 
where, 18 • the station number. 

I4 • the calendar year. 
6F8.2= the six monthly average flows. 

(2) Data output may be written on magnetic tape, depending upon 
the control information furnished as variable !TAPE. The format 
of the output depends upon the control information supplied for 
variable !TIME. For daily streamflow data - the format will be 
the same as that 0f the raw data tape, as described previously 
(A4.l.3.2). For average weekly streamflow data - a binary tape 
is written for each station. Each record contains ISTA, IYRl, 
IYR2, (AV(I,J), I• 1, 48), J • 1, NYR) where: 

ISTA = the station number. 
IYRl = the beginning calendar year of data. 
IYR2 = the ending calendar year of data. 
AV(I,J) = the weekly average flow for week I and year J. 
NYR • number of years of data • IYR2-IYR1+1. 

For monthly streamflow data - a binary tape is written for each 
year at each station. Each record contains !STA, IYR, (AV(!), 
I • 1, 12) where: 

!STA • the station number. 
IYR • the calendar year. 
AV(I)• the monthly average flow for month I. 

A4.l.5 Definition of Program Variables 
Following is a list of variables used in CHKDATA and a brief 
definition of each: 

AV(! ,J) 
AV2(I,J) 
FN 
ICARD(!) 
I COUNT 

Average flow during Ith week of Jth yesr. 
Average flow during Ith month of Jth year. 
Number of data items. 
Card sequence number. 
Convenience Index. 

A4-6 



IDAY 
II STA 
IIYRl 
IIYR2 
I PUNCH 

I START 
ISTA(:() 
ITAPE 

I TIME 

I WEEK 
IWEEK2 
I YEAR 
IYRl(I) 
IYR2(I) 
JP REV 
JYR 
KMO(I) 
KSTA(I) 
KYR(l) 
L 
LMO 
MONTH 
ND(I) 
NEV EN 
NMO 
NNSTA 
NNYR 
WODD 
NSTA 
NT APE 

Q(I, J, 
QMEAN 
QNEW 
QSTD 
Rl 
R2 
RN(!) 

Day counting variable. 
Convenience station number, for checking. 
Convenience starting year, for checking. 
Convenience final year, for checking. 
Control variable-output, = 0 for no data punched. 

Starting random number. 
Identifying number, Ith 
Control variable-input, 

Control variable-input, 

Week counting variable. 
Month counting variable. 
Year counting variable. 

= 1 for data to be punched. 

station. 
= 5 data on cards. 
= 4 data on tape. 
= 1 for daily flows. 
= 2 for weekly average flows. 
= 3 for monthly average flows. 

Starting year for data, Ith station. 
Final year for data, Ith station. 
Convenience station number, for checking. 
Convenience number of years for checking. 
Identifying number, Ith month. 
Equals ISTA (I) • 
Equals IYR (I) • 
Week index. 
Number of months of data, computed. 
The current month. 
Number of days in month I. 
Convenience number, random number generator. 
Number of months of data counted. 
The number of stations. 
Number of years of data. 
Convenience number, random number generator. 
Current station number. 
Control variable-output, = 0 for no data on tape. 

1 for data output on tape. 
K) Gage flow Ith month, Jth day, Kth year. 

Mean flow. 
Computed flow to fill missing data point. 
Standard deviation of flow. 
Convenience variable, random number generator. 
Convenience variable, random number generator. 
Random number, Ith time frame. 
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SUM 
S(I,J) 
YFL 
Z (I) 
Z(L) 

Sum of second term. 
Flow for Jth day of Ith week, current month. 
Convenience number, random number generator. 
Temporary storage, flow on Ith day in current month. 
Temporary linear storage for one month's flow. 

A4.l.6 Program Logic 
Figure A4··2 is a diagram showing program logic for CHKDATA. 

A4.1.7 Program Coding 
The program coding for CHKDATA follows. 
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FIGURE A4-2 
PROGRAM LOGIC - CHKDATA 

CHKDATA MAIN 

I 
Read control statements 

Call RAN 

14 
Call INPUT 

Return after 
reading and 
checking one 
month's data. 
Until all data 
are read. 

~----~·develop random 
numbers for FILL 

I 

~-----po.Call INCARD ~~~•-read data for one 
month and check 
for correct card 
sequence 

Check data read 
for station, year 
and month 

Check data for 
beginning and 
ending year 

Call FILL Check for missing data 
and compute filling data. 

- + 
- If more than 30 consecutive ...,. ____________ ~ 

Output edited 
and filled daily 
flows, printed, 
on cards or on tape. 

data points are missing 

l+ 
call exit 

t 
Call AVW 

Compute average 
weekly flows and 
output, printed, 
on cards or on 
tape 

i 
Call AVM 

I 
Compute average 
monthly flows and 
output, printed, on 
cards or on tape 

Check to determine if 
all data called for have 
been read 

EJn 
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//CHKCATA JOB {ll43,47,009,09,9S99),'ALEMAN •,CLASS 
=fl 

II EXEC F4GCXfv' 
//FORT.SYSI~ CC * 

FORT G COMPILE {NODECK), EXECUTE, CLASS M 

C NDll)=NUMBER OF DAYS IN MONTH I 
C Q(I,J,K)=FLOI HJ !Th ~ONTH, JTH DAY, KTH YEAR 
C ISTA(l)=ICENTIFYI~G ~UMBER OF ITh STATION 
C l ( I l =TE t-1 PC RA f~ Y S TL: R i\ G E F 0 R FL 0 W C N I TH 0 A Y 0 F 

C INPUTTED CATA 

A GIVEN MONTH 
OF 

C AV(l,J)=AVERAGE FLO~ CURING ITH ~EEK OF JTH YEAR 
C AV211,J)=~VERAGE FLOh DURING ITH ~ONTH OF JTH YEAR 
C IYRltll=STARTING YEAR Of 01\TA FOR ITH STATIO:"~ 
C IYR2( l)=FINAL YEAR OF CATA FOR ITH STATION 
C fJNSTfl=NUr1 3ER UF STATICNS 
C ITAPE=TAPE NU~BER FOR l~PLT DATA 
C =5 IF DATA ARE PLNCHEO ON CARDS 
C =4 IF CATA ARE CN TAPE 
C I S T 1\ P. T = S T A K T I ,' J G R /, \ C C 11 NUMB E R 
C ITI~E INCICATES WHET~ER OAILY,kEEKLY OR ~ONTHLY FLOWS ARE 
C DESIRED 
C =l IF CAILY FLOhS ARE DESIRED 
C =2 I~ ~EEKLY FLCkS ARE DESIRED 
C =3 IF t"ONTHLY FLCWS ARE DESIRED 
C IPRINT=O IF CHECKED CATA ARE NOT TO BE PRINTED 
C =l IF ChECKED GATA ARE TO BE PRINTED 
C IPUNCf-=O IF Cf-ECKt:D CATA ARE NOT TO DE PUNC~ED 
C =l IF C~ECKEC CATA ARE TU 8E PUNCHED 
C NTAPE=O IF NU OUTPUT DATA TAPE IS DESIRED 
C =l IF AN OUTPUT CATA TAPE IS DESIRED 

0 I t" EI\ S IC I\ N 0 ( 12 ) , C: ( 1 2 , 3 2 , 50 l , IS TA l 1C0 ) , Z C 32 ) 
-1 - - , AV ( 4 8 , 5 C ) , AV 2 { l? , 5 0 ) , I YR 1 ( 10 0 ) , I YR 2 ( 1. 0 (I) 

CIMENSl8Y IISTA(lCO) 
ICOUNT=C 
N0(1)=31 
N0(2)=26 
ND(3)=31 
N0(4}=3C 
N0(5l=31 
ND(6)=30 
N0(7)=31. 
N0(8}=31 
NDC9l=30 
N0(10l=31. 
Nl)(ll)=30 
ND( 12 l=3 l 
RE AC ( S , 5 r, C 1 ) N NS T 1-\ , I T A PE , I ST AR T , I T I ~ E , I PR I ~l T , I PL NCH , NT APE 
IF (~TAPE.NE.OlNTAPE=l 
IF(ITAPE.NE.5JITAPE=4 
IFCITftPE.EC.4lREWI~D 4 
CO 1 I=l ,IO 
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c 

CALL RA~!ISTART,32,Z) 

1 COl\T H.UE 
5001 FORMAT(7{5) 

READ (5,c.co2l CISTA(l),l=l,NNSTA) 
5002 FORPAT ClCl8) 

REAC( 5,5C03) ( IY~ 1 (I), IYR2( I), I=l ,f\NSTA) 
5003 FORMAT(l615) 

w RITE C 6, 6 CC l l t-.. • i ST A, IT APE, NT APE, C I , IS TA ( I ) , I YR l ( I ) , I YR 2 ( I l ,. 
I = 1 , 

lf\NSTti) 
6001 FCRMAT(lt-1,•sr~~A~FLCW DATA EDIT PROGRAM'/13,' STATIONS'/ 

1 ' INPUT C ,\TA C N TAPE ' , 
2 12/' OLTPUT CATA CN TAPE ',1211 
3 ( 1 STATIC.'H 1 ,I2, 1 ) = ',18, 1 STARTING YEAR= •,14, 
4 fl~~L YEAR~ 1 ,14)) 

ISTART = ISTART + 3 

C READ CAlA FCR CNE ~J~TH 

c 

c 

5 CALL INPUT (NST: ,NYR,t~ONTH,z, ITAPE) 
6 IF (l\STAl lCOO,lOCC,lC 

10 I = 1 
11 IFCNSTA.NE.ISTA(l ))GO TO 2CO 

ICGUNT=ICCUNT+l 
IISTA( ICCU~,T)=ISTt.( I l 
~NYR=IYR2CI)-IY;l(l)+l 

LMO :: l2itl\NYR 
I IYl<l=IYRl( I l 
I IYR2= IYR2 (I l 
GC TC 20 

2CO IF(l.GE.NNSTAlG2 10 5 
l~I+l 

GO TO 11 ·· 
20 JPREV = NSTA 

NMO=O 
GO TO 32 

21 JYR=l\YR-IIYRl+l 
25 00 30 I=l,32 
30 t:;(tJONTt-,I,JYR) = ZCil 
31 CALL INPUT(~STA,~YR,~ONTH,Z,ITAPEl 

IF (NSTA - JPREV) 4C,32,~0 
32 IF(f\Y~-IIYRll31,33,.33 

33 IF(NYR-IIYR2l34,34~31 

34 NMO = l\t-'C + l 
GO TC 21 

lOCO IF(ITAPE.EC.4)R~~INC 4 
lf(NTAPE.E~.Q)R=ruRN 
ENO FILE I 
REWil\C l 
RE TURI\ 
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C CHECK FCR MISSING DATA 
c 

4 0 IF ( I\ t' CJ- u.1 C ) 4 1 , 4 5 , 4 5 
41 hRITE (6,S041) NMO.L~C,JPREV 

60~1 FOR~AT (' UNLY',14,.' OUT OF 1 ,I4, 1 MONTHS OF DATA ARE PRESEN 
T FOR S 

lTATICl\ 1 ,ICJ) 
45 CALL FILL (l\~YR,~n~Q,ISTART,JPREV) 

c 
C PU~CH DATA CARDS FOR STATION JPREV 
c 

c 

GG TC (68,61,c2),ITI~E 

60 '..IRITE(6,8C02l 
8C02 FORt-'i\T( lHC, 1 UAILY FLOWS' l 

CO 50 I=l,NNYR 

54 
6051 

52 

53 
301 
300 

51 
50 

61 

8G01 

NYR= I IYR l+I-1 
co 50 J=l,12 
L = l 
M =. 8 
CO 51 K=l,4 
IF!IPPINT.EC.C.ANC.IPUNCr.EQ.C.ANO.NTAPE.EQ.O)GO TO 3CO 
IF!IPRI~T.EC.O)GO TO 52 
WRITE(6,6C5llJPREV,NYR,J,K,(C(J,N,Il,N=L,~l 

FCR~'AT (I8,I4,I?.,Il,8F8.2) 
IF(IPU1Kr.EQ.O)GO TO 53 
WR I Tl ( 7 , 6 C 5 1 ) JP REV , \J YR, J ,.K , ( Q ( J , N , I ) , N = L , M ) 
IF(~T/•Pt)301, 300,301 
~RITE(NTAPE,605lJJPREV.NYR,J,K,(Q(J,N,iJ,~=L,~) 

L=L+B 
M = M + 8 
CONTlr\UE 
GO TC 110 
CCMPLTE WEEKLY AVERAGES 
CALL AV~(,,N~YR,AV) 

WRITE(6,8C01) 
F 0 RM AT ( 11- 0 , 'II EEK LY FL C \·/ S ' ) 
JF(IPRINT.EC.O.ANC.IPLNC~.EQ.G.J\ND.NTAPE.EQ.O)GO TO 110 
00 400 1=1,t\NYR 
IWEEK=l 
Uff EK 2=4 
t-.YR=I IYRl-t I-1 
co 400 J=l,12 
Ir(IPRI~T.EC.O)GO TO 4Cl 
WRITE ( 6, 6 0 5 2) J PRE V ,. NY R, J, (AV ( I I , I l , I I= I\ff EK, I h EEK 2) 

6 0 5 2 F C R I·'. J\ T ( l r , I 8 , I 4 , I 2 , '' F 8 • 2 ) 
401 IF(IPUNCH.EQ.O)GO TO 402 

W R I T E ( 7 , 6 C 5 3 ) J P R E V , N Y R , J , (I\ V ( I I , I ) , I I = I W E 5 K , I h E E K 2 ) 
6053 FORfJ,J\T( 18, 14, I2,4F8.2l 

402 IWEEK=IWEEK+4 
4CO IWEEK2=I~EEK2+4 

NYR=IIYR2-IIYR1+1 
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IF(NT~PE.EC.O)GO lC 110 
~-., R I T E ( NT t\ P E ) J P RE V , I 1 Y R l , I I Y f\ 2 , ( ( AV ( I I , I l , I I = 1 , 4 8 ) , I = l , MY R ) 
GG TC 110 

C COMPlJTE ,..:NTllLY ,\VER.AGES 
62 CALL AV~(C,NNYR,AV2 ) 

WRITE(6,8COCl 
8000 FCR~AT(l~O,'MCNTHLY FLC~S') 

IFCIPRINT.EQ.O.AND.IPUNCH.EW.O.ANO.NTAPE.EQ.O}GO TO 110 
DO 5CC I=l,NNYR 
NYR=I IYRl-+I-1 
IFCIPRINT.EG.G}GO TO 501 
WR I TE C 6, 6 C 5 4 l J PRE V , \l YR, C fl. V 2 ( l I , I l , I I= l , 12 } 

6 0 5 4 F 0 R Ii A l( l H , I 8 , I 4 , 6 F 8 • 2 I 1 H , 1 2 X , 6 F 8 • 2 ) 
501 IF (!PUNC~.EO.O)GO TC 502 

Y.RITEC7,6055)JPREV,NYR.(AV2(Il,Il,Il=l112J 
6055 FORMAT(l3,I4,6F8.2/12X,6F8.2) 

502 IF(NTAPE.E~.OlCC TO 5CO 
Y. R I T f ( h T ~\ PE ) J PRE V , NY R , ( A 'J 2 ( I I , I ) 1 1 I = l , 1 2 ) 

5CO cvn I i';U[ 
110 IFC~STAJlOO,lCQ,6 
lCO 00 901 I=l,f\~lSTA 

co sec 11=1,ICDUNT 
IF(ISTACil.E~.IlSTA!IIllGO TU 901 

9CO cmn I NUE 
WRITf(6,9C3lISTA( I) 

903 FORMAT(lH ,'LOOKED FCR DATA FUR STATICN',JE, 1 BUT COULON T 
FI ND IT 

1 ' ) 
901 CONTll\UE 

hRITEC6,1Cl) 
101 FORt'i/11( I iH!lHHHHH~ THE. ENO ******** ') 

GO TO 1000 
END 
SUDRCUTINE FILL (~NYR,NO,Q,ISTART,NSTA) 

Cir1 ENSIUr'l NO( 12),(,;( 12,"32,50),RNC2} 
DO 20 J=l,12 
NDAY = l\C(J) 
00 20 K=l,NOAY 
C 0 2 0 I = l , N f'l Y R 
IF (Q(J,K,l )) 25,25,20 

25 N = 0 
Qr-'EAr~ = C. 
QSTC = O. 
DO 30 L=l,r-..NYR 
IF (Q(J,K,Lll 30,30,31 

31 N :: N + 1 
Qt' EA N = Ct-' E MJ + Q ( J , K , l ) 
qSTD = USTD + Q(J,K,L) **2 

30 cmHil\UE 
IF C~-2) 33,34,34 

33 ~RITC (6,6033) NSTA,J ,K 
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c 

6033 FORMAT (' INSUFFICIENT DATA FOR STATION' ,19, 1 MO~HH' ,I3,' 

1 I 3 ) 
34 FN = 1\ 

CfJEAN = C:~EA.\l/FN 

USTO = SCRT(IUSTD- FN•QMEAN**2}/(FN-1.l l 
CALL RAN (ISTART,2,RN) 

7 FORt-'AT(lH , 1 RN(l).:: 1 ,Fl0.4/ 
l 1 H ' • c;; ,~ E A N = I , F l 't • 2 ' ' Q s T D = ' , F 1 4 • 2 ) 

QNEW = QMEAN + RNCll*WSfC 
WRITE (6,602~) QNEW,J,K,I,NSTA,Q(J,K,Il 

DAY I ' 

6 0 2 0 F 0 R r-1 A T ( I 1\ E ~,; F L 0 ~J ( ' ' F 8 • 2 ' • ) GE !\ER f\ T E 0 F 0 R I , l 2 ' ' I • ' I 2 , I I ' 
,12,• F 

lOR STAT101': 1 ,I9,' IN PLACE OF ORIGINAL VALUE (',FB.2 1
1 ) 1 ) 

W R I T E ( 6 , 7 ) R \ ( l } , <J r-1 E A N , 0 S T CJ 

Q(J,K,l) = Cf'JE\-1 
20 C L"}1H l i\UE 

R ETUR~·i 
END 
SU 0 RU UT I f\ E I 1·~ PL T ( NS TA , NY f\ , MC NTH , l , I TAPE ) 
Cl~E~SILN ZC32l,KSTA(4) ,KYR(4),K~0(4),ICAR0(4),X(4,8) 

C REAO DAILY STREAMFLOW D~TA FOR CNE VCNTH 
c 

34 CALL INCARD(KSTA,KYR,KMU, ICARO,X,ITAPE) 
10 DO 11 I=l,4 
1 2 I F ( KY R ( I l - K Y I{ ( 1 ) ) 2 3 , 1 3 , 2 3 
1 3 I F ( K ,, 0 ( I I - K MO ( 1 ) ) 2 4 ' 1 4 I 2 it 
14 IF (KSTA(l) - KSTA(l)) 21,11,21 
21 W~ITE (6,6021) 

GO TO 25 
23 wRITE (6,6023) 

GO TC 25 
24 hRITE (6,6024) 
25 CO 26 K=l,4 
2 6 ~rn I T E ( b , 6 C 2 6 ) KS TA ( K l , KY R ( K ) , KM 0 ( K ) ,I CAR 0 ( K ) , { X ( K , J ) , J = l , 8 ) 

GO TG 34 
6026 FORMA1(1X,I9,15,I3,12,8F9.2) 
6C21 FCRMAT t' STATION IDENTIFICATION ~OT CONSISTENT') 
6023 FORl"AT ( 1 YEAR NOT CCNSTANT') 
6024 FORMAT (' f-10i'JTH NUT CC'JSTANT 1 ) 

11 CONTINUE 
33 NSTA=KSTA(l) 

NYR = KYiU ll 
fv'ONTH = K~'U I 1) 
K .::; 0 
OU 30 I=l,4 
DO 31 J=l,8 
L = J + K 

3l·ZCL) = X(J,Jl 
30 K = K + 8 
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RETukf\ 
END 
SUORlLTINE RA~(IX,N,Rt\l 
Cl~E~SICN RN(2C00) 
NEVEN=N 
NODD=CN/2)~2 

IF(~-f\CCCll00,101,1oc 

l 0 0 1\ EVE r, =flt VEN+ l 
101 IF(NEVE~-20C0)102,102,103 

1 0 3 N EV E ~' = 2 C C C 
102 DU 1C4 l=l,NfVEN 

CALL RA!\CUI IX,IY,.YFL) 
l 0 '• R N ( I l = Y f L 

DO 105 I=l,~EVEN,2 
Rl=Rr\(l) 
R2=.Ri,(l+l) 
RN(Il==SGRT ((-2.)*ALCG!Rl))*COS (6.28*R2) 

105 RN(I+ll=S~RT ((-2.0l*ALOGCRlll*Sll\ (6.281:·r~2) 
C FUR TRIAL P~RPOSES 

t,; = l'~ [ v Ei'J 
RE ruru' 
END 
SUORCLTI!\E RANOU( IX, IY,YFL) 
IY=IX*6553<i 
IFCIY)5,616 

5 IY==IY+2147483647+1 
6 YFL=IY 

YFL=YFL*.~l56613E-9 
IX=IY 
RETLR.t\ 
END 
SU B R C U 1 I :ff Ir J C fl R 0 ( I( S TA , K Y R , K /I 0 , I CA RD , X , I TA P [ ) 
D I M E N S I C !\ KS f A ( '• ) , K Y R ( 4 ) , Kr.: 0 I 4 ) , I C AR 0 ( 4 ) , X ( 4 , 8 ) 
DO l 1=1 1 4 
R EA C ( I TA P E , 5 (l 0 2 l KS T f\ ( I ) , KY R ( I l , K ,., d ( I ) , I CARD ( 1 ) , ( X ( I , J ) 1 J = 1 

5 C 0 2 F 0 R M /1 T ( I 8 , I 't , I 2 , I l , 8 F 8 • 2 ) 
IF( ICARC( I )-1)3,1,3 

3 WRITEC6,6022l 
6022 FCR~AT (' CARD SEQUENCE NOT CORRECT') 

' 8 ) 

~·IR I T [ ( 6 , 6 C 0 0 l I , K S 1 A ( I ) , KY R ( I l , KM 0 ( I ) , I CARD ( I ) , ( X ( I , J ) t J = l , 8 
) 

6000 FORV1-\T( lt- ,•I= 1 ,I5/1X,!9,I5,I3,I2,8F9.2) 
IF(ICARD(l).NE.l)GO 10 1 

4 00 5 11=2,4 
8 KSTA( 1>=KSTA(1) 

l<YR( l)=KYRCI) 
l<t-40( 1 )=KfYC( I l 
ICARDCll=ICARC(I) 
DO 9 J=l,8 
XCl,J)=X(l,J) 
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9 CONT H.UE 
REAC( ITAPE,5002}KSTA(ll),KYR(ll),K~O(ll),ICARC(lll,IX(l!,J) 

,J=l,8) 
IF( IC.ARC( 'J)-11)6,5,6 

6 WRITE(6,6CCOl II,KSTA!IIl,KYR!IIl,KMOlII), 
1 IC ARC ( I l l , ( X ( I I, J l , J = 1 , 8) 

GO TO 1 
5 CONT UWE 

GO TC 7 
l· CGl\Tlf\Uc 
7 iU:TURN 

ENC 
SUSRCLTI\E AV~(Q,NYRS,AV) 

C NCAY=NUr3ER OF DAYS IN A GIVE~ ~ONTH 
C NYRS=fJUl'IBER UF YE/IRS OF DATA TO BE READ IN 
C ICOUNT CCUNTS 43 WEEKS IN A YEAR 

D I ME f\ S I Ci\ AV ( 4 ~ , 5 C ) , CJ ( 1 2 , 3 2 , 5 0 ) , ND ( 1 2 ) 
1\0(1)=31 
ND!2)=28 
N0(3l=31 
N0(4l,,,30 
NC(5l=3l 
ND(6)=30 
ND(7)=31 
ND(8)=31 
NC(9)=30 
N0(10)=31 
ND(ll)=3C 
1\0(12)=31 
CO 1 IYE,H{= 1, NYRS 
ICOU~n=O 
DO l tJOl\TH=l,12 
NDAY=f\D(T~CNTH) 

20 IF(f\CAY-30)28,30,31 
C IT IS FERRUARY 

28 L=O 
00 13 lhEEK=l ,4 
I CCU1"- T= I CUL:NT + 1 
SUM=O 
DO 14 IL:.6Y=l,7 
L:;l+l 

14 SU~=SUM+C(~O~TH,L,IYEAR) 

13 AV( ICCUiH1 IYEAR)=SUM/7. 
GO TO 1 

C IT IS A TrlRTY DAY PCNTH 
30 L=O 

00 15 lwEf:K:;lt2 
ICOUNT=ICCUNT+l 
SUM=O 
CO 16 IC.h't'=l,8 
L =.L + 1 
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16 SUM=SUMiG(MONTH,L,IYEAR) 
15 AV(ICCU~T,IYEAR)=SUM/8. 

DO 17 H.EEK=l,2 
I C 0 U i'i T = I C UL; NT + l 
SUM=O 
DO 18 ICAY=l,7 
l=L+l 

18 SU~=SUM+~(MONTH,L,IYEAR) 
17 AV(ICOUNT,IYEAR)=SUM/7. 

GO TO 1 
31 L=O 

DO 19 H.EEK=l,3 
I CO U ,'H = l C 0 lHH + 1 
SU~=O 
DO SC IC:.Y=l,8 
L=L+l 

5 0 SU M = S UM + C C M WJT I.I , l , I Y E A R ) 
19 AV( ICGU;\T, IYfAfU=SUM/8. 

I COUI\ T =I cc urn+ 1 
SUM=O 
CO 21 Iui,Y=l,7 
L=L+l 

21 SUM=SU~+GCMOinr,L,IYEAR) 

AV(ICCUNT,IYE~R)=SU~/7. 

1 CCtH H:UE 
RETURt--; 

Et\ C 
SUBRCLTi~E AV~(Q,NYRS,AV) 

C NOAY=~UMBER OF DhYS IN A GIVEN MONTH 
C NYRS=~U~BER OF YE~RS OF CATA TO BE READ IN 
C ICOUNT CCUNTS 12 rONTHS IN A YEA~ 

OI~ENSIUN AV(l2,5C),((12,32,50) 
1 ,N0(12) 
ND(l)=31 
N0(2)=28 
N0(3l=31 
N0(4)=30 
i'~C(5)=31 

N0(6)=3C 
N0(7)=31 
N0(8)=31 
NDl9l=30 
N0(10)=31 
ND(ll)=3:) 
N0(12)=31 
00 1 IYEAR=ltNYRS 
ICOUNT=C 
00 l tJONTt-=l, 12 
NDAY=NO(~UNTH) 

I C 0 U i.JT = I C C UN T + l 
SU~=O 
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20 00 13 ICAY=l,NDAY 
13 SUM=Sur,~+C{M01dl-, ICAY,IYEAR) 

AV(ICOUNT,JYEA~l=SUM/ND~Y 
l CCi'Hl!\Ut 

RETU~~f\ 

Ef\D 
SU E3 fHJ U T L'\ E 0 U T 2 
CIMEr\S 10!\ NL( 8) 
DATA NL/C,l,2,?,4,5,6,7/ 
~1RITEC6,6C04)NL 

6004 FORMAT('l',30X,'CORRELATION CCEFFICIENTS OF TRANSFORMED HIS 
TGRICl1L 

l f-LOt;S' I I /lX, 'SI TE', 3X, 'r'ONTI-'', 8 l 7X, 'LAG', 121 ,3X, 'SITE' I l 
RETIJRt\ 
ENC 
SUBRCuTI\E OUT3!Tll,ll2,T22, I,I!,J) 
DI~El\SICI\ Tll(~·),Tl2(7),T22(4) 

hRIT£(6,6C05)J,J,122,II 
~RlT~C6,cC05lI,J,Tll,II 

IJRJTEC6,6C06) I,J,TJZ, II 
6 0 0 <J F 0 R rJ. A T ( I 11 , I 7 , 2 X , 4 C l 2 • 5 , 4 8 X , I 6 ) 
6006 FCRi'ATt Jti,17, 1'1X,7Gl2.5,I6) 

RETURN 
ENO 
SUBRCLTI~E CUT6(NSITES,GAV,GSO,GSKEW,GCURT) 
0 I ~ EI\ s I LI~ GA v ( 4' 8 ' 1 2 ) ' G s D ( 4 , 8 ' 12 ) ' 

1 GSKCW(4,8, 12) ,GCLRTC4,8 1 l2) ,NL(8) ,Nt'(7) 1 Tl (4) ,T2( 

D A l A l\ t~ I l , 2 , 3 , 4 , 3 , 2 , l / 
CATA NL/C,1,z,3,4,5,6,7/ 
wRI1CC6,6Cl4) 

6014-FORMAT('l',27X, 1 STAT1STICS OF GENERATED FLOWS') 
WRITE(6,6C15) 

7) 

6 o l :; F o R 1" /\ T < / 1 11 ox , ' s r T E • , 3 x , • Mu r-..J r H • , 3 x , • ~1 EEK • , 6 x , • rv EA N • , s x , 
l 'SlO DEV',4X,'SKc\·rnEss•,4x,•KuRTOSIS'/) 

DO lC l=l,NSITf.S 
00 lC J=l,12 
00 10 L=l,4 

1 0 YI RI T E ( 6 I c 0 16 l I ' J ' L , G /1 v ( l ' I ' J ) ' Gs D ( L ' I I J ) ' Gs K E w ( L ' I ' J ) ' 
1 GC UR T ( L , I , J ) 

6 0 l 6 F 0 R t. /, T ( 1 1 3 , I 7 , I 8 , 4 F 1 2 • 5 ) 
f\ETURN 
ENC 
SUBROUTli\E 

l 
C Ir' E~. SI LI\ 

1 

CUTllNSITES,NTRAN,XOAV,XQSOrXSKEW,XCURT,QAV,QSO, 
S K E 'r! , C U R T ) 

AT~AN(3),XCAVC4·12,8),XQSDC4112,8),XSKEW(4,12,8), 
XCURTl4, 12,8) ,QAV(4,12,8) ,QSD(4~ 12 1 8) ,SKE 1tJ(4, 12 1 

8) , 

2 CURTC4,12d:l 
DAlA ATR:'\1\/4H N0,4H LCG,4HSCRT/ 
WRITE: ( 6, 6COO l 
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6 0 C 0 F UR :0: l\ T { ' l ' , 2 6 X , ' S T A T I S T l C S 0 F H 1 S TO R I CA L F L 0 1rl S ' ) 
WRI Tl (l>,6C01) 

6 c 01 F 0 R F /1 T ( I I I l 0 x ' ' s I l E s I ' 3 x ' I t~ 0 N TH I ' 3 x ' I w E EK I , 6 x ' 1 ME AN t , 5 x ' • s T 
D DEV', 

l 4 >; • ' s KE ·~·I ;'J l s s I ' 4 x , ' Ku RT 0 s I s I I ) 
DO 10 1=1,f\:SI TES 
DO 10 J=l,12 
cc 10 l=l,4 

10 WRITE(6,6C02} I,J,L,XCAV(L,J,I),XGSD(L,J,Il,XSKEW!L,J,I), 
l XCU~T(L,J,I) 

WR I T [ C 6 , 6 CC 3 l AT RM~ ( f\ TRAN l 
6 0 0 2 F 0 R f~ J\ T ( I 1 3 , I 7 , I 8 , 4 G l 2 • 5 ) 
6003 FCR~,'\ l ( 'l', 33X ,A4, 1 T:<.ANSFOR~~A Tl DN 1 // 

1 22X,'STATISTICS OF TRANSFORMED HISTORICAL FLOWS' l 
WRITf:C6,6COll 
CC l? I=l,NSITES 
co 15 J=l,12 
r:c 15 L=l,4 

15 WRITE(6,6C02) I,J,L,CAV(L,J,Jl,QSO(L,J,l),SKEW(L,J,I),CURT(L 
'J ,I ) 

'* 
RETU!:N 
ENO 

//GO.FTOlFOOl CC UNIT=l81,VCLUME=SER=XXX,LhBEL=(,BLP),OlSP=(,PASS 
) 

//GC.FT04F001 CC UNIT=lbO,LABEL=(,BLP),CISP=NE~, 
x 

II VOLUME=SER=YYY, 
x 

II DCD::(RECFM=l.J1BLKSIZE=600,0EN=l,TRTCH::ET) 
/r.- C::CF 
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A4.2 Normal 

A4.2.l Purpose 
The NORMAL program is designed to test the frequency distribution 
of the historical gage data to determine if the data are normally 
distributed in the statistical sense. The program then makes six 
transformations to change the scale of these data and it tests 
the resulting frequency distributions to determine if the trans
formed variable has a normal, or Gaussian distribution. This 
program is intended to be used in preparation to generate 
synthetic gage data by FLASH and to simulate stream flows and 
water quality by WASP. The result of NORMAL should be used to 
determine the transformation to be selected for subroutine TRANS 
in the program FLASH. 

Many natural random functions have values which are symmetrically 
distributed about their· mean value. Hydrologic· functions are 
natural and random but in almost every case, their frequency 
distributions are not normal; but, rather, are skewed right. 
This type of·distribution has· a preponderance·of·values less 
than the mean, but the larger values extend well to the right 
of the mean. Because many statistical procedures are available 
for analysis of·normal·data,·advantage is gained if these 
skewed hydrologic data· are converted to a normal distribution. 
This is possible: by making a non-linear transformation of the 
data. Most hydrologic data can be normalized by considering 
the logs of the ordinate values, flows or rainfalls, instead 
of the direct values. 

The objective is to maintain the statistical appearance of the 
historical data in generating the synthetic data. Because the 
data usually have a skewed distribution, it will be necessary 
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to use a model which preserves the mean, standard deviation and 
skewness of the historical data, as well as the serial correlation. 
If the historical data were normal distributed, it would be 
possible to eliminate the skewness parameter from consideration because 
the mean and standard deviation completely describe the statistical 
properties of a normally distributed population. Thus, using data 
made normal by transformation eliminates the need of a skewness 
term in the generating equation. 

More importantly, in considering the multivariate process there 
is no general multivariate gamma. distribution available (the 
skewed data approximate a ganuna distribution). On the other hand, 
information readily available about multivariate distributions is 
based upon the assumption of multivariate normality. This is due 
to the fact that marginal and conditional distributions derived 
from multivariate distributions also are normal, as are linear 
combinations of normal variates. These properties are utilized 
in the multiple-lag model which is the basis of the flow generator. 
It is necessary to transform the historical data to render their 
distribution normal to reduce the error that would otherwise result. 

NORMAL reads edited and filled historical data and, then, in a 
"do loop" taking each station in order, transforms the data, 
computes the mean, standard deviation and skewness of the trans
formed data, prepares a histogram to show the distribution of 
the transformed data, computes the cumulative frequency of the 
transformed data and compares the cumulative frequency, cell by 
cell, with the cumulative frequency of a normal distribution. 
The comparison is made by determining the difference between the 
cumulative frequency of the transformed historical data and the 
cumulative frequency of a normal distribution having the same 
cell bounds. 

The test for normality is made using these differences in 
cumulative frequency values and the Kolmogorov-Smirnov test for 
goodness of fit. The Kolmogorov-Smirnov test is a non-parametric 
or distribution free test similar to, but reportedly more restric
tive than, the Chi-Square test. The difference in cumulative 
frequency between the transformed historical data and data obtained 
from the normal distribution must be less than the tabulated 
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"critical" value. The "critical" values have been tabulated by Massey 
(9). For a sample size greater than 35 and a level qf significance 
of a. = 0.05, the "critical" value is given by 1.36/Nl/ 2 where N is 
the sample size. If any cell difference exceeds the "critical" value, 
the hypothesis that the distribution of the historical data is normal 
is rejected. 

As an example, suppose the maximum cell difference of 0.0487 i?i 
obtained for a sample of 480. The critical value is 1.36/480 = 
0.062. The hypothesis that the distribution tested is normal can 
be accepted since 0.0487 < 0.062. This indicates that in 5 percent 
of the samples of size 480, the maximum relative deviation between 
the sample cumulative distribution and the normal cumulative 
distribution will be at least 0.062. 

Note that if the difference in any cell is greater than the 
critical value, the hypothesis is rejected and the data must be 
considered non-normal. 

The transformations used in the program are of two general forms: 

. (1) q = Qb 

(2) q = log (Q+a.) 

where q is the transformed value, Q is the untransformed value, b and 
a are constants. In the program coding (see A4.2.7), values 

for b are: +o.25, +o.50 and +o.75; and values for a are 0 (log
normal transform), +o.25 JJ and 0.50 µ , where µ is the mean value 
of Q. Note that b=l.00 results in no transformation.. If one wishes 
to make a transformation of a different form, it is an easy matter 
to change the program coding. 

The program is designed to provide the differences in cumulative frequency 
for a complete set of station data and for a week by week consideration 
of the data; that is, all data points for week L of the year are 
considered separately. This allows testing of the complete set of 
each weekly set of data. If one wishes to bypass the weekly 
computations and consider only the complete data set, statement 
number 19 of NORMAL - MAIN must be "GO TO 51". 
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The program computes the cumulative frequency, for each cell limit, 
for each station and transformation and cO!llputes the difference between 
that cumul2.tive frt.que.ncy and tLt: nor:rui: cu'.'nul;;;.ti\;·c.. frt..;ut.n~y. Tl:e. 
maximum of these differences is then checked against the critical 
value. If the maximum difference is less than the critical value, 
"good fit" is written, and if it is greater than the critical value, 
"not a good fit" is written. The maximum difference and the critical 
value also are written. 

In general, one or more of the transformations included in the program 
will convert the historical data into a normal distribution. If more 
than one transformation is successful, the assumption is ma.de that 
the one giving the least maximum cell difference should be selected. 
On the other hand, data for which a normalizing transform has not been 
found should not be used to generate gage flow data in FLASH. 

A4.2.2 Program Components 
The program NORMAL is made up of the subroutines listed below with 
their lengths in bytes. 

NORMAL MAIN 
DIFCHK 
TRFM 
HISTGM 

23,428 
796 
658 

1,210 

Function length - 20,208 
Total Program length - 46,672 

A4.2.2.l Subroutine NORMAL - MAIN 
Subroutine NORMAL - MAIN is the controlling subroutine which reads 
in all data, computes the statistical data, calls the supporting 
subroutines and writes output array headings. 

A4.2.2.2 Subroutine DIFCHK 
This subroutine computes the cumulative distribution of the trans
formed data, performs the comparison with the normal cumulative 
distribution and writes out array containing both cumulative 
distribution and the absolute value of their difference. 

A4.2.2.3 Subroutine TRFM 
TRFM sets up the transformation constants, determines the trans
formation called for and transforms the data. 

A4.2.2.4 Subroutine HISTGM 
Subroutine HISTGM arranges the transformed data in order of increasing 
magnitude, computes the mean, standard deviation and skewness of 
the transformed data, normalizes the transformed data and classifies 
the data into 17 cells, according to magnitude. These data are the 
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cell counts which make up the histogram and are the basis for com
putation of the cumulative distribution of the transformed data. 

A4.2.3 Program Input 
All program input enters through NORMAL MAIN. 
Card # 1 (I2) NNSTA = the number of gaging stations for which data are 
to be read. 
Card # 2 (l0I8)NSTA(I) = the identifying number of the gaging stations, 
maximum of ten. 
Card # 3 (16IS) lYRl (I) = the beginning year of data for station r. 

IYR2 (I) • the ending year of data for station 1. 
Data Cards (18, 14, I2, 4F8.2) 

NSTA • identifying station number, field is IS. 
N2 = the year identifying the data on the card 

' field is 14. 
N3 = the month identifying the data on the card 

field is I2. ' 
WK(K,L,J) s four weekly average flows for the month 

year and station identified therewith 
' 4-F8 .2 fields. 

A4.2.4 Program Output 
Program output is written by NORMAL-MAIN and DIFCHK. The output is 
in four parts described as follows: 
(1) The number of stations and the identifying station number with 
starting and ending years of data are written out once at the 
beginning of the output package. 
(2) For each station, the mean, standard deviation and skewness 

' 

for the untransformed data are written. When weekly data are called 
for, this output is in an array of 48 rows and 4 columns. The rows 
are one for each "week" of the year. The column headings are week 

' mean, standard deviation, and skewness. When the complete set of 
data are considered at one time, the output is printed in three 
lines, one each for the mean, standard deviation and skewness. 
(3) For each station and transformation, the following information 
is written. First, the identifying transformation number is written. 
This is followed by a horizontal array in which the first three 
numbers are the mean, standard deviation and skewness of the trans
formed data, followed by 17 numbers representing the number of the 
data items which fall in.to the 17 cells of the histogram. 
(4) For each station and transformation, an array is written to 
output the cumulative frequency distribution for the data, the 
cumulative frequency distribution for the normal curve and the 
absolute value of the difference between the two. The array is 
17 rows by four columns. one row for each cell of the distribution 
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and one column each for the station number, the cumulative frequency 
for the data, the cumulative frequency for the no~l curve and the 
difference. The maximum difference and critical value of the test 
statistics are written and if the maximum difference is less than 
critical, "good fit" is written; otherwise, "not a good fit" is 
written. 

A4.2.5 Dictionary of Variables 
Following is a list of the variables used in NORMAL and a brief 
definition of each: 

AVER 
BOUND (I) 
C (I) 
COMPAR 
Dl 
D2 
D3 
DAVE 
DEV 
DIF 
PSD 
DSKEW 
FIRST 
FIT 
FN 
!FREQ (I) 
INT (I) 
IT 
IYRl (I) 
IYR2 (I) 
KOUNT (I) 
N2 
N3 
NNSTA 
NSTA {I) 
NYR 
SD 
SECOND 
SKEW 
SUMFRQ 
TEMP 
THIRD 

Average. 
Cell limit (for normalized data), Ith cell. 
Coefficient, Ith transform. 
Cumulative frequency. 
Coefficient, standard deviation formula. 
Coefficient, skewness formula. 
Coefficient, skewness formula. 
Mean, double precision. 
Deviation, equals data value minus mean. 
Difference, cum. dist. of data and normal. 
Standard deviation, double precision. 
Skewness, double precision. 
Mean of data, first moments. 
Test statistic, Kolmogorov-Smirnov critical value. 
Number of data points. 
Number of data points in cell I. 
Same as !FREQ. (I). 
Number identifying transform. 

. Beginning year of data, station I. 
Ending year of data, station I. 
Cell count for Ith cell. 
Year. 
Week. 
Number of gage stations. 
Identifying number, gage station I. 
Number of years of data. 
Standard deviation. 
Standard deviation of data, second moment. 
Skewness, relative number. 
Sum of !FREQ (I), cumulative frequency of data. 
Dummy variable, flow. 
Skewness of data, third moment. 
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X (IYR) 
x (J) 
XBAR 
XMDIF 
XNORM (I) 

Dummy variable, flow data. 
Flow data. 
Mean x 
Maximum difference. 
Cumulative frequency, normal distribution, Ith cell. 

A4.2.6 Program Logic 
Figure A4-3 is a diagramof-program logic for NORMAL. 

A4.2.7 Program Coding 
The program coding for NORMAL follows. 

A4-26 



Return for 

FIGURE A4-3 
PROGRAM LOGIC - NORMAL 

NORMAL - MAIN 

J 
Read in gage station data, 
years of data, and historical 
gage data. 

I 
Initialize variables 

! 
Compute mean, standard deviation 
skewness and kurtosis of 
untransformed data 

Call TRFM -----Make transformation 

~ of data 

Call HISTGM ----Compute statistics of 
transformed data. 

each transformation 

Normalize transformed data. 
Catagorize data according 
to magnitude into 17 cells 
and count nuµiber of data 
points in each cell. 

' Call DIFCHK~--.-.compute cumulative 

END 
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data and compare with 
normal cumulative frequency 
data to find maximum 
difference. Compute test 
statistic and test for 
normality. Write out result 
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//l\CRMAL JOB (1143,47,02C,10,COOC), 1 ALEMAN •,CLASS 
=S 

II [XEC F4CCXS 
l/FORT.SYSIN OL * 

FORT G COMPILE (NODECK), EXECUTE, CLASS S 

C I~ El\ S l G N I~ K ( 5 0 , 4 , 1 2 ) , X ( 2 4 C 0 ) , T I TL E ( 1 8 l , I FREQ ( 1 7 ) , X NCR M I 1 7 ) 

liXSTA( 15), IYRl ( 15), lYR2( 15) 
READ!5,5CC)NNSTA,TITLE 

500 FCRMf.T( I 2 /l[)Att) 
R E A C ( 5 ,. 5 (: 2 l ( l'J S T A ( I ) , I = 1 , N i~ S T A ) 

502 FCRr-;/\T(l0I8) 
READ(5,5C3lllYRl(l),IYR2(1lrl=l,NNSTA) 

5 0 3 r 0 RM AT( 16 I 5 l 

t 

WRITE(6,5C4)NNSTA,(I,~STA(l) ,IYR111),IYR2Cl) ,J=l,~NSTA) 
504 FOR~f.TC'l',///TZJ,'CATA DISTRIBUTION CHECK 1 /I8, 1 STATIONS', 

//,8(T5 
A,'STJ\Tl01\( 1 

1112,'l=-= 1 ,Is, 1 STARTU,G YEAR=',14,' FINAL YEAR=',14/l) 
REAC(5,5Cl)(XNCRM(J),l~l,17) 

501 FORMAT(8Fl0.4) 
DO gco I=l,iJNSTA 
NYR=IYR2C I )-IYRl (I )+l 
CO 12 K=l,NYR 
00 l? J=l,12 

12 ~EADC5,~C5)NSTAC Il,N2,N3,(WK(K,L,J),L=l 1 4) 
5 0 5 F 0 R tt, /1 T C I 8 , I 4 , I 2 , 4 f e • 2 l 

t\vJEEKS='18iNYR 
GC TU 51 

~9999 WRITf(6,6CO) TITLE 
600 FORM~T(lHl,///lHO,lGXrlBA4/llX,'hEEK',8X,'MEAN 1 ,2Xt'STANDAR 

0 DEVIA 
1TION 1 ,4X, 1 SKEWNESS 1 ) 

1111 CO 25 JkC=l,12 
DO 2? LhK=l,'t 
AVER=O 
SO=O 
SKEW=O 
OU l~ IYi~=l,i\IYR 

15 AVER=AV~R+~K(IYR 1 LWK,JMO) 
AVER=AVE1/NYR 
D 0 2 0 I Y R = l r ;-n R 
SD=SC+(hK(IYR,LWK,J~Cl-AVER)••2 

20 SKEW=SKE~•(hK(IYR,LhK,JMOJ-AVERl•~3 
SO=St~RT( SC/lr~YR)) 
SKEw=SKE 1,..I ( NYR) 
SKEh=SKEW/lSD~•3) 

2 5 ~ R IT E ( 6, 6 C 1 ) Jr-': 0, L ~1 K, AVER, S 0, SK E Ii 
601 FORMAT(2X,I4,7X,I2,Fl2.4,8X,rl2.41Fl2.4) 

00 50 IT=l,7 
DU 5 0 J t~ C = l , 1 2 
CO 50 Lh'K=l,4 
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CU 40 IY'.{=l,>lYP. 
4 0 X ( I Y f~ ) =II K ( I Y 2' , UI K , JM C ) 

CALL T~FVlX,IT,NYR,AVF~,SD) 

CALL hIS1lV(X,NYR,FlkST,SlCOND,THlRO,IFRE~) 
~RITE(6,2CO) 

200 FORMl\T(U-:C,60X,•FP.EGLPKY DISTRIBLTION'/lHO, lOX, 'WEEK' ,8X,' 
MEAN I ' 

l 2x, •s1c. cEvN. • ,4x, 
2 I s I< E ~:NE s s I ' 3 x' I 1 I ' 3 x ' ' 2 I ' 3 x ' I 3 I ' 3 x ' I 4 I '3 x ' ' 5 I ' 3 x ' 
2 1 6 1 ,3X1 1 ?•,3x, 1 8 1 ,3x,•g•,2x,,10 1 ,2x, 1 11 1 ,2x,•12 1 ,2x,•13•, 

4 ·1~•,2x,•1'',2x, 1 16 1 ,2x, 1 17') 
~RITE(6,210)J~O,L~K,FIRST,SECCNO,THIRO,IFREQ 

2 1 0 F 0 R M /, T ( l f~ , 4 X , I 4 , '2 ;\ , I 4 , 3 F 1 ?. • 2 , 1 7 ( 1 X , I 3 ) ) 
WRITf(6,~49)JM0,L~K 

2 4 9 F o R ~1 11 r ( 1 H c , • ~1otn1-1 = • ,r 4 , • ~i EE K-=- • , 1 4 l 
5 0 CALL CI F- C ~ K ( X i'JOR r'' , ~l YR , I FREQ, I T, I ST AT ) 
51 /1VU"!.=O 

SC=O 
SKE~=C 

0 0 l 2 5 I Y ;~ = 1 , N YR 
D 0 l 2 5 J 1J C = 1 , I 2 
CO 125 LWK=l,4 

125 AVER=AV[~+~K(IYR,LhK,J~Ul 
AVER= AVE r~ I 1~ \-.EE KS 
00 120 IYR=l,l'~YR 
CO 120 Jr'C=l, 12 
C 0 1 2 C L ~. K = 1 , 4 
CEV=kK(IYR,L~K,J~O)-AVER 

SO=SD+(DE:V)**2 
120 SKfW=SKE~+(CEV)*•3 

SD=SCRT(SC/~~EEKS) 

SKE\.:= SKEW n~hE EKS 
SKEW=SKEW/(50*~3) 

WRITE(6,620)NSTA( I),AVER,NST~(l),SO,NSTA(l),SKEW 

2 x' 

6 2 0 F 0 R !\' t T ( 1 H C , ' rJ. E AN CF Cl\ TA F 0 R ST i.\ T I 0 N ' , I 9 , 1 I S 1 , F 1 t~. 4 I 
1 lb0, 1 ST~NCARC CEVIATICN Of DATA FOR STATIUN',19,' IS 

I ,Fl't.4 
2 /lHO,'SKEWNESS CF CATA FOR STATION',19,' JS',Fl4.4) 

DO ago IT=l,3 
\.; R I T E: ( u , 2 0 5 ) 

205 FORMAT(lHC,60X, 1 FREG.LENCY DISTRIBUTION'/1H0,8X, 1 MEAN', 
l 2x, 1 STC. CEVN.' ,4x, 
2 1 SKE~NEss•,4x,•1•,4x, 1 2 1 ,4x,•3 1 ,4x,•4•,4x, 1 s 1 ,4x, 

2 I 6 f f 4 X t I 7 I t I; X t I e I f 4 X 7 1 g 1 t 3 X t I 1 C I t 3 X t I 1 l I t 3 X t I l 2 I t 3 X t I 1 3 I t 

3X t 
'• '14',3X, 1 15',3X, 1 l6 1 ,3X, 1 17 1 ) 

J=l 
00 901 IYR=l,NYR 
co 901 J1"'0=1, 12 
DO CJOl lhK=l,4 
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X ( J) = \·J K ( I YR , LY.I K, J Ml ) 
901 J=J+l 

CALL TKF~(X,JT,NWEEKS,AV~R,SD) 

CALL l- I S T ::; ~ ( X , ~rn f. l K S , F I ~ ST , S EC W1lD , i H 1 R 0 , I FR [ t~ ) 

WRITE(6,2ll)FIRST,SECC~O,THIRO,IFREQ 
2 1 1 F 0 R r1 A T ( l H , 3 F l 2 • 2 , l 7 ( 1 X , I 4 ) ) 

CALL OIFC~K(XNORM,NWEEKS,IFREQ,IT,I) 

890 CCNTliWf: 
9CO COMTil\UE 

STOP 
E1\iO 
SUCRUGTINE DIFCHK(XNCR~,N,IFREQ,IT,ISTAT) 

DJME!,;SIL\ IFREQ( 17),X~ORM( 17) 
XMDIF=O.'J 
SUtl.FRl.=O 
XN=N 
~·JR I T E ( f, , 6 C O l I T 

6 0 0 F 0 R ,"4 A T ( 1 H 0 ' I T R M J s F 0 R ~· /\ T I G N I ' I L1 ) 

WRITE(6,603) 
603 FORMAT(l~0, 1 STATICN 1 ,4X, 1 CUMULATIVE DIST. FOR CATA' ,4X, 

l 'CUMULATIVE DIST· FOR NORMAL','tXr 'DIFFERENCE' l 
OU 100 l=l.,17 
S U f'i'. F t~ C = S U t.1 F R Q + I F K. E Q ( I l 
CCMPAR=SU~FRQ/XN 

DIF=CCMPnR-XNORM(l) 
DIF=AeS(CIF) 
lf(XMCIF.LE.UIFl XMDIF=DIF 

1~0 ~RITE(6,6C2lISTAT,CO~PAR,XNORM(I),OIF 

602 FORMAT(lH ,J7,l6X,F13.4,19X,Fl2.4,2X,Fl2.4) 
FIT= 1. 36/SCRT ( Xl'I) 
WRITE[6,6U6} XMOIF,FIT 

606 FORMATllr· 1
1 MAXIMUM DIFFERENCE= 1

1 Fl?.4,4X, 1 FIT COEFF.= 1 ,Fl 
2. 4) . 

IF(X~CIF.LE.FIT) GO TC 1C5 
~~RITEC6,604) 

604 FORMAT(l~0, 1 NOT A GOOD FIT'//) 
GO TC 110 

1 O 5 ~J R I T E ( 6 , 6 O 5 l 
605 FOR~AT!l~0, 1 GOOD FIT'//) 
110 RETURN 

END 
S U C R 0 U T I t\ E T ~ H~ ( X , I , N , X £3 A R , S (; ) 
CI~F.~SIGN X(24CO),C(7} 
CATA c10.10,o.cs,-.1c1 
IFII-31 1tCJ,50,100 

49 DO 25 J=l,N 
25 X(J)=X(J)**C( I) 

GO TO 100 
~ODO 51 J=l,N 

X(J)=X(J)+C(l)*XBAR 
IF(X(J).Ll.0) X(J)=l. 
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51 X(J}=ALCGlC(X(J)) 
lCO RETUf{I\ 

END 
SUBi~OUTI!,[ HISTGM(X,'\,AVE,SO,Sl<.E'.-.,IFREQ) 
CI~ENSIC~ X(l),INT(l7),IF~EQ(l7),00UND(l6) 

CI~El\SICN KGU~T(20) 

CATA BOU~0/-3.75,-3.25,-2.75,-2.25, -1.75,-1.25,-0.75,-0.25 

i c.2s,o.1s~1.2s, i.1s,2.2s,2.15,3.25,3.75/ 
C ARRAr-.:GE CATA IN ORDER OF INCREASING M~\GiJITUDE 

C CO~PUTE ~EAN, STANOARC ~EVIATION,AND SKEWNESS 
XN=i'i 
CUUBLE PRECISION CAVE,DSD,OSKE~rTEVP,OXN 1 D3,D2,Dl 
C XN=i·; 
01=1 
D2=2 
03=3 
CAVE==O.O 
DSD=O.O 
CSKEW=O.O 
DO 6C I=l,N 
TEgP::X(I) 
GJ\VE=CAVE+TEMP 
DSD=DSC+TE~P*TFMP 

60 DSKEW=CSKf~+TEMP*TEMP•TEMP 
C AV E = [ AV E I lJ X ,1J 

AVE=CflVE 
SO=CDSD-CXN*DAVE•CAVE)/(DXN-Dl) 
SU= SC RT ( SC ) 
SKEW=(DSl<.~W-03•DAVE•CSD+D2*DXN•DAVE•DAVE•DAVE)/DXN 

SKEW=SKEw/SD**3 
C NOR~ALIZE CATA 

DC 65 I=l,N 
65 X(J)=(X(l)-AVE)/S[. 

co 79 J=:l,17 
79 KUUNT(l)=C 

ClJ CJO I==l,N 
IF{X(J).LE.BCJUND(l)) GO TO 86 
I f ( X ( I ) • G l • B CIU ~,JfJ ( l 6 ) ) GO TO 8 7 
DO 85 J=2,16 
IF(X(Il.LE.l\OLf\lD(J}) GC TO 82 
GU TO 85 

82 K=J 
GO TO 89 

85 CCNTil\UE 
86 K = l . 

GO TO sg 
87 ~~=17 

89 KOUNT(l<.)=KCUNT(K)+l 
90 CCJNTI/\Ut 

00 95 I=l,17 
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lNT( ll=KCUNTl I) 
95 IFREll(Il=INTlI) 

RElURr\ 
ENO 
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A4.3 TFLOW, Gage Data Transformation Program 

A4.3.l Purpose 
The TFLOW program converts the synthetic· gage data generated in 
FLASH to unregulated stream flows at all reach points in the 
watershed. The program receives data indicating the reach 
configuration of the watershed, develops and indexes a computation 
sequence to fit the watershed configuration and computes the 
elements of a transformation matrix which transforms gage station 
data throughout the watershed into stream flow data at all 
reach points in the watershed. 

TFLOW serves two purposes. Primarily, it is an important link 
in the simulation of streamflow data and secondarily, it can 
be used as an aid in determining which gaging stations in the 
watershed will be best to use as basis gages in the simulation. 
A basis gage is one the historical data of which are used to 
develop the parameters for generating synthetic gage· data. The 
secondary use allows th~ selection of· the best set· of gaging 
stations to be used when more than ten gaging stations are 
available in a watershed or when, in· the interest of saving 
machine time· or machine· storage, fewer gaging stations can be 
used. Essentially~· this' secondary purpose entails the selection 
of certain gages as basis gages, using their data to ·compute 
the corresponding gage data at other gages, designated "estimate" 
gages. Then the correlation coefficients between the computed 
and actual data at the· "estimate" gages are computed. A high 
correlation coefficlent· at a given "estimate gage" indicates 
that, for the set of basis gages used, it is possible with small 
loss in overall accuracy to eliminate that particular "estimate" 
gage in the final selection of basis gages. 
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In the remaining paragraphs of this section, only the secondary 
use will be described. The primary use is an integral part of 
WASP, the simulation program, and is described as a portion of that 
program (see section A4.5). 

A4.3.2 Program Components 
The following subroutines and functions are components of TFLOW. 
The program lengths, in bytes, are indicated. 

TFLOW-MAIN 
WEEKLY 
TRAN 
TGEN 
UPGAGE 
I REACH 

A4.3.2.l TFLOW-MAIN 

109,506 
596 

2,852 
2, 772 
1,162 

412 

Functions 
Connnon 

18,312 
5,412 

Total Length 141,024 

Program component TFLOW•MAIN serves as the controlling subroutine 
to call the various other subroutines and after the reach indexing, 
computation sequence and transformation matrix are completed by 
other components, it computes the data necessary to perform the 
secondary analysis described in A4.3.l. 

Initially, TFLOW·MAIN reads in the number of years of data, the 
total number of gages and the gage number for each gage. Then 
subroutine WEEKLY is called to read in historical data for all gages. 
Following this, subroutines TGEN, TRAN and UPGAGE are called to 
develop the indexing, computing sequence and transformation matrix. 
Then TFLOW·MAIN reads information which designates gages as "estimate" 
gages, the number of "estimate" gages NFE: the gage numbers of the 
"estimate" gages, LG(I), and the reach numbers of the "estimate" 
gages, LR(l). If flow simulation is the objective, set NFE • o 
and do not enter values for LG (I) and LR (I). 

A4.3.2.2 Subroutine WEEKLY 
Subroutine WEEKLY reads in the hi1torical flow data from magnetic 
tape or punched cards. The cards have previously been edited 
and checked by CHKDATA. The data input mu•t be for an equal 
number of years for each station. 

A4.3.2.3 Subroutine TGEN 
TGEN sets up the reach and sage indexing and the computational ••quenc 
and provides the data needed for each reach. For a di1cu1iion • 
of reaches and procedure• for e1tabli1hing reachea in a waterihed 
see Section 6.3.1. The 1ubroutine employ• a 1earch technique whi~h 
sets up the water1hed configuration for indexing of reaches and 
establishe• the order in which 1ub1aquant computations (flow. 
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regulation, quality, etc.) are to be made. It is not necessary 
that reaches be numbered in any particular order, so long as 
each reach has its individual number, because the subroutine 
sorts out the reaches in the proper order for computation 
and assigns each reach an internal index which governs the 
order of computation. However, for other reasons, a reach 
numbering scheme is reconunended i~ Section 6.3.1. This internal 
index, JR (I), is set up for each reach so that no reach in 
the sequence is upstream from one having a lower index. Com
putation begins at the upstream reach and progresses downstream. 

A4.3.2.4 Subroutine TRAN 
Subroutine TRAN makes the necessary computations to develop the 
transformation matrix to convert gage data into flow data at 
any reach point in the watershed. The subroutine is supplied, 
through TGEN, with the reach location and upstream drainage area 
for each gage and the upstream drainage area for each reach point. 
The elements of the transformation matrix are computed as the 
weights, wi 1,j ,,: .· which are coefficients in the equation: 

. NG x 
Q i = E w i , j ·. · j • . • • • • Eq • A4 • 2 

=l . 

where, Qi • the computed flow at reach point, i, i=l. • .NR 
wi,j = the weighting coefficient for the ith reach and the 

j th gage. 
Xj = the jth gage flow. 
NG • the number of gages being used. 
NR = the number of reaches in the system. 

Thus, the flow at any reach point is a linear combination of the 
appropriate weights and gage flows. 

The weights are determined as a proportion of areas upstream from 
the gages and reach points in accordance with the procedures described 
below for various combinations of relative gage-reach locations. 

In the development below, the reach at which streamflow is to be 
computed is called the object site and the gaging stations, where 
flows are known, are called source sites. QO is the unknown ()bject 
flow, DAO is the area upstream of the object site, QS(I) is the 
flow at the source site I and DAS (I) is the area upstream from 
the source site I. The source-object configurations are divided 
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into five categegories described as follows. 

Case I. The object site is located between two source sites, with 
no branches having source sites entering between the two given 
source sites. 

DAS(2) 
QS(2) 

S(2) 

DAO 
QO 

0 

DAS(l) 
QS (1) 
S(l) -

The streamflow per unit area at the object site, QO/DAO, is 
computed as the weighted sum of the streamflows per unit area 
at the source sites, the weights being determined by linear 
interpolation between flows per unit area for the source sites. 

QO = a
1 

QS(l) + a
2 

QS(2) 
DAO DAS(l) DAS(2) ...•.. [Eq. A4.3] 

where: 

Then, 

= DAO - DAS2 
DAS(l) - DAS(2) • · · · · · • • [ Eq. A4. 4] 

a 
2 

= DAS ( 1) - DAO 
DAS(l) - DAS(2) [Eq. A4.5] 

WT(. ,1) = _..QO __ 
QS (1) 

WT(. ,2) = _..QO __ 
QS(2) 

= a 1 DAO 
DAS(l) 

= az DAO 
DAS(2) 

= DAO DAO-DAS(2) 
DAS(l) DAS(l)-DAS(2)[Eq. A4.6] 

= DAO DAS (1) - DAO 
DAS (2) DAS (1) - PAS_(2) [Eq. A4.7] 

All other weighting coefficients relating this object site to other 
source sites are zero. 

Case II. The object site is upstream of the source site and there 
are no other source sites upstream of the source site. 
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DAO 
QO 

0 

DAS 
QS 

s 

The.streamflow per unit area at the object site, QO/DAO, is 
computed as the weighted sum of the streamflows per unit area 
at the source sites, the weights being determined by linear 
interpolation between flows per unit area for the source sites. 

The object site may be located-on either the main stem of the 
river or on a branch tributary. The flow rate at the object 
site is in direct proportion to the flow rate at the source 
site. That is: 

or: 

and: 

.9Q = g§_ 
DAO DAS 

_.ilQ. = DAO 
QS DAS 

wr ( . , 1) = DAO 
DAS 

. • • • • . • . • [Eq. A4. 8] 

. . . . . . . . [Eq. A4.9] 

. . . . . . . . . [Eq. A4.10] 

The weighting coefficients for all other source sites located 
downstream of the source site used here are zero. 

Case III. The object site is located upstream of source site (1) 
on BRI and there is another source site (2) located on another 
upstream branch, BR2. 

BR! 

DASl 

S(l) 
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Either BRl or BR2 may be the main stem. 

In this case, it is necessary to compute the flow at the confluence 
of BRl and BR2, which will be called QC, and the upstream area 
which will be called DAC. The flow rate at the confluence QC/DAC 
is computed by applying Case I, so that: 

QC= QS(l)x(WT(c,1)) + QS(2) x (WT(c,2)) •. [Eq. A4.ll] 

By case II, 

.9Q_ .9f_ 
DAO = DAC • • • • • • • [ Eq , A4 . 12 ] 

or: 

QC = (QO) (DAC) 
DAO • • , • • •• [Eq, A4,13] 

and by substitution and clearing: 

QO = DAO (QS(l) WT(c,l) + QS(2) WT(c,2)) [Eq, A4.14] 
DAC 

The weighting coefficients for source sites upstream of source 
site (2) and downstream from source site (1) are all zero. 

Case IV. The object site is located upstream of a source site 
(1) and downstream of more than one source site, each of which is 
located on a tributary to the object site location as shown, 

A4-38 

DAO 
QO 

0 

DAS(l) 
QS(l) -
S(l) 



The first step is to calculate the total gaged flow, QG, and total 
gaged upstream areas, DAG, for the source gages upstream of the 
object site: 

QG = QS(2) + QS(3) + QS(4) . . . . . 
DAG = DAS(2) + DAS(3) + DAS(4} . . . . 

[Eq, A4.15] 

[Eq. A4.16] 

The sununations in these· equations extend to other comparable source 
sites if they exist. The flow at the object site is computed 
as the weighted average· of the sum of the upstream source site 
flows and the downstream source site flow. This case is then converted 
to Case 1, and: 

and: 

then: 

from which: 

and: 

_gQ = a QS(l) + a 2 gQ__ 
DAO l DAS(l) DAG •..•. [Eq, A4.17] 

a. = DAO - DAG 
l DAS(l) - DAG . . . . . . .[Eq. A4.18] 

a. 2 = DAS(l) - DAO 
DAS(l) - DAG •••••••• [Eq. A4.19] 

• DAO (DAO-DAG ) DAO DAS(l) - DAO 
QO .. DAS(l) DAS(l}-DAG QS(l) + DAG(DAS(l) - DAG)QG 

[Eq. A4.20] 

WT(.,j) = .QQ. =DAO (DAO - DAG ) 
QS(l) DAS(l) DAS(l) - DAG ••. [Eq. A4.21] 

WT(.,j). ,gQ.. DAO (DAS(l) - DAO) 
QG DAG DAG(l) - DAG .•••. [Eq. A4.22] 
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The weighting coefficients of any source sites downstream of source 
site 1 and upstream of source sites 2, 3 and 4 on the same tributaries 
are zero. 

Case v. The object site is located downstream of all source sites. 
The general case would be where the object site is a downstream 
point having a number of gages upstream, each of which is on a 
tributary as shown. 

DAS(l) 
QS(l) 

S(l DAO 
~ QO -- ---0 

S(3) 

As in Case IV, compute QG and DAG, the sums of flows and areas for 
those gages which are upstream of the object site, using only the 
gage on any single tributary which is nearest the object site. In 
the example shown: 

QG = QS(l) + QS(2) • 

DAG = DAS(l) + DAS(2) 

• [ Eq • A4 • 2 3 ] 

• • • • [Eq, A4.24] 

The problem then reverts to that of Case II, excepting the object 
site is downstream. Equating the flow rates per unit area at the 
object and source sites gives: 

_gQ. • 9Q. • • • • • • • • • [ Eq • A4 • 2 5 ] 
DAO DAG 

and: 

WT ( j ) .. _gQ. = DAO • , , • , , 
. ' QG DAG 

[Eq. A4.26] 

In all cases, do not use source sites which are upstream of source 
sites adjacent to the object site. 
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Any combination of stream gages and an object site can be classified 
under one of the five cases described above. It is important that 
the sequence of reaches begin with the downstream reach in the water
shed and proceed upstream. It then can be assumed that, as the 
computation progresses upstream, all downstream flows are known. 
This is necessary because the subroutine uses the computed flow in 
the next downstream reach as a source site for the object reach. 
The source sites upstream·of the object site are considered explicit 

A4.3.2.5 UPGAGE 
Subroutine UPGAGE is called by subroutine TRAN when, in the progress 
of computing the transform elements' it is necessary to search out 
and identify upstream gage sites. · Subroutine·UPGAGE searches the 
reaches upstream· from the· object site· for· gage locations and, in any 
upstream branch, the se~rch is discontinued when the first gage is 
found in the current branch being searched. The gage number is 
returned to subroutine TRAN which associates its location and up
stream drainage area from data read in by subroutine TGEN and computes 
the desired weighting coefficient. 

A4.3.2.6 !REACH 
Function !REACH is used by subroutines TGEN, TRAN and UPGAGE. In 
the search for upstream reaches, function !REACH is used to determine 
the upstream reach index·number. 

A4.3.3 Program Input 
The input to TFLOW, when it is used in selecting basis gages, is 
entered in TFLOW-MAIN and subroutines WEEKLY and TGEN. The input 
is described as follows: 
(1) For TFLOW-MAIN 
Card # 1 (215) NYR • Number of years of data to be read. 

NGT = Number of gages for which data are to be read. 
Card# 2 (lOI8)lGT =The gage numbers of the gages which are to be 

read I • 1 . . • NGT with a maximum of eight 
gages. 

Card# 3 (IS) NFE =The number of flow estimates to be made; i.e., 
the number of estimate gages. NFE=NGT - number 
of basis gages~ 

Card# 4 (18,15) LG(!) =gage numbers for the estimate gages I=l, 
• , ., NFE. 

LR(I)= reach numbers corresponding to the location 
of gage numbers LG(!). I=l, •.• , NFE. 

A4-41 



(2) For subroutine WEEKLY ... The data to be read are edited and 
checked historical gage data on magnetic tape or punched cards. 
It is necessary that the length of record for each gage be the 
same; i.e., NYR years.· Data· must· be "weekly" average flows, 
Q(I,K,L,J) where I= 1, NGT for a maximum of eight; K = 1, ••. 
NYR for a maximum of 50 years; L = 1, 2, 3, 4, the weekly 
index; and J=l .•. 12, the monthly index. 

(3) For subroutine TGEN 
Card# 1 (215) NR =number of reaches (maximum of 50). 

NG= number of gages in the watershed (maximum of 10). 
Card # 2 (415, 6F5.0) There are NR cards with the following on 

each card, each card· representing one reach: 
NOR(I)= external number of reach (I). I is the 

assigned reach number, the external index 
number and the order the data are read into 
the the computer. 

NUR(I,J)= external number of the Jth reach upstream 
from NOR(I). 

J = 1, 2 or 3 depending upon the number of branches 
at reach NOR (I). J cannot exceed 3. 

DAU(I,J)= the drainage area upstream from reach NOR 
(I) in the direction of branch J, in square 
miles •. 

FL(I)= the length of the reach NOR(I), in feet. 
SLOPE(!) = the slope of the hydraulic gradient in reach 

NOR (I). 
ROUGH(I) =the value of Manning's "n" for reach NOR(I). 

NOR(I) takes one IS field, NUR (I,J) takes one to three IS fields, 
depending upon watershed configuration, DAU·(I ,J) uses one to 
three FS.0 fields, while FL(I), SLOPE(!) and ROUGH(I) each use 
an F5.0 field. If the velocity of flow in each reach is to be 
computed by empirical formula~ such as described in Section 6.2, 
it will not be necessary to provide SLOPE(!) and ROUGH(!) data. 
Card # 3 (215, FS.O) There are NG cards, each containing the 
following data for the gages: 

NGAGE(I) =the external number for gage (I). 
NGR(I) = the external reach number in which NGAGE(I) 

is located. 
DAG(I) =the drainage area upstream from NGAGE(I), in 

square miles. 
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A4.3.4 Program Output 
The output from TFLOW is in the form of four arrays. The first array 
has the following column headings: 
(1) External Reach Number 
(2) Upstream Reaches 1 
(3) Upstream Reaches 2 
(4) Upstream Reaches 3 
(5) Upstream Drainage Areas 1 
(6) Upstream Drainage Areas 2 
(7) Upstream Drainage Areas 3 
(8) Downstream Reach Internal Index 
(9) Downstream Reach External Number 
(10) Total Upstream Area 
(11) External Index 
(12) Reach Computation Sequence External Number 
There will be NR rows in this array, one for each reach. 

The external reach number is the reach number assigned by the operator 
to the various reaches of· the watershed, Input data are entered in 
this order but output data are printed in the· order of the internal 
index. The watershed· reach numbers should be assigned in accordance 
with the scheme recommended in Section· 6.2. Although the only 
restriction in numbering the· reaches are that no two reaches can 
have the same number· and the· maximum number of reaches is 50, 
experience has shown that numbering as suggested above will result 
in an indexing scheme that is easy to use. 

The upstream reaches 1, 2 and 3 ref er to the external reach numbers 
upstream from the current reach (I). For instance, if the current 
reach is 15 and there is a main stream reach, 16, upstream, then 
"Upstream Reaches l" is 16. If there is also a branch (say reach 
27) at the upstream end of reach 15, then "Upstream Reaches 2" is 
27. If there is a second branch upstream of reach 15, then "Upstream 
Reaches 3" will be the number of that second branch. Similarly. 
upstream drainage areas 1, 2 and 3 refer to the total area, in 
square miles, above the current reach, 1 corresponding to the up
stream mai~ stem. 2 corresponding to the first upstream branch and 
3 corresponding to the second upstream branch. 

Downstream reach, internal and external, are the internal and 
external reach numbers downstream from the current reach, These 
downstream reach indices are determined by the program. Total 
upstream area is the total area upstream of the current reach. 
This column is also determined by the program. The external index 
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is printed again for ease in reference to the current reach. The 
reach computational sequence is the order, in external reach 
numbers, of the sequence of computation used in TFLOW and in the 
simulation programs which follow. 

The second array has four columns with headings as follows: 
(1) Basic Gage Number 
(2) Reach Containing Gage 
(3) Area Upstream of Gage 
(4) Internal Index 

There will be one row for each basis gage. The first column lists 
the gage numbers. The second column lists the external reach 
number which locates the gage> while the third column lists the 
drainage area upstream of the gage. The fourth column is an 
internal index of gages. 

The third array is the output of subroutine TRAN. The elements 
of the array are the weights used in equation [A4.2] to compute 
streamflows at reach points. The array will have a number of 
columns equal to the number of basis gages; each column heading 
is one of the basis gage numbers. The rows correspond to reaches. 
The flow at the upstream end of reach i is the sum of the products 
of ith row of weights multiplied by the corresponding gage flows. 
The array lists the rows according to the external index. 

The fourth array contains the results of the comparison of flows 
generated for estimate gage (I) and the flows of that same gage 
(I) considered as a basis gage. The output lists the external 
basis gage numbers and for each estimate gage, a row of data 
containing: 
(1) The estimate gage number 
(2) Estimated mean flow 
(3) Observed mean flow 
(4) Estimated standard deviation 
(5) Observed standard deviation 
(6) Correlation coefficient 
(7) Weight coefficients, one for each basis gage 
The key in selection of the basis gages is the value of the 
correlation coefficient. A high value (maximum value possible 
is 1.00) indicates that the basis gages can be used to generate 
the flows at the estimate gage site with acceptable accuracy and 
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thus eliminate the need to use that gage as a basis gage in the 
simulation of flows. The elimination of one basis· gage in the 
simulation decreases the order of the correlation matrix by four 
and results in saving· in· computation' time throughout the simulation. 

A4.3.5 Dictionary of Variabies 
Following is a list of the variables used in TFLOW and a brief 
definition of each: 

DAG (J) 
DAU (I,J) 

FN 
GDA 
!GT (I) 
IYRl 
JGU 
KGB (I) 
KGC (I) 

KR (I) 
LG (I) 
NFE 
NG 
NGAGA (I) 
NGR (JJ) 
NGT 
NGU 
NOR (I) 
NR 
NUR (I,J) 

NYR 
QEST 
QWEEK (I, J, K) 

TDA (I) 
WT (I, J) 
X (I) 
X2 (I) 
XY (I) 
y (I) 
Y2(I) 
zy 

Drainage area upstream of gage J. 
Drainage area upstream of reach I in direction of 
branch J. 
Number of weeks of data. 
Sum of drainage areas. 
Identifying number of gage I. 
Beginning year of data. 
Gage number of upstream gage. 
Internal data set index for basis gage I. 
Internal data set index for object gage I at 
reach LR(!). 
Internal reach index for object gage I. 
Gage number of object gage I. 
Number of object gages. 
Number of gages. 
Identifying number of gage I in basis. 
Number of reach containing gage JJ. 
Total number of gages. 
Number of gages upstream. 
Number of upstream reach I. 
Number of reaches. 
Number of reach upstream of reach I in direction 
of branch J. 
Number of years of data. 
Estimated flows. 
Weekly average flow for week K, year J and gage 
I. 
Total drainage area upstream of reach I. 
Weight coefficient for reach I, gage J. 
Sum of flow estimates for station I. 
Sum of squares of flow estimates for station I. 
Sum of cross products, flow data x estimated data. 
Sum of flow data for station I. 
Sum of squares of flow for station I. 
Dummy variable. 
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A4.3.6 Program Logic 
Figure A4-4 is a diagram of program logic for TFLOW. 

A4.3.7 Program Coding 
The program coding for TFLOW follows. 
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FIGURE A4-4 
PROGRAM LOGIC TFLOW 

TFLOW - MAIN 

i 
Read gage data cards 
Initialize variables 

i 
Call WEEKLY ~~~~Read in all historical gage data r t 
Call TGEN Read reach data and set up sequence 

of reach numbers for computation. 
Read gage location and area data 

Call TRAN~--------~calculate weight coefficients 
for transformation of gage data 
to streamflow data 

Output reach, area 
and reach index data 
Output weight coefficients 

t 
Compute flow for estimate 
gage using weight coefficients 

~ 
Compute means and standard 
deviations for estimate gage 
data and correlate computed 
estimate gage data with historical 
estimate gage data. 

~ 
Output statistics and correlation 
coefficients for estimate gages 

t 
END 
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I IT FLU\-, JGC (ll't3,47,00~,06,1CCC), 1 AU:Mt~N I ,CLASS 
=1" 

II EXEC F4GCX~ 

//FORT.SYS!~ CC * 
FCRT G CCMPILE (NODECK), EXECUTE, CLASS M 

C ~GT=TGTAL NLPCER OF GAGES 
C ~G=NU~GER CF GAGES IN GASIS 
C NFE=NU~GE~ CF FLCW ESTI~nTES 

C lLG(l),I=l,~FEl=GAGE NU~BERS FOR GAGES TO CHECK FLOW ESTIMATES 
C lLR(J),l=l,~FE)=REACh NL~BERS OF REACHES AT ~HICH FLCW ESTI~AT 

ES ARE 
C TU BE MACE 
C (lGT(I),I=l,~GTl=Gf\.GE hLt1 8ER FOR DATA SET I 
C ~WEEK(J,J~Kl=hEEKLY FLCh FOR ~EEK K CURING YEAR J FOR GACE 1 
C OEST= WEEKLY FLUh ESTIMATE 
c K R ( I ) = I N l [ I~ ~ I\ L F~ f /\ c H I N c E x F 0 R E s T I M A T E I 
C K G G ( I ) = I f\ Tt< i ~~ ~\ L C A T A S E T I N O E X F 0 R B A S I S GA G E I , I = 1 , N G 
C KGC(J)=I~TE~~AL C~TA SET INDEX FOR CHECKING ESTI~ATE I AT REAC 

H LR(I) 
C ~OR(l}=~EACH NU~LlER FOR REACH I 
C NGl1GE(l)==f'iu~1 SEF: CF Gf.GE I IN BASIS 
C STREA~FLC~ EXTRtP/I~TER RULTI~E CSEIR) 

C I r.1 E ·'~ S I C ,\~ I G T { l 0 ) , C h E E K ( 1 0 , 5 C , l 2 , 4 ) , Q ( 5 0 , 4 8 l , 
I LG ( 1 0 l , l R ( 10 l , CAL G ( l 0 l , KGB ( l 0 ) , KR ( l 0) , 
1 KGC(lQ),X(l0),X2(10),Y(l0),Y2(10),XY(l0),W(l0) 
co~~C~/FLC~l/NR,NG,NCR(50),NLR(5C,3),CAU(50,1), 

1 T C A ( 5 C l , N G A G E ( 1 0 ) , 1'J GR ( 1 0 ) , 0 t1 G ( l 0 ) 1 I 0 R { 5 0 ) 
CO~MU~/FLCW3/JR(50J,~T(5C,10l 

C READ STR[A~FLC~ CATA 
READ(5,:1 CCll f'iYR,~~GT 

5 0 0 1 F 0 k M ,'\ T ( 2 I '.i ) 
READ (5,5C02) CIGT(l),Y=l,NGl) 

5C02 FORrv'flTC 1CI8) 
CG SS I=l,tJGT 
CO 9H K=l,NYR 
LO 98 J-=1,12 
OU SS L=l 1 4 

98 QWCEK(J,K,J,L)=O.C 
CALL WEEKLYlNYR,NGT,C~EEK) 

C COMPUTE TRA~FCRMJ\TION M~TRIX 

30 CALL TGEr"\ 
CALL TRAN 
WRITE(6,61C3) (NGAGE(l) 1 1~1 1 NG) 
WRITE (6, 6105) 
DO 31 I=l,t\R 

31 n H I T E ( 6 , 6 l 0 4 l N 0 ~ ( I ) , ( ~1 T { 1 , J l , J = l , NG l 
610 3 F 0 RM AT ( I l I ' 9 x ' I E ,\!TE R ~~ J\ LI I 

ll2X, 1 REACH 1 ,9X,'COEFFICIE1\T OF FLOW AT GAGE'/ 
lllX, 1 1\Ur-'3EfP, lOilC) 

6105 FORr~AT(lX) 
6104 FOR~~AT(ll5,6X,lOFl0 .. 3) 

C READ FLCW ESTIMATE I~FOR~ATICN 
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5G03 
READ(5,5CC3) NFE 
FORt'11T(l5) 

5004 
c 

READ(5,5804) (LGllltLR(l),J=l,NFE) 
FOfUJAT(5( 18,15)) 
SET-UP AR~AY OF INTERNAL REACH 
INDIClES CCRRESPO~DI~G c 

c TO THE FLCh ESTIMATES 
CO 15 l=l,NF[ 
M=O 

11 fJ=M+l 
IF(LlUIJ.~G.NO~(MllGC TO 15 
IFCM.LT.~R) GO TO 11 
WRITE:(6,6CGOI LR(I) 

6 c c 0 F (J R t' A T ( I H E Ac f - N u r, B E R r1 I s s I N G ' t I a ) 
CALL EXIT 

15 KR(l)=M 
C SET-UP INTER~Al INDICIES FOR GAGES TO 
C CH t CK Fl C vi EST 1:'1 A TES 

CG 2~> 1=1,NFE 
,.. =: 0 

21 r-~.::M+l 

IF(LG(l).EC.IGT(M)) GC TC 25 
IF(M.LT.~GT)GO TO 21 
WRITE(6,6C01) LG(l) 

6C01 FO~M~T(' GAGE NUMHER ~ISSl~G',IBl 

CALL EXIT 
25 KGC( I l=V. 

C SET-UP INTERNAL INCICIES FOR BASIS GAGES 
OCJ 35 I=l,NG 
t1 =O 

32 ~=i".+l 
lf(T\GAGUI).EQ.IGT(M)) GO TO 35 
IF(M.LT.~GT) GC TO 32 
WRITt:(6,6COll NGAGE( I) 
CALL EXIT 

35 KGOll)=M 
C INTIALIZE STATISTICS 

WRITE(6,~200) CI,I~l,~G) 

6 2 0 0 F 0 R r' 1\ T ( I I I 1 2 X , ' E X TE RT\ AL 1 , 3 X , 1 INTERNAL 1 , 3 X , ' VER IF I Cf\ T I ON ' , 3 X 

' l 1 I NT f RN AL I I 3 x ' ' FL 0 w I , 7 x' • KE Ac HI ' 6 x' I K. EA c H I , 8 x ' I GAGE I ' 9 x ' I GA 
GE 1 , 

i 4 x , 1 o A s 1 c G r~ r.; E N u ~, B E R s ' / l x , 1 E s r I tv' 11 T E 1 , 4 x , • i~ L 1J B E R • , 6 x , • 1 N o E x 

1 • N u '" n E R • , 7 x , 1 I N o E x • , 1 c r 1 > 
WRITt(6,6201) 

6201 FURMAT(lX) 
CO 36 l=l,NFE 

' '7 x' 

3 6 ~~ R I T F. ( 6 , 6 2 C 2 ) I , N 0 R ( KR ( I. l ) , KR ( I ) , I GT C KG C ( I ) ) , K GC ( I ) , ( I GT ( KGB 

( J)) ' 
lJ=l,f'\Gl 
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6 2 0 2 F C t<.. tJ. ~\ T ( l 6 , I l l , 1 l 1 , I l "3 , I l 2 , 2 X , 1 0 I 7 ) 
CO 50 l= l ,NH: 
X(!}=O. 
Y(!)=.:C. 
X2(l)=O. 
Y2{ I )=.Q. 

50XY(ll=O. 
C COMPUTE ~EA~S, STCS, A~C CORR. COEF. 

DO lCO IYl~=l,NYR 

co 100 J:::l,12 
00 100 L=l,4 
OU 10C 1=1,NFE 
CEST==C. 
Z Y =. C: \J E t ~~ ( t'. G C C I ) , I YR , J , l ) 
Y ( I } = Y l l ) -'· l "{ 
Y2(1 l=Y2{ I )+ZY**2 
DO llC r~:::l,NG . 

110 QEST=,EST+~TCK~(IJ?Kl*QWEEKCKG8(K),IYR,J,L} 
XY(l )::>\Y( I )+ZY*QEST 
X(l)=Xll)+CEST 

!CO X21Il=X2{l)+QEST**2 
FN=:I\ YR-i:-'13 
DO 150 I=l,l\FE 
X{l)=Xll)/Ff\ 
X 2 ( I ) =SC R l ( X 2 ( I ) IF N- X ( I ) iH 2) 
Y(J}:::Y(l)/FN 
Y2 (I )=SG,--ZT CY2 (I) /F:\J-Y( I J **2) 
X Y l l ) = l X Y l I ) I HJ-X t I ) '.t Y t I ) ) I ( X 2 t I ) * Y 2 ( I l ) 
wt R 1 1 E l 6 , 6 0 1 0 ) ( NG AG E { .J ) , J =. l , h G ) 

6010 FOR~AT(l~l,35X,'EVALLATION OF STREAMFLOW INTERPOLATION/ 
i Ex T R A Po L ,, r r n J 1w u r 1 r-i E • 11 1 3 ox , 1 o f\ s r s G AG E s = ' , i o r 1 l 
WRITE(6,60lll (NGAGE(J),J~l,NG) 

6 0 1 l F 0 R t1. A 1 ( I I I I l 6 X , ' E S T ' , 7 X , ' 0 B S ' , 7 X , ' E S T ' , 7 X , ' 0 p, S 1 , l 5 X , ' C U E F F I 
CIENTS 

1 F 0 R G /I C E 1 I 7 X , 1 G /\ G E ' , 4 < , t M E AN ' , (i X , 1 M E A N 1 , 7 X , 1 S T 0 ' , 7 X , ' S l 0 ' t 5 

x' 
i •cc~ R 1 , 2 x, lo 11 l 

l 5 0 ~' R I T l: ( 6 , 6 r~ 0 2 ) I GT I K G C ( I ) ) , X ( I ) , Y I I ) r X 2 { I ) 1 Y 2 ( I ) , X Y ( I ) , I W T ( K R 
(J),J), 

lJ=l,l\G) 
6C02 FOR~/\T(3X,I7,4Fl0.2,F9.4,lOF7.3) 

WRITE(6,6CC3) 
6 C 0 3 F 0 R t-' /\ T ( l X ) 

ENO 
sunRcurINE ~EEKLY (NYR,.NGT,Q} 
CI~ENSILN CllC,50,12,4),IGT(lCl 
no 10 I=l,NGT 
DO 10 K=l,NYR 
co 10 J;;:l,12 

10 REAC(5,2GO) IGT(l)tlYRl,J,(Q(I,K,J,L),L=l,4) 
2CO FORMAT(lH,14,I2,4FB.?) 
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~ETuRr-. 

END 
SUE\RCLTil\E TRAN 
C 0 ~ IV G ~' I F L Ch l / N R , NG , NCR ( 5 ') ) , t ~ l R ( 5 0 : 3 ) , CA U ( 5 0 , 3 ) , 

1 T0!1(50) ,t\GAGE( 10) ,NGR( 10) ,DAG( 10), IDR(50) 
COM~O~/FLCW2/FLC5G),RCUGH(50),SLOPEC50l 

co~~C~/FLC~3/JR(5C),~T(5C,l0l 

C I ti Et\ S I LI'\ JG U ( 10 ) , N I L ( 5 0 ) , N I C ( 5 C ) 
c *************•*********** 
C COMPUTE FLG~ IN LAST RE~C~ COWNSTREA~ 

c ********•*************•** 
I = JRCl\R) 

C IS THERE A G~GE IN ThIS REACH 
J = 0 
DO 5 JJ=l,NG 
IF CNGR(JJ) - NCR(ll) 5,6,5 

6 J = JJ 
5 CCNT H.UE 

IF {J) lC,10,15 
C THE~E IS A GAGE - ClSE 1 

15 DO 16 JJ=l,~~G 

16 1..JT(I,JJ)::: O. 
hT(I,Jl = TCA(l)/CAG(Jl 
Ge TC lC'.) 

C THERE IS NO GAGE - CASE 2 
10 CALL LPG ti GE (I ,NGL, JGU) 

IF Ct\GUl 21,21,22 
21 WRITE (6,6000) 

6CCO FORMAT (lCX,'NO GAGES') 
STOP 

22 DO 23 JJ:=l,NG 
23 hT(l,JJl = o. 

GCA = O. 
DO 2S JJ=l,NGU 

25 GOA= GCA+CAG(JGU!JJ)) 
CO 24 JJ=l,r>JGU 
J = JGU(JJ) 

24 HTCitJ) = TC/,(I)/CCA 
c *******~·-~•****************** 
C CUNTI~UE UPSTRE~~ 

c ****************************** 
100 I U = I 

IB = l 
NIC(IR) = IU 

C IS THERl A REACH UPSTRE~~ 
lC~ NU = f\UR( IU,l} 

IF (~U) 110,110,115 
C THERE IS NO REACh UPSTREAM 

110 IB = IS - l 
C HAVE All REACHES BEE~ CC~PLETED 

I F ( I e ) 2 C 0 , 2 0 0 , 1 ?. CJ 
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C TRANSFOR~ IS COMPLETE 
200 RETU~f\ 

C CONTINUE CALCULATIONS 
120 IU = f\IU(10) 

ID = f\IC( IB) 
GC TC 158 

C THERE IS AN LPSTREAM REACH - IS THERE A BRANCH 
1 1 5 I F ( r\ lJ R ( I U , 2 ) ) l 2 5 , l 2 5 , l 3 0 

C TH~RE IS NC BRANC~ 

125 NU= f\UR(IU,l) 
IC = I U 
IU = IREACH(NU) 
GO TC 15C 

C THERE IS A BRANC~ - ARE THERE ThO 
130 IB = IO + l 

NU= f\UR.(IU,l) 
tH U l I !3 - l ) = I R E: A C I- ( N lJ } 
1'.IDCH~-1) = IU 
I F ( f'I LR ( I L , 3 l ) 1 3 5 ,. l 3 5 , l 4 C 

C THERE IS O~LY CNE RRANCl-
135 NU= f\UR(IU,2) 

I 0 = I U 
IU = IRE:ACl-(NU) 
GO TO 15C 

C THERE IS Af\CTl-ER BRANCH 
140 ~U = f\UR(IU,2) 

18 = IG + 1 
NIU( ID-1) = IREACl-(NU) 
N ID ( I D- 1 l = I U 
NU= f\UR(ll;,3) 
I 0 = IU 
IU = IRE/ICHINU) 

C IS THERE A GAGE IN ThIS REACH 
150 J = 0 

CO 151 JJ=l,NG 
IF (NGR(JJ)-NCR(IU)) 151,152 7 151 

152 J = JJ 
151 COl\Tlf\UE 

IF (J) H:0,16C,165 
C THERE IS A G~GE IN Tl-IS REACH 

165 DO 166 JJ=l,NG 
166 \..'T(IU,JJ) = O. 

~TlIU 1 J) = TOA(IUl/OAG(J) 
GO TO 105 

C THERE IS NC GAGE IN THIS REACH 
160 CALL UPGAGE ( IU,NGU,JGUl 

IF CNGU) Ul0, 180, 161 
161 GOA = O. 

DO 170 JJ::l,NGU 
J ::; JGU(JJl 

170 GCA = GC~ + DAG{J) 
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CO 171 JJ=l,NG 
171 WT(IU,JJ) = O. 

Al= (TCA(ICl - TDAllLl)/{TOACIDl - GCA) 
D 0 l -, 2 J J = 1 , i'I G L 
J = J(U(JJ) 

f72 WT(IU,J) = Al~TDA(IU)/GCA 
Al= ITC.~CIU) - GCA)/!TCACIO) - GOA)/TCA(10) 
CO 173 J=l,NG 

173 hTCIU,Jl = WT(IU,J) + Al*WT(IQ,J)*TDA!IU) 
GO TO 10'> 

C THERE I~ ~C GAGE UPSTREA~ - CASE 2 
1 8 0 A l = T[; Id I lJ ) I T DA ( I C ) 

CO lUl J=l,NG 
181 ~T(IU,J) = Al*WT(ID,J) 

GO lC lC5 
ENC 
SUBRCLT li'd: TG[r\ 
CO~MC~/FLChl/NR,~G,NGR(50),NUR(~0,3),0AU(50,3), 

1 T C .~ ( 5 0 ) , NG A GE ( 1 C l , NG R ( 1 0 l , C ~~ G ( l 0 ) , I DR ( 5 0 ) 
CO~VC~/Fll~2/FL(5C),RCUG~l50l,SLCPE(50) 
co~~C~/FLC~3/JR(5Q),~T{50,10) 

Dl~Ef\SIC!\ IRC5C} 
c I~ i:r,s I [1\ ~NOR ( 50) 
REAC {5,5C01) 1\R,t-.G 

5C01 FORV.AT (215) 
00 l l=l,f\R 
NfJOR(ll=C 

1 IOR(I) = C 
CO 5 I=l,NR 

5 READ (5,5C02) NOR!I),(NUR(I,J),J=l,3l, 
1 ( D A U ( I 1 J ) , J = l , 3 ) , F L ( I .) , S L 0 P E ( I ) , R Cl U G H ( I l 

5002 FOR~AT {4!5,6F5.0) 
CO 6 I=l,1\G 

6 REAU (5,5CC3) NGACE(J),NGR(I),DAG(IJ 
5003 FORPAT(I8,I5,F5.0) 

C CETER~I~E SE~UENCE OF REACH NUMBERS 
CG 15 l=l,t~R 

15 IR(l) = 0 
CO 20 N=l,NR 
I = 1 

23 IF CIR{ll I 21,21122 
22 I = I + 1 

lF(I.GT.t\R} GO TO 20 
GO TC 23 

21 K = 0 
co 25 J=l,3 
IF (NURCJ,J}) 25 1 25,26 

26 ~UP= N~R(l,J) 
l = IREACl-(NUPl 
IF (IP.CL) l 27,27,2~ 

27 K = 1 
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25 CONTif\UE 
IF (K) 30,30,22 

30 JR(I\) :: I 
IR(l) = l 
CO 36 K=l,3 
IF (l\UR(l,K)) 36,36,37 

37 l\C = l\UR( I,K) 
ID= IREACHUJC) 
IOR( IC) = I 

36 COJ\Tll\Ut 
20 COf\Til\UE 

DO 45 I=l,NR 
TCA(I} = O. 
DO '•? J = l , 3 

45 TCA(l):: TCA(l) -t· CAU(l,J) 
c ***************** 

\~RITE(6,6CCO) 

6000 F(JR1'JAT( '!EXTERNAL' ,4sx, 'DOhNSTREAtJ REACH' ,6X, 'TOTAL'' 15X, 
l'REAC~ COMP~TATION SECUENCE 1 / 

13X, 1 REACH',4X,'UPSTREAM REACHES',3X, 1 UPSTREAM DRAINAGE AREA 
s' t 

1 3 X t ' IN TE R ;'J Al EXT Ek NA L ' , 3 X , ' UPSTREAM ' , 3 X, ' I NT t R ~JAL ' ' 
1x, 

1 I l NT [KN fl L Ex TERN Al 1 I 2 x' t NUM c ER' , 7 x' ' l ' , 4 x t ' 2 ' '4 x • I 3 ' 8 x' I 1 • 
,1x, 

1 I 2 ' ' 7 x' ' 3 ' '6 x ' ' IN c Ex ' '7 x , 'NUMBER • ' 5 x' 'ARE A I '7 x' ' I 1\0 Ex 1 
t 8 x ' I 

INDEX', 
17X, 1 NLML\ER'/) 

DO 8GC I=l,NR 
IF(IOR(l).NE.O)NNOR(JCR(l))=NOR(IDR(I )) 

8CO CCNTil\UE 
OD 46 I=l,NR 

4 6 WR I TE ( 6, 6 C 0 1 ) NOR ( I ) , ( NU R ( I , J l , J = l , 3 ) , ( CA U ( I , J ) , J = l , 3 l , I 0 R ( I 
) t 

lNNOR( IURC Ill,TCA(I ),I,JR(l),NOR(JR(l} l 
6001 FORMAT(I6,IlO,J5,I5,Fll.l.F8.l,F8.l,I8,Ill,Fl2.l,Jl0,6X,I8, 

I 11) 
r.RITE(6,6C02) 

6002 FORMA1(///43X, 1 BASIC',7X,'REACH 1 ,7X, 1 AREA'/ 
143X, 'GAGE' ,sx, 'CONTAINING' ,3x, 'UPSTREAM' ,3x, 'INTERNAL'/ 
l42Xr'NUf'/,f3ER',7X,'GflGF.',7X,'OF GAGE 1 ,sx, 1 INOEX'/) 

00 '•7 I=l,NG 
4 7 h RI TE ( 6 , 6 CC 3 ) NG AGE ( I ) , NG R ( I l , DAG ( I ) ,I 

6r03 FORMAT(38X,IB,112,Fl3.l,Jl0) 
( ***U********** 

RE TU r~ t\ 
ENC 
SUBROUTINE UPGAGE (I,NGU,JGU) 
CUMMC~/FLCW1/NR,NG,NCR(50),NLR(50,3),0AU(50,3), 

1 TCAl50) ,NGAGE( lC),NGR(lQ),OAG(lQ) ,JOfH50) 
co~~C~/FLOW2/FL(50),ROUGh(50l;SLCPE(50) 
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CO~MC~/FLU~3/JR(5C),hT(50,10) 

OIMENSIUN JGU( 10} ,NIL( :;o) 
C CETERNINE THE NUMBER ANC IDENTITY OF GAGES UPSTREAM 
C GF THIS REACH. OISCULNT FURTHER SEARCH WHEN A GAGE 
C IS [NCULJ~T~REO. I IS CURRENT REACH, NGU IS NLMBER OF 
C GAGES UPSTREAf'-1 ANO JGU !IRE INDICIES CF THESE GAGES 

NGU == 0 
IB = 1 
IU = I 

C IS THERE A REACH UPSTREAM 
5 NU= NURlIU,l) 

IF l!\Ul lC,10,15 
C THERE IS NO REACr UPSTREAM 

10 IB = IB - 1 
C IS ThE S[ARCH COMPLETE 

IF ( IBl 1C0,100,2C 
C SEARCH CCMPLETE 

lCO RETURN 
C CONTINUE SEARCH 

20 IU = f\IUIIB) 
GC TG 24 

C THE'.\E IS AN LPSTfl.EAM REt.C.H - IS THERE A BRANCH 
15 IF (l'<UR(IU,2)) 25,25,30 

C THERE IS NC ERANCr 
25 IU = IREACr(NU) 

C IS THERE A GAGE 
24 J = 0 

DO 26 JJ=l,NG 
IF (NGR(JJ) - NORllU)) 26,27,26 

21 J = Jj 

26 CONTlt\UE 
IF (J) 35,35,'10 

C THERE IS NO GAGE IN THIS REACH 
35 GO TO 5 

C TH[RE IS A GAGE IN T~IS REACH 
40 NGU = NGU + 1 

JGUCf\GU) = J 
C CONTINUE SEARCHING 

GO TO 10 
C THERE IS A BRANC~ 

30 I 8 = I 13 t l 
NU= r\lJRCIU,l) 
NIUC Ie - 1l -= IREACH(NU) 

C · IS T~ERE A SECCND BRANC~ 
I F C 1-. U R ( I L , 3 ) ) 4 5 , 4 5 t 5 0 

C HIEf~E IS NO SECOND BRANCH 
45 NU.= NUR(JU,2) 

GO TC 25 
C THERE IS A SECOND BRANC~ 

50 I B = I B + 1 
NU= NUR(JU,2) 
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NIU( IP.-1 l = -IREACl-(~Ll 
NU= NUR([U,3) 
GO TC 25 
ENC 
FU~CTIC~ IREAC~ (~Ul 

CmJtJUt'-;/FLCV.l/NR,NG,.NCR( 5Cl ,NLR(5C,3) ,c~.U(50,3)' 
1 TC.: r'I ( 5 0 l , NG AGE ( 10 ) , NG R ( 1 C l , C AG ( 10 l , I 0 R ( 5 0 ) 

COMMUN/FLCW2/FL(5Cl,ROUGH(50l,SLOPE(50l 
CC~t'Ct\/FLCW3/JR(50),WT(50,10l 

I I = 1 
3 IF (l\iCR(lll - NU) 1,2,l 
1 II= II t 1 

I F ( I I • E G • N R l GO T 0 2 
GO TO 3 

2 IREACr = II 
RETlJRf, 
END 
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A4.4 FLASH - Synthetic Gage Data Generator Program 

A4.4.l Purpose 
The FLASH program is designed to generate synthetic gage data that 
are statistically indistinguishable from the available historical 
data. The program generates average weekly gage flow for one to 
ten gage sites. A detailed development of the methodology is 
contained in Section 6.4. 

The FLASH program generates a· trace of data· for each gage· site 
selected. It is preferable that gage sites· selected correspond 
to the sites for which historical data· are available for input. 
However, it is possible· to utilize parameters developed ~y FLASH 
from historical data to generate data for another site, provided 
proper modifications are made. When parameters developed for a 
given site are used for another site, lesser confidence can be 
placed in the result. 

The synthetic data are developed according to the model: 

n 
L 

i=l 

[Eq. A4.27] 

where: Qt i = the generated flow for the current week, t, for 
site i. A1{r)= a deterministic component developed fron analysis 

of historical data for that week, r, of the year 
corresponding to the· current· week~ t, site i. 

B
1
-j,i =a correlation coefficient developed from historical 

data which relates the current flow to the previous 
four generated flows for all stations. 

Qt-j,i the generated flows for the four previous weeks 
for all n sites, j = 1,2,3,4. 

n = number of sites; program maximum is ten sites. 
CT-j,i =a parameter related to the variance of the 

generated flows such that a sequence of generated 
flows has the same variance as the historical data. 
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a
1
,i the standard deviation of weekly historical data, week 

T, station L 
Rt a standard normal random deviate; different for each t. 
T = a week of the year corresponding to the week, t: 

T '= 1, ... 48, 

Thus, the generated flow data-point is made up of a deterministic 
component plus a factor which correlates the current flow to 
previously generated flows for the site being computed as well 
as for all other sites, plus a random component which preserves 
the variance of the historical data. The deterministic component 
is the "least squares" best fit mean value of the historical flow 
for the week, ~ of the year corresponding to the data point being 
generated, The correlation component preserves the dependence 
between flows spanning a short time period, one month in this case, 
and flows from gage sites close enough spatially to be influenced 
by the same hydrometerological conditions. The A, B and C parameter 
values are developed in FLASH from edited historical data supplied 
as input. The development of these parameters is described in 
detail in Section 6. 

The data generated are to be used as a replacement for observed 
gage data to extend the amount of data available for analysis and 
simulation. The gage data generated are subsequently transformed 
into streamflow values at other points in the river system, 
appropriately routed through controlling structures, to simulate 
the stream flow throughout the system. This transformation is 
carried out in the program TFLOW, a description of which is contained 
in A4.3. 

A4.4.2 Program Components 
The program components of FLASH and their lengths are: 

FLASH MAIN 244,080 IT RAN 896 
GEN 1,324 RAN 460 
COREL 3,120 RRN 396 
TRANS 2,520 STA2 1506 
FCOEF 1,140 STA3 904 
STA! 1,458 STA4 1152 
OUT3 612 OUTl 1596 
EI GEN 22,652 OUT2 424 
WFLOW 888 OUT4 864 
OUTS 738 OUT6 1076 
OUTP 1,048 MEAN 938 
INP 1,036 s 9612 
FUNCTIONS 20,792 
Total program length = 321,248 bytes 
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A4. 4. 2 .1 FLASH HA IN 
This program reads in the program controlling information and 
serves as the coordinating program to call the numerous subroutines 
which perform the operations, compute statistics and write out 
information. 

The program controlling information is supplied on one card. The 
details are contained in A4.4.3, Program Input, and A4.4.4, 
Program Output, which follow. The controlling information indicates: 
(1) whether the flow generator parameters are to be developed from 
historical data supplied with the current 1'run", or previously developed 
parameters are to be used, (2) the number of years of data that are 
to be generated, (3) the number of sites for which data are to be 
generated, (4) if the historical data to be used are to be transformed 
for use or not, and (5) other miscellaneous instructions for handling 
the transfer and output of data. 

Although the program is a complete package which utilizes a set of 
edited and filled historical data to generate any number of years of 
synthetic data, it also is set up to generate synthetic flows from 
parameters previously developed. If more than one generating "run" 
is to be made from a given set of historical data, the parameters 
developed in the first "run" on that set of data can be used for 
all subsequent "runs". This eliminates the need for developing 
the same parametersfor each "run" and results in a saving of machine 
time. This can be used only when successive "runs" are to be 
based on a given set of historical data and the numbers and locations 
of the gages for which data are to be generated are not changed. 

When the flow generating parameters are to be developed from 
historical data, FLASH MAIN calls subroutine WFLOW which reads 
and stores all the historical data that are used as a basis of 
the generating process. Then subroutine TRANS is called, which 
in turn calls subroutine MEAN, FCOEF and OUTl before· returning to 
FLASH MAIN. Subroutine TRANS calls MEAN to compute the mean, standard 
deviation, skewness and kurtosis of the· untransformed historical 
data. This done, TRANS performs the required transformation of the 
data. The data may be (1) used without transformation, (2) given 
a square root transformation· or· (3) ~tven a· logarithmic transformation, 
If, through the use of NORMAL,. it app~ars· that· a transform other than 
these two 1s· better,. the program· should be changed to incorporate 
the best transformation. These transformations are used to make 
the historical data normally distributed and to render the means 
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and variances more independent. After the data are transformed, 
HEAN is again called to determine the mean, standard deviation, 
skewness and kurtosis of the transformed data. These statistical 
parameters are printed out for reference and for later comparison 
with the same parameters computed from the generated data. 

The subroutine FCOEF utilizes the transformed historical data to 
develop the parameters and constants· needed to compute the 
deterministic component of the generated data. This subroutine 
is described in more detail below. 

Continuing, FLASH MAIN calls COREL, S and EIGEN which are used 
to develop the correlation matrices and perform the necessary 
operations on them to compute the B and C parameters of equation 
[A4.27]. Subroutine OUT Sprints out these parameters and sub
routine OUTP is called if it is desired to record these parameters 
on magnetic tape for future use. 

If the synthetic flow generator is to use previously computed 
parameters B and C, subroutine INP is called to read in these 
parameters. Subroutine STA 1 utilizes the statistics. Sub
routine RAN generates the standard normal random numbers, sub
routine S is called again to provide starting values for Qt-i i 
and subroutine GEN is called to compute the Qt i values of t~e 
generating flow trace. ' 

All operations subsequent to subroutine TRANS have been performed 
on transformed data. Now, subroutine ITRAN is called to perform 
the inverse transformations to convert back to the original units, 
Following ~his, subroutines STA 4 and OUT 6 are called to compute the 
statistics on the generated data and to print them. 

A4.4.2.2 WFLOW 
The subroutine WFLOW reads in the edited and checked historical 
data for selected gages and for all of the historical data which 
are to be used as a statistical basis for generating the synthetic 
data. The program is set up to utilize histnrical data for up to 
ten gages or stations and for up to SO years of data for each 
station. It is necessary that the same number of years of historical 
data be used for each of the stations and the beginning and ending 
years for the historical data must be the same for all gages used, 

WFLOW reads either a magnetic data tape or cards, depending upon 
the control information initially placed into FLASH MAIN as 
variable IHIST. If !HIST equals O, the subroutine reads from 
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tape and if !HIST equals 1, cards are to be read. The formats are 
detailed in A4.4.3. All data are read into storage because 
subsequent processes require several returns to these data during 
the course of computing the generator parameters and making the 
necessary statistical checks. 

A4.4.2.3 TRANS 
The subroutine TRANS is a multiple purpose subroutine in that it 
in turn calls subroutines MEAN, FCOEF and OUT 1 before returning 
to FLASH MAIN. TRANS calls MEAN to compute the-first four 
statistical moments of the historical data prior to the trans
formation of the data. Following this·,·· TRANS performs the desired 
transformation of the· historical· data· depending· upon the· control· 
information initially established· in FLASH·MAtN for· the variable 
!TRAN. If !TRAN equals 1, no transformation .is made; if ITRAN 
equals 2, 1 ~he log tran~formation is made and if ITRAN equals 3, 
the square root transformation is made. 

Following the transformation, subroutine MEAN again is called to 
compute the first four statistical moments of the transformed 
data. 

TRANS then calls subroutine FCOEF which computes the Fourier 
coefficients which, along with the data mean, are the constants 
in the periodic formula which is a "least squares best fit" 
approximation of the historical data. This periodic formula 
provides t~e deterministic components, A(T), in equation [A4.27]. 
More detail about FCOEF is contained below. 

Subroutine FCOEF returns the computed Fourier coefficients, as 
well as the computed deterministic components A (T) for each 
gaging site, back to TRANS. 

Next, subroutine TRANS determines the difference between the 
computed deterministic component, A(T), and the corresponding 
his tori cal data points for "week" T and, to normalize,· divides 
this difference by the standard deviation of the historical flows 
for that week. These· normalized deviations, one for each data 
point in the set of historical data, then are returned to 
FLASH MAIN for transfer to subroutine COREL, which is described 
in detail below. 
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Finally, subroutine TRAN calls OUT 1, which prints out the first 
four statistical moments for the transformed and untransformed 
historical data. 

A4.4.2.4 HEAN 
Subroutine MEAN computes the first, second, third and fourth 
statistical moments of the data supplied to it. The moments are 
first computed about origin zero according to the formulas: 

ul = EX(I~ 
N . . . . . [Eq. A4.28] 

uz = EX~I~2 
N . . . . . [Eq. A4.29] 

u3 = EX(I) 3 
N •••••• [Eq. A4.30] 

u4 = EX(I) 4 

N • • [Eq. A4. 31] 

where X(I) are the data values, N is the number of data values 
summed and ui are the moments. 

The usual form for the second, third and fourth moments is for 
these moments to be taken about the data mean as the origin. 
In this case: 

E (X(I) - u1) 

N 

µ2 = E(X(I) - u1)2 

N 

µ 3 = E(X(I) - u1)3 

N 

µ 4 ~ E(X(I) - u1) 4 

= 0 . . [Eq. A4.32] 

•• , , [Eq. A4.33] 

, , , • [Eq. A4.34] 

[Eq. A4.35] 

where µi the ith moment about the mean, u1 = 
X(I) and N are as above. 

the data mean, 
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The subroutine directly computes the values for µ2, µ3 and 
µ 4 from the values of u1 by the formulas: 

µ2 = U2 - ul 2 • . . . . . [Eq. A4.36] 

µ3 ""' U3 - 3u1 u2 + 2u13 • [Eq. A4.37] 

µ4 • U4 - 4 ul U3 + 6 u12 \.)2 - 3 u14 

[Eq. A4.38] 

The second moment about the mean· is the· variance,·which is· a 
measure of the "spread''- of the- data· points· about· the· mean-.· · 
The square root of the second· moment· about the mean is defined 
as the standard deviation, which is also a measure of the "spread" 
in the units of the data. 

The third moment about the mean·,· called "skewness",· is a measure 
of distortion from· symmetry·. Normally· (Gaussian)· distributed 
data are symmetrical about their mean. A right skewness indicates 
that more of the data items are· less than the mean while· left 
skewness indicates that the majority of data· items· is· p;reater than 
the mean. The fourth' moment· about the mean is· called kurtosis. 
It is a measure of the magnitude of the peak of the distribution 
in relation to the peak of· normally distributed data. Both 
skewness and kurtosis are expressed as numerical parameters, the 
magnitude of which is indicative of the shape of the distribution. 

The parameter for skewness is given by: 

• • • ,(Eq. A4.39]. 

If a3 • 0, the data are normally distributed. The parameter 
for kurtosis is given by: 

62. ~. l-14 
022° oz+ .••.•.. [Eq. A4.40] 

Values of a2 equal to 3 indicate normally· distributed data, values 
greater than· 3 indicata data having a· more· peaked distribution 
than norm.a~ data, while values of s2 leas than 3 indicate a 
distributiob having a maximum lees than the normal. 
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The program prints out the computed moments of the untransformed 
historical data, the transformed historical data and the generated 
synthetic data. The program uses the mean (1st moment) and 
variance (2nd moment about· the mean) in the computation of those 
parameters which are used in generating the synthetic data. The 
third and fourth moments are useful only in the comparison of the 
statistical properties of the historical, transformed historical 
and generated data. 

A4.4.2.5 Subroutine FCOEF 
It is well known that weather varies in a cyclic fashion with a 
primary period of one year. Runoff and gaged data also follow 
a periodic pattern with an annual frequency. Subroutine FCOEF 
uses the historical data, transformed or· not, as the case may 
be, to develop· a periodic formula which represents the "best 
fit" of the data. The formula provides the deterministic 
component, A(•), in equation [A4.27], which serves as a basis 
for generating synthetic data. 

The form of the periodic function is: 

A(T):::: f(1) = A
0 

+ A1 (t)cose+ A2(t)cos 2e+ 

An ( •)cos n e + B1 (•)sin e + B2 ( t) sin 2 e 

+ - - - + B ( 1) sin n 6, • • 
n [Eq. A4.41] 

where T is the weekly index; that is, T = 1 is the 1st "week" 
of the year, T = 2 is the 2nd "week" of the year, T = 1,2, ••• ,48. 
6 isfllle angular value of T; that is, for an annual period (360"), 
a = ) T = 7. 5 T is the angular measure of one "week". For 
examp for T = 20, the twentieth "week" of the vear, 6 = 7 • 5 
x 20 = 150°. Equation [A4.41] is an infinite series and typically, 
the more terms used to describe the function, that is, the higher 
the value of n, the more accurate is the approximation to the 
true function. In this subroutine, provision is made to compute 
up to six harmonics (up to n=6) which provides an adequate 
approximation. 

The function f(T) is not known at the outset and subroutine FCOEF 
develops the function from the historical data. If y are the 
data points, then y(1) are the data points for week, 1, of the 
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year. Let N be the number of years of data available. The 
coefficients Ai and Bi in equation [A4.41] are given by: 

N 48 
A

0 
= 1 I: I: Yn,i ..••• [Eq. A4.42] 

48N n•l icl 

or A
0 

- i :,(~ :1ritl11 PL le Plt:!:m of all data points. 

A1, ( 1 ) = }, 
... 

Yn ( t )cos k (7.St) ••.• [Eq. A4.43] 

y (t )sink (7.ST) •••. [Eq. A4.44] 
n 

where: yn(T ) are N data points, all data points for the "week" 
Tin the record of N years. k is the harmonic number. 

Thus, subroutine FCOEF computes the constants A0 , •• ·Ak and 
Bi, •• Bk, which are needed to compute A( 't ) , the estimated or 
expected value of the flow. Following this, the subroutine 
then computes A(T ), the estimated flow for each of the 48 
"weeks." This is done for each gage site. 

In subroutine FCOEF, the historical flow data are converted to 
normalized deviations from the estimated flow data using the 
relation: 

x • (Q - A(t))/oQ . . [Eq. A4.45] 

These normalized deviations are used in all subroutines until 
they are transformed back in subroutine ITRAN which is near the 
end of the program. 

A4.4.2.6 OUT 1 
Subroutine OUT 1 prints the statistics of the historical flows, 
the first four statistical moments of the untransformed data and, 
if reciuirccl, of tlte tr:msfnrncu data. Values are provided 
for encb or the /,8 '\,·eeJ:s" of the year and for each gaging site. 

A4 • 4 • 2 • 7 <: · '" l : ~ . 
Subroutine c: ,,, : L utilizes the normalized deviations of the 
historical flows (or transformed flows) from the corresponding 
estimated flows, A(t ), to compute the various correlation 
coefficients needed ultimately to develop the B and C coefficients 
in equation [A4.27]. This subroutine is called from FLASH MAIN. 
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In the course of its operation, it calls subroutines S and OUT 3. 

Correlation is a measure of the degree to which variables vary 
together or a measure of the intensity of association (1). 
The simple linear correlation coefficient is generally defined as: 

E(X - x)(Y - y)/(n - 1) 
r = 1 (X - x)2/n - llY - y)2/n - 1 , [Eq. A4.46] 

or, since the values (X - x) amd (Y - y) have already been computed 
by TRANS, the equivalent form is: 

r = 
Exy 

1x2y2 •.... [Eq. A4.47) 

where x and y are deviations from the mean. The correlation 
coefficient is a pure number, independent of units, which equals 
its maximum value of unity, when x and y vary identically, and 
its minimum value of negative one and when the two variables 
always vary in an opposite manner. 

The rationale for the procedure used to develop the required 
correlation coefficients and correlation matrices was established 
in Section 6.5. The computational methods needed to obtain the 
necessary correlation coefficients and to set them up in matrix 
form are described below, Briefly, the purpose is to establish 
the correlation between historical flow values at the various gaging 
stations in the river basin and the correlation between historical 
flow values for "week" Land "weeks" L-1, L-2, ..• , L-7, for all 
gaging stations. Thus there are: (1) autocorrelations between flows 
at the same station for different time frames (a temporal correlation); 
(2) correlations between flows at different stations in the water-
shed for the same time frame (a spatial correlation); and (3) 
correlations between flows at different stations and different 
time frames (a temporal and spatial correlation). The problem is, 
therefore, multivariate. 

The temporal correlations are made over the period from the current 
time frame under consideration backwards in time for seven time 
frames for a total eight correlations, one with no time lag and 
seven with time lags of from 1 to 7 time frames. This is done 
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so that the flows bci.ng ecnerated will exhibit correlation with 
the previously gcncrrttecl flows, in agreement with the assumption 
that natural river flows autocorrelate with the flows observed 
in the prcvlow; four week period. Recall from Section 6.l: that 
to correlate t:crnpor:illy for one month in multivariate analysis, 
it was ncce:~;s;n-y to obtain the subnmtrix· S22, which was made up 
of corrcl_nt:ions 111 the previous month, and submatrix S12 which 
was made up of correlations between the two· months. The spatial 
correlations nru rendc-bccausc, in a given basin, the-hydrometero
logical conditions \·:hich- cause· the flow· at· one' station- also cause 
a corresponJing flow at· n nearby· station.· By considering both 
spatinl and ten:porn]- correlation- multiple traces of streamflow 
data, one for crich st:ition, that will be not unlike those 
observed in a rccor<l of flows for a river b'asin, are provided. 

The correlations nrc computed for· all historical flow records 
that arc bcin~ used as a basis for the generated flows. The 
correlation coefficients arc computed and then are placed in a 
matrix array upon which mathematical operations· are performed 
to produce the <lesirc<l coefficients. In actuality, four 
matrices are set up, each of which is a sub-matrix of the correlation 
matrix: 

The procedure is illustrated using a three-station example. 

The nrray s11 is shown in Figure A4-5. For the column and row 
headings, note the two digits separated by a hyphen. The first 
digit is the stution number and the second digit is the number 
of time frames lagging the current time frame. For instance, 
1-0 indicate~ station 1 at the current time frame while 1-2 
indicates stntion-1 at the time frame um· weeks lagging. The 
aij are corrt!lntion·cocfflclcnts which· correspond to· their 
approprintc stntion-lng · rclntionships. For" instance·,· a17 is 
the coeff lcicnt x..rhich indicates the correlation between station 
1 - current time· frnme and station"2 - lag of 2 weeks. The 
value of a17 will be the snme as a 71 • Accordingly, the value 
of any a11 will be unity. 



A modification of the computational procedure ls made to produce 
less variability in correlation coefficients representing the 
same time difference. The values of a1z, az3, and a34 are 
computed, avcr3ged and theti the average value is used in each of 
these positions. The coefficient a12 represents a one-lag time 
difference as does a23 and Uj4, so the averasc one-lag coefficient 
is t1sed. Similarly, a 21 , and a43 arc averaged from these one-lag 
coefficients. Further, a13 and az4 are averages of the two-lag 
coefficients, as nre a31 and a42· 

The same procedure is used in computing· the elements representing 
correlations between two stations. Thus, a1 5 a 26 a 37 and 
a4 8 are all identical, representing the avera~e of'thc different 
station-no lag correlations. Correspondingly, a51' a62 a 73 
and a84 have the same value, which is the same as for ai5 , and 
so on. The computer programming computes the coefficients and 
sets up the array as shown. 

The array s22 is shown in Figure A4-6. This array is set up in 
the same manner as array s11 , excepting that lag-four through 
lag-seven coefficients are computed. Thus, array s 2 ~ contains 
correlation coeff icicnts for the four through seven weeks" 
following the current time frame. For example, the element 
b23 represents the correlation between station 1 - lag 6 and 
station 1 - lag 5. Again, h12 , bz3 and b34 represent the 
average of the one-lag coefficient for these four through seven 
'\1eeks" before the current time frame. 

The array s12 is shown in Figure Ali-7. This array contains the 
correlations between the lag-zero through lag-three values and 
the lag-four through lag-seven values. Tl1e array is developed 
in the same manner as for Su and 822. Array 821 is merely 
the transpose of array S12· 

Subroutine COREL calls subroutine S which makes the transposition, 
Subroutine OUT3 is called, if desired for reference, to write 
out the correlation coefficients that have been computed for the 
current time frame. .This subroutine can be removed, if desired, 
without loss of program continuity. 

Al• • l1 • 2 • 8 .§. 
Subroutine S is a utility program developed for the program 
library of the Department of Environmental Engineering> University 



Figure A4-5 
Array s11 Correlation Sub-Matrix 

(Three station example) 

Station 1 Station 2 Station 3 

1-0 1-1 1-2 1-3 2-0 2-1 2-2 2-3 3-0 3-1 3-2 3-3 

1-0 a11 aiz a13 a14 ais a16 a17 a18 a19 ai10 8 111 al12 

Station 1 1-1 a21 a22 a23 a24 a25 a26 a27 

1-2 a31 8 32 a33 8 34 3 37 

> 1-3 8 41 a42 a43 8 44 a48 
~ 
I 

°' '° 2-0 8 51 as2 

2-1 8 61 a62 

Station 2 2-2 3 71 3 72 a13 

2-3 8 31 as4 

3-0 8 91 · 

3-1 8 101• 

Station 3 3-2 8 111• . . 
3-3 al21" 8 1212 



1-4 

1-5 

Station 1 l-6 

1-7 

2-4 

2-5 

Station 2 2-6 

2-7 

3-4 

3-5 

Station 3 3-6 

3-7 

Station 1 

1-4 1-5 1-6 

bn b12 b13 

h21 h22 hz3 

h31 b32 b33 

b41 b42 b43 

h121 ••• 

1-7 

b14 

h24 

b34 

b44 

Figure A4-6 
Array S22 Correlation Sub-Matrix 

(Three station example) 
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Figure A4.:/. 
Array s12 Correlation Sub-Matrix 

(Three station example) 

Station 2 

2-4 2-5 2-6 2-7 
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3-4 3-5 3-6 3-7 

••• C1212 



of Florida. This program is included in its entirety in the coding 
which follows. The subroutine S performs common matrix operations, 
matrix inversion and a determinant evaluation as tabulated below. 

Operation Operation Operation 
Name Number 

ADD 1 A "" B+C 
SUBTRACT 2 A B-C 
MULTIPLY 3 A "" BxC 
INVERT 4 A = B-1 
DETERMINANT 5 IAI-- N 
TRANSPOSE 6 A AT 
EQUAL 7 A= B 
CLEAR 8 A,B,C = 0 (clear 

matrix space) 
INPUT 9 A (read in matrix A) 
OUTPUT 10 A (write matrix A) 
SCALAR MULT 11 A = aB 

The operations in the S subroutine used in the flow generating program, 
FLASH MAIN, and its subroutines are: 2, substract; 3, multiply; 4, 
invert and 6, transpose. The subroutine calls S, operation 6 to 
make the transposition of matrix S12 to 821 and does so without 
destroying S12· FLASH MAIN calls S, operation 4 to invert matrix 
Sz2 and in so doing replaces s22 with Szz-1. Then S is called to 
multiply S12 and S22-l and places the product in array B(l,1,J). 
Following this, a matrix multiplication of S21 and the array 
B(l,l,J) is made and the result is placed in Szz'· The last matrix 
manipulation subtracts Szz' from S11 and places the result in C(l,l,J). 
The reason for making these matrix operations is described in Section 6.5. 

The matrix operation of subroutine S, excepting for operation 4, 
invert, and operation 5, determinant evaluation, are simple and 
straightforward. Matrix inversion and determinant evaluation involve 
considerably more computation, especially when the order is greater 
than 4 or 5. 

The problem of matrix inversion is one of finding a square matrix 
A-1 such that: 

f!.-1 A= A A-1 .. I .••.••. [Eq. A4.48] 
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where A is a square matrix of order n: 

A• (aij) = all a12 alnl 

8 21 a22 a2n 

...• [Eq. A4.49] 

8 nl 8 n2 ann 

and I is the identity matrix. Finding the inverse, A-1, is the 
same-as solving the system of linear equations: 

allxl + 8 12X2 + + 8 1n xn "" f 1 

8 21Xl + 8 22x2 + ... + 8 2n Xn = f 2 

. . . • [Eq. A4.50] 

anlxl + 8 n2x2 + ... + 2 nn Xn = f n 

The matrix has one, and only one, inverse and the system has one, 
and only one, solution if, and only if, A is non-singular; that is, 
if the determinant of A is non-zero. 

The system of linear equations can be written in the form: 

A x • f . . . . . . . . . . . 
and then: 

-1 !_•A f. • I o • • . . . . . 
If: 

then, by components: 

A4-73 

.[Eq. A4.51] 

.[Eq. A4.52] 

[Eq. A4.53] 



i = 1,2, ... n. This relationship allows computation of the values 
of cij after the above system of equations is solved for xi. Thus, 
matrix inversion is equivalent to solving a system of linear equations. 

The best known method for solving this problem is that of Gauss, 
often called "Gaussian Elimination." The method uses one equation 
to eliminate one variable in all other equations and successively 
uses the remaining equations to eliminate the remaining variables, 
until the last equation has only one variable remaining. The 
result is a upper triangular matrix, A(n): 

A(n) = 

After finding 

all 
(1) a (1) 

12 

0 a22(2) 

0 0 

0 . 

8 13 
(1) . . . 

a (2) 
23 

a33(3) • • • 

aln 
(1) 

a (2) 
2n 

a (3) 
3n 

a• (n) 
nn 

ann(n), the value of xn can be found by: 

a (n) x_ = f • 
nn -n n 

• [Eq. A4.SS] 

[Eq. A4.S6] 

Then, by successively computing the x1 and substituting, all values 
of x can be found and the system is solved. Having the values of 
xi, the inverse, !-1, can be found component by component. 

The classical method for finding the inverse is through the use 
of the relation: 

-1 A ... l A+ . . . . . . . . [Eq. A4. 56a] 
(det A) 

where A+ is the adjoint of A, defined as the transpose of the matrix 
of cofactors of A. If A is-of order 2, computation of the inverse 
is trivial, and as the order increases to more than 4, the computation 
becomes laborious. For this reason, the systematic method of Gauss, 
with later variations, is usually selected for machine computation. 

One of the variations of the Gauss method, the so-called Crout 
reduction method, has an advantage that, although the number of 
computation operations is the same, there is a reduction in the 
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number of intermediate values that must be stored. For this reason, 
the method of Crout, modified by making row interchanges for increased 
accuracy, is used in subroutine S for matrix inversion and determinant 
evaluation (2). 

Determinant evaluation is performed in a part· of the operation 
required to invert. Referring to the triangular matrix obtained by 
Gaussian elimination, the value of the detenninant of A, (det A), 
is obtained by: 

(1) (2) <3) (n) (det A) • a11 a 22 a 33 ••• 8nn . [Eq. A4.56b] 

i.e., the product of the main diagonal elements of the triangularized 
matrix. 

A4.4.2.9 EIGEN 
Subroutine EIGEN computes the eigenvalues and eigenvectors of the 
correlation matrix developed by subroutine COREL and the successive 
matrix operations of subroutine S. The reason for making these 
computations is developed in Section 6.5. 

The fact that the correlation matrix is symmetric-with· real·· elements 
considerably simplifies the computation of eigenvalues and eigenvectors. 
A symmetric matrix has the properties that: (1) the eigenvalues 
are real, (2) the eigenv~ctors· corresponding· to· different· eigenvalues 
are orthogonal;· and (!3) the· correlation·matl-ix·can·be·diagonalized 
by a Rimilarity· tranefonnation. The traneforminS matTix has as its 
columns the· orthonormal· eet· of eigenvectors for· the correlation 
matrix and, furthermore9·the·resuiting·diagonal·matrix:has· as its 
diagonal elements· the· eigenvalues· of the·co1:Te1at1on·matrix. The 
symmetric matri~ is a· special· type·of·Het1111t1an matrix, one having 
no complex,.components. and the computational advantages which are 
manifest in Hermitian matrices apply also to the correlation matrix. 

The classical method for determining eigenvalues· for· a real symmetric 
matrix is that of· Jacobi (1846) in which the transformation is made 
by a sequence of two-dimensional rotations (3). The process is 
iterative because an element which· is reduced to zero by rotation 
in one plane is made nonzero· by· another rotation·in a· different 
plane. Theoretically, an infinite number of rotations would be 
required but in practic~ the process is stopped when the value of 
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the off-diagonal elements is zero (to working accuracy). 

The method for determining the eigenvalues used in EIGEN is that 
of Givens (1954) which is similar to the Jacobi method except that 
a less complete reduction is attempted. In Given's method, a real 
symmetric tri-diagonal matrix is produced by orthogonal similarity 
transformations (3). The method is not iterative and thus a 
considerable savings in computation results. Given's method also 
is based upon plane rotations. The first row off-diagonal elements 
are reduced to zero. These zero elements are not affected by the 
next set of rotations, which generate zero in off-diagonal 
elements of the second row. This method is continued successively 
for all rows until the tri-diagonal matrix is formed. 

There are approximately 4n3/3 multiplications to be made using 
Given's method compared with 2n3 multiplications needed for one 
iteration in the complete reduction method of Jacobi. where n is 
the order (3). Although the tridiagonal matrix which results in 
Given's method usually is not close, numerically, to the completely 
reduced matrix, the eigenvalues and eigenvectors resulting from 
both methods are very nearly the same, within working accuracy. 

The remainder of the problem is to solve the symmetric tridiagonal 
matrix for the eigenvalues. The method used is again that of 
Givens (3). There· are (2n-1) independent elements in the tri
diagonal matrix and the solution for its eigenvalues is much 
simpler than the original matrix. 

The tridiagonal matrix generally has non-zero superdiagonal elements. 
Although roots of multiplicity k will give (k-1) zero super
diagonal elements, the occurrence of zero superdiagonal elements 
does not necessarily imply that there are any multiple roots. 
The matrix will be of the form: 

a 1 82 0 . 0 

B2 az 83· . . . 0 

c = 0 83 a3 84. .o 

84 a4. . .o . . . . . [Eq. A4.S7] 

0 • 
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If the leading principal minor of order r of (C - \!) is Pr (A), 
and if P

0 
(A) is defined to be 1, then: 

••. [Eq. A4.57 a] 

and for successive minors of C: 

i • 2, •.. ,n. 

The zeros of Pr (A) are the eigenvalues. 

If the Pi (A) are evaluated for a given value A • µ then, by the 
Sturm sequence property, the· number· of agreements in sign of 
consecutive numbers of this sequence is· the number of eigenvalues 
which are greater than~ in values· (4). This property is used 
to locate the individual eigenvalues by magnitude. If for two 
values of µ, a

0 
and b 0 , b0 > a

0
, then: 

S(a
0

) ~ K .••••.•.• [Eq. A4.59] 

and: 

S(b0 ) < K, , ••.•••• [Eq. A4.60] 

then, Ak lies between a0 and b0 • By successively reducing the 
intervaI, b 0 - a 0 , the· eigenvalues can be separated. After 
separation, further reduction increases the precision of the value. 
Suitable starting values for a0 and b0 are± I lcj I 

00
, the maximum 

value of the norm of matrix C. 

After an eigenvalue is isolated by reducing the interval (usually 
done by successive bisections), it is possible to switch to an 
iterative technique for faster convergence to the value having 
the desired working accuracy. EIGEN computes the n eigenvalues by 
this method. 

A4.4.2.10 OUT 4 
Subroutine OUT 4 writes out the parameter estimates of weekly 
flows which have been computed by subroutine FCOEF. These are 
values of Ai (t ) in equation[A4.27]developed from analysis of 
the historical data. Subroutine OUT 4 also writes the monthly 
standard deviations for each month of the year for each station. 
These data also are obtained through analysis of the historical 
data and are used also in equation [A4.27]. 
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A4.4.2.11 OUT 5 
Subroutine OUT 5 writes out the parameters B and C developed from 
the correlation matrix of the historical data. These are the 
Band C parameters of equation [A4.27]. The matrix write-out 
operation in subroutine S is used to write out these parameters. 

A4.4.2.12 OUTP 
Subroutine OUTP records the parameters B and C on magnetic tape 
for future use. If one wishes to make several synthetic data 
generating runs based upon a given set of historical data from 
a given set of gaging stations, the output of these parameters on 
tape and their subsequent use in subroutine INP allows the by
passing of all of the FLASH program previous to this point. If 
any change is made in the historical data used, however, a new 
set of parameters is needed. 

A4.4.2.13 INP 
Subroutine INF provides the necessary statements to handle and 
read the parameter data supplied on magnetic tape. 

A4.4.2.14 STA 1 
Subroutine STA 1 is called to initialize all the variables used in 
the computation of the statistics of the generated flow data. 

A4.4.2.15 GEN 
Subroutine GEN computes the probabilistic components of the 
genereted flow; that is, that portion of equation[A4.27]which 
is added to the deterministic component Ai (T) to obtain the 
generated flow data. 

A4.4,2.16 !TRAN 
Subroutine ITRAN performs two transformations, or more accurately 
described, re-transformations. In subroutine FCOEF, the data 
were converted to normalized deviations and in subroutine TRAN 
the data were given a normalizing· transformation, depending upon 
the information fed by one of the control cards. Subroutine 
!TRAN returns the normalized deviations to transformed flow 
data by the equation: 

Q = x (crq) + QEST ..•• [Eq. A4,61] 

where Q is the transformed generated flow, x is the normalized 
deviation, aQ is the standard deviation of the transformed flows 
and QEST is the mean of the transformed flows. Following this, 
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the inverse transform, corresponding to the transform used in 
subroutine TRAN, is used to return the flow data back to the 
original form, Subroutine !TRAN also calls subroutine STA3. 

A4.4.2.17 STA 3 
Subroutine STA 3 makes the summations necessary to compute the 
first, second, third and fourth statistical moments about zero. 
These sums are transferred to subroutine STA 4. 

A4.4.2.18 STA 4 
Subroutine STA 4 receives the summation needed to compute the 
mean, standard deviation, skewness and kurtosis from subroutine 
STA 3 and computes these statistical parameters for the generated 
f lO'WS, 

Finally, FLASH-MAIN can, depending upon the control statements 
provided, write out the generated flow data or it can place the 
generated data on magnetic tape for subsequent use. It would 
be an easy matter to change the output to punched cards if cards 
are more suitable than the magnetic tape. Also, it is possible 
to include other main programs; i.e., TFLOW and WASP in an 
overall 'rlo J oop" to generate gage data, compute unregulated 
Rtrearn f] ov·n, compute rer,ulated stream flows and simulate water 
qual i.ty for a.11 for a given time frame before proceeding to the next 
time frm:1e. The total program length of these combined programs is 
in excess of 42o,000 bytes. 

A4.4.3 Program Input 
The program input for 
(1) For FLASH-HAIN: 
Card # 1 (9I5) NYR • 

NYRG • 
NSITES .. 

NTRAN • 

IRAN 
!SAVE 

FLASH is as follows: 

Number of years of historical weekly data 
to be used. When parameters are used, NYR=O. 
Number of years of data to be generated. 
Number of gage sites from which historical 
data are to be used and for which data are 
to be generated; the number of basis gages. 
The transformation option code = 1, for no 
transformation of historical data. 
• 2 for log transformation. 
• 3 for square-root transform. 
• Initial random number; 5 digits. 
• 1, if generated data are to be written on 

magnetic tape. 
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= O, otherwise. 
IPARAM = 1, if generator parameters are to be written 

on magnetic tape, for future use as input. 

NPRINT 
= 0, otherwise. 

The number of years of generated data to be 
printed as program output. 

!HIST = 1, if historical data are to be read from 
punched data cards. 

= O, if historical data are to be read from 
an edited and filled data tape. 

(2) For subroutine WFLOW: Historical data are read. For input 
on magnetic tape, data should be placed on the tape according 
to the format: Nl, N2, N3, Q(K,L,J,I), L = 1,4, J = 1,12, 
K = 1, NYR 
where: Nl 

N2 
N3 

= The gaging station 
= The year, K. 
=The month, J. 

Q(K,L,J,I)= Four weekly flows. 

number, I. 

For input on punched cards, the format should be Q(K,L,J,I) 
L = l,4,4F8.2 to be read in nested "do loops" for J months, 
K years and I stations. 
(3) For subroutine !NP: When the parameters needed for generating 
synthetic data have been developed previously and are stored on 
tape for repeated use, the parameters are read in by subroutine 
!NP. See the output from subroutine OUTP. The tape will contain: 
(a) QEST (L,J,I), L = 1,4, J = 1,12, I= 1, NSITES. 
(b) QVAR (J,I), J = 1,12 I= 1, NSITES. 
(c) B(J,K,I), J = l,N, K = 1,N, I= 1,12. 
(d) C (J, K,I) J = l,N, K = l,N I= 1,12. 

The format and data are established by OUTP, provided the control 
card for FLASH-HAIN (card tll) contains IPARAM = 1. 

A4.4.4 Program Output 
The program output for FLASH follows. 
(1) From subrotuine OUTl. The output from subroutine OUTl is 
the result of the computation, by subroutine TRAN, of the statistical 
parameters for the historical gage flow data. Two sets are printed 
out; the first set is for the edited and filled data without trans
formation and the second set is for the edited and filled data, 
but computed using the transformed data. 
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The output contains the mean, standard deviation, skewness and kurtosis 
computed for each gaging site for each week of the year. The sums 
used in computing the statistical·moments are taken for week i over 
the number of years of historical data used; i.e., if 30 years of 
historical data are used, the mean is computed by t?king one-thirtieth 
of the sum of the 30.data·values for the ith week. 

These two sets of statistical·paramet"ers allow the comparison of 
the parameters of the·tnmsformed and ·urrtnmsformed data· and·,· further, 
allow comparing- these· ·parameters·· ·with· those· of· the· generated~ data 
which are printed· out by· subroutine OUTfr. · · 'l'he· output amounts ~to 
48N lines for· each· set·,· where N· is the number of· gage sites. 
(2) From subroutin-e· OUT3·~; - The· output· ·-from sub'routine· OUT3 ·is the 
set of corre1aticm. coef·fi·cients· computed- by- subroutine COREL. These 
coefficients are the elements that make up the arrays S11' S12 
and s22 described· ifr section A4 ~ 4 ~ 2:. 7 ~ 

Ref erring to Figure· A4-7~ the correlations in any row are between 
the site listed on the left and th~ site listed 6n th~ right. If 
the site numbers are the same, the correlation is serial in time, 
as shown in the first· three lines. The lag 0 serial correlation 
is 1.000, as shown. The value 0.0352, indicated by (1) in the 
figure, is the average correlation in month 1 between the flow 
at site 1 in current frame and the flow at site 1 which occurred 
three time frames previously. Similarly,· the value - O~ 0527, 
indicated b)r (2), is the average correlation in the previous month, 
(actually the· 12th~month. in the case shown), between the flow at 
site 1 and the- flow at site 1 which occurred three weeks previously. 
That is, r9w two shows the correlation coefficients corresponding 
to those of row one;· excepting they· are· for the month just passed. 

The third row shows average· correlation coefficients between the 
flow in the current time frame and the flows which occurred one 
to seven weeks previously. 

The data shown in- rows 4- through· 6 in Figure A4-7A are average 
correlation coefficients between flows at site 1 and site 2 for 
the current month, the previous month and for the seven lag periods, 
respectively. In this case, and elsewhere, where the site numbers 
are different, the coefficients are a combination of serial 
(time) correlation and spatial correlation. 
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Figure A4-7A 
Sample of Output 
Subroutine OUT3 

SITE MONTH LAG 0 LAG l LAG 2 LAG 3 LAG 4 LAG 5 LAG 6 LAG 7 SITE 

1 1 1,000 0 .4379 .0872 .0352(1) 1 

1 1 1,000 0 .3036 .0318 -. 0527 (2) 1 

1 1 .3489 .0357 .3007 -. 0114 -.1633 -.1432 -.5543 1 

1 1 .9100 .4093 .0588 -.1918 2 

1 l .9141 .3896 .0491 .1043 2 

1 1 .0720 .0680 -.0949 -.1141 -.0844 -.0778 -.5656 2 

:> ..,... 
I 

co etc 
N 



This output amounts to 36N2 lines, where N is the number of gaging sites 
used. 

(3) From subroutine OUT4. The output from subroutine OUT4 is the result 
of the computations made in subroutine FCOEF. The output consists of 
two sets of data; first, the estimated average weekly flow for each site 
for each week of the year and secondly, the weekly standard deviation 
for each site for each month. These data were developed by fitting a 
Fourier series of six harmonics to the historical data and represent the 
"best fit" for each week based upon the N years of historical data used. 
The estimated average weekly flow corresponds to the Ai(T) and the weekly 
standard deviation corresponds to the oi in equation [A4.27]. 

The number of lines of output for subroutine OUT4 is 24N, where N is the 
number of sites used. 

(4) From subroutine OUTS. The output from subroutine OUTS also is two 
sets of data. The first set consists of the values of the parameter B 
and the second set lists the values of parameter C. Both are used in 
equation [A7.27). These parameters are the coefficients which result 
from the multivariate correlation techniques described in Section 6.4. 

The output is in the form of a 4N x 4N matrix (N is the number of sites 
being used) for each of the two parameters. Because only seven columns 
can bs spaced on a printout sheet, it is necessary to print the matrix 
in a f.olded format with the number of folds equal to the .next larger 
integral value of p • 4N/7 if 4N is not exactly divisible by seven. 

The total lines of output for each of the two sets is given by 48Np' where 
p' is the integer next greater than p. 

(5) From FLASH-MAIN. FLASH-MAIN prints out the generated data or places 
the generated data on mag~etic tape, depending .upon the value given !SAVE 
on data card number 1. If ISAVE • 1 the generated data will be placed 
on tape, if ISAVE • 0 the output will be printed. It would be an easy 
modification to have the output in the form of punched cards. 

The format of the data on tapes will have the generated flows for the 
first week for all sites spread across the tape; the second week data 
will appear in the next row and so on through the months and years. The 
format of the printed data is such that the columns correspond to the 
months of the year, with the first four rows in the first column giving 
the generated flows for site 1 for the first month, the first four rows 
in the second month, and so on. The data for site 2 follow in the 5th 
through 8th rows, for site 3 in the 9th through 12th rows, and so on. 
The year number is printed and the data for each year are separated. 
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(6) Fromaibroutine OUT6. Subroutine OUT6 prints out the data computed 
by subroutine STA4; namely, the statistics of generated flow data. 
These data correspond to and are in the same format as the output from 
subroutine OUTl for untransformed historical data, so that comparison of 
the statistical parameters is facilitated. OUT6 prints the statistical 
parameters, mean, standard deviation, skewness and kurtosis for the 
generated daca for each site for each month of the year with sums taken 
over the number of years of data generated. The number of lines of out
put is 48N, where N is the number of sites. 

A4.4.5 Dictionary of Variables, 
Following is a list of the variables used in FLASH and a brief definition 
of each. 

AO 
ASI(J) 

AV 
B 
BCO(J) 

c 
CURT 
DEV 

GAV 
GCURT 
GQ(J,L.I) 

GSD 
GS KEW 
!HIST 
IPARAM 
NP RI NT 
IRAN 
I SAVE 
Nl 
N2 
N3 
NFREQ 
NSITES 
NSP 
NT RAN 
mR 
NYRG 
Q(K,L,J,I) 

QAV 

Fourier constant, flow estimate equation, 
Fourier constant, flow estimate equation, COEFF. 
Jth harmonic. 
Mean. 
Generating parameter - regression coefficient, 
Fourier constant, flow estimate equation, COEFF. 
Jth harmonic. 
Generating parameter - variance coefficient. 
Kurtosis, gage flows, transformed data, 
Deviation, equals Q-QEST. 
Mean, generated flows. 
Kurtosis, generated flows. 
Generated flow, Jth month, Lth week, Ith station, 
deviation. 
Standard deviation, generated flows. 
Skewness, generated flows. 
Control variable - historical data source, 
Control variable - parameters on tape. 
Control variable - years of output. 
Initial random number. 
Control variable - records B & C parameters, 
Year number, data. 
Month number, data. 
Week number, data. 
Number of harmonics, estimating equation. 
Number of basis gages to be used. 
Number of data points. 
Control variable - selects transform. 
Number of years of historical gage data to be read, 
Number of years of synthetic gage data to be generated. 
Gage flow, Kth year, week, L, month J, station I, 
transformed. 
Mean gage flow, transformed data. 
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QEST 
QPR(K). 
QSD 
QVAR 
R(I) 
Sll(L,I,LL,II) 

S12(L,I,LL,II) 

S22(L,I,LL,II) 
S3 
S4 
SKEW 
SL12(M) 
SLL12(M) 
SUMLl(M) 
SUMLL!L(M) 
SUML2(M) 
SUMLL2(M) 
Tll (M) 
T12(M) 
T22(M) 
XCURT 
XQAV 
XQSD 
XS KEW 

Expected value of flow, = A(T). 
Flow for Kth previous time frame. 
Standard deviation, gage flows, transformed data. 
Variance of computed flow estimates. 
Random number, Ith number generated. 
Correlation matrix, current month, weeks L & LL, 
sites I & II. 
Correlation matrix, lag month, week L this mo. 
week LL last. 
Correlation matrix, previous month. 
Skewness. 
Kurtosis. 
Skewness, gage flows, transformed data. 
Summing variable. 
Summing variable. 
Summing variable. 
Summing variable. 
Summing variable. 
Summing variable. 
Element of correlation matrix, lag 0 through 3, week M. 
Element of correlation matrix, cross. 
Element of correlation matrix, lag 4 through 7, week M. 
Kurtosis, gage flows, untransformed data. 
Mean gage flow, untransformed data. 
Standard deviation of gage flow, untransformed data. 
Skewness, gage flows, untransformed data. 

A4.4.6 Program Logic. 
Figure A4-8 is a diagram of program logic for FLASH. 

A4.4.7 Program Coding. 
The program coding for FLASH follows. 
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FIGURE AL~-8 
PROGRAM LOGIC - FLASH 

FLASH 1 MAIN 

Read Control Variables 

Call INPUT-.- yes ---If genlrating equation 

1 

parameters are to be used 
~ no 

Call WFLOW Read edited and filled 

r historical data 
Read in generating I 
equation parameters 

Call TRANS .,...-~Call MEAN --compute statistics 
of untran.sf ormed 
data 

-

Return 

Transform historical 
data l 

Call MEAN~compute statistics 
of transf ortned 
data 

for each 
basis gage 

Call FCOEF-'>- compute deter
ministic component 
of generator 
equation 

Convert to residuals 
I 

Call CORREL--=---compute elements and 
~ set ur correlation matrix 

Call S -----operate on correlation 
matrix to obtain regression 
constants for generating 
equation and prepare for 
EIGEN. 
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Return 
for each 
year of 
data to be 
generated 

~ 
Call EIGEN~~~compute eigenvalues to 

obtain variance coefficient 
for generating equation 

Call OUT4~~---print out generating 
equation parameters 

Call STAl~~---initialize statistics r I 
Call RAN produce random numbers 

t for generating equation 

Call S ·>=-compute initial 
flow values for 
generating equation 

Call GEN~~,._,~generate gage flow data 

Call ITBAN--~ .... ~perform inverse trans
formation on generated 
data 

Write out generated 
flows for one year 

Call STA4 --compute statistics of 

~ generate! data 

Call OUT6 -.print statistics of 
~ generate~ data 

EN 
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//FLASH J06 (ll43,47,020,1s,ccocl,'ALEMAN 

II EXEC FCRTRi:.N 
//SGURCE CC * 
C ·FLCRIDA SY~THETIC HYORCLOGY MOCELCFLASH) 

CI~E~SICN C<S0,4,12,e),XQAV(4,l2,o), 

•,CLASS 
=L 

l XCSD!4,l2,e)~XSKEWl4,12,BJ,XCU~T(4,12,8),0AV(4,12 

• 8) ' 
~ QSD(4,12,8),SKEW(4,12,8),CURT{4,12t8l,A0(8),ASI(6 

•a> ' 
3 BC0(6,8)~QEST(4~12,8), CVARC12,SJ,Sll(3Z,3 

2) ' 
4 Sl2(32,32l,S21!~2r32J,S22(32,32l,2C32,32,12), 
5 C!32,32,12),~V~L(32),QPRC32l,GCC4,6,12l,GAV(4,8,12 

) ' 
6 GS0(4,8,l2l,GSKEWC4,8,12),GCLRT(4,S,12l 

2CO REA0(5,5CCOJNYR,~YRG,NSITES,NTRA~,IRAN,ISAVE,IPARAM,NPRINT, 
!HIST 

5000 FOR~AT(9I5l 
IFCN~R.EC.C)GC TO 50 
CALL WFLOw(NYR,NSITES,Q,IHISTl 
N = 4 * ~; S I T c S 
CALL TRA~S(NY~,NSITES,NTR~N,t,XQAV,XCSC,XSKE~.xcuRTrCAV,CSD 

, SKE.,, 
l CURT,AC~ASI,BCC,QEST, QVAR) 

CALL CUT2 
CG lC J=l,12 
CALL COR~L(NYR,NSITE5,C,CVAR,Sll,S!2,S21,S22,J) 
CALL S(32,4,s22,s22,o,N,~,o,1AG) 

CALL S ( 3 2 , 3 , 5 ( l , l , J ) , S 12 , S 2 2 , N , ~l , N, 0 } 
C A L L S ( 3 2 , 3 , S 2 2 , 3 ( 1 , 1 , J ) , S "2 l , 1'4 , N , N , 0 ) 
CA L l S ( 3 2 , 2 , C ( 1 , l , J ) , S 11 , S 2 2 , N , 1~ , t°'i , 0 ) 
CALL EIGEi\(32,C!l,l,J),EVAL,N,N) 
DO 10 I=l,1\ 
XL=O. 
IF(EVAL( I l .LE .C. lGO TC ll 
XL=SGRT ( t:VALI Ill 

11 CO lC II=l,N 
10 C (I I, I ,.J) =CI I I, I, J) *XL 

CALL CUT4(NSITES,CEST,CVAR) 
CALL OUT5(N$lfES,BrCl 
IF(IPARA~.GT.OlCALL OUTPCNSITES,QEST,QVAR,6,C) 
GO TC lCC 

50 CALL INP(~SITES,QEST,CVAR,B,C) 
100 IF(NYRG.LE.OlRETURN 

IFtISAVE.GT.OlREwINO 9 
CALL STAl!NSITES,G~V,GSD,GSKEh,GCURTl 

N=4*NSITcS 
CALL RArJ (IR.l\N,N,Sll) 
CA L L S ( 3 2 , 3 , 0 P R , C ( 1 , l , l 2 l , S l l , ;'J , N , 1 ; 0 ) 
CALL Sl32,10,CPR,c,o,~,1,6,0)" 
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00 101 K=l,NYRG 
CALL GEN(IRAN,NSITES,CP~,e,C,GQ,NPRINT) 
CALL !TRAN CNSIT2S,NT~~N,GU,QVAR,QEST,GAV,GSO,GSKEW,GCURTl 
IF(NPRINT.LE.O)GO TC 160 
WRITE (6,6C01) K,( ( (GC(J,L,.I) ,I=l,12) ,J=l,4) ,L=l,NSITES> 

6G01 FOR~AT (//lX, 1 GE:-JER).TEC FLO\,$ FOR. YEAR 1 ,I3/(lX,l2Gl0.3l) 
160 lFtIS~VE.LE.OlGO TO 101 

WRITECQ)(((GQCL,J,Il,J=l,NSITES),L=l,4l,I=l,12) 
101 CONTI1\UE 

CALL STA4(~SITES,GAV,GSD,GSKE~,GCLRT,NYRGl 
CALL OuT6(NSITES,GAV,GSD,GSKEW,GCURT) 
IF CISAVE.LE.Ol CALL EXIT 
ENO FILE 9 
RE~ u~c 9 
CALL EXIT 
END 
SUBROUTINE GENCIR~N,~SITES~QPR,B,C,GQ,~PRINTl 
CI~E~SICN ~P~(32l,GQ(32,12l,BC32,32,12l,CC32r32,12l,RC32), 

LGQ1(32,12J 
N=4•r-. s I r·E s 
XN=N 
CALL $(32,10,CPR,c,c,~.1.6,0) 
DO LO J=l,12 
CALL RAi\( IR.Ml,N,K.l 
00 21 K=l,N 
GQ(K,Jl=Q. 
GQl(K,JJ-=C.O 
CO 2C t-'=l·N 
GQ(K,Jl=G~CK,J)+C(K,r,J)•~(M) 

20 GQlCK,J)=GCl(K,J)+B(K,~,Jl*QPR{M) 
21 GQ(K,Jl=GC(K,J)+G~l(K,J)/XN 

GG 10 K=l,i\ 
10 QPR(K)=GC(K,J) 

RETURN 
END 
SUBROUTI~E CORELCNYR,~SITES,t,CVAR,Sll,S12,S2ltS22,J) 
OI~ENSIU~ Q(5Q,4,12,e1,s11<4,8,4,8l,Sl2(4,8,4,8),S21(4,8,4, 

8)' 
l S22t4,8,4,E>~Tll(4),T22(.4),Tl2(7),CV~R(l2,8),NM(7 

) 
l , SL l 2 ( 7 ) , SL L 1 2 ( 7 l , SLM L l C 4 ) , SUM L l l ( 4 ) , SU~ L 2 ( 4 ) , SUM L 

DATA NM/L,2,3,4,3,2,11 
N=4•NSITES 
JJ::J-1 
1F(J.EQ.l)JJ=l2 
00 10 I=l,NSITES 
00 10 ll=lrNSITES 
ca s r-'=1,1 
Sll2l~l=J 
SLll2(M)=·: 

L2(4) 
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5 Tl2(Ml=O. 
DO 6 t-4=1,4 
Tll<t-"l=O. 
SUML1(Ml=0 
SUMLL l (Ml =O 
SUML2(M)=C 
SUMLL2tr.l=O 

6 T22(r-'l=O. 
CO 20 L=l,4 
DO 20 LL=l,L 
M=L-LL+l 
DO 2C K=ltf'~YR 
Tll(M)=Tll(~)+W(K,L,J,t)•~(K,LL,J,II> 
SU~Ll(M)=~U~Ll(M)+Q(K,L,J,Il••2 

SU~ l L 1 ( ~· ) =SU 1'1LL1 C r.· ) + C ( K , L l t- J , I I I * • 2 
KK=K 
IF(JJ.LT.12lGC .TO 21 
KK=K-1 
IF(KK.LT.llKK=NY~ 

21 T22C~l=T22{M)+CCK~,L,JJ,I)•QCKK,LL,JJ,IIl 
SUML2(M)=Sl.l~L2CMl+CIKK,L,JJ, I )••2 

20 SUMLL2(kl=SUMLL2(Nl+C(KK,LL,JJ,II1••2 
DO 25 L=l,4 
DO 25 LL=lr4 
~=L-LL+4 

DO 25 K=l,i\Y:".\ 
KK=K 
IF(JJ.LT.12lGC TO 24 
KK=K-1 
IF(KK.LT.llKK=NY~ 

2 4 T 12 ( r· l = T 12 ( M) + C ( K, L, J, I I* C ( K K , LL , J J , I I ) 
SL12<~l=SLl2CMl+Q(K,L,J,Il•*2 

25 Slll2(Ml=SLL12(MltC{KK,LL,JJ,IIl••2 
DO 30 M=l,4 
T 11 ( f} ) = T 11 ( ~· l I Si: RT ( S ~ r-' L l C M ) *SU'. L l 1 ( M l > 

30 T22(~l=T22(Ml/SQRT(SL~L2(M)•S~~LL2(M)) 
CO 35 M=l,7 

35 Tl2(M)=fl2(M)/SQRTlSll2(Ml•SLL12(M)) 
CALL CUT3(fll,Tl2,I,II,Jl 
00 4C L=lr4 
CO 40 LL=lrl 
M=L-LL+l 
Sll(L,I,LL,IIl=Tll(~) 

Sllllltltlrlil=Tll(M) 
S22CL.IrLL, II l=T22(M} 

40 S22(LL,I,L,II)=T22!M) 
00 10 L=l,4 
DO 10 LL=lt4 
fo'=L-LL+4 

10 Sl2CL,I,LL,lI)=Tl2(M) 
CALL Sl32,6,S21,Sl2,C,N,1\ltOtO)· 

A4-90 



RETURi\ 
ENC 
SUBRCUTINE TRANSt~YR,NSITES,NTRAN,Q,XQAV,XQSD,XSKEW,XCURT, 

1 QAV,QSD,SKEW,CURT,AC,ASI,BCO,QEST , 

Dif'Ei\SICi'-. 
QVAR) 

~(50,4,12,8)~XQAV(4,12,8),XQSD(4,12,8),XSKEh(4,12 

l 
2 

'8) ' 
A0(8),ASIC6,8J,BC0(6,8),QV~R(l2,8),XCURTt4,1218), 
QAV(4,1218l,QSD(4,12,8l,SKEW(4,12,S>,CURT(4,12,8> 

' 3 QEST(4, 12,8) 
DO 10 I=l,NSITES 
co 5 J=l,12 
00 5 L=l,4 
CALL ~E~~(Q(l,L,J,Il,NYR,XQAV(L,J,I),XQSO(L,J,I),XSKE~(L,J, 

l XCURT(L,J,I)) 
lf(NTRA~-2)4,20,3C 

20 CO 2~ K=l,NYR 
25 C:(K,L,J,Il=ALOG(Q(K,L,J,Il) 

GO TC 4 
30 CO 35 K=l,NYR 
35 Q(K,L,J,Il=SQRT(Q(K 1 L,J,!l) 

I ) ' 

4 CALL MEA~(U(l,L,J,I),NYR,QAVCL,J 1 IJ,QSO(L,J,l),SKEW(L 1 J,Il, 
1 CURT(L,J,I)l 

5 CONTINUE 
CALL FCCEF(CAV(l,l1Il,48,6,AC(!),ASI(l,I),BCO(l,Il,QESTtl,l 

GO 40 J=l,12 
OEV=O. 
CO 45 L=l,4 
DO 45 K=l,l\YR 
X=Q(K,L,J,Il-CEST(L,J,Il 
DEV=CEV+X**Z 

45 QtK,L,J,Il=X 
FN::::4*NYR 
CVARCJ, I l=SCRTCDEV/Ff\) 
DO 40 L=l,4 
CO 40 K=l,NYR 

40 Q(K,L,J,I)::::Q(K,L,J,Il/QVAR(J,I) 
10 CONTlf\UE 

' I > > 

CALL CUTllNSITES,NTRA~,XCAV,XCSO,XSKEW,XCLRT,CAV,QSD,SKEh,C 

URT) 
RETURN 
ENO 
SUSKCUTI~E wFLOW (NYR,NSITES,Q,IHISTl 
C I '-' Et'. S I u .'J C ( 5 0 , 4 , l 2 , 9 ) 
IFlIHISTl4,4, 14 

4 IO::: 12 
GO TG 15 

14 10::::5 
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15 00 2C l=l,NSITES 
00 20 K=l,NYR 
DO 20 J=l,12 

20 READ( IC,"l(COl (Q(K,L,J, I) rl=l,41 
5000 FGR~~T (l4X,4F8.2) 

RETURN 
END 
SUBRCUTI~E ITRAN(~SITES,NTRAN,GQ,QVAR,QEST,GAV,GSO,GSKEW,GC 

URT) 
OIMENSICN GQ(4,8,12),~VA~(l2,8),~EST(4,12,a),GAV(4,8,12), 

l GS0(4,8,12l,GSKEW(4,3,12),GC~RTt4,8,12) 
DO lC I=l,NSITES 
00 lG J=l,12 
DO 10 L=l,4 
GQ(L,I,Jl=GC(L,I,J)•QVAR(J,Il+QEST(L,J,I> 
IFlNTRA~-2)10,20,JC 

20 GQ(L,I,Jl=EXP(GQCL,I,J)) 
GO TO 10 

30 GQ(L,I,Jl=GO(L,I,J)••2 
10 CONTI/\UE 

CALL STA3!NSITES,GC,GAV,GSD,GSKEh,GCURT) 
RE TURrJ 
ENO 
SUBRCUTI~E RANCIX,N,R) 
Cit-'Ei'<SIC.~ K(l) 
DO 10 l=l,1\; 
R(Il=C. 
DO 20 J=l,12 
R ( I l = R ( I ) + R R >1 ( I X ) 

20 CONTINUE 
10 R(Il=R(l)-6. 

RETLRN 
ENC 
FUNCTICJN RRN( IX) 
IX=IX•65539 
IF(1Xl5,6,6 

5 IX=IX+2147483647+l 
6 RRN=IX 

RRN=~~N•.4656613E-9 
RE TURr, 
ENC 
SUBRUUTINC STAlt~SITES,GAV,GSO,GSKEW,GCU~TJ 
OI~ENSIC~ GAV!4,J,12l,GSC(4,8,12l,GSKEW(4,8,12l,GCURT(4,3,l 

2 ) 
DO 5 J=l,12 
DO 5 L=l,4 
DO 5 I= l, r-.. SITES 
GAV(L,l ,Jl=O. 
GSO(L,I,Jl=O. 
GS K E ·.~ I L , I , J I = 0 • 

5 GCURT(L,I,Jl=O. 
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RETURI\ 
ENO 
SUGRCUTINE STA3 (~SITES,GQ,GAV,GSC,GSKE~,GCURTl 
D I M Er J S I U ~~ GAV ( 4 , 8 , 1 2 l , G S 0 ( 4 , 8 , l 2 l , r; SK E w ( 4 , 8 , l 2 l , G CURT ( 4 , 3 , 1 

2) 
OltJEr\SlLN G<;C 4,8, 12) 
co 20 J=l,12 
CO 20 I=l,NSITES 
00 20 l=l,4 

·x=GQ(L,I,J) 
G.AV(Ltl ,J)=GAV!L, I,J l+X 
X~X*Gf.l(L, I,J) 
GSO(L, I,J l=GSC!L, I,J l+X 
X=X•GQ(L,I,Jl 
GSKE~(L,I,Jl=GSKEwCL,I,Jl+X 

X=X*GG(L, I,J) 
20 GCURf(L,I,Jl=GCURT(L,I,Jl+X 

RETlJR~. 

END 
SU B RC U T Pl E ST A 4 ( 'J S I T E S , G A V , G S C , G SK E W , G C u q_ T , N l 
CIME~SIC~ GAV(4,B,12l,GS0(4,8,l2l,GSKE~l4,8,12l,GCURT(4,3,l 

2 ) 
co 30 J=l,12 
CO 30 I=l,NSITES 
00 30 L= l, 4 
GAV(L,I,Jl=G4V(L, IrJl/N 
GSOIL,I,Jl=GSDtL,I,J)/N 
GSKE~!L, I,JJ=GSKEh(L,I,.J)/N 
GCUR T ( L, I, J) = GCUR T ( L, I, J) /N 
GCURT(L,I,J)=GCURT(L,I,Jl-4•GSKE~(L,I,J)+GAV!L,I,J)+ 

1 6•GSC(L,I,Jl*GAV(L,I ,Jl*•2-3•GAV!L,I,J)••4 
GSKEW(L,I,Jl=GSKEWtL,I,Jl-3*GSD(L,I,Jl•GAv(L,I,Jl+ 

l 2•GAV(L,!,J)1u-3 
GSD!L,I,J) = SCRT(ABS(GSC(L,I,Jl-GAV{L,I,J)••2ll 
GSKEw(L,I,Jl=GSKE~(L,I,Jl/GSD(L,I,Jl•*3 
GCURT(L,I,J)=GCURT!L,I,Jl/GSC(L,l,J)**4 

30 cmH H;UE 
RETLrH, 
ENC 
SUBRCUTI~E GUTP(~SITES,QEST,QVAR,B,Cl 

OIMEi\SIU:\ QEST(4, 12,8!,QVAR( 12,8) ,B( 32,32,12) ,C(32,32,t2l 
N=4*t,S I TES 
NTAPE=lO 
REWI1\lC ,\JTAPE 
~RITE (NT APE ) ( ( ( Q EST ( L, J r I ) , L = l r 4 l , J = l t 12) ,I= l , NS I TES ) 
WRITE (~TAPE)((QVAR(J,Il,J=l,12),I=l,NSITES) 
~RITE(~TAPE)( ((8(J,K,I),J=l,N),K=lrNlrl=l,12) 
WRITE(NTAPE)( ((C(J,K,I),J=l,Nl,K=l,~) tl=l,12) 
ENO FILE !\TAPE 
REWI!\C NTAPE 
RETURN 
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c 

ENC . 
SUBRCUTI~E INP(NSITES,QEST~QVAR,B,C) 
DIME~SIL~ CEST(4,12,8l,QVAR(l2,8),B(32,32,12),C(32,32,12) 
N=4•I\SifEc; 
NTAPE=lO 
REWll\C 1\T!PE 
REAO(l\TAPE)(( (QEST(L,J,Il,L=l,4),J=l,12),!=l,NSITES) 
R E A 0 ( f\ T A P E l ( ( C V A R ( J , I l , J = l , 1 2 l , I = 1 , f'l S I T E S l 
RE A 0 ( i\ TA. PE ) ( ( ( 8 ( J , K , I l , J = 1 , N l , K = l , N ) , I = 1 , 12 ) 
REAC(~TAPE)(( (C(J,K,Il,J=l,Nl,K=l,Nl,I=l,l2l 
REWIND NTAPE 
RETLl~I\ 

ENO 
SUB~OUTINE ~EAN(X,N,AV,SO,S3,S4) 

OI~Ei\SIC~ X(l) 
AV=O • 
SD=O. 
53=0. 
54=0. 
DO l 0 I= 1, N 
AV=AV+XI I l 
SC=SG+X(Il••2 
S3=S 3+X I I) iHJ 

10 S4=S4+XI [)••4 
AV=AV/N 
SO=S C /I~ 
S3=S3/N 
S4=S4/N 
S4=S4-4•S3*AV+6•SC•AV*•2-3•A~•*4 
S3 = S3 - 3•SC+AV + 2•AV••3 
SO=SQRT( ( ISD-AV**2)•N)/(N-.ll) 
S3=S3/SC••3 
S4=S4/SC*•4 
RETURt\ 
END 

SUOROUTINE EIGENCICI~,A,EVAL,N,M) 

C EIGENVALUES ANC EIGENVECTORS OF A REAL SY~METK!C MATRIX 
c 

c 

OIMENSIC\ A( ICIM, IDH'l ,8(60,60) ,EVAL( ICU') ,S(60) ,CC6C), 
1 0(60),Il\C(6C),C(60l 

CCUBLE ?RECISIO~ A~GRM,ANO~M2,TAU,P,OIAG(60),VALU(60l,VALL 
(60), 

l Tl, T2, r, SUPERO( 60) ,Q( 60) ,OSI ,oco,BETA 

C CALCULATE NOR~ OF MATRIX 
c 

MAXIT= 5C•l\•N 
IT=O 

3 ANOR~2 = J. 
4 DO 6 I=l,r-.. 
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c 

5 DO 6 J=l,N 
6 ANORN2 = ANCR~2 + ACI,J1••2 
7 ANOR~ =CSCRT (ANOR~2) 

C GHIERATE IOE1\lflTY MATRIX 
c 

c 

9 IF (t-4} 10,45,10 
10 CO 40 I=l,N 
12 DO 40 J=l,N 
20· IF II-Jl 35,25,35 
25 B(I,Jl = 1. 
30 GO TO 40 
35 B(l,Jl = C. 
40 CONTlf'.;UE 

C PERFCRM ~CTATIC~S TO REDUCE ~ATRIX TO JACOBI FORM 
c 

c 

45 IEXIT = 1 
50 l\N = r-..-2 
s2 IF 1~~1 sso,110,ss 
55 DO 160 I=l,1\i,'l 
60 I I = I + 2 
65 00 l6C J=II,N 
70 Tl= A([,I+ll 
75 T2 = A(l,J) 

I F ( T 2 ) l 9 l 0 , 160 , 1 c; 1 C 
1910 T=CSCRf{Tl**2 +T2**2l 

CO=Tl/T 
SI=T2/T 

90 CO 105 K=l,l'l 
95 T2 =CO *A(K,I+ll+SI *A(K,Jl 

100 A(K,J) =CO *A(K,J)-SI *A(K,I+l) 
105 A(K,I+l} = T2 
110 00 125 K=l,N 
115 T2 =CO •ACI+l,Kl +SI •A(J,Kl 
120 A(J,K) =CO *A(J,K) - SI *A(I+l,Kl 
125 A( I+l,Kl = T2 
128 IF (r-1) 13C',l60tl30 
130 DO 15C K=l1N 
13 5 T 2 = CO * 0 ( K, I+ 1 l + S I * 0 ( K, J ) 
140 8(K,J) = CO *B(K,J) - SI •B(K,I+ll 
150 8 ( K, I+ ll = T2 
160 CONTI!\UE 

C MOVE JACOBI ELEMENTS ANO INITIALIZE EIGENVALUE BOUNDS 
c 

170 00 200 l=l,N 
180 CI AG ( Il = A ( I , I1 
190 VALU!Il = ANORM 
200 VALL(!) = -ANORM 
210 00 23C 1=2,N 
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220 SUPERC( 1-l) = A( I-1, I) 
230 Q( I-ll = (SUPERO( I-ll l••2 

c 
C DETER~INE SIGNS OF PRINCIPAL ~INOR~ 
c 

c 

235 TAU :: O. 
240 I = 1 
260 MATCr = C 

IT=IT+l 
270 T2 = C. 
275 T 1 = l. 
277 00 450 J=l,N 
280 P = CIAG(J) - TAU 
290 IF (T2) 30Cl,330,3CC 
300 IF !Tl) 310,370,310 
310 T = P•Tl - Q(J-ll•T2 
320 GO TC 410 
330 IF (Tl) 335,35C,35C 
335 Tl = -1. 
340 T = -P 
345 GO TC 410 
3 50 T 1 = l. 
355 T = P 
360 GO TO 41~ 
370 IF (Q(J-1)) 380,35C,38C 
380 IF (T2l 4Co,3go,3~c 

390 T = -1. 
395 GO TC 418 
400 T = 1. 

C COUNT AGREEMENTS IN SIGN 
c 

c 

410 IF ITU 425,420,42C 
420 IF (T) 44C,43C,43C 
425 IF CT) 43C,44C,440 
430 MATCb = ~ATCH + 1 
440 12 = Tl 
450 T 1 = T 

C ESTABLIS~ TIGrTER BO~NCS CN EIGENVALUES 
c 

460 DC 53C K=l,N 
465 IF (X - MATCH) 470.470,520 
470 IF (TAU - VALL(K)) 530,53C,480 
480 VALL{K) = TAU 
490 GO TC 53J 
520 IF (TAU - VALU(K)l 525.530.530 
525 VALU(K) : TAU 
5 30 C mJT I 1\ U E 
540 IF (VALL(!) - VALL(!) - 5.00-8) 570,570,550 
550 IF (VflLL{l)) 560,580,560 
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560 
570 

575 
580 

581 
6001 

c 
c 
c 

590 
593 
595 
600 
610 
615 
620 
621 
622 
623 
625 
628 
630 
635 
640 

650 
660 
670 
680 
690 
7CO 
710 
720 
725 
730 
735 
740 
750 
760 
770 
780 
7YO 
aco 
805 
610 
820 
630 

IF(OABS (VALL(l)/VALL(l) - 1.) - 5.00-8) 570,570,580 
I = I + l 

IT=C 
IF ( I - I~ l 54 0 ' 5 4 0' 5 <; c 
TAU= (VALL(!)+ VALL;(l))/2. 

lf(IT-~AXIT) 260,26C,581 
WRITE(6,6C0l)IT,I,VALL(l),VALU(l) 
FORMAT!l5~ MAXIT EXCEEOED,2110,2E20.8) 
GO TO 570 

JAC03I EIGENVECTORS 8Y ROTATIONAL TRIANGULARIZATICN 

I F I M l 5 ') 3 , e 9 0 , 5 9 3 
IEXIT = 2 
00 61C I=l,N 
DO 610 J=ltN 
A(l,J) = C. 
00 85C I=l,t-.; 
IF (I-ll 625,625,621 
IF (VALu{l-l) - V~LU(I) - 5.C0-7) 730,730,622 
IF (VALU<I-Ul 623,625,623 
lf(D:'~BS (VALU(l>/VALl;(I-1) - 1.) - 5.0D-71 730,730,625 
OCO= 1. 
OSI=C. 
DO 700 J=l,N 
IF (J-ll 680,680,640 
T=DSCRT(Tl••2+T2••2) 

OCG=Tl/T 
OSI=T2/T 

S(J-1) =CSI 
C(J-11 =CCC 

O(J-1)= Tl•DCC +T2•DSI 
Tl= (OIAG(J) - VALU(l)l*DCO - BETA•DSI 
T2 = SUPERC(J) 
BETA = SUPERD(J)•OCO 
D(N) = Tl 
00 725 J=l,N 
INO(J) = C 
SMALLC = ANCRM 
DO 760 J=l,N 
IF (!ND!J) - l) 750,780,780 
IF (ABS (SMALLC) - ABS (O(J))) 780,780,760 
SMALLC = C(J) 
"4N = J 
CONT I ~JUE 
INO!l\f\) = 1 
PROCS = l. 
IF (~N-ll 810,850,SlC 
00 840 K=2,N~J 

I I = t\N + l - K 
A(II+l.ll = Clill•PRCCS 
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c 
c 

c 

840 PROCS = - PROCS•S (I I l 
850 A(l,Jl = PRODS 

FORM MATRIX PRODUCT CF ROTATION MtTRIX WITH 

855 co 885 J= 1, N 
860 DO 865 K=l,N 
665 UlK) = ACK,Jl 
870 DO 885 I=l,N 
875 A{I,Jl = 0. 
880 DO 885 K=l,N 
885 ACI,Jl = J(l,Kl*U(K) -t ACl,.Jl 
890 GO TC 941 
941 co 945 I= 1, N 
945 EVAL(Il= VALU( I) 

RETUf<.~ 
E['.iO 

SUBRCUTI~E FCOEFCX.NSP,NFREQ,AO,AS,BC,XEST) 
DIMENSIC~ X(48l,XEST(48l,ASl6l,BC(6) 
T=NSP 
W=2.•3.l416/T 
AO·= O. 
00 5 I=l,,\SP 

5 AO= AO+ XCI) 
AO= AO/FLOATlNSPl 
DO 10 M=l,NFKEC 
AS(M) = O. 
aeon = c. 
TA=C. 
TB=O. 
00 15 I=l,NSP 
WT = W*FLCAT( I•Ml 
STA=SIN(~Tl 

STB=CCSCV.Tl 
AS(Ml=AS(~)+X(I)+STA 

15 BC(~l=BC(M)+X(I)•STB 
ASCMl=2.*AS(M )/T 

10 BC(Ml=2.•ECCMl/T 
X2 = O. 
DO 20 I=l,NSP 
X2 = X2 + X (I) **2 
XESTCI> =AO 
00 20 M=l,NFHEQ 
WT = w *FL CAT ( I *M l 

JACOBI 

20 XESTlil = XEST!Il + AS(M)•SlN(WTl+BC(Ml•COSC~T) 
RETURN 
ENO 
SUBROUTI~E S(KT,~N,A,e,c,IM,JM,K~.oET) 

VECTCK. 
ATRIX 

0 I M E N S I C 1~ A C K T , K T ) ' B ( K T t K T ) , C ( K T , K T ) , I N { 1 0 0 ) , E ~ P ( 1 0 0 ) 
IMAX= IM 
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JMAX=JM 
KMAX=KM 
GOT0(30,32,34,36,3814C,42,44,46,50,52),NN 

30 D 0 3 l I = l , ~ r-' AX 
C031J=l,Jt-'AX 

·31 A(f,J)=BCl,JJ+C(l,J) 
GO TO 805 

32 00331=1,IMAX 
0 0 3 3 J = l , J t-' AX 

33 A([,J)=S(I,JJ-C(I,J) 
GO TO 805 

34 DOlOlI=l,IMAX 
C035J=l ,Kt-'AX 

EMP ( J l = .J. 
0035K=l,J~AX 

35 EMP(J)= EMP(J)+D(l,K)•C(K,J) 
COlOlK=l,KMAX . 

101 A(l,K)= Et-'P(K) 
GO TC 805 

36 00371=1, Ir/AX 
C037J=l, If-'AX 

37 A(f,J)=[dl,J) 
59 IN(l)=O 

I M AX C = I f"I ,\ X - l 
TEMP=A(l,l) 
00701=2tlf-'AX 
IF(ABS (TEMP)-ABS CACI,1)))71,70,70 

71 IN(l)=I 
TEMP=ACI,ll 

70 CONTINUE 
IF( INC 1) )73,72,73 

73 IS=Ii\lll 
C074J=l r l/v'AX 
TEMP=A(l,J) 
A(l,J)=ACIS,J) 

74 ACIS,J)=TEMP 
72 IFCA(l,1))98,S9,98 
98 00751=2.Itv-AX 
75 A(I,l)=ACI,U/Allrll 

001001=2,I~AX 

IPO=I+l 
IMO=I-1 
D080L=l, H'O 

80 A ( I , I J =A ( I , I J - (A ( L , I l *A ( I , L l ) 
TEMP= A (I, 1) 

1Ftl-IMAX)55,83,55 
55 INll)=O 

0081IS=IPC, IM.AX 
C085L=l,l:VU 

85 ACIS,I)=~IIS,I)-A(L,Il•ACIS,Ll 
IFlABS (TE~Pl-ABS CA(IS,{)))82,81,81 
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82 TEMP=A(IS,l). 
IN( I )=IS 

81 CONTINUE 
ISS=IN(l) 
IF( ISS)84,83, 84 

84 C0886J=l,IMAX 
TEMP=A(l,J) 
ACl,J)=AlISS,J) 

886 A( ISS,Jl=TEMP 
83' IFlAll,Ill97,CJg,97 
9 7 I F ( I - Hl A X l 5 4 , 1 CO , 5 4 
54 0086IS=IPC,IMAX 
86 A(IS,I)=~(IS,Il/AII,I) 

008SJS=IPC,IMAX 
ooa9L=l, urn 

89 A(I,JSl=A(l,JS)-(A(L,JS)*A(l,L)) 
100 CONTINUE 

0060CJP=l, IMAX 
J:::I~AX+l-JP 

A(J,J)=l.C/A(J,J) 
IFCJ-1)603,700,603 

603 00600IP=2,J 
I==J+l-IP 
IPO=I+l 
TEMP=O.O 
00602L=IPC,J 

602 TEMP=TEMP-ACI,L)*A(L,J) 
6 0 0 A ( I , J ) = TE ~ 1 P I A C I , I ) 
7CO 00151J=l,IMAXO 

JPO=J+l 
0015ll=JPL], IMAX 
TEMP=O.O 
IMC=I-1 
00154L=J, IMO 
IFCL-J)l52,153,152 

152 TEMP=TEMP-A(l,L)*A(L,J) 
GO T0154 

153 TE~P=TE~P-All,L) 
154 CO~Tlf\UE 
15 l A ( I , J ) = T E ~1 P 

009011=1,IMAX 
oogOOJ=l,IMAX 

EMP(J)=·'.J.() 
ooag9N=I,IMAX 
IF(N-J)8g9,897,898 

898 EMP(J)= EMP(J)+A(!,N)•A(N,Jl 
GO T0899 

897 EMP(J)= EMP(J)+A(I,Nl 
899 CONTINUE 
9CO CONTit\UE 

00901J=l,It-IAX 
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901 A(I,Jl= E~P(J) 
005001=2,I~AX 
M=IMAX+l-I 
I Fl If\(t'l) so2, sea, sc2 

502 ISS=ll\(tl,) 
D0503L=l, IMAX 
TEMP=t. ( L ,I SS) 
ACL,ISSJ=A(L,Ml 

503 tdld')=lEr-'P 
500 CONTINUE 

OET=O. 
GO TO 805 

99 ~RITE (6,9C6 ) 
CET=l. 

606 FCRMAT(lSHO SING~LAR MATRIX) 
805 RETURI\ 

38 00391=1,Ii"'.AX 
C039J=l,I~AX 

39 ACI,J)=B(I,J) 
N= Ir-' AX 
OET=l. 
I l= 1 

1 13=11 
SUt1 =~BS CA(Il,Illl 
0031=11,N 
IFlSUM-ABS (A( I,11)) )2,3,3 

2 13= I 
SUM=ABS (.4( I, Ill l 

3 CONTil\UE 
I Fl 13-Il )4,6,4 

4 005J=l,I\ 
SlJM=-A (I 1, J) 

Al Il,J)=A( 13,J) 
5 AlI3,J)=SlJ~ 

6 13=11+1 
0071=13,N 

7 Allrll)=A( Irlll/A(Jl,Ill 
J2=Il-l 
IFlJ2)8,ll,8 

8 009J=I3,I\ 
009I=l,J2 

9 A ( I 1 , J):;;: A l I 1, J )- A ( I 1 ,I ) *A ( I , J ) 
11 J2=Il 

ll=ll+l 
C012I=IlrN 
C012J:;;:l,J2 

12 All,Ill=~(I,Il)-A( I,J)•A{J,Ill 
IFlil-Nll,14,l 

14 13=1 
J2=N/2 
IF l 2•J2-\) 15, 16, 15 
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15 I 3=0 
OET=A(N,r..,) 

16 0017l=l,J2 
J=N-I+I3 

17 DET=DET*A(Id)*A(J,Jl 
GO TO 805 

40 IF(lMAX-Jr-'AX)41,lC2,lC2 
41 IP= I ~1 AX 

GO TO 103 
l 0 2 · IP= J ~·AX 
103 00106K=l,IP 

C0104 l=K, IMAX 
104 EMP( I>=B( I ,K) 

00105J=K,Jtv'AX 
105 A(J,Kl=G(K,J) 

C0106I=K, J,'JAX 
l Ob A ( K, I ) = Er-· P ( I l 

GO TO 805 
42 00431=1, !t'lAX 

0043J=l,JMAX 
43 A(I,Jl=BII,J) 

GO TC 805 
4 4 C 0 4 5 I = l , H~ A X 

OG45J=l,Jf'JAX 
A(I,Jl=O. 
B(l,Jl=O. 

45 C(l,Jl=O. 
GO TC 805 

46 10=2 
20 READ (K~AX,47) IN(l),!N(S},EMP(ll,IN(2),!N(6),EMP(2), 

1 IN(3),!N(7},EMP(3),IN(4)~1~(8),EMP(4) 
47 FORMAT (4(!3,I3,El2.8)) . 

If( IN(l} )805,805,23 
23 GO 10(19,24),IC 
24 H'=lf\(l} 

JP.'.=11'.(5) 
10=1 

19 00211=1,4 
I 1=11\( I l 
Jl=IN(l+4) 
IF< 11 )21,21,18 

18 A(ll,Jl)= EMP(I) 
21 CONTlt\UE 

GO TO 20 
50 DO 62 IP=l,JMAX,7 

JPO=IP+6 
IF(JPC-JMAX)61,61,60 

60 JPO=J~AX 
61 WRITE (KMAX,63)(J,J=IP,JPO) 

00 62 l=l,I~AX 

W R I T E ( J< tJ A X , 6 4 l I , ( A. ( 1 , J ) ,' J = I P , J P O ) 
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62 CONTif\UE: 
GO TC 805 

63 FORMATl5HO R0~718X,4rCOL.I3,lX)) 

64 FORMAT I 14,4X, 7El6.8) 
52 00531=1, It-'AX 

0053J=l,JMAX 
53 A(l,J)=Gll,J)•DET 

GO TO 805 
END 
SUBROUTINE OUTl(NSITES,NTRAN,XQAV,XQSD,XSKE~,xcuRT,CAV,QSDt 

1 SKEW, CURT) 
OIMENSIUi\ ATRAN( 3) ,XCAV(4, 12,8) ,XQSDl4, 12,8) ,XSKEW(4, 12,81, 

1 XCURT(4,12,8),QAV(4,12,8),QSD(4,12,8),SKE~(4,12, 

2 CURTl4,12,8) 
DATA ATRA~/4H N0,4H LOG,4HSCRT/ 
WRITE:(6,6CCG) . 

6000 FOR~~T('l',26X,'STATISTICS OF HISTORICAL FLOhS') 
WRITEC6,6CJ1) 

8) ' 

6 c 0 1 F 0 RM,~ T ( I I I l 0 x , ' s I 1 E s ' ' 3 x ' I tJ 0 N TH I ' 3 x' ' w EEK I ' 6 x ' ' ME AN ' , 6 x ' ' s T 
D DEV' I 

1 4X, 1 SKEWNESS 1 ,4X, 1 KURTOSIS'/) 
00-10 l=l,NSITES 
00 10 J=l,12 
DO 10 L = 1, 4 

10 ~RITE(6,6002)I,J,L,XCAV(L,J,I),X~SO(L,J,I),XSKEWCL,J,I), 
l XCURT(L,J,I) 
WRITE(6,6C03) ATRAN(~T~AN) 

6002 FOR~ATII13,I7,I8,4Gl2.5) 
6003 FORMATl'l',33X,A4,' TRANSFORMATION'// 

1 22X, 1 STATISTICS OF TRANSFCRMEO HISTORICAL FLOWS') 
WRITE(6,6C01) 
DO 15 I=l,NSITES 
oo 15 J=l,12 
00 15 L=l,4 

15 WRITEl6,6C02)I,J,L,Q~VClrJtI1,QSCIL,J,I),SKE~(L,J,I),CURT(L 

RETURt.; 
END 
SUOROUTif\E GUT2 
OI~ENSICI\ Nl!8l 
CATA NL/0,1,2,3,4,5,6,7/ 
WRITE(6,6C04)NL 

'J' I) 

6004 FORMAT('l',30X,'CORRELATION COEFFICIENTS OF TRANSFORMED HIS 
TCRICAL 

l FL u \'Is I //I l x ' ' s I TE ' ' 3 x ' I MONTH ' ' 8 ( 7 x' 'LAG I ' I 2 ) ' 3 x' ' s I TE I I ) 
RETURN 
ENO 
SUBRCUTI~E OUT3(Tll,Tl2,I,II,J) 
Ol~ENSIC~ Tll(4),Tl2(7) 
WRITE (6,6005) I ,J, Tll, I I 

A4-103 



WRITE(6,6C06)1,J,Tl2,If 
6005 FORMAT( !4, 17, 2X,4Gl2.5r48X,.I6) 
6006 FORMAT( I4,I7,l4X,7Gl2.5,16) 

RETURN 
ENC 
SUBROUTINE CUT4(NSITES,QEST,CVAR) 
DI~Ef\SICN ~EST(4,12,8),QVAR(l2,8) 
WRITE(6,6C07) 

6007 FORMAT('l',32X, 1 PARAMETER ESTIMATES - WEEKLY ~EAN'// 
'l 17X, 1 S1TE 1 ,SX, 1 ~CNTH') 
WRITE(6,6C08)((1,J,(~EST(L,J,I),L=l,4),J=l,12l,I=l,NSITESl 

6008 FORl"t1T( 15X, I5,4X, I5,5X,4Gl2.5) 
WRIT!:(6,6C09l 

6009 FORMAT('l',21X, 1 PARAMETER ESTIMATES - WEEKLY STANDARD DEVIA 
TION' 

l //30X,'SITE 1 ,5X,'MONTH') 
WRITE(6,6010)((1,J,QVAR(J,I),J=l,12),l=l,NSITESl 

6010FORMAT(3GX,13, I9,6X,Gl2.5) 
RETURf\ 
f NC 
SUBROUTINE OUT5(NSITES,B,Cl 
OIMENSIOf\ B(32,32,12),C(32,32,12) 
N=4*~SITES 
~m IT E ( 6, 6011) 

6011 FORMATl 1 1 1 ,4CX, 1 PARA~ETER ESTIMATES - B'l 
DO 30 J=l,12 
WRITE(6,6Cl2)J 

6012 FORMAT(///48X, 1 MONTH 1 ,13/) 
CALL $(32,10,0(1,1,J),O,O,N,N,6,0l 

30 CONTlf\UE 
WRITE(6,6013) 

6013 FORt1 AT( 1 l' ,40X, 'PARJ\t-'ETER ESTIMATES - C') 
co 35 J=l,12 
WRITE(6,6Cl2)J 
CALL S(32,10,C(l,l,J),O,O,N,N,6,0) 

35 CONTil\UE 
RETURN 
ENO 
SUBROLTll\E OUT6(NSITES,AUTOC,GAV,GSO,GSKE~,GCLRT) 
OirE~SllN ALTOC(4,8,4,8,2,12),GAV(4,8,12),GS0(4,8,12), 

1 GSKEW(4,8, 12) ,GCURT(4,8,12) ,NL(8) ,N~(7) ,Tl (4) ,T2( 

OATA l\M/1,2,3,4,3,2,11 
DATA ~L/0,1,2,3,4,5,6,7/ 

WRITE(6,6014) 
6014 FORMATl'l',27X,'STATISTICS OF GENERATED FLOWS') 

WRITE(6,6015l 

7) 

6015 FORMf,T(///lOX, 'SITE' ,3X, 'MONTH',3X, 1 WEEK' ,6X,'l'"EAN' ,6X, 
1 'STC OEV 1 ,4X,'SKE~NESS 1 ,4X,'KURTOSIS'/l 

00 lG l=l,NSITES 
DO 10 J=l,12 
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DO 10 L=l,4 
10 ~RITf(6,6Cl6l I,J,L,GAV(L,J,Il ,GSO(L,J,I),GSKE~(L,J,Il, 

1 GCURT(L~J,Il 
6016 FORMAT(l13,17,18,4Gl2.5) 

WRITE(6,6017)NL 
6017 FORMAT( 1 1',29Xr 1 COR~ELATION COEFFICIENTS OF GENERATED TRANS 

FORMED 
1 F L 0 \·J S ' I I I ' S I T E ' , 3 X , ' M 0 NT H ' , 8 ( 7 X , 1 L AG ' , I 2 ) , 3 X , ' S I T E ' I ) 

DO 20 J=l,12 
00 2C I=l,NSITES 
CO 20 II=l,NSITES 
00 23 M=l,4 

23 Tl(M)=O 
DO 24 M=l,7 

24 T2(M)=0 
DO 2::i L=l,4 
DO 25 LL=L,4 
M=LL-L+l 

25 TlCM)=Tl(~)+AUTOC(L,I,LL,II,l,J) 
DO 30 L= 1, 4 
DO 30 LL=l,4 
M=L-LL+5 

30 T2(MJ=T2(~)+AUTOC(L,I,LL,II,2,J) 
OD 35 M=l,4 
MM=5-r-' 

3 5 T 1 ( M ) =Tl ( 11 l IMM 
WRITE(6,t018)I,J,Tl,II 

6 0 18 F 0 RM A T ( l't , I 7 , 2 X , 4 G 12 • 5 , 4 8 X , I 6 l 
DO 40 M=l,7 

40 T2lMl=T2(~)/NP(M) 
20 WRITE(6,6Cl9)I,J,T2,II 

6019 FORM,'\TCI4,I7,14X,7Gl2.5,I6') 
RETURt\ 
ENO 

/* 
//GC.FT09F001 DC UNIT=TAPE9,VOLUME=SER=XXX,LABEL=(,BLP),OISP=(,PA 

SS) 
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A4.5 WASP - Watershed Simulation Program 

A4.5.l Purpose. 
The basic requirement in the employment of simulation for watershed 
analysis is a methodology or program logic which, when given the 
operating conditions and parameters, will adequately represent the real
life interactions and print the results in usable form. WASP is a com
bination of a set of mathematical models which describe the primary 
interactions of the factors and a program logic which links them all 
together in a simulation of the river system. 

In this study, the river flows and water quality are simulated. Water 
quality is dependent upon river flows and is, consequently, affected by 
the results of the flow simulation. Simulated flows are generated by 
taking gage data generated by FLASH and transforming gage data into 
unregulated stream flows at reach points in the stream. Then, by appli
cation of the operating rules for the devices and procedures which modi
fy the flow in a stream, the r~gulated flows at each reach point in the 
stream can be computed. The waste loads are then applied and operated 
upon by the river system to obtain the conditions of water quality at 
reach points in the system. The time series traces of regulated flows 
and water quality parameter values for all points in the watershed are 
the objectives of the simulation process subsequently described in detail. 

The simulation program is controlled by WASP-MAIN which sets up the com
mon blocks, reads control data and calls supporting subroutines. The 
program passes automatically from subroutine to subroutine to generate 
simulated unregulated stream flows, regulated stream flows and water 
quality indicating values for each reach point. This is done for any 
number of years desired. The program simulates the flow and quality for 
the whole watershed for one' .. "week-," prints out the results, then goes 
to the next "week" and repeats the process, continuing "week" by "week' 
until the number of years desired are traversed. 

The first operation, to generate unregulated stream flows, makes use of 
the program TFLOW which is described in A4.3. The only modification in 
TFLOW needed to adapt it for this use is to delete card #3 and card 
#4 in the input for TFLOW-MAIN. This deletes the requirement for esti
mates and consequently no comparisons are computed. The data input to 
subroutine WEEKLY, for this use of TFLOW, must be the generated gage flows 
from FLASH, the synthetic gage data generator. The reader is referred 
to A4.3 for the description of TFLOW and the basis for the computation 
of the weighting factors which form the elements of the transformation 
matrix which converts gage data to streamflow data at all reaches. 

The values called QNAT, for natural flow, are generated by summing the 
appropriate weight factors multiplied by their current week gage data: 
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where: 

NG 
QNATi a ~ wij xj 

j•l 
•••• , ••• [Eq. A4.62] 

= the generated flow at the upper end of reach i. 
= the weight coefficient for the ith reach and jth gage. 
= the generated gage flow for jth gage. 
= number ofi gages. 

,· 

The program generates the weighting coefficients only once and they are 
stored for use again for each week of simulation. The weighting coeff i
cients will remain unchanged as long as the configuration of gages used 
is unchanged. Additionally, the sequence of computation of the reaches 
is set up once and used over and over again during the simulation. It 
takes a realignment or revision of reaches, and their numbering, to change 
the sequence of computation. 

The second operation in the simulation is the conversion of the unregu
lated flows in each reach to regulated flows. The subroutine REG and 
its supporting subroutines superimpose the effect of any flow regulating 
structures or operations on the unregulated flows to produce the desired 
result - simulated streamflows. REG accounts for the regulation of flow 
by reservoirs and impoundments, the losses in reservoirs due to evapora
tion, diversions made from the reservoir or river for water supply and/or 
irrigation and discharges to the river bv waste producers. 

The presence of a dam and reservoir in a river system affects the flow 
downstream, clc~ne11di11g 1.mon ho"' the control facilities at the dam are 
operated. Control structures nrP 11s1 1 :i.l 1v rmerntec according to a fixed 
scheme, callr>d "reservoir oi:>erriti.nr- rnl r~s," T 11 c oncrnt:i l'P. rul PS uc;ually 
are fixed for a p·fven rc'sPrvo5. r l;ut, ~)E>Cause no two :ire a] ·\lee. cnch 
reservoir has its unique operating rules. In this program, reservoirs 
have been classified into five different types, according to use, and 
information needed to simulate operation is input to the program as a 
series of parameters which are described in detail below. It is not 
intended that all reservoirs be forced into a five-type classification, 
according to use, and more or different types can be added, if desired, 
with only the proper attention to details. The five types set forth 
here will serve to indicate the manner in which the details are handled. 

When regulated river flows are simulated, it is necessary ta maintain 
an inventory of volume of water stored in each reservoir for each time 
frame encompassed by the simulation period. To do this, it is first 
necessary to know the relationship between the volume of water in the 
reservoir and the corresponding depth, and also the relationship between 
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the depth and area of water surface for all volumes from empty to full. 
These can be developed by least squares fitting of actual reservoir data 
and expressed in the form: 

c = a+ bD + eD2 .....•.•. [Eq. A4.63] 

and: 

A • f + gD + hD2 , ••• , , ••• [Eq. A4.64] 

where C and A are reservoir capacity and surface area, respectively; D 
is the depth of water corresponding to C and A; and a, b, e, £, g and h 
are constants. Because the inventory is kept by volume, the equation 
relating C and D is more useful in the form: 

D = -b + (m+nC)l/2 
2e • • • • • • • • [Eq. A4.65] 

because C is the independent variable. In this form: 

m = b 2 - 4ae . . • • • [Eq, A4.66] 

n = +4e • • • [Eq. A4.67] 

In maintaining the inventory, the new water volume, Ct+l• is obtained by: 

Ct+l = Ct + QINt+l - EVAPt+l - RRELt+l - DIVt+l • , [Eq. A4.68] 

where QIN is the flow into the reservoir from upstream, EVAP is the evap
oration correction, RREL is the volume released downstream and DIV is the 
volume diverted elsewhere. QIN is determined by simulation in the up
stream reaches for time frame t+l, which is possible because the sequence 
of computation is upstream to downstream. Evaporation is computed by 
substituting Ct into equation [A4.65] to get Dt which is, in turn, used 
to get At from equation [A4.64]. The evaporation losses are a function 
of A and are described below. Releases depend upon operating rules 
whic£ are usually a function of Dt+l or of (t+l), while diversions are 
independent demands which are expressed in time series relations. 

Evaporation losses usually can be expressed as a sine function: 

EVAP = a sin (L-b) + c • • • • • • • [Eq. A4.69] 

where E is in inches per square foot of reservoir surface area ~er week, 
a is a constant, L is the current week in the year expressed as a time 
angle, b is the lag constant and c is the mean annual evaporation. If 
weekly or monthly average evaporation data are available, a Fourier 
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series fit thereof having a single harmonic will suffice. If pan data 
are available for several years, it would be more appropriate to include 
a random term to account for the variance in the data. The formula then 
would be: 

E • a sin (L-b) + c + Roe •••••• (Eq. A4.70] 

where R is a random number having mean • 0 and variance =l and oe the 
standard deviation of the evaporation data. 

The volume lost to evaporation during the time frame is computed by the 
relation: 

QVAP • C E A , ••••• , •• [Eq. A4.71] 

where QVAP is in volume units for the time frame, C is a conversion fac
tor to make units compatible, E is the evaporation rate

6
in inches per 

unit of time and A is in areal units. If QVAP ig in 10 cubic feet per 
"week," E is in inches per "week" and A is in 10 square feet units, then 
c - 1/12. 

Diversions are volumes of water delivered out of the watershed or trans
ported to a downstream reach not adjacent to the control structure. 
Releases are discharges from the reservoir to the next downstream reach. 

Diversions can be expressed in many different ways; i.e., they may be 
constant with time or they may vary according to some determinable pat
tern. If historical data on diverted volumes are available, it is pos
sible to approximate the pattern by harmonic analysis. An auxiliary 
program is included in Appendix A2 which fits to the data a periodic 
curve having up to six harmonics. In any case, it is necessary either 
to express the diversion mathematically, in terms of the "week" of the 
year, or to provide a set of data cards, one for each week. The coding 
in this work is set up for the periodic curve of six harmonics. 

Releases depend upon the volume of water in the reservoir, or the associ
ated depth, and any other additional .. cons train ts imposed by watershed 
management. Releases are made according to operating rules which are, 
in turn, dependent upon reservoir uses. 

The five types of reservoirs, classified according to use, are described 
below. 

Type I Reservoir. The multiple purpose reservoir is classed as Type I. 
The uses include, but are not limited to, flood control, low flow aug
mentation, recreation, diversions and fisheries. The generalized aper-
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ating rules are: 

(1) All spillway overflows are released. 
(2) All storage in the flood control pool is released at a fixed rate 
which will not damage any downstream property or facilities. 
(3) A minimum release rate shall be maintained. Releases will be made 
at this minimum release rate for all pool levels between the flood con
trol pool and the minimum pool. Store all net inflow in excess of this 
minimum release rate when the water level is between the flood control 
pool and the minimum pool. 
(4) When the water level is at or below the minimum, no releases or 
diversions are made. 
(5) Diversions are made according to schedule, excepting when the water 
level is at or below minimum. 

Flood Control Pool 

Diversion, Fisheries 
Recreation and Flow 
Augmentation Pool 

Type I 

Diversion 

Type !!Reservoir. The single purpose flood control and the dual purpose 
flood control (primary use) and recreation (secondary use) projects are 
classed as Type II. The generalized operating rules are: 

(1) All volume in excess of the minimum or recreation pool is released 
according to formula rate or at net inflow rate, whichever is the lesser. 
In many flood control projects, the releases are made automatically through 
open conduits through the dam. The conduits are sized to restrict the 
flow. The conduits act essentially as an orifice, releasing water as a 
function of upstream depth, according to the relation: 

••. [Eq. A4.72] 

where Q is the discharge, His the upstream head on the discharge conduit, 
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C is a constant depending on conduit size and inlet configuration and 
d is a constant usually having a value of about 0.5. 
(2) All net inf low is held when the reservolr level is below the auto
matic outlet structure. 

Flood Control Pool 
Type II 

reation Pool 
Release 

Type III Reservoir. The Type III reservoir is the lake or impoundment, 
having a controlled outlet, which is used primarily for recreation in 
the summer, but in the winter the level is drawn down to protect the 
shoreline facilities from winter ice damage and to afford some incidental 
spring flood protection. The operating rules are dependent upon the time 
of the year. The schedule set forth below is one that might be typical 
in New England. If the operating schedule is different for another 
location, one has only to change the "week" indices to alter it as 
desired. The operating rules are: 

(1) Starting October 1, release all net inflow plus that volume in ex
cess of the winter storage, the excess volume releases to be spread out 
over the four week period between October 1 and November l. 
(2) From November 1 to April 1, release all water in excess of the win
ter storage volume. 
(3) From April 1 to October 1, hold all net inflow excepting that which 
causes overflow of the summer storage level. 

Recreation Pool (Summer) 
Flood Control (Winter) 

Winter Pool 
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Type IV Reservoir. A Type IV reservoir is a water supply reservoir where 
water is impounded for diversion to a location outside the watershed or 
to a point downstream which is not adjacent to the dam. The operating 
rules are: 

(1) Hold all net inflow excepting that which causes overflow of the 
spillway. 
(2) Divert according to a demand schedule. 

Diversion Pool 

Type V Reservoir. The hydro-power, cooling water impoundment or flow 
augmentation projects are classed as Type V reservoirs. These impound 
water for release to the adjacent downstream reach and subsequent flow 
down the normal watercourse. In this type, the operating rules are: 

(1) Hold all net inflow excepting that which overflows the spillway. 
(2) Release according to a demand schedule. 

Operating Pool 
T~ev 

Release 

As the computation proceeds down the watershed according to the internal 
sequence, the regulating effect of each reservoir, flow discharge or 
withdrawal upstream is added algebraically to the unregulated flow to 
determine the regulated flow: 
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NR N 
QREGi = QNATi + E DQj + E IQk •.••• [Eq. A4.73] 

j=l k=l 

QREGi 
QNATi 
DQj 
NR 
IQk 
N 

= The regulated flow in reach L 
= The unregulated flow in reach i. 
=The regulating effect of reservoir j. 
= Number of reservoirs upstream of reach i. 
= The irrigation withdrawals or waste discha~ges, k. 
= Number of irrigation withdrawals or waste discharges 

reach i. 
upstream of 

The third operation in the simulation is to compute the water quality 
data. In this study, only the oxygen demand and dissolved oxygen con
centration parameters are considered. The subroutines QUAL and RQUAL 
make the necessary computations to simulate water quality in a reach 
which does not contain a reservoir and one containing a reservoir, res
pectively. 

The mathematical relationships used in the subroutines QUAL and RQUAL 
are developed in Section 6.6 and the results are repeated here for ready 
reference. Modified Streeter-Phelps equations are used to compute BOD 
and dissolved oxygen values at each reach point in the watershed. The 
BOD equation is: 

•••••• [Eq. A4.74) 

where: 

~ .. the BOD at the downstream end of reach i. 

Li = the BOD at the upstream end of reach i. 
r = the M-P (Moreau-Pyatt) (S) BOD error term. 
Ki = the deoxygenation velocity constant, days-1. 
t = time, days. 
e = the natural logarithm base. 

The dissolved oxygen deficit equation is: 

D_i. = K1L-r [e-K1t_e-K2t] + r+s (l-e-K2t) + Die-K2t 
K2-Kl K2 

• [Eq. A4. 7 5] 

where: 

D = the dissolved oxygen deficit at the downstream end of reach i. 
=i • the dissolved oxygen deficit at the upstream end of reach i. Di Ki • the reoxygenation velocity constant. 
s • the M-P reoxygenation error term,and 
other variables are as defined above. 
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Where K1 = K2 , the BOD equation is unchanged, but: 

· [ (- r ) - r+s] -K 1 t _ r+s 
~i= K1tLi-K1 +Di+Kl e Kl •••••• [Eq. A4.76] 

where all variables are as defined above. 

Where the reach is a reservoir, the assumption is made that there is 
complete mixing in the reservoir. Based upon the development in Section 
6.6, the BOD and dissolved oxygen deficit equations are, respectively: 

and: 

where: 

A 
w 
z 
K3 
B 

~i,j 

1 - -At -
~i,j • At(~i,j-1-~)(l-e ) + ~ • • • • (Eq. A4.77] 

~i,j 

• K1 + W + KJ• 
• Qout/volume of reservoir. 
• QIN/volume of reservoir. 
•a velocity constant for settlement of or~anic solids. 
• K2 + w. 
= BOD concentration leaving reservoir i, during the jth time 

frame. 
1i,j-l = BOD concentration 

time frame. 
leaving reservoir i, during the (j-l)th 

• BOD concentration 
frame j. 

• DO concentration 
frame. 

in water entering reservoir i during time 

in water leaving reservoir i, during jth time 

D • DO concentration in water leaving reservoir i, during (j-l)th -i,j-1 time frame. 
• DO concentration in water entering reservoir i during ith time 

frame. 
• deoxygenation velocity constant in reservoir. 
• reoxygenation velocity constant in reservoir. 
• time. 
• natural logarithm base. 
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Mass balance principles are used in the computation of the BOD, DO deficit 
and K1 of the water entering the reach or reservoir. The equations are: 

where: 

Li 
1'1 ,j 

Q1 .j 
N 

Lw.i 
gw,i 
~i 
12i,j 

K1,i 
Kl,i,j 

~i = 

N 

I: Ql j + Qwi 
j=l , 

N 

j:l ~i,j~,j + Dwi Qwi 

N 

I: Qi j + Qwi 
j=l • 

, •••• [Eq. A4.79] 

•••••• [Eq, A4.80] 

• •••• [Eq. A4.81] 

• incoming BOD concentration in reach i. 
•BOD concentration in lower Cnd of tributar'-j which flows into 

the upstream end of reach i. 
•flow entering reach i from tributary j. 
• number of tributaries converging at the upper end of reach i. 
= BOD concentration in waste entering upper end of reach i. 
= flow rate of waste entering upper end of reach i. 
• incoming DO . .., deficit in reach L 
- DO deficit in lower end of tributary j which flows into the 

upstream end of reach i. 
• the deoxygenation velocity constant in reach i. 
= the. deoxygenation velocity constant in reach j which is tribu

tary to the upper end of reach i • 
... the deoxygenation velocity constant of the waste discharged at 

the upper end of reach i. 
•corrected flow (see below). 

Note that Q'ij = 0 if Klij • O for tributary j; i.e., additional flow 
does not "dilute" the value of Ki, as it does for BOD and DO deficit. 

An important factor in water quality considerations is temperature. As 
described in Section 6.3, temperature variations can be characterized by 
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a sine curve having a single period of one year. In general, records of 
river water temperature at several points in a watershed often are not 
available. For this reason, and because river systems which do not con
tain large summer-stratified reservoirs have nearly constant temperatures 
throughout their length, this simulation model assumes that temperature 
is constant throughout the system length for any given time frame. 
Temperature is varied from time-frame to time-frame according to a sine 
curve: 

T(L) • T + A sin (L+C) + R ~T •••.•• [Eq. A4.82] 

where: 

T(L) = the temperature during the Lth week of the year. 
T = the mean at all historical temperature observations. 
A = a constant. 
L = the week of the year; when used in the argument of the sine func-

tion, L is expressed as a time angle. 
C = phase constant. 
R =standard normal random deviate N(O,l). 
crr = standard deviation of historical temperature data. 

The values of A and C are developed by a least squares fit of the his
torical data to the sine curve. The program is set up to receive data 
items T, A, C and or• The random numbers are generated internally. 

In locations where temperature data are available and indicate that more 
precision is possible by computing temperature variations by region or 
reach, it is possible to modify the program as set forth here to make 
use of the data available. 

Another important factor in considerations of oxygen balance in a stream 
is the reoxygenation velocity constant, K2. The source of oxygen for 
replenishing oxygen used in the water is from the air, at the air-water 
interface. The value of K2 depends upon the mechanism for transport of 
this reoxygenated surface water into the depths. The reoxygenation veloc
ity constant is directly proportional to the velocity of water flow in 
the river and inversely proportional to the depth. The constant is also 
temperature dependent. 

If there is available a considerable fund of water quality data for a 
stream, along with corresponding flow data, it is possible to develop 
Kz-flow-temperature relationships. One must be able to determine the 
value of Ki by other means. It is suspected that in only a few of the 
more thoroughly studied river systems has there been enough data obtained 
to develop a relationship in which confidence may be placed. The work 
of Langbein and Durum (6) is an alternate source of this information. 
They developed the empirical formula: 
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3.3'.v 
K2 • --}il.33 

. . . . . . . . • [Eq. A4.83] 

where v is the mean velocity of flow in the stream and 'h is the mean 
depth. This formula gives the value of K2 .at 2oq.c, The program coding 
is set up to compute the value of K2 at 2ooc using the Langbein and 
Durum formula. 

If the Langbein and Durum formula is used, there is the problem of 
determining the values of v and:.h to use. Of course, measurements can 
be made in each reach in sufficient number to be able to develop;; a flow
velocity-depth relationship, or if cross sections, slopes and roughness 
data are available, one of the open-channel hydraulic formulas can be 
used. Refer to Section 6.3. Again, there are available empirical formulas 
which relate the velocity and depth to the flow rate. These were developed 
by Leopold and Maddock (7) and are: 

w • aQb • 

h • cQf 

v • kQm . 
where: 

w • stream width, ft, 
h • mean depth of water in the stream, ft. 
v • mean velocity of flow, ft./second. 

I • I • 

• • I 

. 
' I . 

• • • • . . [Eq. A4.84] 

I • • . • I [Eq. A4.85] 

• • • • • I [Eq. A4.86] 

Q • the flow rate in the stream, in cfs and a,b,c,f ,k, and mare constants 
which must be determined. 

Thus, even using these empirical relationships, it is necessary to make 
at least a few measurements at cross sections in order to evaluate the 
constants. The program coding is set up to compute h and v from corre~ 
spending values of Q for input values of c,f ,k, and m. 

The temperature dependence of K2 is given by the formula: 

where: 

K2 • the 
K T • the 220 T • the 
e • the 

K2 • K2 e0.24(T-20) [E A4 87] T 20 . . . . . . . • q. I 

reoxygenation velocity constant at temperature T. 
reoxygenation velocity constant at 20°c. 
temperature in °c. 
natural logarithm base. 

The value of the deoxygenation velocity constant also is temperature 
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dependent as given by a similar formula: 

K 0.046(T-20) 
K1T .. lzoe ••..•••• [Eq. A4.88] 

The dissolved oxygen concentration at a stream location is given by the 
difference between the dissolved oxygen saturation level, also tempera
ture dependent, and the dissolved oxygen deficit at that location. The 
dissolved oxygen saturation concentration used in the program is given 
by: 

nosAT • 14.65 - o.41T + o.ooaT2 - o.ooooar 3 ••• [Eq. 4.89] 

which has been rounded off from the formula set forth by the ASCE Committee 
on Sanitary Engineering Research (8). Tis the temperature in degrees 
centigrade. 

A4.5.2 Program Components. 
The simulation program, called WASP, is made up of a controlling program, 
WASP-MAIN and several subroutines, each of which contributes to the over
all program. A list of the subroutines and their length, in bytes, 
along with the lengths of functions and common blocks, follows. 

WASP MAIN 906 TWAS TE 522 
SIM 1544 TGEN 2772 
REG 3660 TRAN 2852 
QUAL 5004 I REACH 412 
RQUAL 1730 UPGAGE 1162 
RAN 460 s 8580 
RRN 396 GTRAN 536 
STD 490 GFLOW 456 
RDATA 1256 TRES 514 
DIVREL 1220 
Functions 20936 
Common 49480 
Total program length • 104,888 bytes. 

These lengths are based on a program which reads gage flow data from a 
magnetic tape produced by FLASH. 

A4.5.2.l WASP-MAIN. 
The simulation program is controlled by WASP-MAIN. This subroutine sets 
up the ten common blocks needed to transfer variable values from subroutine 
to subroutine, calls subroutines in the required order and reads input 
of number of years to be simulated and the number of gages (with gage 
numbers) to be used in the simulation. The gage numbers used and their 
weight coefficients are written. Subroutines TGEN and TRAN are called 
to set up the reach indices and computation sequence and to compute the 
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transformation matrix used to convert gage data to reach flow data. Sub
routine RDATA is called to read in data needed to regulate the stream
flow in the watershed. The final subroutine called is SIM which carries 
out the simulation process. 

A4.5.2.2 SIM. 
Subroutine SIM reads in constants and data needed to compute the temper
ature and waste parameter values, computes the deterministic component 
of the temperature·equation for each week of the year and, through two 
"do loops" one nested in the other, performs the simulation by calling 
various subroutines. The first of the "do loops'\ covers from the first 
year of the simulation period to NYR, the number of year-s of simulation 
desired. This "do loop" also calls RAN which generates the random 
deviates for the temperature equation and then calls GFLOW which reads 
in gage data for one year at a time. 

The second "do loop" covers from "week" one through 48 "weeks" of the 
year. Inside this "do loop," subroutines QTRAN, REG and QUAL are called, 
successively, to convert gage flows to unregulated flows and to compute 
the regulated flows and the water quality values at reach point in the 
stream. These operations are described below in.more detail as individual 
subroutines. Weekly values of the simulation results are written out 
within the "do loop." When the simulation is complete, the computer is 
returned to WASP-MAIN for termination. 

A4.5.2.3 Subroutines RAN and RRN. 
Subroutines RAN and RRN are the same random number generating subroutines 
used in programs CHKDATA and FLASH, which have been described previously. 

A4.5.2.4 Subroutine GFLOW. 
Subroutine GFLOW reads the generated (or historical, if desired) gage 
data. GFLOW is called in the yearly "do loop" to read gage data for 
one year for each gage being used in the simulation. The data read are 
transferred to COMMON/FLOW 7 for u·se by other subroutines. 

A4.5.2.5 Subroutine QTRAN. 
QTRAN is a short subroutine which receives gage data through COMMON/FLOW 
7 and, using 'the transformation matrix developed by subroutine TRAN.and 
the matrix multiplication operation of subroutine s, converts gage data 
to streamflow data. The streamflow data are designated QNAT(I), to.indi
cate the natural or unregulated flow at the upper end of reach I. These 
values of QNAT(I) are also entered in COMMON/FLOW 7 for use by other 
subroutines linked through this common block. 

A4.S.2.6 Subroutine S. 
S is a general subroutine which performs various matrix operations. It 
was described in detail in A4.4.2.8. 

A4-119 



A4.5.2.7 REG. Subroutine REG is called each week during the simulation. 
Each time it is called, it tests the reaches in the internal computation 
sequence for reaches having reservoirs. When REG finds a reservoir, it 
calls subroutine TRES which checks through the list of reservoirs read 
in through subroutine RDATA to determine that data for the reservoir are 
available in storage. Assured that reservoir data are available, REG 
then computes the depth and area of water corresponding to the inventory 
in this reservoir for the most recent time frame. This allows correction 
of the inventory for evaporation. The storage inventory is then brought 
up to date by adding in the flow and subtracting the evaporation loss, 
Having the current inventory, the subroutine checks the appropriate 
operating rule governing releases and diversions and, with data supplied 
by subroutine DIVREL, it determines the rates of release and diversion. 
Following this, the inventory computation is completed and the value is 
stored for use in the next time frame. 

Finally, REG computes the amount of regulation afforded by the reservoir; 
that is, QREG-QNAT (regulated flow-natural flow). All flows in reaches 
are corrected by the sum of all upstream regulations. For instance, if 
the QNAT in reach 12 is 300 cfs and reservoir A, located upstream of reach 
12, holds back 15 cfs while reservoir B, also upstream of reach 12, dis
charges 30 cf s more than its net inflow, then the regulated flow in 
reach 12 is QNAT(l2) + (Regulations upstream) • 300 - 15 + 30 • 315 cf s = 
QREG(l2). The values of QREG(I) are made available to other subroutines 
through COMMON/FLOW 7. 

A4.S.2.8 Subroutine TRES. 
This subroutine checks that, when in the pass through the reaches in a 
given time frame, a reservoir reach is found, operating data for that 
reservoir are available in machine storage. If not, TRES calls EXIT 
and the program stops. 

A4.S.2.9 Subroutine DIVREL. 
Subroutine DIVREL determines the type of reservoir encountered, then 
proceeds to compute the basic rates of release and/or diversion. These 
rates either are established by the use of the reservoir or are computed 
by demand formulas developed through external analysis of historical or 
projected data. The basic rates of release and/or diversion are sent 
to REG, which modifies them as necessary to correspond to the operating 
rule, for use in computing reservoir inventory and regulated flows. 

A4.5.2.10 Subroutine RDATA. 
Although subroutine RDATA is not strictly a part of REG, it is used to 
read in much of the data that are required by REG for its operation. 
consequently, the portions of RDATA that relate to regulation of flows 
and reservoirs will be included here. 
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Subroutine RDATA reads in the data needed to operate the reservoir and 
to maintain the reservoir inventory. Data needed are: 

(1) number of reservoirs and their reach location. 
(2) the reservoir type and the capacity of the various pools. 
(3) constants for release equations. 
(4) constants for evaporation equation. 
(5) constants for the diversion equations. 
(6) irrigation demands by reach and time of year. 

These data requirements are described in A4.5.l. 

If the reservoirs are in existence, it is usually possible to obtain 
the maps, soundings and/or area-depth capacity curves needed to prepare 
the input data. If a non-existent reservoir is placed in a reach to 
simulate its effect on the watershed, it will be necessary to make a 
preliminary design sufficient in detail to obtain a suitable set of data 
for use in REG. 

A4.S.2.ll Subroutine QUAL. 
After regulated flows in each reach are computed, subroutine QUAL is 
called to compute the water quality values. First, QUAL completes the 
computation of the temperature for the time-frame. It ~hould ~e remem
bered that QUAL is called in 11 do loop" operating on the "weekly" .•cycle 
which is, in turn, a "do loop" for the number of years of simulation 
desired. QUAL sets up a third "do loop" which cycles over the number 
of reaches, NR. Thus, for each 11week," QUAL is called to compute the 
quality values for each reach for one "week" before it returns to its 
calling subroutine, SIM. The computations are made, starting at the 
upstream reaches, according to the sequence of 4omputation set up by 
subroutine TGEN. 

For-each reach, QUAL initJalizes variables and proceeds to make the 
computations necessary to evaluate the incoming BOD and DO concentra
tions and the K1 velocity constant. It then checks to determine if the 
current reach is a reservoir, and, i~ so, RQUAL is called. If the 
current reach is not a reservoir, QUAL computes the value of K2 , corrects 
Ki and Kz for temperature, computes the time of flow in the reach and, 
finally, the BOD and DO concentrations in the water leaving the reach. 
Note that if the computed values of Ki and Kz are equal, the program 
switches to the special formula used in that situation. QUAL then 
checks to determine if the DO deficit has reached a maximum within the 
reach, in which case the minimum DO concentration will have occurred 
within the reach. This is done by computing TCRlT, the critical time 
o.f flow, and comparing it to the time of flow in the reach. If 
TCRIT < TIME, a minimum DO concentration has occurred in the reach. 
TCRIT is then substituted for TIME and the value of DEFOUT is computed 

A4-121 



and used in turn to compute the minimum DO concentration, XMINDO, in 
the current reach. QUAL then writes out the water quality and related 
values in an array. 

A4.5.2.12 Subroutine RQUAL. 
Subroutine RQUAL is called by subroutine QUAL when a check of reaches 
indicates the current reach is a reservoir. Thus, RQUAL is operating 
in the same set of "do loops" as is QUAL. RQUAL immediately calls 
subroutine TRES (see A4.S.2.8) for a check of the reservoir data for 
the current reach. RQUAL computes the values of average BOD and DO 
deficit in the reservoir and the BOD and DO deficit in the water being 
released and/or diverted from the reservoir. The appropriate quality 
values are transferred back to QUAL which writes them in the same array 
with the other values computed for the stream, 

A4.S.2.13 Subroutine TGEN. 
Subroutine TGEN is called by WASP-MAIN to set up the reach indexing 
and the computing sequence. TGEN is described in Section A4.3. 

A4.S.2.14 Subroutine TRAN. 
Subroutine TRAN also is called by WASP-MAIN to develop the transformation 
matrix which is used to convert gage data to stream flows at reach 
points in the stream. TRAN is described in detail in Section A4.3. 

A4.S.2.15 Subroutine DIVREL. 
Subroutine DIVREL is auxiliary to subroutine REG and is called by REG 
to compute the reservoir releases and/or diversions. Depending upon 
the reservoir type, the release or diversion is computed and sent to 
REG for use in computing regulated flows and reservoir inventories. 

A4.S.2.16 Subroutine TWASTE. 
Subroutine TWASTE is a checking subroutine which does for a reach 
having a waste load what subroutine TRES does for a reach that is a 
reservoir. TWASTE checks that there is a set of waste load data corres
ponding to a reach number where there is scheduled a waste discharge. 
If the data are not available for the reach, TWASTE calls EXIT. 

A4.S.3 Program Input. 
Data are read into the simulation program, WASP, through subroutines 
WASP-MAIN, SIM, RDATA, GFLOW, and TGEN only. 

(1) For WASP-MAIN: 
Card Ill (2IS) 
NYR • the number of years of simulation to be carried out. 
NGT • the number of gages for which data are used. 

Card 112 (10I8) 
IGT(I) • the gage numbers used. 
I • 1 ... NGT. 
Maximum of ten. 
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(2) For SIM: 
Card #1 (3F8.0, IS,SF8.0) 
D = constant in temperature equation. 
C = lag constant in temperature equation. 
TMEAN =mean annual temperature. 
ISTART = initial number for random number generator. 
XK = constant in velocity equation. 
XM = constant in velocity equation. 
CC = constant in depth equation. 
F = constant in depth equation. 
SIGMAT = standard deviation of the tempera~ure data. 

Card #2 (4Fl0.0,Il) 
RLNTH(I) 
RCON(I) 
SCON(I) 
XK120W(l) 

IWASTE(I) 

= 
= 
= 
= 

the length of reach (I), feet. 
the Moreau-Pyatt dexoygenation error term, r, for teach I. 
the Moreau-Pyatt reoxygenation error term, s, for reach I. 
the deoxygenation constant Kl at 20°c for the waste which 
is introduced into reach I. 

= 1 if there is a waste load introduced iµ reach I, 
= O for no waste load introduced in reach .. I. 

Card f/3 There are 48 data cards, one for each "week," for each reach 
where a waste is introduced (3Fl0.0). 
QWASTE(I,J) = the rate of discharge of waste, in cfs for each I and week J. 
BODWST(I,J) = the concentration, in mg/l, of BOD in the waste being dis-

charged into reach I during week J. 
DOWST(I,J) = the concentration, in mg/l, of dissolved oxygen in the waste 

being discharged into reach I during week J. 

card #4 There is one card for each reservoir in the system (4Fl0.0). 
XK220R(l) = the value of the reoxygenation velocity constant Kz at 20°c 

XK3 (I) 
BODSTO(I) 
DEFSTO(I) 

for reservoir I. 
= the value of K3 for reservoir I. 
= the initial BOD, mg/l, in reservoir I. 
= the initial DO, mg/l, in reservoir I. 

(3) For RDATA: 
Card fll (IS) 
NRES • the number of reservoirs in the system. 

Card #2 Ther,e is one card for each 16 reaches. The reservoir number 
is punched in an IS field in the field number corresponding to the reach 
in which the reservoir occurs. For example, if the first reservoir, 
number 101, is in reach 12, the reservoir number is punched as follows: 
1 in space S8, 0 in space 59, and 1 in space 60 of the first card. 
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(16IS)IRES(I) = the reservoir number, a convenient number for identifi
cation of the reservoir; may be up to 5 integers. 

Card #3 
JRES (J) 
ITYPE(J) 
CAP(J) 

SMIN(J) 

TOPLEV(J) 

There is one card for each reservoir in the system (2IS,4Fl0.2) 
= the reservoir number; same as IRES(I) above. 
=the type classification for reservoir J. 
=the capacity of reservoir J, volume in 106 cubic feet at 

spillway level. 
= the volume, in 106 cubic feet, of the minimum pool, if 

applicable, for reservoir J, 
the volume below the flood control pool, in 106 cubic feet, 
in a Type I reservoir, reservoir number J. 

Card #4 One card contains the values of ACON and BCON for four reservoirs 
in an 8Fl0.4 field. The value of ACON for the first reservoir, I•l, is 
placed in the first 10 spaces, BCON for the first reservoir is placed in 
the 11-20 space, ACON for the second reservoir, I•2, is placed in the 
21-30 space and so on. If, for the particular reservoir, ACON and/or 
BCON are zero, leave blank the space reserved for them. It takes 1 card 
for each 4 reservoirs (8Fl0.4). 
ACON(I) = a constant used in computing the release from reservoir I. 
BCON(I) = also a constant used in computing the release from reservoir I. 

Card #5 One card for each reservoir in the system (8Fl0.2) 
YMEAN(L) = the mean annual diverted flow, reservoir L, used in the diver-

sion formula. 
ACAP(L) = constant in the depth-capacity equation 
BCAP(L) = constant in the depth-capacity equation 
DCAP(L) • constant in the depth-capacity equation 
ADAP(L) .. constant in the depth-area equation for 
BDEP(L) = constant in the depth-area equation for 
CDEP (L) • constant in the depth-area equation for 

Card lf6 (3Fl0.0) 
AVAP = constant in the evaporation equation. 
BVAP • constant in the evaporation equation. 
CVAP • constant in the evaporation equation. 

for reservoir 
for reservoir 
for reservoir 
reservoir L • 
reservoir L. 
reservoir L. 

Card #7 Two cards are required for each reservoir (6F10.0). 

L. 
L. 
L. 

TAU(I,J) • the lag constant for harmonic J in the diversion equation, 
for reservoir I. 

CCON(I,J) a the coefficient for harmonic J in the diversion equation, 
for reservoir J, 

TAU(l,l) is placed in spaces 1-10; CCON(l,l) is placed in spaces 11-20; 
TAU(l,2) is placed in spaces 21-30; CCON(l,2) is placed in spaces 31-40, 
and so on. 
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Card #8 (IS) 
NADJST = the number of data cards for ~low adjustments. The number 

equals the number of reaches w~ere flow adjustment is 
required multiplied by the number of weeks of adjustment. 

Card #9 NADJST cards, one for each reach for each week of adjustment. 
(IS,I8,Fl4.4)L = the week of the year that flow adjustment is made. 
NSTA = the reach number where the flow adjustment is made. 
XIRRIG(NSTA,L) = th~"amount of flow adjustment in reach NSTA and for 

week L. 

(4) For GFLOW: The generated gage data (or historical gage data, if 
desired are read by GFLOW. The format must be adjusted to the format 
of the data to be read. Normally, the data will be on magnetic tape. 
The program as set forth herein reads the data from magnetic tape as 
QG(I,J), (I=l,NG)(J=l,48); i.e., it reads one year of data for each 
station, within a 1, NYR "do loop." 

(5) For TGEN: 
Card 111 (215) 
NR =number of reaches. 
NG = number of gages. 

Card /f2 
NOR(!) 
NUR(I,J) 

One card for each reach (415, 6F5.0). 
• the reach number, reach I. 
= the reach numbers J upstream of reach I; there may be O, 1, 

2 or 3 J numbers depending upon the stream configuration 
above reach I. 

DAU(I,J) = the drainage area upstream of reach I; one number for each 
J, equal to the drainage area of tributary J upstream of 

FL(I) 
SLOPE(!) 
ROUGH(!) 

Card 113 
NGAGE(l) 
NGR(l) 
DAG(l) 

reach I. 
= length of reach I. '1 

= average slope, hydraulic gradient, in reach I. 
= Manning's roughness, n for reach I. 

One card for each gage (18,IS,FS.O). 
= identifying number of gage I. 
= number of the reach in which gage I is 
= the drainage area upstream of gage I. 

located. 

A4.S.4 Program Output. 
The program output from WASP consists of three arrays from TGEN and TRAN, 
which are printed out once each run, and five arrays which are printed 
out for each week of the simulation. 

The three arrays from TGEN and TRAN are identical to· the first three 
arrays of output for TFLOW described in A4.3.4 above. 
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The five arrays of output printed for each week of simulation are 
described as follows: 

(1) Array 1: The values of the unregulated flow, QNAT, in each reach, 
are written in horizontal rows of ten numbers per row. The array writes, 
through subroutine QTRAN using a 10F8.0 FORMAT, the values of QNAT(I) 
for the current week. I is the reach number. The QNAT values for the 
first ten reaches are in the first row, for 11th through 20th reaches 
in the second row, and so on. The number of lines printed will be NR/4 
or the next larger integer. 

(2) Array 2: The reservoir identifying number, the external index and 
the weekly evaporation correction are written in the second array. The 
order of appearance in the array is the order in which the computation 
took place, 

(3) Array 3: This array is NR rows by two columns in which the external 
reach numbers and corresponding regulated flows, QREG, for the current 
week are written. The order in the array is the order of computation, 
The array has been folded for writing to decrease the number of lines of 
output. The number of folds can be arranged for each project to use a 
minimum number of lines. 

(4) Array 4: The reservoir inventory data are contained in Array 4. 
The array consists of NRES rows, one for each reservoir, with rows headed 
Reservoir, Storage, Release and Diversion. "Reservoir" indicates the 
reservoir identifying number, "Storage" indicates the volume (in 106 
cubic feet) in the reservoir at the end of the current time frame, 
"Release" indicates the average release rate (in cf s) during the time 
frame and "Diversion" indicates the volume (in 106 cubic feet) diverted 
during the current time frame. 

(5) Array 5: The water quality data and results are contained in 
Array 5. The array is NR rows, one for each reach, by ten columns. 
The columns are as listed below: 

(a) TIME - the average time of flow in the reach or, if the reach is 
a reservoir, the average detention time in the reservoir if 
the detention time is less than 30 days. The value entered 
will be 30 days if the detention time is greater than 30 
days. 

(b) QWASTE - the quantity of waste discharged, in cfs, 

(c) DOWST - the dissolved oxygen concentration, in mg/l, in the waste 
discharge. 

(d) BODWST - the biochemical oxygen demand concentration, in mg/l, in 
the waste discharge. 
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(e) XK1 - the value of the deoxygenation velocity constant at T°C 
for the waste di~harge, in days- • T°C is the average water 
temperature in the current time frame. 

(f) XK2 - the value of the reoxygenation velocity constant in the 
corresponding reach, at T0 e where T0 e is the temperature 
during the current time frame. 

(g) XMINDO - the value of the minimum dissolved oxygen concentration, 
in mg/l, in the corresponding reach during the current time 
frame. XMINDO is the difference between the DO deficit 
and the saturated DO concentration, both computed for 
current time frame. 

(h) BODOUT - the value of the BOD concentration in mg/l, at the down
stream end of the corresponding reach. 

(i) DEFOUT - the value of the DO concentration, in mg/1, at the down
stream end of the corresponding reach. 

(j) REACH - the identifying external r~ach number. 

The order of appearance of the data in ~rray 5 is the.order in which the 
data were computed and corresponds to the computation sequence set up 
by the subroutine TGEN. 

A4.5.5 Dictionary of Variables. 
Following is a list of the variables used in WASP and a brief definition 
of each: 

A 
ACAP(I) 

ACON(I) 
ADEP(I) 
AREA(I) 
AVAP 
AVGSTO 

AVW(I) 

AW(I) 

B 
BCAP(I) 

BCON(I) 

Intermediate constant. 
Constant, reservoir depth-capacity equation, reser
voir I. 
Release or diversion constant, reservoir I. 
Constant, reservoir depth-area equation, reservoir I. 
Reservoir surface area, reservoir I, 
Evaporation formula constant. 
Average storage, current time and in previous time 
frame. 
Average waste load, Ith reach (used for periodic 
load function). 
Amplitude of waste load (used for periodic load 
function). 
Intermediate constant. 
Constant, reservoir depth-capacity equation, reservoir 
I. 
Release or diversion constant, reservoir I. 
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BDEP(I) 
BODIN(!) 
BODOUT (I) 
BODSTO(I) 
BODWST(I) 
BVAP 
c 
cc 
CCAP(I) 

CCON(I,J) 

CDEP(I) 
CN 
CNI 
CQREG(I) 
CVAP 
DAG(!) 
DAU(I,J) 

DCAP(I) 

DEFIN(I) 
DEFOUT(I) 
DEFSTO(I) 
DEP(I) 
DIV(!) 
DOS 
DOWST(I,J) 

DQ(I) 
EVAP 
F 
FL(I) 
HOLD 
IDR(I) 
IGT(I) 
II (I) 
IR 
IRES(!) 
IRRIG(I,J) 
I START 
ITYPE(I) 
!WASTE(!) 
JR(!) 
JRES(J) 
L 
NADJST 

Constant, reservoir depth-area equation, reservoir I. 
BOD concentration, upstream end reach I. 
BOD concentration, leaving reach I. 
BOD concentration in reservoir I. 
BOD concentration in waste load, reach I, week J. 
Evaporation formula constant. 
Constant, temperature equation. 
Constant, depth equation. 
Constant reservoir depth-capacity equation, reser
voir I. 
Constant, periodic diversion formula, reservoir I, 
harmonic J, 
Constant, reservoir depth-area equation, reservoir I. 
Correction value, flow in upstream reach. 
Intermediate variable. 
Corrected regulated flow, reach I. 
Evaporation formula constant. 
Drainage area upstream of gage I. 
Drainage area upstream of tributary J upstream of 
reach I. 
Constant, reservoir depth-capacity equation, reservoir 
I' 
DO deficit concentration, upstream end of reach I. 
DO deficit concentration, leaving reach I. 
DO deficit concentration in reservoir I. 
Reservoir water depth, reservoir I. 
Diversion rate, reservoir I. 
Dissolved oxygen saturation concentration. 
DO deficit concentration in waste load, reach I, 
week J, 
Amount of flow regulation reach I. 
Evaporation rate. 
Constant, depth equation. 
Length of reach, reach I. 
Reach index, auxiliary. 
Index of reach downstream of reach NOR(!), 
Gage identifying number, gage I. 
Temporary index. 
Reservoir index. 
Reservoir number in reach I. 
Irrigation withdrawal, from reach I, for ~ek J, 
Starting number, random number generator. 
Type of reservoir, reservoir I. 
Equals 1 for a waste load in reach I. 
Downstream index. 
Reservoir number in reach J, 
Week index. 
Number of flow adjustments. 
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NG 
NGAGE(I) 
NGR(I) 
NGT(I) 
NOR(I) 
NR 
NRES 
NUR(I,J) 
NWASTE 
NYR 
PMW(I) 

PSTO(l) 
OG(l,J) 
QIN 
QINV 
QNAT(I) 
QREG(I,J) 
QSUM 

QSUM2 
QWASTE(I,J) 
R(I) 
RCON(I) 
RLNTH(I) 
ROUGH(!) 
RREL(I) 
RRELV 

RRN(I) 

RRV 
RTEMP 
SCON(I) 
SDIF 
SIGMAT 
SLOPE (I) 
SMIN(I) 
SPRDl 
SPRD2 
SPRD3 
STO(I) 
T(L) 
TAU(I,J) 

TCRIT 
TDA(I) 

Number of gages. 
Identifying number, gage I. 
Number of reach containing gage I. 
Total number of basis gages. 
Number of reach I. 
Number of reaches. 
Number of reservoirs. 
Number of reach J upstream of reach I. 
Number of waste loads. 
Number of years. 
Peak waste load, reach, I (used for periodic load 
function). 
Previous storage volume, reservoir I. 
Weekly generated flow, station I, week J. 
Rate of flow into reservoir, CFS. 
Volume of flow into reservoir, in one time frame. 
Natural (unregulated) flow, reach I. 
Regulated flow, reach I, week J. 
Sum of incoming flows, corrected-waste loaded 
reaches only. 
Sum of incoming flows, total. 
Rate of waste discharge, reach I, week J, 
Random number, normal distribution, time frame I. 
Deoxygenation error constant, reach I. 
Length of reach I. 
Channel roughness factor, reach I. 
Release rate, reservoir I. 
Volume of flow released from reservoir in one time 
frame. 
Temporary variable, random number generator, tlme 
frame I. 
Intermediate variable. 
Intermediate variable. 
Reoxygenation error constant, reach I. 
Intermediate variable. 
Standard deviation, temperature data. 
Mean slope, hydraulic grade line, reach I. 
Minimum storage level, reservoir I. 
Summing variable - K1 computation. 
Summing variable - BOD computation. 
Summing variable - DO deficit computation. 
Current storage volume, reservoir I. 
Temperature, week L. 
Lag constant, periodic diversion formula, reservoir 1, 
harmonic J. 
Critical time of flow, time to critical DO condition. 
Drainage area upstream of reach I. 
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THETA 
TIME 
TMEAN 
TOPLEV(I) 
TT 
v 
w 

WT(I,J) 
XH 
XK 
XK120(I) 
XK2 
XK220 
XK220R(I) 
XK3 (I) 
XKK(I) 
XL RAD 

XM 
XMINDO 
YMEAN(I) 
z 
z 

Argument angle, diversion equation. 
Time of flow in reach. 
Mean temperature. 
Volume below flood control pool, Type I reservoir. 
Temperature at current time frame. 
Mean velocity of flow in reach. 
Intermediate constant, reservoir oxygen balance equa
tions. 
Weight coefficient for reach I, gage J. 
Mean depth of water in reach. 
Constant, depth equation. 
Deoxygenation velocity constant, reach I, at 20°C. 
Reoxygenation velocity constant, ambient temperature. 
Reoxygenation velocity constant at 20°C. 
Reoxygenation velocity constant, 20°C, reservoir I. 
Sedimentation velocity constant, reservoir I. 
Dissolved oxygen concentration, violation condition. 
Intermediate variable, argument in evaporation 
equation. 
Constant, velocity equation. 
Minimum dissolved oxygen concentration. 
Mean diversion, reservoir I. 
Constant, temperature equation. 
Intermediate constant, reservoir oxygen b~lance 
equation. 

A4.5.6 Program Logic. 
Figure A4~9 is a diagram of program logic for WASP. 

A4.5.7 Program Coding. 
The program coding for WASP follows. 
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WASP MAIN 

FIGURE A4-9 
PROGRAM LOGIC - WASP 

t 
Read Control Data 

caI1 TGEN --------~-Read reach data and 
set up sequence of 
reach numbers for 
computation. Read 
gage location and area 
data 

Call TRAN ----------Calculate weight coefficients 
for transformation of gage 
data to streamf low data 

+ 
Call UP GAGE--- Search for up-

stream gages 

Ca 1 RDATA~·~~~~~~-...i~Read in reservoir , evaporation 

~ and diverjion data 

Call SIM ~~~~~--------~Initialize quality variables 
Read waste load data 

Return 
Each 
Year 

Reach 
Each 
Week 

Compute temperature 

Call GFLOW · 

Call QTRAN 

~ 

".:;2i<Read in generated 
gage data for year 

~Transform gage 
data to streamf low 
data 

Call REG ~~~'::.:'llllCheck for reservoir 
in reach, Operate 
reservoir and compute 
release, diversion 
and reservoir inventory. 
Compute regulated 
streamflow data 



l I 
Return Return 
Ei1ch En ch 
Year Week 

A 

END 

~ ~ QUL\L.~-~:.:-Compute BOD, deficit I and K1 into reach 

} Return 
Each 
Reach 
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l
yes-- Check for reservoir 

in reach 
t no 

Compute K2 , BOD and 
deficit out of reach 

~ RQUAL-t-Compute BOD and 

~~~~~-~-:_!_~-~~r~i~ut of 

DO 
out 

Compute minimum 
in reach, Write 
quality date 



//wASPl Jo H ( 114 3 , 4 7 , c 3 s , 3 o , 2 c c c > , • A L E M A r·.i 

II EXEC FCfHRAI\ 
//SCURCE CC ~ 

C WATER QUALITY SINULATICN PROGRAM (WASP) 
co~~Ol\/FLCWl/NR,NG,NCq(sG),NUR(5C,3),CAU(50,3), 

1 TC A ( 5 C ) , NG:, GE ( 1 C ) , N GR C l 0 l , Ct, G ( l C ) t I 0 R ( 5 0 ) 
co~~Cl\/FLCW2/FL(5C),RCUGH(50),SLCP~(5Q) 
COM~Cl\/FLCWJ/JR(50),WT(50,10) 

cc~~C~/FLC~4/ATIM~(5C),8TI~E 

•,CLASS 
=fl 

C Or-' ti CI\ IF LC W 5 I!\ RES , IRES ( 5 C ) , JR ES< l C ) , C ~ P ( l 0) , S to' IN ( l 0) , ST 0 ( l 0 

) ' 
l CIVC10),RRELClC),PSTlJ(l0) 

C 0 ~ r-' C ~ I F L C W 6 I ·N1~ A S T E , H" A S T E ( 5 C ) , J 'r. A S T E ( 5 O ) , AV i, ( 5 0 > , AW C 5 0 ) , PP 
W(5Q), 

1 FKl,wASTE,XFKl 
CC t"' t-1 CI\ IF LC W 7 I C.G ( l 0 , 4 8 ) , Q ;--.: AT C 5 C I , i\ YR 
C OtH~ C I\ I F L C'v·iB I A VT E t1 t> , A T E M P , T P E AK , T E MP , 0 T E r-' P 
CO~MUl\/FLCh9/XIRRIGt5C,48),Q~ASTE(50,48),AVAP,SVAP,CVAP,TAU 

(10,6), 
1 Y~EAN(lCl,ACCi\(10),BCCN(lC),CCCN(l0,6),JTYPEllO), 
2 TCPLEVC 10) ,AC.tiPC lC) ,SCAP( 10) ,CCAP( 10) ,CCAP( 10) ,AOEP( 

1 G) , 
3 BCEP(lO),CCEP(l~) 

CO~MCN/FLCWll/T(40),SIGMAT,z,c,TMEAN,RLNTHC5C),ISTART.XK,XM 

' l cc,F,XK120W(50},300hST(50,48), 
2 CCWST(50,48),R(48l,RCON(5Cl,SCONl50) 
ca~ M Cl'\ /FL 0w12 I XK 2 2 0 R ( 10) 'XK 3 ( 10) t noo s Ta ( l 0) ' c E F s TC ( l 0) 
CO~MON/flCW13/CREG(5C,50),CEFIN(50,50J,DEFCUT(50,50),80DINl 

50,50), 
l60COUT(5G,5C) ,XMINQ(~C,30),LLX(5C,30),XKK(5n,sc> 

Oif'olEt\SIC\ IGf(lOl 
REA0(5,5C0l)NYR,NGT 

5C01 FOR~AT(2I5) 

RC:AC(5,5CC2)( IGTl Il,I=l,NGT) 
5002 FCRMATC10I8) 

CALL TGEN 
CALL TRAi\ 
't4RITE(6,61031 lNGAGEl I), l=l,NG) 
WRITEl6,6105) 
CO 31 I=l,NR 

31 hRITEC6,6l04·) NORII),(\~T(l,J),J=l,NG) 

6103 FORtJATl'l',9X,'EXTERNAL'/ 
ll2X, 1 REAC~•,9x,•ccEFFICIENT CF FLCW AT GAGE'/ 
211X, 'NUM3ER', 10110) 

6105 FUR~,~T( lX) 
6104 FUR~AT(ll5,6X,10Fl0.3) 

WRITE{6,6000) 
60CO FORMAT(lf-'l) 

CALL RCATA 
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CALL SI;.-. 
END 
SUBRClJTINE SIM 

c $$$$$$$liltl$$$~$$$$$ilt$$£ 

co~~O~/FLC~l/~R,NG,NCR(5CJ,NLR(5C,3),0AUC50,3), 
1 TCA(51)) ,NGAGE( lCl,NGR.( 10),C.~Gl liJ) tlCR(SO) 
CO~MC~/FLC~2/Fll5Cl,RCUGH(5Ql,SLCPE(50) 

CO~NO~/FLCW3/JR(5C),hl(5~,10l 

co~~C~/FLC~4/ATIME(5C),8TIME 

C Of"+' r-- Ct\ IF LC W 5 Ii~ RES , IR: S ( 5 ·::: l , JC{ ES l l C ) , CAP l l 0) , S tJ IN l 10) , S TO < l 0 

) ' l DIV(l•)l,RR!:L(F;),PSTO(lO) 
C 0 ~ M 0 ~ I F L C ~ 6 It~ h A S T E: , I ~ .\ S T E ( 5 G ) , J h ;\ S T E ( 5 0 ) p\ V h ( 5 0 ) , AW ( 5 0 ) , P ~ 

w ( 50) ' 
l F K l , 1.~ A S T E , X f K l 
ca~~C~/FLC~7/CG(lC,4Sl,QNAT(50l,~YR 
co~~C~/FLCWB/AVTEMP,ATE~P,TPEA~,TEMP,DTE~P 

co~,...C~/FLC~9/iIRRIG(5C,48),Q~AST~(50,48),AVAP,BVAP,CVAP,TAU 
(10,6), 

l Y ~ E Ar\ ( l 0 ) , AC 0 ~~ ( l C l , 8 CC N ( l C l , CC 0 N ( 1 0 , 6 ) , I TY P E ( l C l , 
2 TCP LEV ( l 0 ) , AC~ P ( l C ) , 8 CAP C l G ) , CCA P ( l 0) , DC AP ( l 0) , A 0 E PC 

10) t 

3 OCEPllO),C~EPClOl 

C Of"~~ 0 r-. IF LC W 11 / T ( '4 8 ) , S I G ~··AT , Z , C , T ~ E Ml, R L NTH { 5 0 ) , I ST ART , X K , X :--' 

t 

1 CC,F,XK120W(5C),BOCWSTC50,48), 
2 OC~ST( 50,48) 1 R(48) ,RCC"IC5C> ,SCON(50) 
CC~MCN/FLU~l2/XK220R(l0),XK3Cl0l,BODST0(1Cl,OEFSTO(l0) 
CO~MO~/FLCwl3/CREG(5C,50),0EFIN(5C,5Cl,D~FO~T(50,50),E00IN( 

50,SC), 
1HODCUT(50,5Cl ,XM!N(~(5C,30) ,LLXC5C,30l ,XKK(50,5Cl. 

co 8 1=1,10 
BODSTC( I l=C.O 
DEFSTC( I l=\::.0 
co a J=1,50 

8 QG(I,J)=O.O 
00 <1 l=l,NR 
co g J=l,~8 

DEF INC I ,J)=O.O 
CEFCLT( I,Jl=0.0 
BOD Ii\ CI, J l =O. G 
BODUL.TCI,Jl=J.O 
BODWST( I ,,J)=O 
COWSTCI,Jl=O 

9 CWASfECI,Jl=O 
CO 7 I= l, 50 
00 7 J=l,30 
X fJ I N C~ ( I , J ) = 0 • 0 

7 LLX( I,J)=C 
REWINC 9 . 
REA0(5,7JO)Z,C,TMEAN,ISTA~T,XK,X~,cc,F,SIGMAT 
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700 FORMATC3F8.0,I5,5F8.C) 
REA0(5,701) (RLNTHC I l ,RCUNC I) ,SCON( I l ,XK120W( I l tlWASH:C I), I= 

l,NR) 
701 FORPATC4FlC.O,I11 

00 1 I=l,NR 
l I F C I i~ A S T E ( I ) • N E • 0 l R E f\ C ( 5 , 7 0 3 ) ( C w ,\ S T E C I , J ) , B C 0 h S T ( I , J l , D 0 i,. S T 

(l,J), 
1J=l,4E) 

703 FORMAT(5X,3FlC.0) 
RE A 0 C 5 , 7 'J 2 ) ( X K 2 2 0 R ( I ) , X K 3 ( I ) , B 00 ST 0 ( I ) , 0 E F ST C ( I ) , l = l , l\R ES ) 

702 FORP~Tl4FlC.J) 
C COMPLTE ~EA~ TE~PERATLRE FOR LTH hEEK OF THE YEAR 

co aoc L=l,48 
XL=L 
ARG=(7.5*XL+C)/57.3 
T(L)=Z*SI~CAkG)+T~EAN 

800 CCNTINUE 
CG 11 K=ld\YR 
CALL RAi\( ISTART,48,R) 
CALL GFLCh(K) 
00 10 L=l,4B 
CALL CTRAf\(L) 
CALL REG(L,K) 
CALL <;;UAL(L) 

10 CONTl~UE 
KOUNl=O 
~RITE(6,4CC) K 

4CO FOR~ATC 1 1•,1ox~·sL~~ARY OF VIOLATIONS FOR YElR •,12//) 
DO 6CO I=l,NR 
CO 60C L=l,48 
IFCXKK(JR(l),l).EQ.O.) GO TO 6CO 
~R!Tc(6,5CO) JR(I),L,XKK(JR( Il,L) 

500 FORMAT('O','VIOLATION IN REACH ',12 1 ' DURH~G WEEK ',I2,T-45, 
1 1-'INH' 

lLM CC= •,F8.4//) 
KOUNT=KCLNT+l 

600 CONTil\UE 
601 IFIKCLNT.EQ.Q) WRITE(t,62C) 
620 FOR~Al('C','THERE WERE NO VICLATICNS OURING THIS YEAR'//) 
ll CONTil\UE 

CO 12 l=l,NR 
WRITE(6,2C) JR(I) 

20 FOR~Al('C','SU~MARY CF MINl~~M FLOWS FCR REACh 1
1 12//,T2C, 

l'YEAR',T35, 1 FLOW 1 ,T45, 1 WEEK'//) 
00 12 K=l,NYR. 

12 WRITE(6,3J)K,X~INQ(JR(l),K),LLX(JR(l),K) 
30 FOR~ATCT2C,I2,T30,F8.C,T45,I2) 

REWH.C f7 
RETURN 
END 
SUBRULTI~E CUAL(L) 
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C Of" f'w'. G f\ IF LC It. l / r~ R, :'I G, :, CR ( 5 C ) , NU R ( SC , 3 ) , 0 AU ( 5 0 , 3 ) , 
l TC A ( 5 C ) , f'l Gt, GE: ( l C ) , '!GR ( 10 ) , CA G ( 1 0 ) , I lJ R C 5 0 ) 
CO~MCf\/fLCW3/JR(5C),~T(5G,10) 

C 0 ~MC NI FI.Cw 5 IN RES , 1 KE S ( 5 0 } , JR ES ( l ')) , Ct\ P ( 10 ) , S fJ IN l 10) , ST 0 C 1) 

) ' 1 Cl'J(l8l,RR[L(lC) 
COMMCN/fLCW7/QG(l0,4g),QNAT(50),NYR 
CG~ :-1 Cr\ IF LC W 1 3 IQ R E G ( 5 ·::; , 5 0 ) , CE F I . J( 5 0 , 5 '.) ) , . 0 E F 0 UT ( 5 0 , 5 0 ) , B 0 0 I N C 

SC,50), 
lOOCCUTC5C,5C),XMINCC5C,3CJ,LLX(5C,30),XKK(50,501 
COMMC~/FLCWll/T(48),SlGMAT,z,c,T~EAN,RL~TH(50),ISTART,XK,XM 

' l cc,F,XK120Wl5:),BOC~ST(50,48), 
2 cc" s r ("5 0. 4 8) 'R ( 4 a) , RCC !\J ( 5 c ) t SC UN ( 5()) 
COf-'MG~/FLCW9/XIRRIG(~0,43),QWASTE(50,48),AVAP,8VAP,CVAP,TAU 

(10,6), 
1 Y ~ EA N ( l. 0 l , !\CC :--.. ( l 0 l , 5 CC N ( l 0 ) , CC 0 N C 1 0 , 6 ) , I TYPE ( 1 0 ) , 
2 TCPLEV(lOl,AC~P(lOl,BCAP(lC),CCAPClO),CCAP(lOl,AOEP( 

3 BCEP(lC),CC~~(lO) 

Cl~ENSIC~ XK12C(50),CCREGl50) 
c COMPur= T[MPERATUR~ AT CUKRENT Tl~E FRAME 

WRITE(6,620) 
620 FORMAT(lhl,' TI~E QWASTE DOWST BODhST 

100 BCDCUT OEFOUT ~EACH•) 
8 TT=T(L)+~(Ll•SIGMAT 

IF(Tf.LT.O)Tf=O 
CO 10 l=l,NR 

C IS Tl-'ERE AN UPSTREA~ R=AC~ 
C ARE THERE ANY BRANC~ES 

Q-SUM =IJ 
bSUM2=0 
SPRDl='J 
SPR02=0 
SPRC3=0 
IFCNUR(JR(!),l).LE.C)GO TO 41 
J= l 
IFCNUR(JR(l),2l.GT.C)J=2 
IFCNUR(JRCil,3l.Gf.C)J=3 
CO 12 K=l,J 
NU=NUR(JR(I),K) 
Ll=IREACl-'CNUl 

12 QSUM=CSU~+QREG!LL,Ll 
CNI=CREG(JK(J),L) 
IF(QSUM.GT.CNllQSL~=CR~G(JR(J),L) 
CN=(QREG(JR(l),L)-QSLM)/J 
QSUM=O 
CO 11 K=l,J 
N U = I~ U R ( J 11 ( I ) , K ) 
LL=IKE/\CIHNU) 

A4-136 

l 0) ' 

XKl XK 
2 Xt'IN 



CQREG(LL)=QKcGlLL,l.)+CN 
SPRCl=SP~Cl+XK1201LL)*CQREG(LL) 
SPR02=SP~C2+BCOOUT{LL,L)*CQ~~GlLL) 

SPR03=~PRC3+DEFUUr(LL,L)•CCREG(LLl 
IF(XKlZC\ll).EQ.O)GO TO 111 
QSUM=CSU~+CQREG(LL) 

111 CSU~2=WSL~2+CCREG(LL) 
11 CCi"ITif\UE 

C COMPUTE T~t DEDXYGENATION VELOCITY CONST~NT OF THE MIXED 
C FLCW AT THE UPPER E~O OF EACH REACH 

41 hCLC=IDRCJR(l)) 
IFCGSUM.EC.O>CSUM=.CC5 
IF(QSUM2.EQ.O)QSUM2=.5 
XK120(JR( I) l=.(SPRC1+XK120W(JR( I l l*GWASTE(JR( I) ,L) )/(QSU~+ 

1 CwASfE(JRCil,L)) 
C C 0 RR EC T ;( K 1 2 0 F 0 R T E ~ P ER A TL}{ E 
C CCMPUTE CISSULVED OXYGEN SATLRATIC~~ VALUE 

COS=l4.65-.4l~TT+.008*TT•*2-.CCOCB•TT**3 
42 A~G=.C46•(TT-2C) 

XKl=XK12C(JR(l))*EXP(A~G) 

C CCMPUTE Jc;o + DEFICIT AT THE UPPER ENO OF THE CURRENT REACH 
IF({~REG(JRIIl,Ll.EQ.CJ GO TO 50 
8 0 0 I N ( J R ( I ) , L ) = ( S P R 0 2 + 3 0 IJ \.\ ST ( J R ( I ) , L l * Q \'I A ST E ( J R ( I ) , L ) ) I 

1 (QREG(J~(l),L)tQ"ASTE(JR(l),L)) 

CE F IN ( Ji~ ( I ) , L ) = ( SP R 0 ~ + ( 0 0 S-0 0 Yi ST ( JR ( I ) , L ) ) * Q 'rt ASTE ( JR ( 1 ) , L ) ) 
I 

1 lQREG(Jq(Il,Ll+QhASTF.CJR(I),L)) 
GG TC 51 

50 BODIN(JR(I),L)=Q. 
C E F I N ( J F: ( I l , l } = 0 • 

C IS T~ERE li. RESERVOIR AT THIS REACH 
51 IF(IRES(JP.(I) ).GT.O)Cl\Ll K.QUAL(L,TT,XK1,JUDI\l 1 CEFIN,CSUM2, 

1TIME,I,BCCCUT,OEFOUT,XK2,+10Cl 
IF(IRES(JR(l)J.GT. 0) GO TO lCO 

C CCMPUTE VELOCITY OF FLOW 
2222 V=XK*(C,:REG(JR( Il ,L)+G\o.ASTE(JR( I} 1 l) }iHXM 

IF(V.EQ.1.0lV=XK•(QREG(HOLO,L)/2.l••XM 
!F(V.EQ.OJGO TO 43 

C CCMPUTE TI~E CF FLOW 
TIME=(RLNTH(JR(!)}/V)/864CO 

C CCMPUT~ DEPTH OF FLOW 
XH=CC*(QREG(JR(I},L)+GWASTE(JR(l),L)}••F 
IF(XH.EQ.C.Q)XH=CC•(CREG(HOLC,L)/2.)**F 

C CCMPUTE ~EAE~ATIUN VELOCITY CONSTANT 
XK220=(1.3•V)/(XH••l.33) 

C CORRECT T~E REAERATICN VELOCITY CONSTANT FOR TEMPERATURE 
ARG=.024•CTT-20) 
XK2=XK22C•=XP{ARG) 
GO TC 44 

C NO FLCW IN REACH 
43 TIME=?.6 
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XK2=XK1 
44 IF(XK120(J~(I)).NE.O)GC TO 142 

BODCLT(J~\I),L)=O.O 
DEFOLT(JP(l),L)=O.O 
XKl=O 
GO TC lCO 

142 ARG=-XKl*TI~E 
BODOUT(JR(J),L)=(BOOIN(JR(I),L)-RCON(JR(l))/XKlJ*EXP(ARG)+R 

CCN(JR( 
lll>/XKl 

IF(XK1.EG.XK2)G0 TO 16 
ARGl=-XKl*TIME 
ARG2=-XK2*TIME 
CE F = ( ( X K 1*B0 0 I N ( JR ( I ) , L ) ) -RC C N ( JR ( I ) l ) I ( X K 2- X K 1) 

CEF=CEF*(EXPIARGll-EXP(ARG2) l 
OEF=GEF+ ( C KCl]N (JR (I)) +SCON (JR {I))) /XK2l*C1.0-EXP { ARG2)) 
DEF GUT ( J .~ l I l , L l = DEF+ ( OE F I N ( JR ( I ) , L > * C X? ( ,\ ?. G 2 l ) 
ARG=XK2/XKl-(XK2*CEFIN(JR(l),L)-RCON(JR(Ill-SCCNtJn( l)))•(X 

l/lXKl*(XKl*BDDIN(JR(l),L)-RCCN(JR(l)))) 
I F ( A '.~ G • L E • 0 l GO T 0 1 C C 
TCRif=(l./(XK2-XKll)*ALOGCARGl 
tFlTCRIT.GT.TI~ElGO TC lCO 

C CRITICAL CEFICIT OCCLRS IN T~IS REACH 
ARGl=-XK l*TC~ IT 
ARG2=-XK2•TCR IT 
CEF=( (XKl•BGOIN(JR( I l ill )-R.CCNIJR( I>) )/(XK2-XK1> 
DEF=OEF*(EXP(ARG1)-EXP(ARG2)l 

K2-XK1) 

DEF=CEF+( CRCON(JRCl))+SCON(JR(l)))/XK2)•(1.0-EXP(ARG2)) 
CEFCUT(J~(l),L)=OEF+(DEFIN(JR(l),L)*EXP(ARG2)l 
GO TlJ lCC 

16 ARG=-XKl•TIME 
CE F = ( XK l * T IM E *BOD INC J ~ ( I ) , l) ) - ( TI IVE* RC ON ( JR ( I ) ) ) 
CEF=CEF+CEFI~(JR(J),L) 

OEF=CEF+ ( ( RCOI\ (JR (I) l +SCON (JR (I)) )·/XK 1) 
DEF=LlEF*EXP(A~G) 

OEFOUT(J~(ll,Ll=OEF-l~CON(JR(l))+SCONlJRtill l/XKl 
TCRIT=(l./XKl)-CEFIN(J~(I),L)/(XKl*BODIN{JRCI),Ll-RCO~CJR(I 

) )) 
1 +(~CC~CJR(l))+SCON(JR(!)))/(XKl•(XKl•SOOIN(JR{l),L)-RCCN( 

2) 
ARGl=-XKl~iCRIT 

IF(TCRIT.GT.TIME)GO TO lCO 
C OTHEP-hlSE RECOMPUTE CEFOUT 

JR(I))) 

OEFOUT(J~(l),L)=(XKl•(BODINCJR(l),L)-RCONCJR(l))/XKl)•TCRIT 
+ 

1 DEFl~(JR(l),L)+IRCCN(JR(l))+SCUN(JR(l)))/XKll•EXP(ARGl) 
2 -(RCON{JR(l)l+SCmHJR(l)))/)SKl 

C CCMPUTE ~INIMUM 00 
lCO IF(CEFOUT(JR( !),L).LT.OEFIN(JR(I),L)) XMll\lJO=COS-DEFltdJR(I 
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) 'L ) 
IF<DEFOUT(JR( l),L).GE.OEFIN(JR(l),L)) X~I~OC=DOS-D~FOUT(Jq( 

I ) , L ) 
WRITE(6,COOlTIME,QWASTE(JR(I),L),JOWST(JR(I),L),BODWST(J~(I 

) 'l , ' 
1 XKl,XKZ,XMINOO,BCOOUTlJRCiltll,DEFCLTCJR(l),L),JR(l) 

600 FOR~AT(l~ ,9F8.4,~X,I2) 

150 XKK(JR(!),L)=O. 
IFCX~I~CC.LE.4.0) XKK(JR(l),L)=X~INDO 

10 CONTif\UE 
RETUHf\ 
ENC 
SUBROUTI~E RQUAL(L,TT,XK1,GOCIN,CEFI~.as~~2. 

1TIME,I,GCCCUT,OEFOLT,XK2,~) 

co~~C~/FLCW3/JR(5C),~T(5Q,10) 

COt-'MCf\/FLm~5/NRtS,IRESC50) ,JRES( 10) ,C.AP( 10) ,Sf'J.IN( lOl ,STO( 10 
) ' 

1 CIV(l0),RREL!1C),PSTOC10) 
CO~MC~/FLGW12/XK22C~Cl0),XK3(10l,300ST0(10),0EFSTOC10) 
OIME1'\SION OEFIN(50,5Cl,OEFUUTlS0,50) ,50DIIH50,50) ,BODCUT(50 

'50) 
CALL TRESCIRtS(JK.(!)),IR) 
ARG=(.Q24*(TT-20.)) 
XK2=XK2~QR(IR)•EXP(ARG) 

AVGSfC~(PSrO( IR)+STOCIR) )/2. 
IF(AVGSTC.LE.C)GU TO lCO 
IFCSTC(IRl.EQ.O.ANC.RREL(lRl.NE.ClGO TO 100 
Z=(QSUM2*3600.*24.)/(AVGSTO*lO**b) 
w=C C~RELC IR)+CIV( IR) )*3600.ii-24.) /(AVGSTO*l0*11-6) 
XFK3=(XK3CIRl*AVGST01/CAP(IR) 
A=XKl+'ri+XFK3 
B=XK2+\~ 
TIME=ll.57*STCCIR)/QSL~2 

IFCTI~E.GT.30.0JTIME=30 • 
.ARG=-A*T ll''E 
IF (BCCSTC (IR) .LT •• 001) BODSTOC IR)=C.O 
CEfg=OCCSlC(lRl-l•BOClN(JR(l),L)/A 
OEF9=CEF9*(1-EXPCARGl)/CA•TIME) 
BODGLT(J~Ciltll=DEFg+z*SUDIN(JR(l),L)/A 

ARG2=-b*Til"E 
IF(CEFI~CJR(l ),L).LT •• CQl) GC TO S8 
OEFl=!CEFSTO( IRl/D)-(Z*DEFl~(JR(J),L)/(O*Bll 
DEfl=CEFl+(XKl*BOCSTC(lR)/(A*B))-(XKl*Z*CODINCJR(l},L)•(A+B 

) 

1/(A*Bl**2) 
DEF 2 = ( Z *CE F Ii~ C JR ( I ) , L ) I 8 ) -0 E F S TO ( IR) 
OEF2=CEF2+(XK1/l~-B) )-i.( CZ*GOCHHJR( I ),L)/())-OOOSTOl IR)) 
DEF2=CEF2*EXP(ARG2l/H 
CEF3=(Z*TI~E/u)*(DEFIN(JR(l),L)+(XKl*uODINlJR(l),L))/A) 
DEF4=(l*BC~IN(JR(I),L)/Al-COCSTO(IR) 

CEF4=CEF4*XK1*EXP(ARG)/(A*(B-A)l 

A4-139 



DEFOLT(J~(IJ,L)=ICEFl+CEF2+DEF3+CcF4l/TIME 

GO TO 102 
98 CEFOUT(J~(I),L)=O.Q 

102 lF(OEFST:tlR).LT •• IJOl)GO TO sg 
CEFSTG(l~)=CEFSTO(lR)•EXP(ARG2l-l•CEFIN(JR(l),l)*EXP(ARG2)/ 

S+ 
lXKl•BCDSTC( I~l•EXP(A~G2)/(A-Bl-XKl•Z•BODIN(JR(ll,Ll•EXP(ARG 

2)/(6* 
2(A-Ol )+XKl•BUOSTU(IR)•EXP(ARG)/(B-AJ-XKl•Z•BODIN(JRlI),L)*E 

X P ( Af< G) 
3/(A•(G-A) )+Z•CEFIN(JR(l),LJ/B+Z•XKl•BODINIJR(ll,L)/(A*B) 

GO TO lC3 
S':I CEFSTC( l~ )=0.0 

103 BOGSfGll~)=BOOSTOllR)•EXP(ARG)+CZ•BOOIN(JR{l),L)*(l.-EXP(AR 
G)l)/.~ 

GC TC 101 
10 0 £3 U DOLT ( JR ( I l , l ) = B 0 r: If\ ( JR ( I l , L ) 

OEFCUT(JR(I),L)=DEFI~(JR(IJ,L) 

t:.iCCSrC(l~l=O 

CEFSTG( I~ ):::0 
Z=O 
W=O 
XFK3=C 
TIME=O 
A=O 
B=O 

101 RETUKN 
END 
SUBRCLTI~C AEG(L,KYR) 
CO~MCN/FLCW1/NR,NG,NCR(50J,NUR(5C,3) ,OAUl50,3), 

1 l C ~' ( 5 C l , NG AGE I l ~ l , NG R ( 1 0) , CA G ( 10 ) , I 0 R ( 5 0 ) 
co~~C~/FLC~3/JR(50),hl(5C,10l 
C 0 tJ f' C !\ I r L L W 5 II~ R E S , I R [ S ( 5 ·) ) , J R E S ( 1 0 ) t C .4 P ( l 0 ) , S f.': I N ( 1 0 l , S T 0 ( 1 0 

) ' 
1 ClV(ll)),RREL(l'J),IJSTO(lO) · 
CO~MC~/FLCW7/CG(10,42),QNAT(50J,NYR 

co~~O~/FLC~l3/CR~G{5n,50),DEFIN(5C,50),0EFUUT(50,5Q),BODIN( 
50,50), 

l B 0 CCU T ( 5: 1 5 0 l 1 Xtl, I N Q ( 5 ·J , 3 0 ) , L l X ( 5 G r 3 f) ) 1 X K K ( 5 0 1 5 ()) 
co~~C~/FLC~tj/XIRRIG(5C,48),QhASTEl50,48),AV~PtOVAP,CVAP,TAU 

(10,6), 
1 YMEANi 10) ,l1CCN( 10) ,BCCN( 10) ,ccot-!C 10,6) '!TYPE( 10)' 
2 TC FL EV ( 10 l , AC AP ( l 0 l , BC AP ( l IJ I , CC AP ( 10) , 1..1 GAP ( l 0 I , ADE P ( 

3 BCEP(l0),CCEP(l0) 
OI~ENSION DQ(50),AREA(l0),0EPC101 
XL=L 
XLRAD= ( XL*7 .5-H3VAP l /57. 3 
E V ;.\ P = AV A P * S li'·I ( XL RAC l t CV A P 
DO 100 I=l1NR 
QNAT (JI{( I) l=QNJ\T( JR( I l l-XIRRIG( JR( I), L l 
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I F ( C N A T ( J I~ ( I ) ) • L T • 0 ) C N A T ( J R ( I ) l = 8 
C THE INCEX OF TH~ CURRE~T REACH IS JR!Il 
C IS ThER~ A REACH UPSTREA~ 

IF!NUR(J~(l),ll.GT.Ol GO TO 10 
C ~0-IS TrERE A RESERVG[R AT ThIS REACH 

I F ( I :< f S l J f{ ( I l l • G T • 0 l G O T 0 2 0 
C NO 

OQ(JR( 1) l=O. 
QREG(JR( Il,L)=QNAT(J~(!)) 
GO TU 4SS 

C THERE IS A REACH UPSTREA~ 
C IS THIS A RESERVOIR 

l 0 I F ( i R E S ( J !q I ) l • G T • 0 ) G 0 T 0 3 C 
C NO-COUNT UPST~EAM REACbES 

J=l 
IFINUR(J~(IJ,2).GT.0) J=2 
IF(NUl{(JR(l),3).GT.O) J=3 
CC(JR!Ill=O. 
CU 11 K=l,J 
NU=NUPIJ~(Il,K) 

LL=IREACr(l\Ul 
11 CQ(JfUlll=CG;(JR(l))+CQ(Lll 

QREG(JR(Il,Ll= QNAT(JR(l)l+OQ(JR(l)) 
GO TC 4-.J9 

C THIS IS RESE~VCIR , NC LPSTREAM REACH 
20 GIN=Q~AT(JR(I )) 

GO TlJ 40 
C THIS IS RESERVOIR, REACH UPSTREAM 
C COU\T REACt-ES 

30 J=l. 
IF(NUR(J~(l),2).GT.0) J=2 
!F(NUR(J~(l) 1 3).GT.OJ J=3 
QIN=CNATCJRtI)) 
CO 31 K=l,J 
NU=l\U'<(JR(Il,Kl 
LL=IRt:AChlNUl 

31 Qlf'J=CirHCQ(LL) 
CREG(JR(J),L)=CIN 

C OPE~ATE RESERVCIR 
40 CALL T~ES!IRES(JR( I) ),IR) 

PSTC( !Rl=SHJ( IR) 
C E P ( I R l = ( A C 1\P ( I R ) -t ( £\ C A P ( I R ) * S HJ( l R l + C C A P ( I R ) l * * • 5 ) I DC A P ( I R ) 
AREA( lf\)=i\CEP( IR )+OCEPC IR)•DEP( IR.)+CDEP( IR)*DEP( lR)tB·2 
QVAP=AREA(lR)*EVAP 
QINV=CIN•.657-CV~P 

CALL CIVR~L(IR,L,RRELV,DEP) 
STU( IRl=STG( IR)+(C.:IN\J-CIV( IR) l 
If(STCIIRl.GT.CAPIIR)lGO TO 3CO 
IF<ITYPE( 1Rl.GT.3)GC TO 310 
IF(STCIIRl.GT.TCPLEV(IRl.AND.ITYPECIR).EQ.l)GC TO 302 
IF(STC(IR).GT.SMIN(IR))GO TO 303 
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C NO RELEASES-~O DIVERSIONS 
301 ,0.RELV=O 

STD( IRl=STO( IR)+DIV( IR) 
IFCSTC(I":).LE.O)GO TC 307 
GO TC 31C 

C RESERVOIR EMPTY 
307 STD( IR)=IJ 

GO TO 31C 
300 IF(ITYPE(lRl.EQ.l)GO TO 4CO 

RR El V =ST 0 ( IR l -CAP ( IR l 
GC TC 31C 

• 4CO RRV=2C*~KELV 

RTEt-'P=STC ( IR>-CAP( IR) 
If (RTEMP.GT.~RV)GC TC 401 
RRELV=RfW 
GC TO 31C 

401 RRELV=RfctAP 
GO TlJ 31S 

303 IFCITYPclIRl.NE.3lGO TO 4C3 
C IS T~E TlfE aETWEEN CCT. l + NOV.l 

IFCL.Gt.37 .AND. L.LE.40)GU TO 3C5 
C NO-IS T~E TIME BETWEEN APR. l + OCT. 1 

IF(L.LT.13 .OR.L.GT. 36)GO TC 308 
C YES-TIMt IS 3ETWEEN ~PR. l + OCT.l 

IF lSTC( IR l .Lt .CAP (IR l lRRELV=C 
GU TO 31G 

C TIME IS BET~EEN OCTCCER 1 + NOV. 1 
305 SDIF=STC( If~)-Sf'llN( IRl 

RRELV=SCIF/(41-Ll 
GO TO 310 

302 RRV=20•RP.ELV 
RTEr-'.P=SlC (IR )-TOP LEV (I~ l 
IFlRTEMF.LE.RRV)GO TC 402 
RRELV=RRV 
GC TC 310 

402 IF(RfEMP.LT.RRELVlGO TO 310 
RRELV=RTEf'AP 
GO TO 310 

403 IFllTYPE(!R).EQ.l}GO TO 309 
RRV=STO( IH)-Sfv'IN( IR) 
IF(RRELV.LE.RRV)GO TC 310 
RRELV=RHV 
GC TO 311'.: 

309 STOIIR)=STC(IR)+QINV-RRELV 
IFlSTC(I~l.GT.TOPLEV(IR))RRELV=STOCIRl-TOPLEVCIR) 
GO TC 312 

308 RRELV=STO(IRl-SMINllR) 
310 STO(IRl=STClIRl-RREL'J 
312 RREL(IR)=RRELV/.651 

DQ(J~(l))=RREL(IRl-CNATIJRII)) 
4~9 IF(L.GT.l) GO TO 500 
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X tJ IN(.; ( JR ( I ) , KY R ) =QR E G ( JR ( I ) , L ) 
LLX( JR( I) ,KYR l=L 

500 IF(X~I~~(J~(J),KYR).GT.CREG(JR!I),L)) GO TO 502 
GO TC 9~ 

.502 X~INC(JR( l),KYRJ=CREG(JR(I),L) 
l l X ( JR ( 1 ) , KY R l =L 

99 IF(~REG(J~(l),L).LT.C.OlCREG(JR(l),Ll=C.Q 
100 CONT H;UE 

JR(44)=0 
CREG(J~(44),L)=O.O 
WRITE(6,6C0) L,KYR 

600 FORMAT(l~C,'REGULATEC FLOhS FO~ WEEK',I3,' OF YEAR 1 ,I4//,2X 

14( 'REACI-' ,2X, 'REG. FLOW' ,7X)) 
DO 50 I=l,11 
Il=I+ll 
12=1+22 
13=1-+33 
WR IT E ( 6, 6 10 ) JR C I ) , CR c G ( JR ( I } , L l , JR C I l ) , QR E G ( JR ( I l l , L} , 

lJR( 12l,C1EG(JR(l2l,L l,JR( 13} ,QRl:G(JR(l3) ,L) 
61 0 F 0 R fA AT ( ' ' , 2 X , 4 ( I 3 , 4 X t F 8 • 0 , 8 X ) ) 

50 CONTit-.lJE 
~RITtC6,SCO}(JRESCil,STO(l),RRELC!),OIV(!) ,I=l,NRES) 

800 FURMAT(lhC, 1 AT THIS TIME THE CONTENTS OF OUR RESERVOIRS ARE 
AS FCL 

1LOWS 1
,/

1 RESERVOIR STORAGE RELEASE DIVERSION',/( 
1 lH ,I9,Fl0.3 9 Fll.3,Fl3.3)) 

RETURI\ 
ENC 
SUBROLTI~E RAk(IX,N,R) 
0 It-' E i\ S I C i\ ~ ( 1 ) 
DO 10 I=l,N 
R( Il=O •. 
cc 20 J=l,12 
R( I )::R( I) +RRN (IX) 

20 CONTINUE 
10 R(I)=K(l)-6. 

RETURN 
END 
FUt\CT ICN RRi'J( IX) 
IX=IX•6:>:>3g 
IFCIX)5,6,6 

5 IX=IX+2147~83647+1 
6 ~RN=IX 

RRN=RRN•.4656613E-9 
RETUHN 
END 
FUNCTION STC(T) 
Cif.IENSIC~ T(48) 
TBAR=O 
CO 1 I=l,48 
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1 TBAR=TElAR+T(IJ 
TBAR=T8AR/48. 
TSUM=O 
CO 2 I=l,48 

2 TSUM=TSUi"+(T( I l-T£JAR )**2 
STO=SCRTITSUM/47.l 
RETUHN 
ENO 
SUBROCTI~E RDATA 
co~~CN/FLCW1/~R.~G,NGR(50),NLR(5C,3l ,OAU(50,3l, 

1 TD A ( 5 0 l , NG AGE ( 1 C l , ~JG R ( 10 l , 0 AG ( 10 ) , I DR ( 5 0 l 
C 0 r' t1 C NI F LC W 5 I N RE S , IR E S C 5 Q ) , J R ES ( l 0 ) , CAP ( 1 0 ) , S tJ I N ( 1 0 ) , ST 0 ( l 0 

) ' 
l CIV(lO),RR.El(lC),PSTO(lO) 
CO~MCN/FLDW9/XIRRIGISC,48),QWASTfi50,48),AV~P,BVAP,CVAP,TAU 

(10,6), 
1 Y~EAN( 1:0) ,ACCf'd 10) ,BCCN(lQJ ,CCONCl0,6), ITYPEClCl, 
2 TGPLEV(l0l,ACAP(l0),5CAPC10),CCAPllO),OC/\P(l0),AOEP( 

3 OCEP!lGJ,CCEP(lQ) 
DU 30 I=l,NR 
00 30 J=lr48 

30 XlRRIGCI,Jl=O 
REACI 5,5CQ)l\RES, (IRES( I), I=l,NR) 

5CO FORMATCI5/(16I5)) 

10) ' 

RE AC ( 5, 5 '.J 1 ) (JR ES ( J ) , IT Y PE ( J ) , CAP ( J l , ST 0 ( J l , S fl.' IN ( J ) , TOP LEV I J 
) , 

1 J=:l,NRES) 
501 FOR~AT(2I5,4Fl0.2) 

R E A C ( 5 , 5 C 4 l ( AC C :~ ( I ) , 2 C 0 N I I l , I = 1 , N RE S ) 
504 FORMAT(8Fl0.4) 

READ(5,505) (YMEAN(L) ,ACAP(L) ,I3CAP(L) ,CCAP(L) ,OCAP(L), 
1 ~DEPCLl,BDEPILJ,CDEPILJ,L=lrNRES) 

505 FORMAT(8fl0.2) 
RE AC ( 5, 5 C 3 l AV AP, 3 V fl. P , CV AP, ( ( TAU ( I ; J ) , CC 0 N ( I , J ) , J = 1 , 6) , I= 1, N 

RES) 
503 FORM~T(3FlC.0,/(6Fl0.C)) 

REAC(5,5j2)NADJST,(L,NSTA,XIRRIGlNSTA,Ll, 
1 I=l,NAOJSTl 

502 FORMAT(l5/(15,I8, Fl4.4)) 
RETURN 
ENO 
SUBRCUTINE DIVREL(IR,L,RRELV,OEP 

C 0 MMC NI FL C ~ 5 I N RE S , IR ES I 5 0 ) , JR E S ( 1 C ) , CAP ( 10 ) , S 11' HH l 0 ) , ST 0 ( l 0 

) ' 
1 DlV(lO),RREL(l(q,psrollOl 
co~~CN/FLCW9/XIRRIG(5C,48),QWASTE(50,48),AVAPtBVAP,CVAP,TAU 

(10,6)' 
1 Yt-'EANll0},ACON(l0),E3CON(lCl,CCON(l0,6),ITYPE(l0), 
2 TOPLEV( 101 ,ACflP(lOl ,BCAP( 10) ,CCAP( 10) ,CCAP( 10) ,AOEP( 
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3 BCEP(lOJ,C[EP(lO) 
CIME~SIC~ CEP(lO) 
ITYP=ITYPE( FU 
XL=L 
GC TC (l,2,3,4t5>,ITYP 

l RRELV=ACCN(lR)*0.657 
THETA=(XL•2.*3.1416)/48. 
DIV( IR)=YIVEA0J( IR) 
CO 10 I=l,6 
ARG=Tt-EL~-TAU( IR, I l 

10 DIV( IRl=CIV(IRl•CCCN(l~,Il•CCS(ARG) 
GO TC 101 

2 BCCN1'-i=HCC>i (IR) 
RR EL V = 0 • 5 5 7 * 1\ CC i·J ( I R l *CE P C I R ) * * 3 CC r, N 
L:IV( IRl=S 
GO TC 101 

3 RRELV=O 
CIVllRl=C 
GO TU lCl 

4 RRELV=O 
THETA=!XL•2.•3.1416l/48. 
DIV ( IR l = Y f/ E Ai~ ( IR) 
Dll 40 I=l ,6 
ARG=THETA-TAU(IR,I) 

40 CIV( IR l=C IV( IR l+CCON (IR, I l*CCS( ARGl 
GO TO lGl 

5 THETA=(XL*2.*3.1416)/48. 
RRELV=YMEAN(!R) 
co 50 1=1,6 
ARG=Tt-ETA-TAU(IR,Il 

50 RRELV=Rl~ELV +CCCt-.( IR, I )•COS U<RG) 
DIVCIRl=O 

101 RETURI\ 
ENC 
SUBRC~TI~E S(KT,NN,A,s,c,r~,JjV,KV,OET) 

l 0) ' 

DIMENSION A(KTtKf),B(KT,KT),C(KT,KT),INl100),EIVP(l00) 
IMAX= IM 
JMAX=JN 
KM AX= Kt-' 
GOTG(30,32,34,36,38,4C,42,44,46,50,52) 1 NN 

30 CO 31 I=l,I!Vt,X 
C 0 31 J = 1 , J :: A X 

31 A(l,Jl=B(I,Jl+C(l,J) 
GO TC 805 

32 C033I=l,ItJAX 
C 0 3 3 J = 1 , J ~, A X 

33 A(l,Jl=B(ltJl-C(l,J) 
GG TC 005 

34 COlO l I=l, IMAX 
CC35J=l,K~'AX 

A4-145 



EMP(Jl=C. 
0035K=l,JtJAX 

35 EMP(J)= E~P(J)+B(l,K)*C(K,Jl 
COlOlK=l,KMAX 

101 A(l,Kl= ~~P(K) 

GO TC 8C5 
36 C037I=l,lt-"AX 

C037J=l, It-'f>X 
37 A(l,Jl=iJ(lt-Jl 
59 IN(l)=O 

IMAXC=IMAX-1 
TEMP=/\(1,1) 
C070I=2, lt-'AX. 
IF(AOS (TEMPl-ABS (A(!,1)))71,70,70 

71 IN(ll=I 
TEMP=/\( I, ll 

70 CONT 11\UE 
IF(I~(l)l73,72,73 

73 IS=INCll 
C074J=l, H'AX 
TEMP==/\(l,Jl 
A(l,Jl=A(IS,J) 

74 .ld!S,J)=TEMP 
72 If(A(l,l))S8,S9,98 
<i8 C0751=2, ltJAX 
75 A(l,l)=A(l,l)/A(l,l) 

001001=2,IMAX 
IPO=I+l 
IMO=I-1 
D080L=l,Il"u 

80 A(l,Il=A(l,I)-(A(Ltll*A(J,Lll 
TEMP=A(l,Il 
I F t I - I ti. A X l 5 5 , 8 3 , 5 5 

55 IN(l)=() 
C081IS=IPC, IMAX 
CC85L=l, ItJC 

85 A(IS,I)=A(IS,Il-Atl,IlitA(IS,Ll 
IF(ACS (TE~Pl-ABS (A(IS,Illl82,Bl,Bl 

82 TEM?=A(IS,Il 
IN(ll=IS 

81 CONTINUE 
ISS=li\( I l 
IF( ISSl84,83,84 

8 1t . C 0 8 8 6 J = l , I t-1 A X 
TEMP=A(l,J) 
A(I,Jl=A!ISS,Jl 

886 A( ISS,Jl=TEMP 
83 IF(A(I,Il )97,SS,97 
97 IF(l-I~AX)54,1C0,54 

54 00861S=IPC,IMAX 
86 A ( IS, I l =A ( IS, I l I A (I, I l 
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C089JS=IPL,IMAX 
0089L=ltlf'IO 

89 A(l,JS)=A(I,JSl-(A(L,JSl*A(l,L)) 
100 COIHll\UE 

00600JP=1, rnr .. x 
J=IMAX+l-JP 
A(J,Jl=l.C/A(J,J) 
IF(J-1)6J3,70C,603 

603 C0600IP=2,J 
I=J+l-IP 
IPO=I+l 
TEMP=O.c; 
00602L=IPC,J 

602 TEMP=TE~P-A(I,Ll*A(L,J) 
600 A(I,J)=T~t'P/~(1,I) 
7 0 0 0 0 15 1 J = l , I t'. A X 0 

JPO=J+l 
00151I=JPC,IMAX 
TEMP=O.O 
IMO=I-1 
D0154L=J, lt-'0 
lf (L-Jll52,153,152 

152 TEMP=TE~P-A(l,L)*A(L,J) 
GO 10154 

153 TE~P=TEMP-A(I,L) 

154 CCNTI!\UE 
151 A( I,J)=Ttt'P 

OOCJOl I=l, I~l\X 
OO<JGOJ=l,IMAX 

EMP(J)=O.O 
D 0 8 9 Y t-; = I , I tJ A X 
IF(N-J)8SS,897,89D 

898 EMP(J)= E~P(J)+A( I,Nl*A(N,J) 
GC TC899 

8 9 7 E fl P l J ) = E f' P ( J l +A ( I , I\ ) 
8Ci9 CONTit\UE 
9CO CONTil\UE 

OG901J=l,IMAX 
901 All,J)= E~P(J) 

005001=2, IMAX 
~=lt-'AX+l-I 
IF ( IN U1) ) '.)a 2 ' 5 c 0, 5 a 2 

502 ISS=Il\(f".,) 
005C3L= l, IM1\X 
TEMP=A(L, ISSl 
A(L,ISS}=/.l(L,"1) 

503 A(L,t-l)=TEt'P 
500 CONTil\UE 

DET=O. 
GO TO 805 

120 CET=l. 
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S9 WRITE (6,606 ) 
8C6 FCRMAT(l8HC SINGLLAR MATRIX) 
805 RETlJRf\ 

3 8 0 0 3 9 l = l , I '1 A X 
C039J=l, It'-'.AX 

39 All,Jl=ull,Jl 
N=IIVAX 
OET=l. 
Il=l 

r 13=11 
S U ~1 = A e S ( A ( I 1 , I 1 ) ) 
DO 3 I=Il,N 
IFCSut1 -ABS (A( I, l ll) )2,3,3 

2 13=1 . 
SUrv'=ABS (A( l, 11)) 

3 CONTI!\UE 
IF( I3-Ill4,6,4. 

4 005J=l,f\ 
sur1 =-AI 11,Jl 
A(ll,Jl=A!I3,Jl 

. 5 A!I3,Jl=Sut' 
6 13=11+1 

0071=13,i\ 
7 A!Idll=A(I,11)/A(Il,Il) 

J2=Il-l 
IF(JZ)a,11,e 

8 009J=I3,I\ 
0091=1,JZ 

9 A(ll,Jl=AI Il,J)-A(Il,Il*A{I,J) 
11 J2=Il 

Il=Il+l 
00121=11,N 
C012J=l,J2 

12 A(I,Ill=/\(l,Il)-A(I,J)*,'dJ,Il) 
IF( 11-Nll, 1'1, 1 

14 13=1 
J2=N/2 
I F ( 2 * J 2-1\ l 15, 16, l 5 

15 I 3=0 
DET=A<N,!\) 

16 C017I=l,J2 
J=N-1+13 

17 OET=CET*~( I,ll•A(J,J} 
GO TC 805 

40 IF( IMAX-JllAXl41, 102,1C2 
41 IP-=U'AX 

GO TC 1C3 
102 IP=J~A.-< 
103 C0106K::l, IP 

DU10 1d=K, H'AX 
104 Et-JP(l)=D(I,Kl 
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D0105J=K, J1111AX 
105 A(J,Kl=B(K,Jl 

C0106I=K, Ii'-'AX 
106 ACK,l)= E~P(I) 

GO TC 805 
42 00431=1,IMAX 

CC43J=l, Jr·' AX 
43 ACI,J)=!J(I,Jl 

GO TC 805 
44 0045[=1,!M/\X 

C045J=l,Ji'JAX 
A(I,J)=O. 
BlJ,J)=C. 

45 C ( I, J) =C. 
GC TO 805 

46 I C=2 
20 REAC (Kll,'\X,4?·) lt,(ll,Ii'J(5),EMP(lltl:~(2),IN(6),E!'-4P{2), 

l IN(3),I~(7),EMP(3),IN(4),IN(8),EMP(4) 

4 7 F c R r.11 ~ T ( 4 ( I 3 ' I 3 , E l 2 • e ) ) 
r F < r i~ < 1 > > ec 5, e c 5, 2 3 

23 GO T0(1S,24l,ID 
24 l~=PH 1) 

Jf"=li'-i(5) 
ID=l 

19 D021I=l,4 
Il=If\J(l) 
Jl=IN( 1+4) 
IF( 11 )21,21,18 

18 A{Jl,Jl)= EMP(Il 
21 CONTIMJE 

GC TC 2C 
50 CO 62 IP=l,JMAX,7 

JPO=IP+6 
lf(JPC-JMAX)61,6l,60 

60 JPO=J,...AX 
61 WRITE (KMAX,63)(J,J=IP,JPO) 

DO 62 l=l,IMAX 
WRITE (KMAX,64) I, (A( I ,J) ,J=IP,JPO) 

62 CCNTit\UE 
GO TlJ 605 

63 FOR~ATl5hC RD~7(8X,4~COL.I3,lX)) 
64 FORMAT(l4,4X,7El6.8) 
52 CG531=1, I,._.AX 

C053J=l, .J~IAX 
53 A(J,J)=l3(1,Jl•CET 

GO TC 805 
END 
SUBROLTif\E TRAN 
co~~C~/FLCW1/NR,NG,NCR(5Q),NLR(5C,3),CAU(5Q,3), 

l T 0 A ( 5 0 ) , NG A G E ( l fJ ) , N G R ( l 0 ) , 0 /1 G ( l 0 l , I 0 R ( 5 0 ) 
CC~MCN/FLCW2/FL(5C),RCUGHC50),SLCPE(50) 
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CO~MCN/FLCW3/JR(5Cl,~T(50,10l 

CUJENSllJN JGU( 10) ,r~IL(50) ,NIC(50) 
c *********tt************=** 
C C 0 MP U T E F L QI.. I N L A S T R ~ ,\CH D 0\-JN S TR E A M 
c ************************* 

I= JR(l~R) 

c IS TrERE A GAGE IN TrIS REACH 
J = 0 
CC 5 JJ=l,NG 
IF (NG~(JJ) - NOR(l)) 5,6,5 

6 J = JJ 
5 CONTil\UE 

IF (Jl 10,10,15 
C THE~E IS ~ GAGE - CASE l 

15 DO 16 JJ==l,NG 
16 l~TtI,JJl = C. 

~ncI,J) = TCA(·l)/CAG(J) 
GO TO lCG 

C THERE IS ~C GAGE - CASE 2 
10 CALL UPGAGE (I, ~GU, JGt..;) 

IF CNGU) 21,21,22 
21 WRITE (6,6CC0) 

60CO FOR~AT (lCX,'NO GAGES') 
STOP 

22 CO 23 JJ=l,1\G 
23 WT(I,JJ) = G. 

GCA = O. 
00 25 JJ=l,NGU 

25 GCA = G~A+CAG(JGU(JJ)) 
CO 24 JJ=l,1\GU 
J = JGU(JJ) 

24 \\"T(l,J) = TO/\(I)!GCA 
c *******~********************** 
C CONTINUE UPSTREA~ 

c ****************************** 
100 lU = I 

I B = l 
~IC(IBl = IU 

C IS TrERE A REACH UPSTRE~~ 
105 NU= NUH(IU,ll 

IF (~;u> llO,llC,115 
C THERE IS NC REACh UPSTREA~ 

110 IC3 = IO - l 
C HAVE ALL R~ACHES BEE~ CC~PLETEO 

IF 11s> 2co,2cc,120 
C TRANSFGR~ IS CCMPLETE 

2CO K.ETuRr--
C CONTINUE CALCULATIONS 

120 IU = l\lU( IB) 
ID = NIL( 18) 
GO TO l5C 
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C THERE IS AN UPST~EAM REACH - IS THERE A BRANCH 
115 IF (l\UR( Il.,,21) 125,125,130 

C THlRE IS NC B~ANCH 
125 NU= NUF~(lt..;,l) 

ID = IU 
IU = IRtACr(NU) 
GC TO 150 

C THERE IS A BRANCH - ARE ThERE ThO 
130 I B = IO + 1 

NU= l\UR(IU,l) 
NlU(IB-ll = IREACH(NUl 
N IC ( I B- l l = I U 
IF (l\LR(IU,3ll 135,135,140 

C THERE IS C~LY ON£ BRANCr 
135 NU= ~UR(IU,2) 

IC = IU 
IU = IR EACH ( i-.iU) 
GO TC 15C: 

C THERE IS ANCT~E~ ORANCr 
140 NU= l\Ug(JU,2) 

IB = IB + 1 
NIU( IE-1) = IREACH(NL) 
t\ID(IR-ll = IU 
NU= l\UR(IU,3) 
ID = I U 
I U = IRE AC r. LW l 

C IS THERE A GAGE IN THIS REACH 
150 J = 0 

CO 151 JJ=l,r~G 
I F lr-; G rt ( J J l - ;~ 0 R l I U l l 1 5 l , 1 5 2 , l 5 1 

152 J = JJ 
151 CONTINUE 

IF (J) 16C,160,165 
C THERE IS A GAGE IN TrIS REACH 

165 DC 166 JJ=l,NG 
166 WTCIU,JJ) = O. 

WTlIU,J} = TDA(!Ul/DAG(Jl 
GU TU 105 

C THERE IS NC GAGE IN THIS REACH 
160 CALL UPGAGE ( IU,NGU, JGU l 

IF (NGUl 180,180ti61 
161 GCA = O. 

00 170 JJ=l,NGU 
J = JGU(JJ) 

170 GOA= GCA + DAG(J) 
OU 171 JJ=l,NG 

171 WT(IU,JJl = O. 
Al= (TCAIICl - TC/\(lL)l/ITCA!IOl - GOA) 
00 172 JJ=l,NGU 
J = JGU(JJ) 

172 WT(IU,J) = Al~TCA(IU)/GOA 
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Al= (TCA(IU) - GCA)/(TOA(lOl - GCA)/TOA(IO) 
CO 173 J=l,NG 

173 ~T(l~rJl = hTl IU,J) + Al*WT(IO,J)•TDA(IU) 
GO TO 1G5 

C THE~E IS NC GAG~ UPSTREAM - CASE 2 
180 Al = 10.l( IL)/Tl:~( ID) 

DO 181 J=l,1\G 
181 ~l( IU,J) = Al•~.;T( IC,J) 

GO TC 1C5 
ENC 
SUSRLLTl~E TGEI\ 
CO~fJO~/FLCWl/~R,NG,NCR(5C),NLR(5C,3),0AU(50,3), 

l TC~ ( 5 0 l , ~. G ·'I GE ( 1 0 ) , NG R ( l 0 ) 1 CA G ( l 0 ) , [UR ( 5 0 ) 
COfJ~C~/FLCW2/·FL(5Cl,~OUGH15C),SLCPE(50) 
cor~C~/FLC~3/JR(5C),~T(5C,10) 
Clt-'Ei\Sll.\ IR(5C) 
Cl~ENSIC\ f\~0~(50) 

REAC (5,5C01) r.R,MG 
5C01 FGRMAT (215) 

DO 1 I=lr/\R 
(\ N C R ( I ) = ·~ 

1 ICR(I) = C 
CO 5 l=l,f\R 

5 REAC (:i,5C02) r--.'JR(I),(NUR(l,Jl,J=l,3), 
1 (OALC I,J) ,J=l,3) ,FL( I) ,SLOPE( I) ,ROUGH( I) 

5002 FCRMAT (415,6F5.Q) 
CO 6 I=l,l\G 

6 R E A C ( 5 , 5 C 0 3 l ~. G A G E ( I ) , N G R ( I ) , D A G ( I ) 
5003 FORMAT(I3,I5,F5.0) 

C CET~~~INE SElUENCE O~ REACH NUMBERS 
DO 15 I=l,NR 

15 lR(l) =: 
DO 20 N=l,NR 
I = l 

23 IF llR(l)) 21,21,22 
22 I = I + 1 

IFll.GT.\R) GC TO 20 
GO TO 23 

21 K = 0 
co 2~ J=lt3 
IF (NUR(I,J)) 25,25,26 

26 NUP = NL~(I,Jl 
L = IRf.AC!-(NUP) 
IF (lR(L)) 27,27,25 

27 K = l 
25 COf\Tlt--UE 

IF lK) 3C,3C,22 
30 JR(l\l =I 

IR(Il = l 
CO 36 K=l,3 
IF (l\LRtl,K)) 36,3f:: 1 37 
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37 ND= f\UR(l,Kl 
ID = IREACh(4C) 
IOR(IC) = I 

36 CCNTINU[. 
20 COr\JT If\UE 

OU 45 I=l,NR 
TCA(l) = O. 
cc 45J=l,3 

45 TCA!l) = TCA!Il + DAL(I,J) 

~RITE(6,6C00l 
60CO F0Rr}1\T! 'lEXTi:RNAL • ,4gx, •oowNSTREM~ R~ACH' ,6X, 'TOTAL', 15X, 

l•REACh CC~PUTATION SECUENCE'/ 
13X, 1 ~EACh 1 ,4~,'UPSTR~A~ REAChES',JX, 'UPSTREAM DRAINAGE A~EA 

s' ' 
l 3X, 1 INTER:JAL EXTEl~NAL 1 ,3X, 'UPSTREAM', 3X, 1 INTERNAL', 

7X, 
l I I N T E: R ;l,J A L E x T E ~ ; ~ " L I I 2 x I t N u M c [ R • ' 7 x ' I 1 • ' 4 ;< ' I .2 ' ' 4 x ' • 3 I 8 x ' I 1 t 

,1x, 
1 • 2 I ' 7 x ' • 3 • ' 6 x ' I I f\J c Ex I ' 7 x ' • Nut-' 3 c R • ' 5 x ' I ARE: A t ' 7 x ' • IND Ex I , 8 x' • 

11\0EX', 
17X 1 1 1\LMGE!~'/l 

CO 8C(i 1=1,NR 
I F ( I C R ( I ) • N E • 0 ) N i'~ lJ R ( I r. R. I I ) ) = i\ 0 R ( I 0 R ( I ) ) 

8 C 0 C U fH I I\ U E 
CO 46 l=l,NR 

46 WRITc(6,6COllNCR(I ), (NUR(l,J),J=l,3) ,(OAU(I,Jl,J=l13l 1IDR(I 
) ' 

lNNOR( IC~(l)),TDA(J), I,JR(l),~O~(JR<I )) 
6001 FUR~AT(l6,Il8,I5, I5,Fll.l,F8.l,FB.l,IB,I11,Fl2.1,Il0,6X,IR, 

Il 1) 
WRITE(6,6C02l 

6 0 0 2 Fu RM A T ( I I I 't 3 x ' ' BA s I c ' ' 7 x ' ' R EA c H ' ' 7 x ' I ARE A I I 
14 3 x t ' c AGE ' ' 5 x ' 'cu I\ TA I:-.. ING I ' 3 x ' • ups TR EA,.. I ' 3 x t ' I NT ERNA L I I 
l '• 2 x ' ' N Ul·l [)ER I ' 7 x' ' GAGE I ' 7 x ' ' 0 F GAGE • ' 5 x ' ' I N 0 Ex ' I ) 

CO 47 1=1,1\G 
47 WRITE!6,6CC3) NGAGE(l),NGR(ll,DAG(J),I 

6 0 0 3 F 0 R rJ /\ T ( 3 8 X , I 8 , 11 2 , F l 3 • 1 , I l 0 l 
c ************** 

RETlJRN 
END 
SUCRUCTll\E UPCAGE !I,NGU,JGU) 
CO~MGf\/FLOWl/NR,NG,NCR(50),NUR(50,3) 1 DAU(50,3), 

1 T C /I ( 5 0 l , NG A t; E ( 1 0 ) , N G R ( l 0 l , l: A G ( 1 0 l , l 0 R ( 5 C l 
CG~~C~/FLC~2/FL!5C),RCUGH(50),SLOPE!50) 

COPPGl\/FLCW3/JR(5C),~T(50,10l 

DINE~SION JGU(l0),NIU(50) 
C CETER~I~E T~E NU~BER ANC IDENTITY OF GAGES UPSTREAM 
C CF THIS REAC~. DISCOUNT F~RTHER SEARCH W~EN A GAGE 
C IS ENCCUf\TEREC. I IS C~HREl'JT REACH, f\GU IS NLMBER OF 
C GAGES UPSTREAM AND JGU ARE INDICIES OF THESE GAGES 
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NGU = 0 
I B = 1 
IU = I 

c IS H-ERE A REACH UPS T~EM1 

5 NU = NUR C IU,l) 
IF (NU) lc,10,1s 

c THERE IS r'c RE AC!-· UPSTRE,~M 

10 IO = IB - l 
c IS THE SEl\RCr COi"IPLETE 

I F ( IG) lCC, lCC, 20 
c SEARCH C01 PLETE 

lCO K. ET Li{ i\ 
c CONTINUE Sl.~RCr 

20 IU = Niu(IG). 
GC TU 24 

c rHE~E IS A1\ LPSTREAM REACH - IS THERE 
15 IF (NURlIU,2)) 2?,25,30 

c TH~RE IS :~c E3RANCH 
25 IU = IREACH(~~U) 

c IS Tl-lER[ A Gf•GE 
24 J = 0 

CO 26 JJ=l,l\G 
I F ( NG R ( J J ) - f\O R ( I L ) ) 2 6 , 2 7 , 2 6 

27 J = JJ 
26 COt!TINUE 

IF (J) 35,35,4C 
C THERE IS NC GAGE IN T~IS REACH 

35 GO TC 5 
C THE~E IS A GAGE IN THIS REACh 

40 !\GU = NCL + 1 
JG U ( r, GU ) = J 

C COHTI~UE SEARCrl~G 
GU TC lC 

c THERE Is fl er-~ANCr 

30 I B = I f3 + 1 
NU = t\UR(JU,l) 
t-.1U(lf3 - 1l = IREACH(NU) 

C IS ThEF·![ A SECCilC BRANCl-
IF (t\LR( IL,3)) 45,45,5C 

C THERE IS ~C SECU~D DRANCH 
45 NU= NUR(Iu,2) 

GO TC 25 
C THERE IS A SECCNC BRAl\Cl-

50 I B = I B + l 
NU= t\Ui~(lU,2) 

NIU( 1n-1) = IREACr(NL) 
NU=NUFHIU,3) 
GO TC 25 
ENO 
FUNCTIOl\ IREACH (~U) 

A oRANCh 

C 0 tJ ~~ 0 l\ I F L C V.. l / l\ R , NG , NCR ( 5 C ) , NL R ( 5 0 , 3 ) , 0 AU ( 5 0 , 3 ) , 
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1 TC A ( 5 C l , NG ACE ( l C l , NG R ( l 0 ) , CA G ( l 0 l , I DR ( 5 a·) 
CO~MCl\/FLCW2/Fl(5C),RCUGH(50l,SLOPE(50l 
CO~MCN/FLUW3/JRt5Cl,~T(50,10l 

I I = l 
3 IF (NCR( Ill - NU) 1,2,1 
1 II= II + l 

IF (11.~C.NR) GO TC 2 
GC TC 3 

2 IRE/\C!- = II 
RETl.JRI\ 
ENC 
SUBRCUTINE GFLCW(K) 
CO~MOl\/FLC~l/l\n,NG,NC~(5C),NLR(~0,3) ,DAU(50,3), 

1 Tc A ( 5 c ) ' NG t, c E ( 1 c ) ' "'GR ( 1 0 ) ' c AG ( 1 0 ) ' um ( 5 0 ) 
CCr.'~Cf\/FLCW7/QG( 10,48) ,QNt.\T( 50) 1 1\YR 

2 REAC(9ll(GGll,J),I=l,NGl,J=l,43) 
11 wRITE(6,6CCl K 

600 FOR~AT('l',T46, 1 8EGll\l\ING UF YEAR',12////l 
RETURr, 
ENC 
SUBROLTI1\E QTRAN(L) 
C 0 ~ f" C f\ I F L C ~ l/ N R , :'J G , N CR ( 5 C ) , N L R ( 5 C , 3 ) , CA U ( 5 0 , 3 ) , 

1 TC/\(50) ,NGAGE( lCl ,NGR( 10) ,0AGI 10), IDR(50) 
COtJM01\/FLCW3/ JR( 50 l, wT ( 50, 10 l 
co~~ON/FLC~7/CG{l0,48),QN/\T{50),NYR 
CO~MCf\/FLC~l3/QREG{5C,5C},OEFIN(50,5Cl,OEFULT(50,50l ,DODIN( 

l El 0 DC u T ( 5 0 ' 5 0 ) , x M n rn ( 5 '..: ' 3 0 ) , L '- x ( 5 0' 30 ) ' x K K ( 5 0 ' 5 0) 
CALLS (5C,3,CNAT,hT,CG(l,Ll,NR,NG,l,0) 
K=O 
DO 10 I=l,16 
J=l7-I 
K=J+l 
IF(~~AT(J).LT.QNAT(K)) GO TU 20 

10 CONTit\UE 
GC TC 30 

20 CO 11 I=l,J 
GNAT( I)=CNAT{K) 

11 CONTINUE 
30 wRITE(6,6COl L 

6 0 0 F 0 R r-'. 1\ T ( ' ' , ' i J A TUR J\ L Fl Oi~ S F 0 R WE EI< ' , I 3 I ) 
WRITE{6,6Cl)(QNAT( l) rI=l,NR} 

601 FORMATCl~ ,1JF8.0J 
RETURN 
ENC 

C $$$$11!tl1$!$$$5$S$$$$$$$$$ 
c *************************** 

SUBRlJUTINF. TRES(M,Il 

50,50), 

C 0 ~ t~ 0 NI Fl Cw 5 IN RES , IRES ( 5 C' ) , JR ES ( l 0) , CAP ( l O l , S ~IN ( l O) , ST C ( l 0 
. ) ' 

l 0 IV ( l 0 } , RR EL( 1 C ) , PS TO ( 10 ) 
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J=O 
5 J=J+l 

IF(JRESCJ).EQ.N) GG TO 10 
IF(J.LT.~RES) GO TO 5 
WRITE(6,6COG)N,I,~RES,JRES 

6000 FCR~AT(' RESERVOIR CAt\NOT BE LOCATED'/(2015)) 
CALL EXIT 

10 I =J 
RETURt\ 
Et\O , .. 

I I G c • F T 0 g F c c 1 c (. u r'J I T = T ~ p E s ' v c L u r~ [ = s E R = x x x ' L A B E L = ( ' 3 L p ) ' 0 I s p = ( ' p A 
s s) 
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A4,6 AIJ 

A4.6.l Purpose 
The AIJ program is designed to develop the transfer coefficients for BOD 
and DO deficit for each reach in the watershed for each "week" of the 
year, The coefficients are developed by simulation, using WASP to gener
ate the data needed to compute them. The coefficients are dependent upon 
many factors, the effects of which are assumed to be either dependent 
upon the week of the year or upon the rate of streamflow. The weekly 
dependence is circumvented by computing the coefficients for each week 
and the flow dependence is accounted for by regressing the coefficients 
on the stream flow, The transfer coefficients are intended for use to 
predict the effects of adding a waste load in reach i on the BOD and DO 
deficit on a downstream reach j, The predictions can be used to gain 
insight into the effect of a set of loads on the watershed before computer 
time is expended to obtain a better prediction by simulation methods. 

The idea of transfer functions and coefficients was obtained from the 
systems engineering field. In simple terms, a system is a "black box" 
which performs some change on the input information as it passes through. 
This is illustrated in its simplest form by the diagram shown. 

Input I System I Output 

For instance, if the system squares the input, in which case when the in
put is 4, the output would be 16. If the system function is constant, 
i.e,, if the input is always squared, the system is called a stationary 
system. If the system function is time-dependent, the system is called 
non-stationary. 

In the systems application to a watershed, the system is the river, the 
input is the BOD of a waste load and the output is a downstream BOD value, 
which is smaller by reason of the fact that the river has operated upon 
it. Similarly, a waste discharge causes a DO deficit which is operated 
upon by the river system, which now includes the BOD load, and the out
put DO deficit is the result of the system operation. It is obvious that 
a river is a non-stationary system, and likely, it is quite non-linear 
as are most natural systems. 

In the consideration here, the simulation treats the river as a constant 
for each week, that is, the temperature is constant for a week and the 
flow is averaged for a week, so that the river system has been made 
stationary for intervals of a week. So, if the system function is con
sidered constant for a week, the real system, which is continuously 
changing with time, is approximated by a system which is stationary for 
weekly intervals. 

A4-157 



There is another problem in the analogy of the river to a system. There 
is variability in the river throughout its length. It is for this reason 
the river has been divided into reaches. The problem is that, if each 
reach is a system, then there is a chain of systems and, unless these 
system functions are linear, that is, the effects or changes of each sys
tem are additive, then the overall system effect becomes very complicated. 
The problem is overcome by assuming each reach system operation is linear 
and therefore the effects are additive. The problem of non-linearity 
plagues all systems work and a common means for handling it is to make 
this assumption of linearity and proceed, realizing the result is an 
approximation. Fortunately the BOD and DO deficit equations are linear 
excepting in the vicinity of the point of maximum DO deficit and, to the 
extent that the mathematical models of Streeter-Phelps describe the non
linear oxygen relationships in the stream, the assumption of linearity 
holds. 

In systems engineering, the system is designed to perform a certain 
operation upon an input to produce the desired output. The system func
tion is usually described by a differential equation. In the application 
to natural systems, it is often impractical or impossible to develop a 
mathematical expression for the system function, so the procedure some
times used is to input a known signal and measure the output signal to 
determine the system function. This latter method is used in this work. 
A unit BOD load is placed successively at each reach point and, by simu
lation, the BOD and DO deficit at each downstream reach point are deter
mined. The overall transfer coefficient determined in this manner con
tains the effect of the flow rates at the two reach points. If the over
all transfer coefficient is aij' then: 

. . . • • • [Eq. 4. 93] 

where ai1 relates the BOD concentration at the lower end of reach j to 
a unit BOD loading at the upper end of reach i, rij relates the flow at 
the lower end of reach j to the upper end of reacli i and aij is defined 
as the ratio of a1j/rij• From these definitions, 

a1j ,.. BODj . . . . . . . . • . [Eq. 4.94] 
lmDi" 

rij = .9l. . . . . . . . . . . (Eq. 4.95] 
Qi 

and 
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Since BOD1 < BOD1 and Q1 < 9j• and all values are positive, the value of 
aij must oe 

0 < aij < l.O 

A similar relationship can be worked out for the DO deficit. It should 
be noted that a value of zero for the deficit at the upstream end of 
reach i leads to a division by zero and an indeterminant form. It is 
necessary to assume the DO deficit has a positive finite value, an assump
tion which is proper because unpolluted natural waters rarely are in 
excess of 95 percent oxygen saturated. In the simulation program to 
develop the aij values, if the value of DEFIN1 is zero, it is automatically 
set equal to 0.5 mg/l, Similarly, if the value of Qi is zero, as it will 
be at all upstream reaches. Qi is arbitrarily set equal to 1.0 cfs. 

The program places a unit load at the upper end of reach i and by simu
lation, using WASP, the output BOD and DO deficit are computed for each 
downstream reach. This ia done on a "weekly" basis for a given number 
of years to provide adequate aampling for each "week" of the year. This 
allows a linear regresaion analysis to be made of the transfer function, 
aij• on the streamflow. rat16, rij• The program computes the constant 
coefficients of the regression ·equation. Thia is repeated for each ·reach 
remembering that, for reache• numbered consecutively upstream, when 1 < j, 
the values aij and rij have.no meaning. 

The result allows the prediction of any aij for week 1 having a flow 
ratio of rijl by the equation: 

. .. ••••• [Eq. 4.97] 

where aijl is the BOD transfer coefficient from the upper end of reach 
i to the lower end of reach j during week of the ye~r, l; Bijl is the 
slope and Aijl is the ordinate intercept of the reg~e11ion equation for 
the transfer function i, j ~or week 1 and rijl is the flow ratio Qj/Qi 
for weak, 1. Similarly: 

. •;: , , , , , [Eq. 4.98] 

for the DO deficit tran1far'coefficient d111 , Cijl• ~and Dijl are the 
elope and ordinate intercept conatanta in ?ne reare~aion equation and 
r111 is again Qj /Qi for week, 1. The 1ub1cript1 i, ~ and 1 have the 
aa~e meaning aa above. · f 

The method of computing the valuaa of the regre11ion coefficients, Bijl 
and Cijl and the intercept con1tant1 Aijl and Dijl ~ay be found in 
atandard 1tati1tic1 text booka (10). 
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The use of these transfer coefficients is illustrated as follows. 
Given the program output of Ai1l = 0.15 and Bi1l = 0.10 for upstream 
i, downstream reach j, and weeK 1. What is th~ BOD at reach j for a 
ratio of Qj/Qi = 4.5 if the BOD loading at reach i is lOmg/1? 

aijl = 0.10 x 4.5 + 0.15 = 0.60 

BOD at reach j = 0.60 x 10 • 6 mg/l. 

A4.6.2 Program Components 

reach 
flow 

The AIJ program is, in reality, a subroutine attached to and called by 
the simulation program, WASP when it is desired to determine the Aijl• 
Bijl, Cijl and Dijl values for the watershed. WASP supplies all the in
formation necessary to compute these constants. The subroutine requires 
considerable storage capacity and an operator needs to ascertain, before 
attempting to use it,_ that the computer to be used has the required· 
capacity. 

Because the AIJ program requires considerable storage, and, for a large 
number of reaches, the volume of output will be great, the program is set 
to compute the aij and dij equation coefficients for only the critical 
summer months, weeks 25 through 33 (July and August). In addition, a 
sorting subroutine has been worked out to determine only those i-j com
binations that are possible for a given watershed configuration. To 
reduce the storage required, equivalence statements are used wherever 
possible. 

The simulation programs FLASH and WASP are modified slightly for use with 
AIJ. The modifications consist mainly of removing the subroutines which 
output the data generated by FLASH and WASP and the subroutines which 
compute the statistics. The generated data are used internally and the 
statistics are not needed. Program AIJ should not be used until it is 
reasonably assured that the data and parameter inputs produce accurate 
simulation. 

A list of subroutines of the program AIJ and their length, in bytes, a~e 
as follows: 

QUAL 11,648 MEAN 1102 
RQUAL 5,316 UP GAGE 1542 
FLASH 68,902 !REACH 452 
MAIN 1,202 QT RAN 692 
SIM 1,208 TRES 578 

REG 6,948 GEN 1424 
RAN 460 COREL 4538 
RRN 396 TRANS 1684 
STD 560 WFLOW 664 
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RDATA 2,080 I TRAN 707 
DIVREL 1,904 EI GEN 8404 
s 14,670 FCOEF 1968 
TRAN 4,434 SORT 2020 
TGEN 4,184 NFIND 536 
AIJ 53,796 COMMON BLOCKS llB,864 
FUNCTIONS 22,864 

Total program length, for the program as applied to the 43 reaches of 
the Farmington River Basin, which has 505 i-j combinations, is 
345,272 bytes. 

The only subroutinea not already described in the preceeding subsections 
of this appendix are SORT, NFIND and AIJ. These subroutines are described 
below. It should be noted that the subroutines in program AIJ are written 
to use the reach numbering 1cheme described in 6,3,l and will not work 
unless this scheme is used, 

A4.6.2,l Subroutine SORT 
the subroutine SORT u1es the reach data read into subroutine TRAN, and 
the computational 1equence 1stabli1hed internally by TRAN, and computes 
the possible i-j combinations. For each i, that is, for each upstream 
reach, SORT, finds the reach numbers, j, of all reaches downstream. Then 
the subroutine continues, setting up an internal indexing system that 
indexes the pos1ible i-j combinations. The i-i combinations are included. 
Thi• indicates the stretch of river from the upstream end of reach i to 
the downstream end of reach i. SORT tranafera the index numbers generated 
to subroutine AIJ through COMMON/SORT/l. 

AA.6.2.2 Subroutine NFIND 
Subroutine NFIND ia called by aubroutine SORT to search for reaches down
stream. SORT. operating on a "do loop" through all reaches, assigns a 
reach number, in the order of the internal computational s'quence (index 
JR(I)) and calls that number K. Then subroutine NFIND ia called and, in 
a 1imilar "do loop" but this time operating on the downstream reach index, 
IDR(I), a search 11 made through all reaches for reaches downstream from 
K. When a downstream reach is found, thia reach number ia transmitted 
back to SORT for indexing and printing. 

A4.6.2.3 Subroutine AIJ 
Subroutine AIJ computes the regre11ion coefficients, Bijl and Cijl and 
the intercept conatanta Aiil and Diil which can be used with a selected 
value of rijl to compute t~e tran1flr functions. 

Subroutine AIJ ia called by 1ubroutine SIM (in prosram WASP) in a weekly 
"do loop" ne1ted. in turn. in a yearly "do loop" running over the number 
of years of 1imulation desired, So, for each week, the 1ubroutine AIJ 
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makes the desired computations for the indexed i-j combinations and adds 
them to the summing variables. The information for making the computa
tions is obtained from program WASP (and FLASH) which is simulating in 
the same time sequence. Subroutine AIJ selects only the values it needs 
(BOD and DO into reach i, BOD and DO out of reach j and the ratio of flow 
in reach j to the flow in reach i) for the months of July and August. A 
check is made for the appropriate weeks (L•25, ---33) to assure the 
proper values are obtained. The number of weeks and week numbers may 
be changed as desired merely by changing the numbers in the appropriate 
statements of the subroutine AIJ coding. 

The program is run for the number of years desired; thirty are recommended, 
to obtain an adequate number of points with which to form the regression 
equation. After this selected number of years has been traversed, sub
routine AIJ is again called and, in the.last pass through SIM, the regres
sion coefficients and constants are computed and printed. 

A4.6.3 frogram Input " 
In setting up the coding for a FLASH-WASP-AIJ run, the operator should 
establish DIMENSION values that reflect exactly the number of reaches, 
basis gages, reservoirs, loads, i-j combinations, etc., so that the 
machine storage requirement is minimized. 

The program inputs are identical to those required for the simulation 
programs FLASH and WASP excepting that a single unit load is placed at 
the upstream end of reach i. In the interest of savings in machine 
stora~e, FLASH should be used to produce a tape of parameters for gage 
data generation rather than to use the additional storage required to 
develop the parameters from historical data during the AIJ run. 

A4.6.4 Program Output 
The output in program AIJ consists in the following: 
(1) a set of generated flow data for each year, 
(2) two arrays which are identical to the first and third arrays in 
the output of TFLOW, see A4.3.4, 
(3) an array showing, for each reach, the reaches in the system that are 
downstream thereof, 
(4) a listing of the i-j combinations in the system and their corresponding 
index, and 
(5) an array which lists the regression coefficients and constants along 
with their identifying week. 

A4.6.S Definition of Variables 
Following is a list of variables used in AIJ and a brief definition of 
each. Variables associated with FLASH and WASP are defined in A4.4.5 
and A4.5.5, respectively. 
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A 
AA(IDX, LM) 
AD(IDX, LM) 
ALFA 
BA(IDX, LM) 
BD(IDX, LM) 
D 
DELTA 
IDR(I) 
!DX 
INDEX(M) 
JJ 
JR(I) 

JX 
K 
KK 
KOUNT(l) 
L 
LW 
M 
MS ORT 
N 
NG 
NN 
R(I,J) 
SA(I, J) 
SALFA(I) 
SD(I,J) 
SDELTA(I,J) 
SR(! ,J) 
SRSQ(I,J) 

ALFA/R 
Regression constant, Aij' for index IDX, week LW. 
Regression constant, ni1 • for index IDX, week LW 
Ratio, BODOUT/BODIN, fot current index 
Regression coefficient, Bij• for index !DX, week LW. 
Ragression coefficient, Cij• for index !DX, week LM. 
DELTA/R 
Ratio DO deficit out/DO deficit in, current index 
Downstream reach index 
Index number 
Mth index number 
Convenience variable 
Computational sequence index 
Convenience variable 
Convenience variable 
Convenience variable 
Convenience variable 
Convenience variable 
Week number 
Convenience variable 
Number of i-j combinations 
Convenience variable 
Conventence variable 
Convenience variable 
Ratio of flows, reach j/reach i. 
Summing variable, sums A for i-j combination 
Sum.ming variable, sums ALFA for i-j combination: 
Summing variable, sums D for i-j combination 
Summing variable, sums DELTA for i-j combination 
Summing variable, sums R for i-j combination 
Summing variable, sums R2 for i-j combination 

A4.6.6 Program Logic 
Figure A4-10 is a diagram showing the program logic for AIJ. 

A4.6.7 Program Coding 
The program coding for AIJ follows. 
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FIGURE A4-10 
PROGRAM LOGIC - AIJ 

Subroutine SIM 
~ 

Call FLASH ------develop flow generator 

Callb-- parameters 

._develop i-j combination 
indexfng system 

--~~~--~~~!(-----~~~-

Return 
each year 

Call LASH(K)---a-gencrate one year of gage 
J~ data J ------«-.,. 

Return 
each week 

Call QTRAN(L)~gencrate unregulated stream 
~ flows,, for week 

Call REG(L,K)~i-cornpute regulated stream t.. flows, for week 
~---------J 

Call QUAL(L) --~-simulate water quality 
}.- cond~tions in system, for week 

Call AIJ SUB ~A-extract necessary simulated 
(L,K, NYRG) data, calculate and sums 

values for each index, for 
specified week 

L-------L~-----t-,.__------~~ 

Compute and 
Print Regression 
Coefficients and 
Constants 

~ 
END 
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I I~.:',::; P 2 

11sunct:~ cc i. 

c cw r-' U\ Ir L c"' 1. I rdz, '\ (;, ~ c i: < 't ~ > , 1'J L ~ ! 4 :'.i , 3 l , o ~\ u t !tJ , 3 l , 
l TL ,'I ( 1d l 1 r\ G /\ t; [ ( l ) , N (; R ( 6 ) ,[~ i\ G ( 6 ) , 1 I. R ( I; 3 ) 
c u r n. 1\ / F L u. 3 / J P 1 1t J l , h T < 4 3 , 6 l 

' ' cu,ss 
=L 

C m· ;: C\ I F U. i·h I i l !~ E S , I R f~ S ( 1, 3 ) , JR [ ~ ( 1 C ) , C ;\ P ( l 0 l 1 S ~ I f ~ ( 1 0 l , S TC ( l 0 

) ' 
1 (; I \I ( 1 ') ) ' f~ I~ [ L ( 1 c ) 
c LH' I' c 1\ If L. L ~\ 7 I c; G ( 6 t ti f, ) t (~ i~ 1\ T ( 4 J ) 'I~ y 1{ G 
c Li'' t I 1_.: ~" f LL; I. 1 1 I T ( 4 f2 ) ' s I c ,·.~ /.\ T ' z ' c ' Tr1 [ 1\ ~.J ' R L iH H ( L: 3 ) ' I ~) TART t x I< ' x H 

l c c I f ' )'. ~~ l ? 0 '.·J ( 4 3 ) ' [~ () D v, s T ( , .. 3 ' '1 . ) ) t 
2 c :_: \·, s r ( 4 : ' 1t u ) ' r-~ ( '1 [) ) I R c c f ~ ( ,, :3 ) ' s c u i'~ { '1 3 j 

C L1 i1 f-' Lr, I F L L \i rj I Y. I I-~-~ I G ( 4 3 , '1 8 l , (_; h A ST ~- ( ,,, 3 , '1 £> ) , !\ V /,? , B V :, P , CV 1'. P , T .'\ U 
(10,6), 

1 y iJ EA l'. ( l f', ) ' /1 cc\ ( l :) ) ' [l cc N ( l 0 ) ' cc u I\ ( l 0 I 6 ) ' I Ty pt ( 1 0 ) ' 
?. r c ri 1.. r:: v 1 lo > , t1 c M1 1 l'.J l , G c AP 1 l c 1 , cc/'\ P ! lo l , u c M 1 c i o l , .i\ o t= P c 

l 0 ) ' 
3 U r; ~~ P l l C l , C I: E I' ( 1 Cl l 

CC•; 1·" L :\I I- L UJ l :1 IC REG ! 4 3 , 1, 8 ) , DE F I ~ J ( '1] , '+ S ) , DE: f-= U UT ( 4 3 , 4 8 l , BC l1 I N ( 

a u [) u L.: T ( 11 :~ , 4 ~\ ) ' x M I r ~ Q ( 1, 3 , 3 1J ) ' L L x ( 4 3 ' 3 0 ) ' x I\ I( ( 4 3 ' 4 R ) 
f) I ~ E: :'-.; S I C '~ X ~ l 2 0 ( tt J ) , C. C R [ G ( 4 3 l 

C C C i·I PU l f- Tr: i1 Pt R I\ TU f( E 1\ T CUR P- E i\; l T fr<E FI(/~ Mi:: 
I F ( l. • er • 3 6 ) G c T u 8 
ll(L.LT.?2) GU TJ £1 

8 lT=T(L)+1(L)~SIGMhT 
IF(lT.LT.C)TT='J 
CG lG I=l ,i\:{ 

c I s H ~~ r~ [: /, [\ ups r~ r: A t'I r~ ~ f, U 1 

C /1 fZ [ T I- r: !·~ l~ A I J Y PR. 1\ ~< C h l: S 
c s lJ i··~ =: c 
(~ s u t-' ;' = 0 
SP I~ Cl = 0 
s pl<[;;;= 0 
S PRL? = 0 
IrU~L.f:(J'ql),l).Lt.OlGG TC 41 
J=l 
IF!NLR(J~(l),2).GT.C)J=2 

I F ( I\ lJ P ( J .~ ( I ) , 3 l . G 1 • 0 ) J = 3 
L:CJ 12 K~l,J 

i\ Li == i'x Lf·~ ( J I{ ( I l , K l 
L L = I ~ [ I'< C I ( l'I L ) 

1 2 C S U r~ = (~ S G '1 I Ci R E G ( l L , L ) 
Cf';I==C:r~i:G(JR( I) ,L l 
I F ( C: S L! If • G T • C \J I l Q S L r-: =-= C. ;{ E G ( J R ( 1 ) , L ) 
o J = ! c r{ ~ c; ( Jr~ ! 1 1 , L l - n ~; u~ l / J 
CSUf-.1:-.0 
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c L! 1 l I\ "' l I j 

r\U=i':Lr< l J··~ 1 r l, v. l 
LL= I;·'. [A Cf ( i\ L l 
C U~ c:~ G ( L L l ' C{ l: G ( L L , l ) -t (' ~ 

SPFLl=S~'RLl+XKl20 (LL l~CC~ \EG( LL l 
s P r; r1 (' ~: s P .~ c?. 1 Jc c CJ u T 1 L L , L > -~ cc~ E G 1 L L > 

SP r\ DJ= SI) IU~ 3 ~ li t F Cl L: T ( L L , l ) *CCR [ C ( LL ) 
I r ( X ;( 1 ? l ( L L l • [ C • ) ) G C T Cl 1 l l 
C S lJ ;.~ = C SU t1 + C 1: I\ ~ G { L l ) 

1 1 1 C S U t ' t'. = \) S U 2 1- C C R F G ( L L ) 
11 C U :, l I r, U L: 

11 1 I · C L C :.: I L ~·. ( J Ci. I I l l 
I F ( c; s L ~ ' • ~: r ~ L: ) c :, u ; ' ::: • '.:'. ~ •) 
I F ( ( :) Li< 2 • H~ • '.I ) u s u I' 2 :: • 5 
:: K l 2 J ( J 1~ ( 1 l ) = ( SI) ;\f. H \ l< 1 2 1J .~ ( J R ( 1 l ) -i: C '-·! :\ S T E ( JR ( 1 ) , L ) ) I ( C '.) U ;.t + 

1 (; h /, S f := ( J i< ( I l , L l l 
c cur:::-:r_c1 XJ~l2) FC1~ TU1 PcY.:\Tl!Rt 
C CCl·.PUTl: r:ISSLJL\lf:I) CXYG'~>; St,TU<ATIC'J Vi\LU~~ 

CC~=l~.GS-.~l•TT+.COS*TT•*2-.C0208*TT•*3 

42 ~RG=.046•(TT-20l 
XK1=XK12:tJR( Ill~[XP(t~Gl 

C CC:t-'PlJli: 2CC + OEF-ICIT .'\T THE L;P?LR E~JD OF Tl-I[ Clli~f~Un R[t,Cl-1 
I r= ( c 1; :~ G ( Ji~ ( l ) I L ) • [ () • c ) G 0 T 0 _r, ~ 
R CJ[) I h ( ,J f: ( I ) 1 L ) = ( S 11 ~ C 2 + 3 CJ C ~IS T ( Ji~ ( I ) , L ) -l.' C ii /1 ST [ ( Jr; ( l ) , L ) ) I 

1 ( c R [ G ( J '{ ( I ) l L ) + Q i; f\ s T c ( J :~ ( I ) I L ) ) 
C t: F I i, ( ,J i~ ( I ) 7 L ) = ( S fl ;.; C '3 + ( D 0 S- D C '' 5 T ( ,J t-. ( I ) , l ) ) -r.· Q h /1 S T (: ( .IR { I ) 1 L ) ) 

I 
l ( C: 1.: ~: G ( J J ( I ) , L ) + 0 \r1 f, S 1 E ( J ;~ ( I ) : L ) l 

GC TC 51 
5 0 E lJ U f ,\ ( J R ( I } , l. ) = 0 • 

c E: r r r ', ( J ~{ I r > , L > = o • 
C l S T f-- E R c /1 r~ f: S E RV C I R !1 T TH I S R E ,\ C H 

51 I F ( I 1z ES ( J f~ ( I l l • GT ~ 0 l CALL RC U ;\ L ( L , TT, X K l , CSU r,· 2 , TI ~~ E , I , X K 2 , + l 
00) 

I F ( I i( C S ( J '.-( ( I ) ) • G f • 0 • C ) l~ 0 TC l G 0 
c cm'PUTE= VELCCITY OF FLO\~ 

2 2 2 2 V = X K * ( C k f: G ( J I Z ( I ) , L ) + C ~\ ,\ S T t ( J :'i. ( I ) , l ) ) * v X M 
l F ( V , C: Q • Q • CJ ) V = X K * ( Q ;{ [ G ( 1-1 C: L D , L ) I 2 • ) * * X f·i 
IF(V.EQ.0)CC TC 43 

C CC/'. P lJ 1 E T Ii1 [ C F- FL J \'I 
Tl~E=(RL~T~(JR(l) l/V)/A64CC 

c c CJ fl p u T l c L p T H Cl r r L [) h 
X 11::: C C -;; ( U ;; [ G ( J I\ ( I ) , L ) t C \·It" S T f ( J I\ ( I ) 1 L ) ) * * F 
I F ( x r- • [ c: • c • c ) x ~ == c c ~- ( c r: E G ( f I c L L ' L ) I ~~ • ) * * F 

c ClJt',f'UfE ;u=t1l:R/\Tlllr~ Vf:LGCITY cc.~STMH 
X K 2 2 1J == ( l • ~~ * V ) I I X H * * 1 • ?. 3 ) 

c COl<t~lCT TIE Rt:td::R/\T IC'~ VELCC I TY CC[!ST/\NT Fem TEMPER/\TURE 
/\ H G =: • 0 2 t, * ( T T - 2 Cl ) 
XK2=XK22C•EXP(ARGl 
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GU TC 4'-i 
C NO FLC~ I~ R~ACH 

43 TIHE=-f.6 
XK2=XK1 

44 lf(XK12C(JR(l)).NE.OlG8 TC 142 
BUOCLT(J~(l),L)=O.O 

DlFDUT(J~(l ),L)=O.C 
XKl=-~8 

GU TU lCC 
14i ARG=-XKl*TIM[ 

f.l CD lJl JT ( J ;{ ( I ) , L ) = ( U Clil N ( JR ( I ) , L ) - RC 0 ·~ ( JR ( I ) ) I X K 1 ) ~ EXP ( AR G ) + R 
CCl'.(JR( 

11))/:\Kl 
I F ( X I~ 1 • L r. • X K 2 ) G Cl T U l 6 
ARGl:-:-XKl~Tll"-lt: 
:\ R G 2::: -· X r, 2 -i: 1 li'i E 
C ::: F = I ( X K l '( L'. L l I I f\! ( J I; ( I ) , L ) ) - f{ C C i·~ ( J K l I } ) ) I ( X K 2- X K 1 ) 
CtF=LCf·*(EXP(A:~Gl)-E.:Xf1(/\r<G2)) 

D t F = l~ t r- + ( I R C li :\; ( J R. ( I ) ) + SC 0 N ( J R ( I ) l l I X K 2 l * ( l . C - E X P U. R G 2 l l 
C E r C lil ( J R ( I ) ! L l = D E F + ( C E F I N ( J R { I l , L l * L X P C /1 R G 2 l ) 
AR(;= XI<?. I ;<I\ l. - { X K 2 * 0 r: F I f\ ( ~l l-1. ( I ) 1 l. ) - KC Cir~ ( JR ( I ) ) - SC Ci\ ( JR ( l ) ) ) * ( X 

l/(XKl*{XKl•GOClN(JR!Il,Ll-RCCN(J~(l)))) 
lf(ARG.LE.C)GC TO lCC 
TCkll=(l./(XK2-XKl) )•~LCG(ARG) 
lf (TCRIT.GT.TI~EJGO lC lCO 

c CKITIC/\L CEFICIT cccuns II\ THIS REACH 
/11:;,G l=-XK 1 * lCR IT 
f,RG2=-XK2*TCR IT 
CEr=C(XKl~BU8I~(JR(l),L)l-RCCN(JRCl)))/(XK2-XKl) 
DEF=C[f•(LXPCARG1)-EXP(ARG1)) 

K2-XK1) 

C E F:.; (;Er -t ( ( g C Lir\ ( J !{ ( I ) ) t SC 0 N ( JR ( I ) l ) IX K 2 ) -t:· ( 1 • C-E X P ( AR G 2 ) ) 
c [ r c LT ( JR ( I ) ' L ) = [) l F + ( e E F II\ r JR ( I ) t L ) *Exp ( /\ R G 2 ) ) 
GO TC lCC 

16 J\RG=-XKl~·Tit"l 

C [ r- = ( X K l * 1 I M f *BOD 1 N ( JR ( I l , L ) ) - ( T Ii" E *RC C N ( JR ( I ) ) ) 
C: E F:: DEF -t CE F I ii ( JR ( I ) , L ) 
OEF=CU + ( (RCU!\ (JR (I) )+SCUU(JR (I))) /XKl) 
Ct.F:.:l.fF~ i;XP (t,RG) 
CFFOLl.(J~(I ),L)=O[F-CRCON(JR(l))+SCON(JR(l)))/XKl 
TCRll=(l./XKl)-OEFIN(JR(J),L)/(XKl*BOUlN(JR(J),L)-RCC~(JR(l 

)) ) 
1 + ( kc Oi; ( J ru t ) ) + s cc N ( JR { I ) ) ) I ( Y. K l * ( x Kl* B 0 f) I N ( JR ( I ) ' L ) -R cu N ( 

2) 

ARGJ;:-XKl~TCRIT 

IFCTCRil.GT.TI~E)GO TC lCO 
C CT~~~klS: RECC~PUlE fEFOUT 

JR(J))) 

DU' l) L l ( ,n ( l ) , L ) = ( x I( 1 * ( e 0 D J N ( J K ( I ) ' L) -R c 0 N ( JR ( I ) ) Ix Kl ) *Tc R I T 

+ 
1 0 f. F H ! ( J R ( I ) , l. H- ( r{ C 0 N C J IU I ) H S C 0 N ( J R ( I ) ) ) I X K 1 ) * EX P ( AR G 1 ) 
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2 - l :"( C C :\~ ( J ~. ( I ) ) + SC C ;\: ( J R ( I ) ) l I X K 1 
C CC1\PL,lt i"'li\J::u~· CC 

1 c 0 J F ( [ [_ F L Li T { J i~ ( l ) ' L ) • L T • [J [ r I [\ { J R ( I ) ' L ) ) x ~1 I f' [. c =o [) cs - D E r I j\ ( j I~ ( I 
) f L) 

I f ( D L F Cl T l J R I I l , L ) • G E • f) E F I N ( J R ( I ) , L ) ) X ~~ I N r. C = C US - lJ E F G UT l J R l 
I ) 'L) 

30 IFIL.Ll.22) GC TO l~C 

IF(L.Gl.36) GG TO 15C 
~. R IT E ( 6 ' 6 c Cl ) T I ~" [' , {.; \•! A s T E ( J R I 1 ) ' l ) ' c 0 w s T ( J R ( I ) , L ) ' e [j [)vi s 1 ( J R ( I 

) ' L ) ' 
l XKl,XK2,XMI~DC 1 DCDCUTlJR(l),L),OFFCLTlJRIIl,L),JR(l) 

6 c o F u R r· 11 T t 1 ~- , 9 r G • 't , s x , 1 2 l 
1 ~>O CC\'T I f\Ui.: 

10 CC:f\:l lhLE 
~ETL;;;\ 

CELUC SL:-3Cf-K 
ENC 
SUBRCLTI~E RCLAL(L 1 Tl,XK1,QSLM2,TIME,I,XK2,*) 
cc~rl.~/FLC~3/JR(4~),~T(43,6) 

c 0 t· r· L f\ I r L (. \-. 5 I i\; R r~ s ' I [~ r s ( 1, 3 ) ' j R E s ( 1 c ) ' c t.. p ( 1 0 ) I s t"' I N ( 1 0 l ' s T 0 ( 1 0 
) ' 

1 CIV(le'>),RR.[L(lC),PSTO(lO) 
C W 1 fJ L i\ I F l C L 1 2 I X K 2 2 C R ( 1 C l , X K 3 ( 1 0 l , S Cl D S T C ( 1 0 l , D E F S T C ( 1 •J l 
CU~VC~/flC~l3/~RCC(43,48),CErIN(43,4Bl1DEFULTl43,48),GODIN( 

lt3,4B), 
i R c c c L i l 11 3 , 11 s ) , x ~· r ~, c < 'i 3 , 3 c > , L L x l 4 3 , 3 o > , x K K < 4 3 , 4 B > 

CALL TRES(lRfSIJR(l} l,IRl 
M~G= (. 02 1i* ( TT-20. l l 
XK2=XK220~(1R)*EXP!AnGl 
/\ V G S 1 C == ( P S T C ( I R ) + S T 0 ( I l~ } l I 2 • 
IF(A~CSTC.LE.CJGO TC lCO 
I F ( S 1 C ( I ~~ l • U; • 0 • A I\ C • f~ R EL ( I R l • NE • C l G 0 T G 1C0 
Z=(~SU~2*3600.•24.)/{AVGSTO•l0**6l 
1-1 = ( l f~ R E L ( I R l + C I V ( J ~ l l il 3 6 :2 C • * 2 4 • l I ( AVG S T 0 •- 1 0 * * 6 ) 
XFK3==(XK3( IR)i<1\VGSTOl/C/1.P( IR) 
ti=XK1-+'f.+XFK3 
B=Xl<.?+v1 
TIME=ll.57*STC!IRl/CSLV2 
IF(TIVE.GT.30.0)TIME=30. 
A R G = - /l * T I ;: E 
IF ( BC r: ST C ( IR l • LT •• 00 1 l BUDS TO ( I~ ) = C. 0 
C E F 9 = EC L S 1 C ( I R l- Z .;; B 0 C P~ ( JR ( I ) , l l I A 
CEFS=CEFS•(l-EXP(iRGl)/(A•TIMEl 
fl 0 UC L T ( J ~ ( I ) , L l = ;j E F 9 + Z * DU D I N ( JR ( I i , L ) I A 
A R G 2 = - [; * l H1 l 
IFIClFl\(JR(I ),Ll.LT •• COl) GC 10 SB 
CEfl=lCEFSTCl IR)/C)-(Z•DEFIN(JR(J),L)/(B•8)) 
CEFl=LEFl+(XKl•BOCSTC(lR)/(A•B))-(XKl•Z•aoo1~1JR(l),L)*(A+B 

) 

1 / ( A •·t; l * * 2 ) 
CE F 2 = l l *CE F I 1~ ( JR ( I ) , L ) I B )-0 E F ST 0 ( IR) 
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C l F 2 =: L U 2 -1 ( Xi<. 1 I ( ;\- 3 ) } * ( ( 7- * LU L UJ ( ~I R ( I l , L ) I 3 l - i'. L DST C ( I R ) ) 
CCF2=CEF2*EXP(ARG2)/r 
CEF3=(l*Tl~l/G}•(CEFI~(J~(I},L}+(XK1*8DDIN(JR( Il ,L} )/Al 
CE F t1 = ( / ll B 2 C l i·! ( JI\ ( I ) , L l I A ) - l:\ CC ST O ( 1 .\ l 
CEF4=CE~4•XKl*EXP(ARC)/(Aa(b-All 
CEFCLT(JR(l),L)=(C[Fl+CEF2+DEF3+CEF4l/T!VE 
GC TC 10? 

<; 8 [ f F c L T ( j :~ ( I ) I L ) = 0 • c 
1 0 2 I F { D E F S T C ( I i\ ) • L T • • '.J 0 1 ) G U T C: S 9 

C~FSTC( 11l=ClFSTOCIRl*EXP(ARG2l-Z•DEFl~(JR(l) 1 Ll*EXPCARG2)/ 
l)+ 

1 X K 1 * BC IJ S TC ( rn ) ;:. EX P ( .r~ ;~ G 2 ) I ( A-- E l - >~I< 1 i:- J i!· C 0 D I ~-~ ( J:; ( I } , L ) ~ F: X P ( AR G 
2i/(8l:-

2 ( /i - [} ) ) + x K 1 * t'. J (; s Tu ( I R. ) * t: x p ( /\ R c ) I ( c- t\ ) - x K 1 * z *rs (j c I N ( ,JR. ( I ) ' l ) ;; c 
XP(M<.Gl 

3 / ( /1 -re ( f~ -- ~ ) )-t z -:'<- c fr 1 r' ( J f' ( I ) ' L ) /l:H l * x }( 1 * i ! c [: I N ( J p ( I ) ' L ) I ( j:, * B ) 
GL TC 1C3 

SY CEFSTC(IRl=O.O 
l O 3 C C D S Tl~ ( I ;~ l = B l l D S T fJ ( I R ) '~ F: X P ( M'.. G } + ( Z w 6 Cl {) l N ( J R ( I ) 1 Ll * ( 1 • - E X P ( t- I\ 

C. )) l I:, 
GCi TC lCl 

lCO PCCCLT{J~(J},Ll~JOClh(JR(l},L) 

CEFDUT(J~!! l,LJ=DEFIN(JR( IJ,L} 
(l C U S T i:J ( I i~ ) = 0 
ClFSTL( r:~ l=C 
l=O 
h=O 
Xf-K3=0 
TIME=G 
.~=O 
r. :-: 0 

ic1 ru:TUf<r-; 
CEGUG SUOCf-it< 

Ei\J C 
SUBRCL-f lNE FLASH 

C fLCRlCA SY\TbETIC HYCRCLOGY ~UCEL(FLASH) 

c G n 1 Li\ IF L [ 1-i 7 I c G ( 6' '1 8 ) ' Qi~ Ar ( 11 3 ) 'r·J y R G 
C I 1" E I\ S I C N C: ( 2 1 , 't , 1 2 , 6 ) , C /\ V ( 't , 1 2 , 6 } , A 0 ( 6 l , A S I ( 6 , 6 ) , 13 CC ( 6 , 6 ) 1 

OEST 
1 (4,12,6),QVAR( 12,6l,Sll(24,24},Sl2(24,24),S21(24,24),S22( 

24,24) 
2 , 0(24,24,12),C(24,24, 12),EVALl24),QPR(24) 1 GC(4,6,12l 

[ Q u I v /\ L E '~ c E ( Q G ( 1 ) ' G c ( l ) ) I ( •J A v ( l ) I Qr= s T ( 1 ) ) ' ( 0 ( l ) ' D ( l ) ) 
2CO R[AC(5,5JCCl~YR,NYRG,NSITES,NTRAN,IaAN,ISAVE,IPARAM,NPRil\T, 

!HIST 
5CCO FGR1"1\T!Sl5) 

CALL hFLOh(NYR,NSITES,Q, !HIST) 
l\='•*(\SlTES 
CALL TR~NSCNYR,NSITES,NTRAN,C,QAV,AO,ASI,BCC,tEST,QVAR) 

co 10 J=l,12 
CALL COREL!NYR,NSITES,G,QVAR,Sll,Sl2,S21,S22,J) 
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CALL S(24,4,s22,s22,0,~,~,09lAG) 

c fl. L L s ( 2 4 • 1 , B ( 1 I 1 , J ) ' s 1 2 , s 2 2 ' ~~ I i\ ' : : I 0 ) 
CALL S<24,3,S22,G!l 1 l,J),S21,N 1 N,~ 1 0) 

c A L L s ( 2 1
1 ' 2 I c ( 1 I 1 ' J ) ' s l l ' s 2 2 ' : J 1 :·~ i l I 0 ) 

c .ALL E: I l; i.: i~ ( 2 Lt ' c ( 1 , 1 I ,J ) ' Ev,\ L I :~ ' :'\) ) 

CO 10 I=l,N 
XL=O. 
IF!EVAL( l).LE.C.)GC TC 11 
XL=SCRTCcV1\L( I)) 

11 re lo 11=1,f\ 
lG C!II,I,J)=CCII,I,J)*XL 

N=4*f\SilfS 
CALL RA~ (JRA~,N,Sll) 

c AL l s ( z 1i ' 3 I 0 p R I c ( 1 ' l ' l 2 ) , s l 1 '~I , : ' ' l I 0 ) 
R. El L 1-.: !\ 
E r..; T r~ y F L ;~ s f-' 1 ( K ) 
c fl LL et=,~ ( I R 1\ ;~ , N s I TE s , 1~ P ~ , t3 , c , Go , r·n1 ~\ I ~H l 
C l~ L L I T i.; /\ 1\ ( i\ S I T C S , N l ~\ AN , G Q , (J V AR , C C S T ) 
~. R I T f: ( 6 ' l c 0 1 ) K ' ( ( ( c ~ ( J , L ' I ) ' I= i I l 2 ) ' J = 1 'I; ) ' L = 1 ' N s I TE: s ) 

6CSl FUR~i;\T (//1X, 1 C[:JU~Art.=r: FLOhS FCR YEAR 1 ,I3/(1X 1 12G10.3)) 
160 CC 101 ~K=l,12 

C 0 1 0 1 r: L = 1 1 
11 

CC lCl ~I=l,NSITES 
I I=i"L-t't{:· (f.K-1) 

lCl QG(Ml,Ill=GG!t-'.L,~".I,~··V} 

i{ ET Ur~ f\ 1 
CE2uG SL~~CH< 

Er--.D 
C L A T E R CU 1\ L I T Y S I M L L fl T I C i\ P R 0 G R AM (1.-J A S P } 

C C 1·1 f'i C f\ I F L C \I 1 I i\ R , ·"! Ci , l\ C R ( 4 3 ) , N ti R ( 4 3 , 3 ) , C f1 U ( 4 3 , 3 ) , 
1 T[;~(43),NGACE( c),l\iGRl 6),lJ/.G( 6),ICR.(43) 

CUPVCf\/FLLW2/Fll43),RCUGb(43),SLLPE(43) 
cc~~C~/FLCW3/JR(43),hl(43,6) 

cc~~(\/fLCW~/ATIME(43),8TlME 
C CJ tJ V C I\ I F LC \·i S I i\ R f S , IR E: S ( 't3 l , J RE S ( l 0-) , C ,\ P ( 1 G ) , S ~, IN ( 1 Cl ) , ST C ( l 0 

) , 
1 DIV(lCi),R~EL(lCl,PSTOllO) 

C Oti. tvi C NI FL C ~16 / f\ WAS 1 E , I\.. t\ ST£ l 4 3 ) , J vi ASTE ( 4 3 ) , AV~~ ( 4 3 ) , A \.J ( 4 3 ) , PM 
h(43), 

1 F K l , ~.AS T E , X FI< 1 
CC~MCf\/FLCW7/QG(6,48) 1 LNATl43),NYRG 
c or~ M c r-.; I r L o~ 81 A v T E I" p ' /I T E M p ' T p f: ,\ K ' HY p t D TE r-· p 
co~~Gf\/~LCk1/XIRRIG(43,48),Q~ASTE(L3,46),AVAP,BVAP,CVAP,TAU 

(10,6), 
1 Y f'J EI\ N ( l C ) , /,CC t\ ( l 0} , CC 0 N ( 1 0) , CC Ot l( 10, 6 ) , IT Y PE ( 10) , 
2 TCPLEV( 10) 1ACtiP( 10) tBC/\P( 10) ,CC/\PllC) ,CCAPllOJ ,AOEP( 

1 c) ' 
3 BCEPClO),CfEP(lC) 
cc~~L~/FLGW11/T(48),S!GMAT,z,c,r~EAN,RLNTH(43),ISTART,XK,XM 

l cc,F,XK120W(43),JCChST!43,4E), 
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?. G c I·, s T ( 't 3 I i-1 [ ) ' '.( ( 11 fj ) ' [~ c c N ( 4 j ) ' s c Lt~ ( 't 3 ) 
C LJ /' FL i, I F L l h 1 ? I X K ? 2 C R ( l r; l 1 X K 3 { 1 ri ) , C 0 D S T Ci ( 1 0 ) r D c F S T C { l 0 l 
cc F: fv' L f\ Is c: r:; T 1 IN !JU'../~. ( 't J I 11 .1 ) I KOL i\J T ( 4 3 ) ' I i4 c Ex ( 5 c 5 ) 'Ms (JR T 
C Ofv MC: f\ I FL u~ 1 ~IC R;:: G ( 4 3 , 11 8 ) 1 LE F I f.J { 113 , ltS ) 1 D f. F 0 UT C t, 3 , 4 8 ) , BOU I N ( 

43 1 Ltl]) 1 

1 Q C CC U T ( 't :~ , '1 il l , X t·~ I f< (; ( ti 3 , 3 C ) , L L X ( 1, 3 , 3 Cl l , X K I< ( 4 3 , '1 8 l 
CI~E~SIL\ IGT(lO) 
f~ f MJ ( r; I '.> c r 1 p ) y I ~ G I r. c T 

5 C 0 1 F CR !'I ;\ l ( 2 I ~> ) 

r.: E r1 c ( s , •i c c 2 l ( 1 G r 1 I J , r = 1 , :\ G T > 

5C02 roRMAT(lGIB) 
CALL TGl.:\ 
CALL T f~ M\ 
h H I T [ ( t. , f: 1 C 3 l ( ~( G /\ C c ( I ) , I ;:; .i. , N (; l 
h R I T f: ( (_, I f; l 0 ~) ) 
c [ 3 l I :-· .1 I i\ f\ 

31 WRITE(6,6104l ~CR(l) 1 (~T(J,J) ,J=l 1 NS) 
6 1 0 3 F () R 11 f; T ( I l I I ') x f· I f x T E f{ [\ :1 L I I 

i 1 2 x , • ;-:; t: A c f· , , 9 x , • c c t: i= F r c 1 E N T c F F L m-1 fl. T G ,1, G l • / 
2 1 1 x ' I ~' u fl p [ I~ I ' l c I J c ) 

61C5 FOfWi'.<T(lX) 
6104 FUR~AT(Il~ 1 6X 1 1CFJC.3) 

~i\ITl(6 1 6CCC) 
60CO FCR~~l(l~l} 

C:\LL PCAT/\ 
CALL Sli-1 

CEE\UG SUUCHK 
ENC 
S U G I~ C L T I r-., F S I tf 

c l) f/ // L ~\I f- L () .. , 1 I i\ R ' ;.j G I N c k ( 't 3 ) , NL R { '~ 3 ' 3 ) ' DA u ( '-1 3 ' 3 ) I 

1 TC/\(l13},r,Gl\GE( {:) 1 NGR( 6l,C1\G( 6),1UR('t3) 
C CW fi C [\ I F L U, 2 I F L ( 1, ~ l , f~ C UGH l 4 3 ) , SL C P E ( 'd ) 
C C t--' f'J C i\ I F l. L V. 3 I J R ( t, J I , h T ( '1 3 , 6 ) 
CCf/~L~/FLCh4//\TIM~(43l,DTlME 

c o tJ M u" n~ L c 1~ 5 / f\ ru: s , I R t.= s ( '1 ~ > , J R E s ( 1 o l , c 1\ r t 1 o l , s ~_, I 1..z < 1 o l , s T c < i o 
) ' 

l CIV(lO),R~EL(lC),PS10(10) 
C 0 tJ I•' l; NI FI. C 1t-16I1·rn f, ST [ , I 11 .f\ ST t: (1+3 ) , JU\ STE ( 4 3 ) , fl V ~·/ ( tt3 ) , A'rl ( '1 3 l , PM 

W(43), 
l F K l I \';/I s T E I x F K l 
CUf'J~C~/FLCW7/CG(6 7 48l,CNAT(43),NYRG 
C CJ~" M C 1·~ I r UJ iJ 8 I f, VT E M P , /I T E: M P , T P l A K , T [: MP , D T E M P 
COVMC~/FLG~q/XIRRIG(~3,46) 1 QWASTE(43,48),AVAD 1 RV~P 1 CVAP,TAU 

( 10,6} t 

1 y f'J t MH 1 (' ) I /';cc f\ ( l c ) ' D cu N ( 1 c ) ' cc Of H 1 0 '6 ) ' I Ty p E ( l 0 ) I 

2 TCJPLEV(lCl) ,/\C/\P(10) ,[)CAP( 10) ,CCAP(lOl ,OCAP( 10) ,ADEP( 

10) ' 
3 BCtP(lOl,CCEP(lC) 

C 0 tv 11 C I\ I F L C \-; l l I T ( 4 n ) , S I G M /1 T , Z , C , H' (~ A N 1 R LiH H {11 3 ) , I S T A R T , X K , X M 
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l c c ' f· I x K l 2 0 ~ I ( ,, 3 ) I !:I (j D I\ s T ( It 3 , ,, c ) , 
2 :..; c \\ s r ( 11 3 , 1, <j l , n 1 1, B l , R cc'.'\ ( '1 ~ l , s co ~J ( 1* 3 l 

C U ~· I·' C r\ I f L C '11 l 2 I X l( 2 :> 0 R ( l Ci ) , X K 3 ( l Ci ) , Ll Cl 0 S TC ( 1 0 ) , D F. F S T C ( l 0 l 
c O' 11 u r, ff: u: ~·· l 3 I c R :.: (, ( 'd , '• G ) , c L F I N ( /; 3 , '• s ) , D:: HJ L l ( 113 , 1t a l , Eu IJ Jl'' < 

43,48), 
1 n C CC U T ( 1t 3 , '• 8 ) , X ~·i I 1\ C ( '~ .3 , 3 0 ) , L L X ( t, 3 , 31) ) , X K 1\ ( 4 3 , L1 B ) 
c O' I' c !'./ s c;~ l l I I\ co >IN ( ,, : 'It] ) ' K 0 L [\ T ( 'd ) ' IND Ex ( ~ c 5 ) , Ms crn 
DO 13 I;;::l,c 
COL:STC{ I )=C.r) 
C U· S r C ( I ) = C • 0 
cc 8 J::l,'tfi 

u c.:c;cr,JJ=c:.o 
Cu CJ 1=1 7 ~;R 
cc 9 J::: 1 , '• s 
CFFli\ (I, .I )=C. C 
l~ F r C IJ T ( I , ,J ) = () • C 
DCCI·\( I,Jl=O.C 
f_\ L l~ c: L T l I I J ) = c.~ • 0 
n c r; w s '£ l I , J l == o 
CC~. :; I ( I , .J ) = G 

9 ~~·i,".S ft { 1, J )=I) 

CC 7 I=l, 113 
cc ., J = l' 3 c 
x I ' 11\ c ( I I J ) = (1 • (1 

7 LLX(J,J)::(; 
id.'. l·Jl f\ c 9 
R~AC(5,7CC)L,C,TMlAN,tST~RT,XK,X~~cc,F,SJGMAT 

700 FCR~~T(3FU.0 1 I5r5FP.C) 
R E AC ( r; t 7 -~ 1 ) ( I~ L N T H ( I ) , RC 0 :\J ( I ) 7 SC 0 N l I ) , X K 1 2 0 \i ( I ) , J W /1 S TE ( I } , I = 

l,NR) 
7Cl fCR~~T(4~1C.O,ll) 

C (I l I ;:; l , f\ R 
1 I F ( I ), /\ S T :.: ( I ) • :\J E • 0 l f{ f; /I G ( 5 1 7 0 3 ) ( CJ VI A S T E ( I , ,I ) , B (l D \I ST ( I , J ) , D 0 \-i S T 

(l,J}, 
1.1 = 1 ' '· (i ) 

703 FGR~AT(5X,3FlC.0) 
R [AC ( :.; , 7 ·'J 2 ) ( X K 2 2 0 R ( I ) , X K 3 ( I ) , B 0 0 ST (J ( I ) , 0 E F STU { I ) , 1 = 1 , t-; RES ) 

7 0 2 f c R f'I /\ T ( 4 r l a • 0 ) . 
c c (Ji" t') L T t r1 u~ [\ T o; p [ R 1\l LR t F GK l TH \, EE K 0 F HI E y r AR 

DU 8CC L=l,t18 
XL::::L 
ARG=(7.5GXLiC)/~7.3 

T ( L ) = .7 * S I l\ ( ll R G H Tt' E M, 
sco co.n Ir\l.,;£ 

CALL FLJ\Sl
CALL td J 
CU 11 K=l,f\Yr~G 
C A L L H Ai\ ( I 5 TA R T , 4 l! , H ) 
CALL rL/1$l·l(K) 
llC..: 10 L=l1"18 
CA L L C T:U I\ ( L ) 
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CALL REG(L,Kl 
CALL GUALCL) 
C A L L A I J S L B ( L , K , ~-.i Y R G I 

1 o c mn 1 N lJ f: 
11 CC~JTif\Ut: 

REWif\C S 
RE TU f\ I\ 
CEBUG SUBO·K 
ENC 
surrnr:LT If\ E ~[ G ( L' KYR) 
co~~L~/FLC~l/NR,NG,Nln(43),NLR(4J,3),CAU(43,3J, 

l TC!\(lt3),NG.l\GE( 6),~GK( 6),DAG( 6),ICR(43) 
C U ~ ~' [ f\ I F l 01 3 I J P ( 4 3 J t h T ( 1t3 , 6 ) 
Cm• t-'. LI\ I FLU. 5 i ~~RE S , I K F S ( 4 3 ) , JR ES ( 1 C ) , CAP ( 10 ) r S tJ IN ( l 0 ) , ST 0 ( 10 

, ) , 
1 L:IV(l0),R~£L(lC),PSl0(10) 

cu~~U~/FLCw7/~G(6,48),GNAT(43),NYRG 
CU~PCf\/FLCW13/CR~G(4~,48),0EFINC43,48),0EFUUTl43,48),eCDIN( 

113 '4 8) ' 
lBODCUT(tt3,48) ,Xt-'l~JC{43, 3')) 1 LLX{43, 30) ,XKK{43 1 '18) 
CO~VC~/fLCW9/XIRRIG(~3,48),QWASTE{43 1 48J,AVAP,BVAP,CVAP,TAU 

(10,6)' 
1 y ~ t: A'" ( l 0} ' fl cc f\ ( l 0 ) , [3 cu N ( l c ) ' cc ON ( 1 0 I 6 ) ' IT y p E ( l 0 ) ' 
2 TOPLEVllO),l\Cf,P(l0) 1 UCAPll0) 1 CCAP(l0) 1 CCAP(l0),ADEP( 

3 BCEPClC),Cl1EPllC) 
Cl~Ef\SICf\ C((43),~RE~ClOl,CEP(lC) 

XL=l 
XLRAC=(XL*7.5iCVAP)/57.3 
EVAP=AVAP*SIN(XL~AC)+CVAP 

CU lCO l=l,N11 
QNATlJR(l))=WNAT(JR(J))-XIRRlG(JR(l),L) 
JF(QN/\T(JR(J) ).LT.O)C~Al(JR(l)l=C 

C THE INDEX LF T~[ CU~RENT REACH IS JR(I) 
C IS lhERE A REACH lJPST~EM-' 

lF(f\UP.(JR(J),l).GT.01 GO TO 10 
C ~0-IS TtCRE A RESERVOIR ~T THIS REACH 

IF(IRES(J~HJ)).GT.Cl GC TC 20 

CC ( JI~ ( I ) ) = 0 • 
CREGIJR(J),L)=CNAT(JP(I)) 
GU TG 4SS 

C T~E~E IS A ~EACH LPSTREA~ 
C IS THIS /\ REStiWUIR 

10 IF(Jr~ESlJl~(l)).GT.C) GO TC 3C 
C f\G-COU~T UPSTREA~ REACHES 

J=l 
IF(NUR(JR(l),2).GJ.C) J=2 
JF(NUR(J~(J),3).Gl.O) J=3 
r,~(Jf\( I I l=C. 
CO 11 K=l,J 
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1\1 L.: = 1\ U R ( J :1 ( .I ) , K ) 
LL= Ir< !.:/',Cl- (NU) 

11 CG!Jf"~(l)l=CC.:(JR(I)J+CCILL) 

CREG(JR(ll,Ll= CNAT(JP(l))+OQ(JR(l)} 
GG TC 4SS 

C THIS IS Ri.~SERVUIR , l\C IJPSTREAM REAU! 
20 Cil\=C~ATIJRCI)) 

l-;0 TC 4C 
C THIS IS RfSfRVLlIR, REACI- UPSTREA~ 
C QCJUN T R U1CH: S 

30 J=l 
I F ( N LR { JI~ ( I ) ' 2 ) • G T • c ) J = 2 
IFll\LR(Jq(l),3).GT.C) J=3 
Q H~ -= C.: I\ ;\ T ( J R ( I l ) 
CC 31 K=l,J 
I\ U = f\ LR ( J .{ ( I ) , ~: ) 
L L = I F: [ /\ C I· ( :\ lJ ) . 

31 QIN=CIN+C~(LL) 
QREG(J~(I ),LJ=CI~ 

C CPE~ATE RES~RVCIR 
40 CALL TRES(IRES(J~(!)),IR) 

PSTC( IRJ=STC( IR) 
CEP( lf<l=l/\C/IP( IR)-1 (8C/\P( IR)*STO( IRJ+CCAP( IP.) )-!!*•5)/DCAPC IR) 
ARE A ( I\·~ l = /1 CE P ( IR ) +CD E P ( I R ) i:· DE P ( I R ) +CD E P ( I R ) *DE P ( I R ) * * 2 
QVAP=ARE~ClRl*EVAP 

QlNV=CIN*.657-QVAP 
CALL CIVREL(lR,L,RRELV 1 0EPl 
STU{ IR)=STC{IR)+(Clf\v-CIV( IRl) 
JF{STC(l~~).GT.CAPIIR))GU TC 3CO 
IF(ITYPl<IRJ.GT.3lGC TO 310 
IF(STC( !R).GT.TOPLf='.V( IRl.ANC.ITYPE( JR).EC.llCC TO 302 
I F ( S TC ( I :~ l • GT. SM Ii\ ( I R ) ) G C T 0 3 0 3 

C NO RELEASES-NO DIVERSIUNS 
301 RRELV=O 

S T 0 ( I i< l = S l C { I R l + 0 I V ( I R ) 
IF(STC(lK).LE.O)GC TC 3C7 
GCJ TC 31:; 

C RESERVOIR EMPTY 
307 STC( IRl=O 

GO TC 31C 
300 IFllTYPUif\J.EC.llGO TU 4CO 

RRELV=STOCIRl-CAP(IRl 
GC TC 31C 

'1CO RRV=?.O*f'HH.LV 
RTE~P=STCCIRJ-CAP(IR) 

IF!RTEMP.GT.RRV)GU TC 401 
RRELV=RRV 
GO TC 31C 

401 RRELV=RTE~P 

GC TO 31C 
303 IF( ITYP[( IRJ.t\E.3)GO TC 403 
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C I S T t · E r I f'J t B ET ~·I f t I'\ CC T • l + r\ CV • 1 
lf(L.GE.37 .A~O. L.LE.4ClGC TC 305 

C ~0-IS T~E TINE BEThEE~ APR. 1 + OCT. 1 
If{L.LT.13 .();-{.L.GT. 36lGO TC 30El 

C YES-TIMl IS BETWEEN APR. 1 + CCT.l 
I F ( ST C ( I 1~ l • L E • CA P ( I R l l r< R E L V = C 
GO TC 31·~ 

C Tl~E IS Q[lW[EN OClCBER l + NOV. 1 
3 0 5 S 0 I F == S T L ( I ~ l - S rq "J ( l R l 

RRELV=SCIF/(41-Ll 
GO TC 31C 

3 0 2 I\ RV= ? C * [~ '~ E: L V 
RT EI•' F' = S 1 C ( IR l - T 0 PL EV ( IR l 
IFIRT~VP.LE.RRVJGC TC 402 
RRELV=l~RV 

GC TC 31G 
4 C 2 I F ( l<T U~ f> • L T • R R EL V ) G C T C 3 l C 

RRELV=RTU1 P 
GO TC 31C 

403 IF( I TYPE( !R).EQ.l lGO TO 3G9 
k R V = ~.-1 U ( I R l - S I" I N ( I R ) 
lf(R~lLV.LE.RRVlGl TC 31C 
KRELV:-:RRV 
GC TC 31C 

3GY SlO(IRl=STC(IRJ+QINV-RRELV 
I F { S TC ( I ,:; l • G r • T 0 P L E V ( I R ) l RR E L \I= S T G ( I R ) -T 0 PL EV ( I R ) 
GU TC 312 

308 RfHLV=STC( lf{)-St'ltd IR) 
3 1 0 S T C ( I f~ l = .:> T C! ( I R ) - R R E L V 
312 RRFL( IR)=Rfd:LV/.657 

OC(J~{I) l=RREL(IR)-~~AT(JR{Ill 
4 <; 9 C C N l 1 r, U E 

S 9 -I F ( c; f{ E G ( J R. ( I ) , l ) • L T • C • C ) Q R E G ( JR ( I ) , L l = C • C 
lCO CG!.,:Tlt\U[ 

KETLRt\ 
C E E U G SU l) C ~- K 
Et\ c: 
SUBRCLTll\E RAN(IX,N,R) 
Clt'El\SIC\ R(l) 
CCJ lC l=l rN 
R(l)=O. 
co 20 J=l,12 
R ( I l = R ( I ) i R Ri~ ( IX ) 

2 0 C 0 i\ T I ~. U E 
10 R(l)=R(J}-6. 

RETURt\ 
END 
F U N C T I C N R f{ N ( I X ) 
IX=IX~65539 

IF(IXl5,6,6 
5 IX=IXt21474D3t47+1 
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6 RRl\J=IX 
RRN=R~N*.~656ll~E-~ 
~ E TUfU, 
ENC 
FUNCTICI\ STC(T) 
C l f' E r, S I C i\ T ( 4 B ) 
fBl1R=IJ 
CU 1 I= l , '• 8 

1 T 8 J.\ f~ = l t1 ,\ fl + T ( I ) 
TnAr-~=TC/·~/48. 
l sur::::o 
cc 2 l=l,118 

2 T S U 1·' ;: T S lJ f-' + l T ( l l - TD :. R l * * 2 
STC=SCRT(TSLM/~7.) 
RE TlJ R r, 
C E fl lJ L S L 2 C r I<. 
EN[; 
SUGr·:LUTl\E RJATA 
CD~~CN/FllWl/~R,NG,NCR(43),NUR(43,3),CAU(43,3), 

1 TC,'1('131,t'\G/\GEl 6),1\GR( 6),CAG( 6l,ICR(43) 
CGr'r-'Ui\/FLU.5/t-.RES, IRES ( 43) ,JHES( lC) ,CAP ( 10), Sfot IN( 10), STO ( 10 

) ' 
l OIV(lO),RRfL(lC),PSTO(lO) 
co~~Cf\/FLC~9/XIRRIG(43,~8),QhASTE(43,48),AVAP,BVAP,CVAP,TAU 

(10,6), 
i v r-- EA N < i o l , Ac c r-; < i o 1 , oc c N l 1 c J , cc m: l 1o,6 > , 1 r v PE c i o > , 
2 TCP LEV ( l 0 ) , AC .t\ P ( 1 0 ) ,. BC AP ( l O ) , CC J\ P ( 10 ) , CC AP ( l 0 ) , AD E P ( 

3 SCFP(lCJ,CCEPllC) 
DO 30 1=1,1\f< 
oc 30 J=l ,lt8 

30 XIR~lG(I,J)=Q 
I~ E A 0 ( 5 , ~ ':: C ) N R E S , C I R E S ( l ) , I = l , f\ R ) 

5CO fOR,....'iT(l5/ll61~)) 

1 c} t 

RI: AC ( 5, 5 0 1 ) ( J HES ( .J ) , J TY Pt ( J) , CAP ( J ) , S TO ( J ) , SM IN ( J ) , TOP LEV ( J 

1 J=l,l\RES) 
501 FOR~AT(215,4FlC.2) 

R [AC ( 5, 5 0 '1 ) ( J\C <: N ( 1 ) , n CC N ( I l , I:: 1, I\ RES ) 
SC4 FCRr~T(SFlC.4) 

, ' 

R E A D ( :i , 5 C 5 ) ( Y t' F ,\•\I ( L ) , A C A P ( L ) , 8 C A P ( L ) , C C A P ( L ) , DC A P ( L ) , 
1 ACEP(L),GCEP(L),C~EP(L),L=l,l\RESJ 

505 FCR~AT(8Fl0~2) 
REA0(5,503)AVAP,5VAP,CVAP 1 ((TAU(l,JJ,CCO~lI,Jl,J=l,6) 1 1=1,N 

RES) 
503 FUR~AT(3FlC.0,/(6FlC.C)) 

REAe(5,5C2)~ACJSf,(L,NSTA,XIRRIGlNSTJ\,L), 
1 I=l,l\ACJST) 

5C2 FOR~,'\1(15/(15,13, Fl4.lt)) 
\.iRITEC616CO) 

6CO FCRMAT(' CATA HAV~ BEEN READ IN TbRU RDATA') 
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RE: nnr\ 
C E £l U G S l; f'! CI· I< 
ENC 
SU£lRCuTl''E CIVREL( rn,L,RRELV,OEP 

c *************************** 
c c !" M c I\ I r L c \~ 5 nm E s ' I R E s ( 4 3 ) ' J 11 E s ( l 0 } ' c A p ( 1 0 ) ' s t-' I N ( 1 0 ) ' s T 0 ( 1 0 

) ' 
l CI V ( l 0 ) , IUU.: L( 1 C ) , PS TU ( l 0 ) 
CO~MCN/FLCW9/Xl~RlG(43 1 48),QWASTE(43,4B) ,AVAP,OVAP,CVAP,TAU 

(10,6), 
1 Y ~' EA N ( 1 0 ) , /1 CL I\ ( l G ) , 0 C C N ( 1 C ) , CC 0 I\ ( 1 0 , 6 ) , I TY P E ( 1 0 ) , 
2 TCPLfV(lO),AC1\P(l0),13CAP(lC),CCAP!l0),CCJ\P(10),AO!:P( 

3 LlCEP(lOl,crEP(lO) 
CH'E:,\SILI\ CEP(l0) 
I T Y P == IT Y P l: ( lf { ) 
Xl.=l 
GC Tfj Cl,2,3,'1 1 5),JTYP 

l ~RELV~ACC~C1Ul*O·l~7 

THET~=(XL*2•*3.1416)/48. 
D Iv ( I ru = y f•' r. Ai J( lR ) 
CC lC l=l,6 
A R G :. H- [ l ~ - T f\lJ ( 1 R , I l 

lJ ClV(lR)=CIV(lR)+CCC~(IR,I)*COS(ARG} 
GO TC 101 

2 RCCt\i\=BCl.~(IR) 

URELV=C.l57•ACCN( IR)•CEP(lR)••BCC~N 
CIV(IR)=S 
GO TC 101 

3 RRELV=O 
C IV ( If{ l = C 
GO TC 101 

It RRFLV=O 
fHET/\=(XL•2.•3.1416l/48. 
C I V ( I I~ ) = Y ~' E Ai-I ( JR ) 
DO L10 l=l,6 
ARG=H ETA-T/\lJ( IRr l) 

40 CIV( IH)=ClV( IR )+CCCNC JR, I )•CCSIAHG) 
GO TC 101 

S THETfl=(XL•2.~3.1416)/~8. 
RREL. V=YtAE/\N (IR) 
CO 50 I=l,6 
AHG=-Tl-Elfl-Tf.-U( JR, I) 

50 RHELV=RRELV +CCCN(JR,J)aCOS(ARG) 
DIVllR)=C 

lCl RETURN 
DElHJG Sur!CHK 
F.NC 
SUDRCUTINl S(KTr~NrArHrCrI~,J~,KM,OET) 

10) t 

LI~E~SION A(KT 1 KTl,B!KT 9 KT) 1 C!KT 1 KX),JN(lCO) ,EPP(lOOl 
IP.flX==IM 
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J f•'. ,\ x = J ~· 

K t··1 /\ X -:: K I· 
GGTC(30,~2,34,36,38,~C,42,44,46,50,52l,NN 

3 0 C O 3 1 [ =- 1 , I ~4 .I\ X 
c u 3 l J = 1 , J r· ,\ x 

3 l !', ( I , J } = E: ( I , J l + C ( I , J l 
GC TC bC5 

32 l.0331:.:l, It-'l'•X 
CCJ33J=:ol, J~ AX 

33 A(I,Jl=E(l,J)-C(l,J) 
GC TC 80':i 

34 l:ClOl I=l, I~ti;< 
[ C 3 5 J = 1 , K r· /i X 

Et'P(Jl=C. 
c 0 3 5 ~( = 1 1 J 1'J ,\ x 

3 ':"> E I-' P ( J l = f: ti P ( J l + S ( I , I\ l * C ( K , J l 
CCllGll<=l ,U'/IX. 

lCl /\(!,Kl= E~P(K) 

GO TC BC:.i 
36 CU 3 7 I= 1 , Irv AX 

C 0 3 7 J = l , I t: f1 X 
37 !\(l,J)=['(J,Jl 
5 9 I :~ ( 1 ) = () 

I M /, X C = I r" fl >'. - l 
T E ~· P == f', ( 1 , l l 
c 0 7 0 I = 2 I I I·' 1\ x 
I F ( /\ d S { T l: MP l - A 8 S ( A ( I , l l l l 71 , 7 0 , 7 0 

71 IN( U=I 
TH~P:.:t(l,ll 

70 CtJl\TIMH'. 
IF ( I:~ ( l l l 7 3 , 7 2 , 7 3 

7 3 .1 S = I i\ ( l l 
CU7 11J=l, It'fiX 
TH'P==li(l,J) 
A(l,Jl=/dlS,Jl 

7 4 ~\ ( I S , J l = l L 11 P 
72 IF(A( 1, ll JS~ 7 99,98 
98 C0751=2tli"'AX 
75 A(l,ll=/\(1,1)/f\{ltll 

CUlOCl J=2, lfVf\X 
IPC:::I+l 
H'U= I-1 
008'JL = 1, 1 FC· 

80 A( I, I)=~( I, l)-(A(L 1 I l•~( Irll l 
T Et'. P = t ( 1 , I l 
IF (I- IFllX )55, 03, 55 

55 lN(ll=O 
CCO lI S= I PC, IMAX 
C 0 8 5 L = 1 , I I' C 

85 ,\(IS, I )=,1' (JS, I )-,\(L, I )-r,f,( IS,L l 
1F(A~S !TEMPl-ABS (A!IS,I)l )82,81,Dl 

A4-178 . 



B 2 T E r' P = f, ( I S , I l 
l ~; ( I l = l S 

U 1 C UIH Ir\ U E: 
ISS=If\!Il 
IF ( ISS )24 ,83, tl4 

. 84 OC88liJ=l 1 If.'A:-< 
TEt<P=/dl,J) 
ti( l,J)=/1( ISS,J) 

8 8 6 A ( I S S , J J = T l r-· P 
83 l~(A(l 1 1) )97,SS,97 
9 7 I F ( I - l t1 ti X l 5 4 , 1 C 0 , 5 4 
5 4 c c G 6 r s = r r c , rn 11 x 
86 A( IS, I )=:1( rs, I)/;\( I, I) 

GCEJ:JJS=IPC, IM/IX 
CDIJ<JL=l, It'C 

59 A( I,JSJ=~( l1JS)-(t(L,JS)•A(l ,L)) 
1 C ·:J C C f·i T I f\ U :.: 

IJU600JP=J, lr-'/1.i_ 
J=li.'/\X+l-JF 
A(J,J)=l.'.".:/A{J,J) 
1F(J-ll6~3,7JC,603 

603 fJC60ClP=2,J 
l=J+l-IP 
IPtJ=ltl 
TEr--iP=C.C: 
CC602L=IPC,J 

6C2 TEMP=TE~P-A(l,L)•A{L 1 J) 
l S C1 I\ ( I , J ) = r ~ : ' P I ;\ ( I , I l 
·1 C 0 CU 1 5 1 J = 1 , I r~ AX C 

JPC=J+l 
C0151 I=JPC, Il':/\X 
TE I' P = C • C 
·r~U=!-1 

c c 1 5 '• L :.: J I I ~· c 
If(L-Jll52,153,152 

152 T~MP=TE~P-A(l 1 Ll•~(L,J) 
GO lCl~'1 

153 TEMP=Tf:fvP-/d I ,L) 
154 CUNT 1 f\lJ!:. 
151 ,1\(l,J}=TCl1 P 

0 U 9 0 1 I = 1 , I f.' A X 
[;(!9COJ=l, 11-'AX 

H'P(Jl=C.C · 
0 () 8 S (:; t\ = I , l i~ I:. X 
IF(N-J)8~9,891,898 

e C) 8 E I ·1 p ( J ) = E /V r ( ,J ) + I\ ( I ' t\ ) -!:· A ( j\ , J ) 
GO rcssc; 

897 EVP(Jl= E~P(J)+A(l,~) 

sc;9 cm~rir\Ut 

9CO CO\TI r-.uc 
C0901J=l 1 ll"AX 
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9Cl A(J,Jl= ~~P(J) 

0 (J 5 c 0 I == 2 I I 1' i~ x 
M=I~·;\X+l-! 

IF( IN(H) '502, 5C0,5C2 
5C2 ISS=Hd~l 

0 0 5 0 3 L = 1 , It-' ;\ X 
Tt::IVP::c.:f'{L, I~S) 
.'\(L,ISS)=~\(L,t') 

5C3 1\(L,l"l=lr:t'P 
!5 C O C m~ T I i\ U F. 

Dll=C. 
GU TC fi05 

120 CET=l. 
S9 kRITE {6,EC6 l 

B 0 6 F- O R t1 ;i T ( l : lf- C: S H~ G u Ui H w /\ T R l X ) 
8C5 ~tlUfd\ 

3 B C CJ 3 g I '' l , I ji A X 
D039J=l, Jr',"IX 

39 :.(J,J)=i_1 {l,J) 
r~ =IF AX 
CET=l. 
Il=l 

l 13==!1 
SUM=/\US (/\(11 1 11) l 
CIJ 3 1=11 1 1\ 
1F(SL~-A2S lA(I, Ill) )2~3,3 

2 I 3 =I 
SU~==/\BS (/\(l,llll 

:~ corn 1~,Lc 
I F ( I 3 - I 1 ) 1i ' 6 I 11 

4 cu 5 J::.; l , i, 
SUM=-/\ I I l, J) 
/\(!l,Jl=-~( 1.3,J) 

5 .~(13,J)=SL/v' 

6 13=11-tl 
CC71=13,\ 

7 1\(1,lll=~'ll,Ill/tdll,Il) 
J2=11-l 
IFlJ2lS,ll 1 B 

8 CU9J=I3,1\ 
CU9I=l,J2 

9 A ( l 1 I ,I ) = .'i ( I 1 ' J ) - A ( J 1 ' I ) * ,\ ( I ' j ) 

11 J2=11 
ll=Il+l 
c 0 l 2 I = I 1 I ,, 

C012J=l,J2 
12 A(I,Il);::;~(l,11)-AII,Jl*AIJ,Ill 

I Ft 11-r·n1, 14, 1 
14 13=1 

J2=r ... 12 
IF( 2*J2-~) 15, 16115 
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15 13=0 
[; E T = A ( t~ t \ l 

16 CC17l-==l,J2 
J=N-I-r!J 

17 CET=f:ET*/\(I,Il*ACJtJl 
G(J TC 805 

'' 0 I F ( I F ti X - J 11 /\ X l '1 1 , 1 C 2 , l r: 2 
41 IP=H',l\X 

GO TC lC3 
102 I P=Jfv',f,X 
1C3 CClOl:J<::-:1, IP 

CClOt1l=K,1 tt/IX 
104 E~r( Il=A(l,Kl 

lJ C 1 (; ~.i J = f( , J M AX 
l:J~j fl.(J,f<l=U(K,,J) 

CUl C61 =K, I ~";\X 
1C6 /\(K,I )= E~F(J~ 

GO TC B05 
'12 [C/131=1, IF/\X 

c CJ t, 3 J -= l ' J ~- 1\ x 
Li 3 1\ ( I t J ) = [} ( 1 , J ) 

GG TC dO'..> 
t1Lt CCV15I=l,ll-'/\X 

I) 0 ,, 5 J = l ' J ~' 1\ x 
A(I,Jl=C. 
B(l,Jl=O. 

115 C(l,J):::O. 
GO TC tJ05 

46 llJ=2 
20 READ CKMAX,47) l~(l),JN(5),EVP( 1) ,JN(2) ,!N(6),EMP(2), 

1 I f\ ( 3 ) , I 1\ ( 7 ) , f t~ P ( 3 ) , J ~ ( 4 ) , I h ( 8 ) , E M P ( 't ) 
47 FUR~~T (4(13 1 13 1 £12.Ell 

1 r- 1 I ~\ ( 1 > > n c 5 , e o 5 , ;i 3 
23 GO TCllY,24), ID 
24 IF=Iti(l) 

JM= I r, ( ~) ) 
10=1 

19 C021I==l,4 
Il=lr\(l) 
J l = I i, ( l + 4 l 
If=( 11121,21,18 

18 A(Il,Jl)= EMP(I) 
21 CCl\Tlr\UE 

GC TC 2C 
50 OU 62 IP=l,JMAX,7 

JPC=IP+6 
IF(JPC-Jfw'iJ.X)61,61 1 60 

60 JPCJ=,Jt1 AX 
61 hRITE (K~AX,63)(J,J=IP,JPCl 

C CJ 6 2 I =. 1 , I ~, A X 
vrn I TC: (K~AX,64)1,(A(l,J),J=IP,JPC) 
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62 CCN1 U-:U[ 
G 0 l C fl C ~i 

63 FUR~A1(~~2 R0~7(BX,4~CCL.I3,1X)) 
64 FCR~AT(J4,4X,7El6.8) 

52 CC531-::::l, p:/\X 
D 0 ~ 3 J = l , ,H' A X 

53 A(J,J)=C(l,J)*DET 
GO TC !305 
CEGUC SUQCliK 
Ei\JC 
S U !J t~ C LT I :·i E TR A f'\ 
CC/./ ~ 1 C NI r LC \J 1 It\ R , :·JG , NC 11 (Lt 3 ) , NL H ( 't 3 , 3) , D ti L ( '+ 3 , 3 ) , 

1 TL.:.'i( 113),~\G/\GE( 6),1~GR( 6),Dt\G( 6),ICP.(Lt3l 
C O' t/ C f\ I F L C \, 2 I f L( 1, 3 l , R C U G H ( 't 3 l , S L C P ct 't3 ) 
CU~NCh/FLC~3/JR(~3),kT(~3,tl 

CI~ENSIU\ JGU(lOl,~ILC5C),MIOC5Cl 

C *****•«•~c••«•••••******* 
C CO~PUTE FLCk IN L~ST RE~C~ CC~NSTREA~ 
c ********~····~···~·*•«••• 

I= JR(i\K) 
C l S H' F R ~= /\ G /' G E I I\ n I S fH: i\ C H 

J = 0 
C(J 5 JJ= 1,1\G 
IF (NGR(JJl - NO~(l)l 5,6,5 

6 J = JJ 
5 CUNT I f\lil 

IF (J) lCtlC,15 
C TH~RE IS A GAGE - CASE 1 

l 5 C C lf) J J = 1 , t\ G 
16 l~TlI,JJl = C. 

hT(l,J) = TCh(J)/CAG(J) 
GO TC 10(; 

C THE~E IS NC CAGE - CASE 2 
10 CALL LPG~GE ( ItNGL,JGLl 

IF (NCU) 21,21,22 
21 hRITE (6,6CCO) 

6CC0 FORM~T llCX, 1 1\C GAGES') 
STOP 

22 CO 23 JJ=l,NG 
23 WT(J,JJ) = C. 

GCfl = O. 
CO 25 JJ=l,l\GU 

25 GOA = GCA+CAGCJGUCJJ)) 
CO 2'1 J,J=lrNGL; 
J = JGU(JJl 

2 '• WT ( I , J l = T CA ( I ) ICC A 
c *******~*********~************ 
C CD1'\T INUL UPSTR[/\M 

c ****************************** 
lCO IU = I 

I C3 = 1 
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NllJ(I2) =IL 
C 1 S H E :<. :: A R c ,\ C H UP S T k E 1\ ~ 

1 C 5 ~ U = ;, UF.: ( I L ,1 ) 

IF (1\L) llC,llC,llf) 
C THE~E IS ~C REAC~ UPSTRE~~ 

1 l ') I B = I !J - 1 
C I-AV~ ALL ~iAC~ES BEEi\ CCVPLFTEU 

IF <Icl 2cc,2co,120 
C Tr\1\1'1SFG 1U1 1 S CCi-'.PLETE 

2 c.) ru: T Li ,n, 
C CC~·\TJNUL: Ct\LCLiLATICNS 

1 2 Cl I U = r, I U ( I C ) 
ID::: l\lC(lf.) 
GU TL i:ir::: 

C T h l'. II. E I S A i\ LfJ S l 1"<. E fll,1 R E .ti Cf-' - I S T H EF: E A 13 R A N C H 
l 1 5 I F ( \ Lr< ( I L , 2 ) ) 1 2 5 , l 2 5 , 1 3 0 

C THERE IS i'. C ER ..\!·JC r 
125 NU = f\UR ( Ili ,1} 

ID = IU 
I U = rn t;~ C I- ( ~J u ) 
GO TC 15::: 

C TH~RE IS A ~~ANCr - ARE lH~RE T~O 
13D Ill = Ill t- l 

N U = t\ U !{( I L ,1 ) 
i~ I U ( I 2 - l ) = I R F A C I- ( I\ L ) 
1'\lC(lC-l) =IL 
I F ( [\ L R ( I L I :3 ) ) 1 3 5 t 1 :~ 5 ' l 1i 0 

C T H [ ~ E l S C f\ 1 _ Y GI E B R A NC 1-
1 3 5 N U = f\ U 1~ ( I U , ? ) 

ID = IU 
I U = l R E /1 C 1- ( f\! U ) 
CO TC l:JC 

C T I-! ;:- i\ t:: I S M:C T I- ER £: fL\ i\ C H 
1 1-1~) i\U = 1\Uk(IL,2) 

In = IH + 1 
NIU(l!-:'.-1) = IRE1\Cl-[NL) 
i\l IC ( I ~- 1 ) = l L 
N U = !\ U f\ ( I L , 3 ) 
IO = Ill 
I u = I R f: I~ c I" ( ;~ u ) 

C IS ThEkE A G~GE IN T~IS REACH 
1 ?Ci J = C 

00 151 JJ==l,\lG 
I F ( 1\ G R ( j j ) - ; ·J c R ( I L ) ) 1 5 1 ' l 5 2 I 1 5 l 

152 J = JJ 
151 COl-il l\Uc 

IF (J) 1(;0 1 1AC,16!5 
C THERE IS A G~GE IN T~IS REACH 

165 co lt6 JJ=l,~G 
lc6 hT(lLJ,JJ) = O. 

~f (1~ 1 J) = TDA(lU)/C~G(Jl 
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CO TC lC,5 
C THt::RE IS l\:C C/IGE p.J Tl-IS RE!1CI• 

l 6 0 C fl L L L P l; /1 C I: ( I U , ;\J c; L , JG IJ } 
IF (NCUl lflO, 180, 161 

161 Ge/,:: O. 
C 0 l r: J J = l , i1J G U 
J = ~IGU(J.J) 

170 GCA:.:: CLi\ -t DAG(J) 
CC l ·r I J J = l , :·J G 

171 WT(!U,JJ) = O. 
Al= (TL,\{![;) - TLfllIL))/lTCf.(10) - GCAl 
c; () l ·1 ? J J :-: 1 , 1 J G lJ 
J = JGU(JJ) 

l 7 2 1H ( I l; I J ) = A(~·,. c A ( IL I / G c A 
A 1 = ( l I: :. ( I U ) - G U A l I ( T D t. ( I (; ) - G C /1 ) I l C A ( I D ) 
[ Cl l l 3 J =- 1 , ~; G 

l 7 3 ~. T l I U , ,I ) = ~ T (.JU , J ) + A 1 *Yi T l I D , J ) *TD /\( I U ) 
GC TC 1C5 

C TH[RE IS ~[ GAG~ UPSTR[AV - CASE 2 
1 B () ,, l = T C I\ l l l ) I l CA l I C ) 

LC I fi J. J = l , NG 
18 1 1-J T ( I L , J ) = fl 1 * \·J T l I r: , J ) 

GU TC 1C5 
0 E C U c; S U r! C I- I< 
E r~D 
SU f!R CJl;l 11\ E TG EI\ 
C U fJ t-' C I\ I F l l h 1 fr, R , N G 1 N C R ( 1i 3 ) , N L R ( 4 3 , 3 l, D A U ( 1t 3 , 3 ) , 

1 T C.: A ( 4 3 ) , I\ G ,\ (; E ( 6 ) r N G R ( c ) , C AG l 6 ) , I CR ( 1, 3 l 
CC,...VC~/FLCW2/fL(43),nCUG~(43J,SLCPE(43) 
cc~ ~, c r, IF L ch 31 JR< 4 :~ l , r. TC 4 3 , 6 l 
C I t-· E I\ S I L /\ I H ( Lt 3 ) 
C I 1-' U\ S I Cf\ I\ ;-..i 0 R ( 5 0 ) 
f·\i"::Ml (:,,5c:ou NR,l\G 

5CC1 FC~~Al (215) 
CO 1 l=l,i\K 
i\l\fJR ( 1 l =C 

1 ICR!ll:.: C 
CU 5 I=l,t-.t< 

5 
1 

5C02 

RE~D (~,5CC2) ~0~(1),(NURCJ,J),J=l,3), 

(CAG(l,J),J=l,3l,FL(llrSLGPE(l),ROUG~(l) 
FLRMAT (41~ 1 6F5.0) 
CO 6 l=l,J\G 

6 I{ f: Ml ( ~; , r; CC 3°) NG AG f: ( I ) , NG R ( I ) , DI\ G ( I ) 
5C03 Fon~Al(l8,I5,F5.0) 

c ClTER~INE S[~U[NCE or REflCH NUMBERS 
C::C 15 1:1,NR 

l~ IR(l) = C 
00 2r1 N=l,NR 
I = 1 

2 3 I F ( I f< ( I ) ) 2 l , 2 l r 2 2 
22 I = I + 1 
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IF(l.GT.~R) GC TO 2C 
GO TC 23 

21 K = C 
cc 25 J=lt3 
IF (NLR(l,J)) 25,25,26 

· 26 NUP = 1-<LR(I,J> 
L = IREACf-,(NUPJ 
IF (IR(L)) 2"1,27,25 

27 K = l 
25 CONTif\UE 

IF (K) 3".:,30,22 
30 JR(N) = I 

IfUil = l 
00 36 K=l,3 
IF OW R ( I , K )) 36, 3 6, 31 

37 ND = NUR( I,K) 
ID = IREACh(NC.l 
ID f{ ( l C ) = I 

36 CONTlf\UE 
2·0 C C N T I r\ U E 

CO 45 1=1,1\R 
TDACI) = C. 
DO 45J=l 1 3 

45 TCA(I) = TCA(l) + CAL(l,J) 
c **********~****** 

~RITE(6,6COC) 

6000 FORMAT! '1EXTERNAL',49X, 1 00WNSTREA~ REACH 1 ,6X 1
1 TOTAL',15X, 

l'REAC~ CC~PUT~TION SECUENCE 1 / 

13X,'REAC~'.4Xr'UPSTREA~ REAC~ES 1 ,3X, 1 UPSTREAM DRAINAGE AREA 
. s' ' 

l 3Xr 1 I~TERNAL EXTERNAL'13X 1
1 UPSTREAM 1 13Xr 1 1NTERNAL'1 

1x, 
l'INTER~AL EXTERNAL 1 /2X, 1 NUMOER 1 ,7X, 1 1 1 ,4X, 1 2 1 ,4X,'3'8X, 1 1 1. 

,1x, 
1 • 2' I 7 x' I 3 I '6X' I IND Ex I '1 x' I NU M OER I ,.5 x ' • ARE A. ' 7 x' • I NOE x I '8 x' I 

11\DEX', 
17X, 'f'iL~eER'/) 

DO ace I=l,NR 
IF(ICR(l) .NE.O)NNCRCICR(l))=NOR(ICR(l)) 

aco CONTINUE 
00 46 I=l,NR 

4 6 WRITE ( 6 , 6C01) NOR ( I ) , (I\ UR ( I , J ) , J = 1 , 3) , (DAU ( I , J ) , J = l , 3) ,IO R ( I 
) t 

lNNOR ( IDR ( I)), T C1U I l, I, JR (I), NOR (JR ( I) ) 
6001 FOR~AT(I6,110,J5,15,Fll.11F8.l,F8.l,I81lll,Fl2.l,110,6X,I8, 

I l U 
WRITE(6,6CC2) 

6C02 FORMAT(l//43Xt '8.!\SIC'17X, 'REAOi',7X, 'Ar<EA'/ 
143X, 1 GAGE 1 ,sx,•co~TAI~ING 1 ,3X, 1 UPSTREAM 1 ,3X, 1 1NTERNAL 1 / 
l42X, 1 ~u~nER•,7x, 1 GAGE 1 ,1x, 1 0F GAGE 1 ,5X, 1 INDEX 1 /) 

DO 47 l=l,NG 
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4 7 \.JR I TE ( 6 , 6 CC 3 ) NG ACE ( I ) , NG R ( I ) , 0 AG ( I ) , I 
6 c c 3 F 0 R t-i ,., T ( 3 e x ' I cl ' I 1 2 ' F 1 3 • 1 ' r l c ) 

c ************** 
RETURt-. 
DEBUG SUBCl-K 
ENC 
SUBROLTl~E ~EANCX,N,Av~sc,s3,54) 
OlfJE~SIC.\ X(21) 
AV=O. 
SD=O. 
53=0. 
S4=0. 
00 10 l=l ,N 
AV=AV+X(I) 
SO=SC-+X( I )••2 
S3=S3-t X (I ) iHt3 

10 S4=S4+XCI>•*4 
AV=/IV/f'J 
SD=SGn~ 
S3=S3/N 
S4=S4/N 
S4=S4-4•S3•AV+6•SC*AV«•2-3•AV••4 
53 = S3 - 3•SC•AV + 2•AV••3 
SD=S~RTll CSC-AV••2)•~)/{N-l)) 
S3=S3/SC••3 
S4=5Lt/SC• •4 
RETLR~ 
DEBUG sueCt-K 
END 
SUBRCLTI~E UPGAGE ll 1 NGU,JGU) 
COfJ~C~/FLC~l/~R,NG~NCRl43),NLRC43,3),CAU(43,3), 

1 TCfd43),l\GAGEl 6),t-JGR( 6),CAG( 6),IORC43) 
-tO~MCN/FLC~2/FL(43),ROUGHC43) 1 SLOPE(43) 
COMMC~/FLCW3/JR(43),kTC43,6) 
DlfJE~SIC~ JGUC10),N!Ll43) 

C CET~R~I~E T~E NUfJBER ANC IDENTITY OF GAGES UPSTREAM 
C OF THIS Rt:AO-. DISCOUNT FURThER SEARCH \-JHEN A GAGE 
C IS ENCCU~TE~EC. I IS CLRRENT REACH, N~U IS NU~BER Of 
C GAGl:S UPSTREAfJ At\D JGL ARE It-iCICIES OF THESE GAGES 

NGU = 0 
IB = 1 
I lJ = I 

C IS T~ERE A ~E.,CH UPSTREAt' 
5 NU :: f\UR ( I U ,1) 

IF (NU) lC,lJ,15 
C THERE IS NC REACH UPST~EAM 

10 IB = IB - 1 
C IS Tl-E SEARC~ CO~PLETE 

IF c10> icc,1co,2c 
C SEARC~ CCMPLETE 

lCO RETLrH\ 
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C CONTINUE SEA~Cl-
20 IU = f\!L( IB) 

GO TC 24 
C THERE IS Ar; lJPSTREAM RE.t\CH - IS THEl\E A BRANCH 

15 IF !rHJR( IL,2)) 25,25,30 
C' THEl~E IS 1'.L 2RANCI-' 

25 IU = IRlACr(NL) 
C IS THER~ A GAGE 

24 J = 0 
00 26 JJ=l,t\G 
IF (f\GR(JJ) - NOR(lU)) 26,27,26 

27 J = JJ 
26 CmlTif\UE 

IF (J) 35,35140 
C THERE IS NC GAGE IN THIS REACH 

35 GO TC 5 
C THE~E IS A GAGE JN Tl-IS REACH 

40 NGU = NGL + l 
JGU(t\GUl = J 

C CONTINUl SEARCl-ING 
GO TCJ 10 

C T 1-i E R E I S ~ :.: R A i' C l-
30 1 n = I e + l 

NU = NUR ( I U ,1 ) 
NIU( 18 - ll = IREACl..,(f\Ul 

C I S T l- E R E A S EC C 1 ~ D B R M~ Cr 
IF (l\Urd ru, 3> 1 45,45,50 

C THERE IS NC SECCND Bl~ANCl-
45 NU= f\uR( IU 1 2) 

GO TC 2~ 

C THE~E IS A SECOND BRANCr 
5 0 ·1 C3 = I B + l 

NU= f\URCIU,2) 
NlU(lE-1) = IREACl-'(l\L) 
NU= NUR(IlJ,3) 
GC TC 25 
CEOUG SU2Cl-K 
END 
FUN C T I Cf~ I R EA C r ( t. U l 
COPMCN/FLCW1/NR,NG,NCR(43),NUR(43,3l,OAU(43t3l, 

1 TCA(43l,NGAGE( 6),NGR( 6),0AG! 6},ICR(43) 
CO~MC~/FLCW2/FL(43l,RCUG ... (43),SLUPE(43) 
co~~CN/flGW~/JR(43),~1(43~6) 

11 = 1 
3 IF (f\CR(lll - NU) 1,2,l 
l II= II-+ 1 

IF (Jl.EC.NR) GO 10 2 
GO TC 3 

2 !REACH= II 
RE Tu I{ t\ 
OEBUG SUDC~·K 
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ENC 
SUBRCLTI~E ~TRAN(L} 

COPMCf\/FLCWl/NR,NG,NCRl43l,NLR(43,3l,CAU(43,3), 
l T [. A ( 4 3 l , N G ,\ G E ( 6 ) , N G R ( 6 l t D A G ( 6 ) , I 0 R ( 4 3 ) 
COtJMCf\/FLCh3/JR(43),~1(43,6l 

COMMC~/~LCW7/QG(6,48),QNATl43),NYRG 

CO~PU~/FLCW13/CREG(43,48l,OEFIN(43,48l,OEFOUT(43,48l,OODIN( 

1BUCCLT(43,48l ,XMif\C(43,30),.LLX(43,30l,XKK(43,48) 
CALLS (43,3,QNAT,WT,QG(l,Ll~NR,NG,l,0) 
CO 10 I=l,16 
J=I+l 
lf(Q~AT(l).LT.QNAT(JllCNAT(l}=QNAT(J) 

10 CONTir\UE 
RETUHf\ 
OEBUG SUBCt-K 
ENC 
SUBRUUTI\E T~~SCN,tl 

C $$$$$i$!$1!1tS!it!$lSSSf1$$ 
c ~************************** 

43,40), 

C Ll tJ ti Cf\ IF LC~ 5 IN RES , IRES ( 4 3 l , JR ES ( l C ) , CAP ( l 0 ) , S fl IN ( 10) , ST 0 ( 10 

l CIVllOJ,RRELC1Cl,PST0(10) 
J=O 

5 J=J+l 
IFCJ~ES(J).EQ.~) GC TO 10 
IF(J.LT.f\RES) GO TO ~ 

WRITEC6,6CCC)N,I,NRES,JRES 
60CO FOR~AT(' RESERVOIR C~f\NOT OE LOCATED'/(2015)) 

CALL EXIT 
10 I= J 

RETURN 
DEBUG SL~Cl-K 

ENO 
SUBROLTI~E GEN(!RAN,t\SITES,QPR,B,C,GQ,NPRlNT) 

) ' 

OI~E~SIL~ CPR(24),GQC24,12) 1 D(24,24,12),C(24,24,12),R(24) 
N=4*i,SITES 
XN=N 
CALLS(24, lC,QPR,o,o,~.1,6,0) 
co 10 J=l,12 
CAL l R M\ ( I RAN , N , R ) 
C::O 21 K=l ,N 
GQCK,J)=C. 
00 20 ~=l,i\ 

20 GQ(K,J)=GC(K,J)+B(K,~rJl*CPR(~)+C(K,M,J)*R(M) 
21 GQCK,Jl=G~CK,J)/XN 

CU 10 K=l,I\ 
10 CPR(K)=GC<K,J) 

RETuRt\ 
DEfiUG SLSC~K 
END 
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SUB~OLTI~E COREL(NYR,NSITES,G,QVAR,Sll,Sl2,S2l,S22,J) 
DI~E~SIC~ ~(21,4,12,6),Sll(4,6,4,6),Sl2(4,6,4,6),S21(4,6,4, 

6) ' 
1 S22(~ 1 6,4,6),Tll(4),T22(4),Tl2(7),QVAR(l2,6),NM(7) 
1 ,SL12(7),SLL12(7),SUML1(4),SUMLL1(4) ,SUML2(4),SUML 

DATA ~M/1,2,3,4,3,2,1/ 
N=4*1\SITES 
JJ=J-1 
IF(J.EQ.1 )JJ=l2 
DO 10 l=l,NSITES 
00 10 ll=l1NSITES 
co 5 f>'=l,7 
SL12(t')=C 
SLL12(~)=C 

5 Tl2(M)=O. 
co 6 fl=l,'1 
T 11 ( r1 ) = C. 
SUf'ILl(M)=C 
SUMLL l( M) =O 
SUML2(fl.)=C 
SUMLL2 ( t-~} =C 

6 T22(t-')=C. 
CG 20 L=l,4 
CC 20 LL=l,L 
M=L-Ll+l 
CO 20 K=l,NVR 
Tll(M)=Tll(M)+Q(K,L,J,l)*Q(K,LL,J,II) 
SUMll(M)=SUf'ILl(M)+Q(K,L,J,1)**2 
SUMLLl(M)=SUMLLl(Ml+C(K,LL,J,ll)**2 
KK=K 
1F(JJ.LT.12)GC TO 21 
KK=K-1 
lF(KK.LT.l)KK=NYR 

21 T 2 2 0" ) = T 2 2 ( M) + C.: ( K ~ , L , J J , I ) * C ( K K , LL., J J 1 I I ) 
SUML2(M)=SUML2(M)+~(KK,L,JJ,I )**2 

20 SUMLL2(~)=SU~Ll2(~)+C(KK,LL,JJ,1[)**2 
DO 25 L=l,4 
00 25 LL=l 1 4 
M=L-LL tit 
CO 25 K=l,NYR 
KK=K 
IF(JJ.LT.12)GC TO 24 
KK=K-1 
IF(KK.LT.l)KK=NYR 

24 Tl2(~)=Tl2(M)+Q(K,L,J,I)•CIKK,LL,JJ,Il) 
SL12(tJ)=SL12(t')+Q(K 9 L,J,1)•*2 

25 SLL12(M)=SLL12(M)+Q(KK,LL.JJ,ll)••2 
co 30 ~=1,4 
Tll(M)=Tll(M)/SQRT(SL~Ll(M)*SLMLLf(M)) 

30 T22(~)=T22(Ml/SQ~TCSU~L2(M)•S~MLL2(M)) 
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00 35 M;:l,7 
35 rl2(M)=T12(M)/SURT(Sl12(~)•SLL12(~)) 

00 40 L=l,4 
CO 40 LL=l,L 
~=L-LL+l 
Sll(L,I,LL,ll)=TlllMl 
Sll(LL,J,L,II )=Tll(M) 
S22(L,l,LL,ll )=T22l~') 

40 S22(Lltltl,II)=T22(1") 
CC lC L=l,4 
CJD 10 LL=l,4 
M=L-LL+4 

10 Sl2(L,I,LL,Il)=Tl2(t') 
CALL S(24,6,~21,s12,o,N,N~o,c1 
RETUl~I\ 

CEBL;G SL~ChK 
END 
SUBROUTINE TRANS(~YR,NSITES,NTRAN,Q,QAV,AO,ASl,BCO,QEST,QVA 

R) 
Ol~ENSICI\ Cl2lt4t12,t),QAV(4,12,6),A0(6) 1 AS1(6,6),BC0(6,6), 

~EST 
1 C4,12,6),QVAR(l2t6l 

CO 10 I=l,NSITES 
DO 5 J:::l, 12 
00 5 l=l,4 
CALL ~EAN(~(l,L,J,I),NYR 1 AV,SD,S3,S4) 
IF(NTRM\-2)4, 20,3(1 

20 CO 25 K=l,l\YR 
25 C(K,L,J,I)=ALOGCQ(K,L,J,I)) 

GO TC 4 
30 CO 35 K=l,l\YR 
35 ClK,L,J,I l=SQRTCQ(K,L,J,Ill 
4 CALL ~EA~(C(l,L,J,Il,l\YR, CA~(L,J 1 I),S5,S6,S7l 
5 CONTINUE 

c fl L L r cc E F ( c Av ( 1 ' 1 t I ) t 4 8 t 6 ,. A c ( I ) , 11 ·s I ( l ' I ) t B c 0 ( l ' I ) , Q E s T ( l ' l 
ti)) 

co 40 J=l ,12 
OEV=C. 
CO 45 L=l,4 
DO 45 K:::l,t\YR 
X=Q(K,L,J,J)-CEST(L,J,I) 
CEV=CEV-tX«•2 

45 C(K,L,J,I}=X 
FN=4*NYf< 
QVAR(J,l)=SCRT(DE~/F~) 

00 4C L = l •'• 
CC '10 K= l, l\YR 

40 ClK,L,J,I )=ClKtlrJrl)/QVAR(J,I) 
10 CONlli\UE 

RE TU Rf\ 
ENC 
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c 

SUBRCUTI~E WFLCW (NVR,NSITES,Q,IhIST) 
OI~E~SICh C(21,4,12,6) 
IF( IHISrl4,4, 14 

4 10=:12 
GC TO 15 

14 10=5 
15 00 2G I=l,~SITES 

00 20 K=l,NVR 
co 20 J=l,12 

20 REAO(I0,5CCO)(~(K,L,J,I),l=l,4) 
5000 Fo~rAT (14X,4F8.2) 

RETURt\ 
ENC 
SUBROLTI~E ITRAN(NSITES,NTRA~,GC,CVAR,QEST) 
OIMENSIC~ GCC4,6,12),CVARll2,6),CEST(4,12,6) 
CO lG l=l,NSITFS 
co 10 J=l,12 
co 10 l=l,4 
GQ(L,I,J)=G~CL,I,J)*r.VAR(J,l)+QEST(L,J,I) 
IF(NTRAN-2>1n,20,3c 

20 GQ(L,J,J)=EXP(GQ(L,I,J)) 
GO TO lC 

30 GQ(L,I,Jl=G~(L,J,J)**2 
10 CCNTI,..,Ul:: 

RETUtH\ 
END 

SUBROLTINE EIGEN(ICIM,A,EVAL,N,~l 

C EIGENVALUES ANC EIGENVECTORS CF A kEAL SV~MfTRIC MATP.IX 
c 

c 

Ol~E~SIC~ A(IOJM,ICl~),0(24,24),EVAL(ICIM), S(24) 9C(24), 
l C(24l,JND(24),U(24) 

COUBLF. P~ECISICN ANCR~,ANORM2,TAU,P,DIAG(24),VALU(24l,VALL( 
24) ' 

C CALCULATE NGR~ OF MATRIX 
c 

c 

MAXIT= 5C*l\*t\ 
IT=O 

3 ANORM2 = C. 
4 CO 6 I=l,~ 

5 DO 6 J=l,t-. 
6 ANORM2 = ANOR~2 + ACI,Jl••2 
7 ANCR~ =CSQRT (ANOR~2) 

C GENERATE ICENTITY ~ATRIX 
c 

9 IF (Ml lC,45, 10 
10 CO 40 I=l,N 
12 DO 40 J=l,N 
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c 
c 
c 

c 

20 
25 
30 
35 
40 

4 5 
50 
52 
55 
60 
65 
70 
75 

1910 

IF (1-J) 35,25,35 
E(l,J) = 1. 
GC TO '+C 
8(1,J) - c. 
CONTil\liE 

PERFORM RCTATICNS TC REDUCE ~ATRIX TO JACCBI FCRM 

IEXIT = 1 
NN = 1\-2 
IF (t--r\} 890,170,55 
C 0 16 C I= 1, Ml 
II= It 2 
CO 16C J=II,l'J 
Tl = td I tl+ll 
T2=tdl,J} 

IF<T2) l<ilC, 160, l<;lC 
T=CSCRT(Tl**2 +T2**2) 
CG=Tl/T 

Sl=T2/T 
90 CG 1C5 K=l,f'i 
95 T2 =CU •A(K,I+l)+SI *A(K,Jl 

lCO A(K,J) =CC *A(K,J)-SI *A(K,I+ll 
105 A(K,l+ll = 12 
110 CU 12~ K=l,N 
115 T2 =CO •~(l+l,K) +SI *A(J,K} 
120 A(J,K) =CC *A(J,K) - SI *A(l+l,Kl 
125 A(I+l,K) = 12 
128 IF (~) l30,16C,13C 
130 CO 15C K=l,N 
135 T2 = CO *B(K, l+l) + SI •O(K,J) 
140 D(K,J) = CC •B(K,J) - SI •B(K,I+l) 
150 B(K,J+ll = 12 
160 COl\Tlt\UE 

C MOVE JACCEI ELEMENTS AND INITIALIZE EIGENVALUE BOLNDS 
c 

c 

170 CU 2GC I=l,N 
180 ClAG(l) = A(I,I) 
190 VALU(l) = ANORM 
2CO VALL(I) = -A~ORM 
210 CO 23C 1=2,N 
220 SUPERC(l-11·= A(I-1,I) 
230 C:(l-1) = (SUPERD(J-l)HHt2 

C DETER~IhE SIGNS Of PRINCIPAL ~INCRS 
c 

235 TAU = Q. 
2110 I = l 
260 tJATC .... = 0 

IT=IT+l 
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270 
275 
277 
280 
290 
300 
310 
320 
330 
335 
340 
345 
350 
355 
360 
370 
380 
3t;0 
3g5 
400 

c 
c 
c 

410 
420 
425 
430 
440 
450 

c 
c 
c 

460 
465 
470 
480 
490 
520 
525 
530 
51t0 
550 
560 
570 

575 
580 

581 
6C01 

T2 = c. 
Tl = l. 
co 450 J=l,f\ 
p = l:IAG(J) - TAU 
IF ( T 2 ) 3CC,330,3CO 
IF (Tl) 31C,370,310 
T = P*Tl - C!J-l)*T2 
GO TC 41C 
IF ( T l ) 335,35C,35C 
Tl = -1. 
T = -p 
GO TC 41C 
Tl = l • 
T ::; p 

GO TC 41C 
IF (G(J-1)) 380,35C,38G 
IF lT 2 ) 4CQ,3g0,3CJO 
T -1. 

. 
= 

GO TC 41C 
T - 1 • 

CCUNT AGHEEt'E;'HS IN SIGN 

IF ( T 1 ) 425, 1t20,4?0 
IF ( T ) 44C,430,430 
IF ( T l 43C,4't0r440 
MATO· = t-'ATCll + l 
12 = Tl 
Tl = T 

ESTABLIS~ TIG~TER BCL~OS CN EIGEN~ALLES 

CO 530 K=l,N 
IF (K - l"PTCH} 47C',470,52C 
IF (TAu - VALL(K)) 53C,53Cr4eO 
VALL(K} = TAU 
GO TO 530 
IF (TAU - VALU!K)) 525,53C,530 
VALL:!K) = TAU 
cu~a I f\UE 
If (VAL.Lill) - VALL(l) - 5.00-8) 570,570,550 
IF (VALuCI }) 560,580,560 
IF(DAes (VALL(Il/VALL(I) - 1.) - 5.00-0) 570,570,500 
I = I + 1 

IT=O 
IF (I - ~) 540,54C,59C 
TAU:: (VµLL(I) + VALLlill/2, 

IF!IT-~AXIT) 26C,26C,581 
WRITE{6,f00llIT,I~VALL(I),VALU(l) 
FOR~AT(l5~ MAXIT EXCEEDE0,2Il0,2E20.8) 
GO TC 57C 
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c 
c 
c 

c 
c 

c 

5<JO 
593 

·595 
600 
610 
615 
620 
621 
622 
623 
625 
628 
630 
635 
6'40 

650 
660 
670 
680 
690 
7CO 
710 
720 
725 
730 
735 
740 
750 
760 
770 
780 
790 
8CO 
805 
810 
820 
830 
840 
850 

JACG~I EIGENVECTGRS BY R01ATIGNAL TRIANGULARIZATICN 

IF (M) 5q3,89C,593 
!EXIT = 2 
DO 61C I=l,N 
c 0 6 1 c J = 1 ' i--l 
A(l,J) = C. 
CO 8~1C I=l,N 
IF ( 1-1) 625, l25, l21 
I F ( V fl L lJ ( I - 1 ) - V ti L U ( I ) - 5 • C D- 7 ) 7 3 0 , 7 3 C , 6 2 2 
IF (Vf.LlJ( I-1) l 623,625,623 
I F ( 0 ld3 S ( V :i LU ( I ) IV ALL ( I - l l - l • ) - 5 • 0 D- 7 ) 7 3 0 , T3 0, 6 2 5 
CCO=l. 
CSI=G. 
cc 700 J=l,I\ 
IF (J-1) c8C,~8C,c'1C 

T=DS~RT(T1•*2tT2**2) 
CCG=Tl/T 
DSI=T2/T 

S(J-1 l =CSI 
C(J-ll =CCC 

O(J-1)= Tl*CCC +T2*DSI 
Tl= (01.~G(J) - V/\LU(J))i:·CCO - BETA*DSI 
T2 = SL..PEPC(J) 
BETA = SLFERDCJl*CCG 
O(Nl = Tl 
co 725 J=l,I\ 
IND(J) = C 
SM/lLLC = Ai~CR.tJ. 

CO 78(' J=lsN 
.IF (lND(J) - 1) 750,780,780 
IF (/\PS (Sl-'ALLC) - Aes (C(J))) 780,780,760 
SMf.\LLC = C(J) 
f\N = J 
C01H I l\UE 
IND(l\f\l = 1 
PRCCS = 1. 
IF (~N-ll 810,850,BlC 
CO 8 110 K=21 l\~l 
II = l\N + 1 - K 
A(ll+l,I) = C(II)11PHCCS 
PRGC~ = - PROCS*S(IJ) 
/\( 1 1 I) = PRCOS 

FOR~ ~ATRIX PRODUCT CF ROTAfION MATRIX WITH JACOBI VECTCR M 
ATRIX 

855 co 885 J=l,t\ 
860 DO 865 K;=l11\ 
865 U(K) = A(K,J) 
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870 CO 885 I=l,N 
875 A([,J) = C. 
880 DO 885 K=l,f\ 
885 A(I,J) = 8(1,K)*U(K) + t\(l,Jl 
890 GG TC 941 
941 CO 945 l=l,N 
9 4 5 E V A L ( I ) = V /1 L U ( I ) 

RETLJl{f\ 
Ef\C 

SUBRC~Tl~E FCCEF(X,NSP,NFkEU,AO,AS,BC,XEST) 
DI~ENSIC~ X(48),XESTl48),AS(f),BC(6) 
T=NSP 
W=2.*3.1416/T 
J\O = O. 
DO 5 l=l,f\SP 

5 AO= AC ~ X(I) 
AO= AG/FLCAT(NSPl 
DO 10 M=l,f\FREC 
AStr1i) = C. 
BC ( f-'. l = C. 
TA=O. 
TB=O. 
CO 15 I=l,f\SP 
WT = ~*FLCATI I*M) 

· S T A = S IN ( ~H l 
STB=CUS(WT) 
AS(~l=AS(~)+X(l)*STA 

15 BCIM)=CC(~)+X( l)*STO 
AS(~)=2.*ASIN)/T 

10 BC(Ml=2.*BC(M)/T 
X2 = o. 
DO 2C l=l,NSP 
X2 = X2 + X(I)**2 
XEST(ll =AC 
DO 20 fl=l,f\FREC 
WT = ~*FLCAT( I*M) 

20 XESTCil = XEST(I) + AS(Ml*SIN(~Tl+BC(Ml*COS(hl) 
RE TURI'\ 
DEBUG suec~K 

END 
SU!3RUUTINE SORT 
CO~MCf\/FLCWl/~R,NG,f\CR(43l,NUR(43,3),CAU(43,3}, 

1 TCA(43l,NGACE( 6),NGR( 6) 1 DAG( 6),lCR(43) 
cu~~C~/FLCh3/JR(43},~T(43,6) 

cu~~C~/FLCW13/CkEG(43,48),DEFIN(43,4B),OEFOLT(43,48) ,BOO[N( 
'•3t48), 

1BODOUT(43 1 48),XMINQ(43,3C),LLX(43,30),XKK(43 1 48) 
co~~C~/SCRT1/~0UW~(43,43),KOLNT(43),J~DEX(505),MSORT 

~X=5C 
WRITE (6,3) 

3 FOR~AT('l',///T40,'AIJ REf\UMBERING SYSTE~ 1 ) 
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WRIT[(6,4l 
4 FURt-1/ITl'C',/T5, 1 JR(l)•,3x,•ocr.NSTREArv: ELE!'IE~T CF JR(l)',/Tl 

3,•01•, 
12 X I t Q 2 I J ') X f I 0 3 I t 2 X t I Q 4 I t 2 X f I 0 5 t f 2 X t I 0 6 I J 2 X t r Q 7 t t 2 X f I Q 8 t t 2 X f 

•c9•,2x 
2, 1 10• ,2x, •11• ,2x, 1 12•,2x, 1 13•,2x,•14•,2x,•15•,2x, 1 16 1 ,2x,'1 

7r,2x, 
3' 18' ,2x,' 19' ,2x, 1 20• ,2x, 1 21 1 ,2x, •22 1 ,2x, •23• ,2x, '24' ,2x, '25 

' ) 
fJ,= 1 
N=l 
CO 6 I=l,NR 
CO 5 J=l,f\R 

5 NDUWl\(I,Jl=C· 
6 KOUl\TCil=C 

DC 10 I=l,NR 
K=JR(Il 
L=l 
NCO\.if\(l<,Ll=K 

1 CALL NFINO(K 1 NR,MX,ICR,JX,N$} 
IF(Nt.E~.Cl GC TO 8 
l=L+l 
NOO~N(JR( Il,Ll=K 
IF!NDCWN(JR( I l ,L) .EC:.NOOWN(JR(l l ,L-1) l l=L-1 
J$=ICR(JX-ll 
K=J$ 
IF(K.EQ.Q) GO TO S 
GO TC 7 

8 K=K-1 
IF(K.EQ.C) GO TO S 
GO TC 7 

9 KOUNT(JR(l))=L 
10 CONTif\UE 

DO 15 I=l,NR 
J=JR(ll 

11 lNDEX(M)=J*lOO+NDCWN(J,Nl 
IF(N.GT.KCUNT(J}) GO TO 14 

12 N=N+l 
13 t•=t-1-+ l 

GO TC 11 
14 N=l 
15 CONTif\UE 

00 20 l=l,NR 
JJ=JR(ll 
KK=KULNT(JJ) 
HR IT E ( 6 , 16 ) J J , (ND C. W N ( J J , LL l , L l = 1 , K K) 

16 FOR~AT(lrO,T6,I2,Tl3125(I2,2Xll 
20 CONTINUE 

WRlTE(6,25l 
2 5 FORMAT ( ' 1 ' , 11IT5, 1 I I\ CE X' , 3 X, 'COMB I ['JA TIC N' , T 3 0, 1 INDEX' , 3 X , 1 C 
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1 I 0 ~ I ' T 6 0 ' ' I i~ 0 [ x ' ' :; x ' I cut' [3 l f'l A T I 0 N I ' T 9 c ' I I i'\ 0 E x I ' 3 x ' ' c 0 p £3 I N A T I 
0 I\ I ) 

DO 30 I=l,M 
II=Itl2r 
III=II+l26 
I I 11=IIIt126 
IF(llII.GE.~l GC TC 4C 
WRITE(6,28lI,INCEX(I),JI ,INDEXIII),III,INDEX(Ill},IlII,INDE 

X(llll) 
28 FORMAT(' 1 ,T5,I3,5~rI5,T30rl3t5X 1 15 1 T60 1 I3,5XrI5,T90 1 I3r5X, 

I 5 ) 
30 cmn r f\Ut: 
40 RETURI\ 

ENO 
SUB RC UT I f\ E f\ F I I\ C ( I< ,. N R , ~ X , I CR , J X , 'JC ) 
INTEGF:R ICR(MX) 
DO lG I=l,NR . 
N=IOn(J) 
IF(N.EQ.K) GO TO 5 
GO TO lC 

5 1\C=l 
JX=I 
RETURf\ 

10 CONTil\UE 
NC""O 
JX=l 
RE TUR!\ 
ENO 
SUBRCLTii\~ AIJ 
CO~MLl\/FLCW1/NR,NG,~CR(43),NUR(43,3),0AU(43,3), 

1 TCAl43),f\GAGEI c),NGR( 6),CAG( 6),ICR(43) 
CO~MOl\/FLCk3/JR(43),~T(43,6) 

co~~Uf\/FLCW13/QREG(43,48l,OEFIN(43,48),DEFOLT(43,48),00DIN( 

43,48)' 
1HOOC~T(43,48l,XMll\Q(43,3C),LLX(43130) 1 XKK(43 1 48) 
cu~~Cf\/SCRTl/l\CUWl\(43,43),KOLNT(43),lNDEX(505) ,MSCRT 
Dl~El\SICN SALFA(5C5,e),SOELT~(505,8),SR(5C5,8),SA(505,8),SD 

(505,8) 
1 , SR SQ ( 5 0 5 , 8 ) , BA ( 5 C 5 , 8 l , 13 r, ( 5 0 5 , 8 l , A A ( 5 0 5 , 8 ) , A 0 ( 50 5 , 8 l 

E Q U I V AL EI\ C E ( [l A ( 1 ) , S A L F td 1 l , L L X ( l ) l , ( B D ( 1 ) , S [l El TA ( 1 ) , X M I NC ( 

1 (AA!ll,SA(l)),(SC(l),AO(l)) 
E Q U IV "LE f\ C E I X K K ( 1 ) , SI~ S 0 ( l l l 
INTEGER CC 
CALL SCRT 
rJRITC (6,41) 
DO 1 l=l,~SCRT 
co 1 J=l,8 
SA(l,Jl=C. 
SD(I,Jl=O. 
SALFtdl,J):::;O. 
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SOELT~(l,Jl=O. 
SRCI,Jl=C. 

l SRSQ(l,J)=C. 
RETURN 
ENTRY AIJSUB(L,NYR,CC) 
IFCL.LT.25)RETLRN l 
lF(L.GT.}~)RETLRN l 
LW=L-24 
K=l 
I=l 
oa lC ICX=l,MSORT 
Il=J~(I) 
NN=NCCWt\ ( I I, Kl 
IF(80Cil\(II,L ).Ec.c.>aocIN<IItl l=l.C 
ALFA=BGCCLl{NN,L l/BCCIN(Il,L ) 
IFlCEFINCII,L }.EQ.Q.)BODINlII,L )=0.5 
CELT~=DEFCUT(~N,L )/CEFIN(ll,L ) 
IFCCREG<II,L ).EQ.O)CREG<II,L )=l.O 
R=QREGC~~.L )/CREGCII,L ) 
A=ALFA/R 
C=CELTA/R 
SALFA(ICX,Lh)=SALFA(ICX,LW)+ALFA 
SOELTACICX,LW)=SDELTA(IOX,LW)+DELTA 
SRCICX,LW)=SRCIOX,Lh)+R 
SAllDX,LW)=SACIDX,LW)+A 
SDllCX,Lft)=SDlIOX,Lhl+C 
SRSCCIDX,Lh)=SRSQ(IDX,LW)+R*R 
K=K+l 
IFCK.GT.KCUl\TCII))GC TO 5 
GO TO 10 

5 K=l 
· -- -IF C I • t E • N R ) I= I+ 1 
10 CONTINUE 
41 FORMAT(l~l,T4Ct'DESIREO OUTPLT FRGM AIJ') 

IFlNYR.LT.CC) RETLRN 1 
WRITE(6,42) 

42 FORMAT(J2, 1 YEAR',T7 1 1 WEEK 1 ,T3l, 1 BA~tT51,'BD 1 ,T71, 1 AA 1 ,T9l, 1 

AC 1 ,Tl6 
i,•STRETC~•,/Tl4,'UPSTR.•,2x,•owNSTR. 1 ) 
K:;l . 
I=l 
CO 20 ICX=l1MSORT 
Il=JR( I) 
NN=NCCWNCil,K) 
BAllDXrLWJ=(S~LFA(IOX,LWJ-~A(IDXrLW)•SRCIOX,LW)/NYR)/SRS,CI 

ox t uo 
BOCICX,LWJ=(SDELTA(lCX.LW)-SD(IOX,LW)•SR(IOX,L~)/NYR)/SRSQ( 

IOX,LW) 
AAllDX,LW)=(SA(IOX,LWJ/NYR)-BA(IDX,LW)•SR(lOX,LW)/NYR 
AOllDX,L~)=(SC(lOX,Lhl/NYR>-BD(IOX,LW)•SR(IOX,LW)/NYR 

WRITE(6,l~)NVR,LW,II1NN,BACIOX,Lh),80(IOX~Lh),AA(IOX,LW),AO 
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l) 

74 FORMAT(lr rI4,J6,2I7,6Fl5.7) 
K=K+l 
IF!K.GT.l<CLNT<Ill>GG TC 15 
GO TC 2C 

15 K=l 
IF(l.LE.t-.RlI=I+l 

20 CONTil\UE 
RETURN 1 
CEBUG SUBCrK 
END 
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A4. 7 INTERF ·- Interface Program 

A4.7.l Purpose 
The interface program, INTERF, was written primarily for the important 
linkage between the two main models of this project. In this study 
the simulation model, programmed in Fortran IV, and the optimization 
model, progrannned for IBM 1 s·Mathematical· Programming System/360, 
are visualized· as· a closed· loop: information feedback system. This 
specific type of control system could· not be possible without INTERF. 
As seen in Figure A4-ll, the input to the interface· program is the 
output from the simulation- modeL ·After receiving this input in the 
form of stream and wastewater· data, the· program· will perform three 
major routines before generating input to the linear programming 
model. These routines are discussed in the Program Components 
section. 

The overall objective of INTERF is, therefore, to accept specified 
output data from the simulation model and to generate the linear 
programming model in the fortnat specified for the MPS/360 Processor. 
By computing and storing all of the elements in the linear program
ming tableau, INTERF will save the user considerable time developing 
the linear programming model in a multi-connnodity network format. 
The program contains the flexibility of handling a region with up 
to 50 reaches and generatin~ a new matrix in the MPS format ~or 
any changes in output data from the simulation model, e.g., when 
flow is augmented in the simulation model. 

A4.7.2 Program Components 
As mentioned previously, the interface program is composed of 
three major components, or routines. The first routine calculates 
all the parameters and right hand side elements (RHS) for the 
linear progranuning model. The parameters were derived from the 
biochemical oxyg·en demand (BOD) and dissolved oxygen (DO) deficit 
equations developed by Camp (10) and by Dobbins (11). These 
parameters are attenuation and amplification coefficients which 
describe the change in BOD and DO between the beginning and end 
of a reach. BOD and DO concentration in each reach, as well as 
the allowable· amount of DO in the water, are converted to mass 
units in order to maintain a mass balance relationship in the 
network. The parameters and RHS with concentration units were 
also changed to mass units. The parameter values are calculated 
using the following equations: 
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where 

a. = e-KzTr 
r 

. . . . . . . . . [Eq. A4.96] 

.. . . . [Eq. A4.97] 

R 
1.lr = [ (1 - :\r) (K1 + K'3) fx 8. 34 • [Eq. A4. 98] 

yr = K l(:\r-a.r) 

K 2 - (K1 + , KJ} .••.• [Eq. A4.99] 

[Eq. A4.100] 

~r = [(CSr) (1 - ar) - Prl x 8.34 [Eq. A4.101] 

r = 1,2, •.• ,n is the reach number, and 
n < 50 - . 
RHS values for water, BOD, and DO are obtained as follows: 

ROW NAME 
WAT(I)B 

WAT(I)P 

B0D(I)B 

B0D(I)P 

DI0(I)B 

DI0(I)P 
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RHS VALUE 
QW(I) 

QT (I) 

QW(I)*BW(I)*B.34 

QT(I)*BT(I)*B.34 

QW(I)*CW(l)*B.34 

QT(I)*CT(I)*8.34 



where 
r = (I) 
B represents wastewater, 
P represents tributary, 
and the nodes are defined as 
WAT(I)B - wastewater, 
WAT(I)P - tributary for watert 
B~D(I)B - BOD for wastewater, 
B¢D(I)P - BOD for tributary, 
DI0(I)B - DO for wastewater, 
DIO(I)P - DO for tributary, 
along with the parameter definitions of 
QW(I) - wastewater flow, 
QT(!) - tributary flow, 
BW(I) - BOD concentration of wastewater discharged, and 
BT(!) - BOD concentration of tributary flow. 

The constant 8.34 represents the transformation of 1 mg/1 to 8.34 
lbs/MG. 

The second routine was developed to determine the water quality 
standards of each reach in the region of interest for a watershed. 
This routine makes use of the minimum allowable D.O. in each 
reach, the wastewater and tributary flow in each reach, and the 
total reach flow to determine the water quality standard in mass 
units. The water quality routine will first determine the 
tributary and wastewater flow in the headwater and interior 
reaches. Then a sequential technique for determining the total 
flow in each reach and establishing water quality standards was 
incorporated. Specifically the sequential technique checks for 
any reaches, either headwater or interior above a specific reach, 
placing all reaches in the proper order for computational 
purposes. Starting with the upstream reaches in the region, 
the program will search its way down the tree diagram of the 
region until all flow values have been determined. These values 
will be summed along with the tributary and wastewater flows 
in the reach. The process for the headwater reaches is as 
follows: 
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QS(H) = QW(H) + QT(H) 

QUAL(H)P QS(H)*MDO(H)*B.34 

where 
H = number of headwater reach, 

[Eq. A4.102] 

[Eq. A4.103) 

QUAL(H)P = water quality standard for each 
headwater reach , 

QS(H) = sum of wastewater and tributary 
flows in headwater reach, and 

MDO(H) = minimum allowable DO in headwater 
reach 

The process for the interior reaches is: 
QS(IN) = QW(IN) + QT(IN) . . . . . [Eq. A4.104] 

QUAL(IN)P • [EQS(HR) + EQS(IR)]* 

MDO(IN)*S.34 [Eq. A4.105] 

where 
HR • headwater reaches contributing to 

interior reach, 

IR = interior reaches above and including 
the interior reach under consideration, 

IN = number of interior reach, 

QS{HR) = sum of wastewater and tributary flows 
in headwater reaches, 

QS(IR) = sum of wastewater and tributary flows 
in interior reaches, 

QUAL(IN)P • water quality standard for each 
interior reach,and 

MDO(IN) = minimum allowable DO in interior reach. 

The remaining routine takes all the LP parameters, RHS elements, and 
water quality standards, determined from the above routines, and 
structures the format for the MPS/360 Processor. All columns and 
rows are also placed in the fields specified by the MPS. Using 
the node-branch representation of the region in the network 
developed for the linear programming model, the rows are the 
nodes and the columns are the branches connecting the nodes. The 
three commodities being transported down the river are water, BOD, 
and DO. Subsequently,the rows and columns in the model are 
representative of these three commodities. The final output of 
this routine is a regional linear programming model in a multi
commodity network format. 
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A4.7.3 Program Input 
The output data from the simulation may be printed, punched on 
cards or written on t·ape, depending on any final transformation 
in the data, and also depending on the control statements used, 
before becoming input tu INTERF. Common, Read, and Dimension 
statements are incorpor~ted in the program for the variables shared 
in both the simulation and interface program. Data statements 
are used to define variables or columns, row names, and array 
elements. The data statements appear at the beginning of the 
program, though this· is not mandatory, in order that the initial· 
skeleton of the LP tableau may begin being structured. In 
this case, the majority of the data statements are arrays 
dimensioned 20 by 8, (20,8), viz twenty rows down and eight 
columns across. For the literal data in the data statements, 
4H format codes are used. The literal data specified by the data 
statements are the columns, rows, and parameters to be used in 
the LP tableau. The program specifies twenty-seven arrays for a 
50 reach region, and actually uses only seven of these arrays 
for a hypothetical region of seven reaches. The number of 
arrays used for an n reach problem is dependent on the structure 
of the network format being used for a specific region in the 
watershed, not on the actual number of reaches. When a different 
region is considered in the watershed, the only changes which need 
to be made in the main program are in the data statements. 

Three input data sets are required for the program. The first two 
data sets are in I format code and the third is in F format code. 
The first set includes the number of reaches (NR) and the number 
of days (NDAYS). The .second set contains the numbering scheme 
used for the sequential technique incorporated in the program. 
The stream and wastewater data output from the simulation model 
are found in the third set and consist of the data in Section 
9, Table 9-2. 
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A4.7.4 Program Output 
The output from INTERF is in four parts: 

1. The values of the six parameters shown in the Program Components 
section are given for each reach in the region. 

2. The amount of flow in each reach, i.e., the sum of the waste
water and tributary flow in the reach. 

3. A numerical diagram of the region under consideration so the 
user can actually sketch out or visualize the tree diagram of the 
river basin. 

4. The last part of the output is the mathematical programming 
model structured in a multi-commodity network format. All columns, 
rows, RHS, and parameters are printed and punched according to the 
special format and field width in the MPS Processor. 

A4.7.5 Definition of Program Variables 
NR - Number of reaches, KK = 1, .,., NR 
ALPHA(KK) or ar Parameter shown in Equation (A4.96). 
XLAMDA(KK) or · Xr Parameter shown in Equation (A4.97). 
XMU(KK) or µr Parameter shown in Equation (A4.98). 
G.AMMA(KK) or Yr Parameter shown in Equation (A4.99). 
RHO(KK) or Pr Parameter shown in Equation (A4.100). 
PSl(KK) or '¥ Parameter -shown in Equation (A4.101). 
TIME(KK) or fr Travel time of water to flow from beginning to 

end of a reach 
R(KK) or R Rate of addition of BOD along a stretch due to 

XKl(KK) or K1 
XK2(KK) or K2 XK3(KK) or K3 
A(KK) or M 

WATIB(KK) 

WATIP(KK) 

BODIB(KK) 

runoff and scour 
Rate constant for deoxygenation 
Rate constant for reaeration 
Rate constant for sedimentation and absorption 
Oxygen production or reduction due to plants 
and bottom deposits. A(KK) may be positive 
or negative. 
Wastewater node, related to value of wastewater 
flow 
Tributary node, related to value of tributary 
flow 
BOD node for wastewater, related to mass units 
of BOD in wastewater 
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BODIP(KK) 

DIOIB(KK) 

BOD node for tributary, related to mass units of 
BOD in tributary 
DO node for wastewater, related to mass units of DO 
in wastewater 

DIOIP(KK) DO node for tributary, related to mass units of DO 
in tributary 

QREG(KK) Sum of wastewater and tributary flow 
QUALIP(JR(KK)) Water quality standard for each reach. 

A4.7.6 Program Logic 
The basic flow chart shown in Figure A4-12 should be used as 
an aid to following the operation of INTERF. 

FIGURE A4-12 
FLOW CHART FOR INTERF 
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FIGURE A4-12 
(continued) 

f Sum and calculate~~- Using sequential 

Print 

Print 

and Punch 

L Punch 

technique, determine total 
flow in reach and calculate 
water qualit standards 

~----~Right hand side format 
for LP modell 

~~~~Column and row format 
for LP Model 

l 
Rlurn 
End 

A4-211 



A4.7.7 Program Coding 

/I I NTE1{ F Jee Cll43·,47,00J,'J3,3CCO),'CARH:R ',CLASS 
=S 

/•PASSwCRC l,LOFLCJCB 
II EXEC F4GCXS FCHT G COMPILE <C~CK), EXECUrE, CLASS S 
//FCRT.SYSl~ er. * 

C U rt ~ C I\ I f L ( '1~ l I N P. , ,'~ G ,. N C R ( 5 0 ) , N L R ( 5 0 , '3 ) , 0 A U ( 5 0 , 3 ) , 
l T C ,\ ( 5 0 l , ~ G /I. 1; E ( 1 ;) ) , \ G I{ ( l 0 ) , C A G ( l 0 ) , I D ~ ( 5 0 ) 
cc~~C~/FL(~2/FL(5~),RCUGH(50),SLCPE(50) 
co~~C~/FLC~3/J~(5C),~T(5C,10) 

D I~ EI\ SI C~ ALP r. r>. ( 5 :J ) , XL /I. M 0 ,'\ { 5 r, ) , X MU ( 5 ') ) , GA t-' MA ( 5 0) , RH 0 ( 50 ) , 
l P s I l 5 o > , 1~ l\ T c n c s 0 l , w A T r P 1 5 ·') l , B a o r [J < 5 o > , !3 o o r P c s o ) , 
2 ClfJ!o(5S) ,r:rCIP(50) ,QUAL!P(5C) 

D I fJ E 1\ s I c 'i r I·~ E ( 5 ·') ) , c,; ~,As TE ( 5 0 l t Q s UJ ( 5 f) ) ' x fv! x Q E F ( 5 0 ) ' x r) r\ c 0 ( 5 0 ) 
1 , D U ' . .; S T ( ') C ) , C E F S t.; M ( 5 .') ) , t3 U 0 S U M ( 5 0 l , X K 1 ( 5 0 ) , X K 2 ( 5 0 ) , 
2 X K 3 ( 5 0 l , ·' ( 5 ::; l , B ( 5 0 l , t10 0 11 S r ( 5 0 ) , R ( 5 C ) 
3 ,COSC50l 
CI~E~SIC~ CPE((5Jl 
lllr-'E'\SICIJ XlC 150,8) ,X2(50,8) ,X3ll00,<3) ,X4(50,8),X5(100,8l ,X 

6(50,8) 
l Xll(20,8),Xl2(2C,8l,Xl3(20,8),Xl4(20,U),Xl5(20,8) 

' 2 Xl6(2Q,8) ,Xl7(20,8) ,Xl8(1'),8) ,X21(20,8) rX22(20,8) 

' 3 X23!10,8),X31(2C,8),X32(20,8l,X33120,8),X34(20,Bl 

' 4 X 3 5 ( 2 Q , 8 ) , X'd l 2 0 , 8 l , X '• 2 ( 2 J , 8 ) , X 't3 ( 1 0 , A ) , X 51 ( 2 0 , 8 ) 
, 

5 X52(20,Hl,X51(2C,8),X54(20,8),X55(20 7 8),X61(20,8) 

' 6 x 6 2 ( 2 0 ' f3 ) ' x c 3 ( 1 0 ' 8 ) 
* CAfA STAT~~E:~rs REQUIRED FOR THE COLUMN ANO ~cw FORMAT IN T 

CAT.A 

1 

2 

3 

4 

5 

6 

7 

8 

9 

HE LP11-
Xl l/~~~ l P1, 4b~ lP3, 4hGlP3, 4HQ2P3, 4HQ2 P3,4HQ2P3,4HC3P5 ,4 

H~3P5, 
4 HQ ~ p 5 I ft I· c 4 p 5 ' 4 t-' (~ 4 p 5 ' 4 H (,;ftp 5 , 4 HQ 5 p 6 ' 4 H c 5 p 6 ' 4 H c 5 p 6 ' 4 

HQ6P7, 
4HC6P7,4~C6P7,4H~7PB,4HQ7P8,4HP1 , '' H P l , 4 H P l , 4 

HPl t 

4~Pl ,4bPl r4HP1 7 4HP1 ,4HP1 ,4HP1 7 4HP1 ,4 
HPl , 

4HP1 ,4~Pl 14HP1 ,4HP1 ,4HP1 r4HP1 ,4HP1 ,4 
HPl , 

4~WATl,4~BCC3r4HQUAL,4HWAT2,4HBOU3,4HCUAL,4HhAT3,4 
H6005 7 

4~CUAL,4~~AT4,4HUOD5,4H~LAL,4HWAT5,~HBOD6,4HGUAL,4 

1t r B ll C 7 , '• H~ U li. l , 4 ~ w AT 7 , 4 H (3 Cl 0 8 , 4 HP 

41-'.P ,4HP ,4HP ,4H_3P 

'• r: P , 'tr P t4H5P ,4HP ,4HP 
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, 4 HP 

t'tH6P 

HWAT6, 
,4H1P ,4 

HP 
t l1H P 

H4P 
'"•HP 

' ,4 

' ,4 



HP ' A l • 0' 4 •. ,4H 1.0,4H ,4H t 1.0,4 
H ' B 4r t l.C,4H ,4H l.0,4H ,4H ' t.o, 

c 4H '4. l.C,4H ,4HWAT3,4HCI03,4H ,4 
H~AT3, 

0 t-1rCIC1,4• ,4HhAT5,4HOI05,4H ,4H~AT5,4HOI05,4 

H , 
E '• !-" W A T 6 , 4 I- D I C ~ , 4 H ~4H~AT7 1 4HOIC1,4H ,4H'nAT8,4 

HLI03, 
F 41-:P ' '• •· p ,4H ,4HP ,4HP ''•H ,4HP ,4 

HP 
G 'th '41- p ,4HP ,4H ,4HP ,4HP ,4H ,4 

HP ' H ,, I- p t 4~ ,4HP , ttHP -1.0 7 4H ,o.o , 
-1.0, 

I '1 tl ,o.o - 1. C , '•H ,o.o -1.0,4H ,o 
.o ' J -1 • 0' 4 ., ,o.o , -l.0,4H ,a.a ' 
-1.0,4 

H I 
CAT /"I X l 2 I 1d- C 7 P 8 , 1t •· ,4H ,4H ,4H , 1tH r4H ,4 

H ' 1 Id- ,4b ''•H , 'tH ,4H ,4H ,4H ,4 
H t 

2 '• !- ' 41- ,4H ,4H ,4HP1 ,4H ,4H ,4 
H ' 3 41- ' 41~ ,4H ,4H ,4H ,4H ,4H ,4 
H ' 4 /if-' ' 4 t- ,4H ,4H ,4H ,4H ,4H ,4 
H ' 5 41-CUAL,4f; ''•H ,4H ,4H t '• H ,4H ,4 
H , 

6 '• H ' 't ~· 1 4H ,4H ,4H ,4H ,4H ,4 
H ' 7 ltl- ''• r ,4H ,4H r4H7P ,4H ,4H ,4 
H 

u '1H '4~- ,4H ,4H 1 4H ,4H ,4H ''t 
H ' 9 '• t- '4 ~- ,4H ,4H ,4H ,4H 1 4H ,4 
H ' A '•H ' 4 ~- ,4H ''• H ,4H ,4H ,4H r '• 
H ' 13 4r ' 4 •· ''t 1-i r4H ''1H ,4H ,4H ,4 
H ' c 4H '4•; ,4H ,4H ,4H ,4H , 4H ,4 
H ' 0 '• r ' 4 ~- 1 4H , 'tH ,4H ,4H ,4H ,4 
H ' E 4H '4~· 'L1H ,4H ,4H ,4H ,4H ,4 
H ' 
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F 4H ' '•I- ,.4H ,4H ,4H 14H 14H ,4 
H ' G 41-' ,4H ,41-' ,4H ,4H ,4H ,4H ,4 
H ' H 4t-i '41- ''t .-i ,4H ,o.o ,4H 1 4H ,4 
H ' I 4H ,4H r4H ,4H 14H ,4H ,4H ,4 
H , 

J 41"' '41- ,4H I '• H ,4H 14H ,4H ,4 
H I 

CATA X 13 / :.'.O *'+ H I 
CATA X 14 / 2 C *'tH I 
CATA Xl5/2C*LtH I 
CATA X l 6 I ;! C * 11 I- I 
DATA X l 7 I : ~ 'J * It H I 
CATA X 1 a I l C *'+ f-< I 
CATA X21/4HC1BI,4~C2e2,4HQ3J3 1 4HQ484,4HQ6U6,4HQ7B7,4HQ8P9,4 

H ' l 4h ,4H 14H , 'tH , 4H ''•H ,4H ''• 
H ' 2 '• r. '4 f-< t4H ,4H ,4HP1 14HP1 1 4HP1 ,4 
HPl ' 3 1t Hp l ,4HP1 ''+HUl ' '• H ,4H ,4H ,4H ,4 
H ' 4 '• H '4 !- 14H ''t H ,4H ,4H ''• H ''• H ' 5 4H~AT1 1 4HWAT2,4H~AT3,4H~AT4 1 4HWAT6,4HWAT7 1 4HWAT8,4 
H ' 6 '+H '4 f- 14H ,41-1 ,4H 

''• H ,4H ''t 
H ' 1 4H 1 4H r4H ,4H ,4HB 'ltl-il) ,4Hl3 ,4 
HB ' 8 '1 H3 '4 l-i3 r4HP ,4H ,4H , 4H 1 4H ,4 
H ' 9 '11-i '411 ,4H , 'tH ,4H r4H 'It H ,4 
H ' A 1 I 0 f 1 • c ' 1. c ' l I 0 f 1. 0, 1.0, 1. 0 '4 
H ' B 4H 14H ,4H ,4H ,4H r4H 14H ,4 
H ' c '1h 'ltf-- ,4H 1 4H ,4HhAT1 1 4HhAT2,4H~AT3,4 
HwAT4, 

D 4 H w A T 6 , 4 ~ i 'tJ A T 7 , 4 H ~/ /\ T '.1 , 't H ,4H ,4H 't,.H ,4 
H ' E 4H ,4r ,4H , 'tH ,4H 1 4H ,4H ,4 
H ' f 4HP ,4HP ,4HP , '+HP ,4HP ,4HP , '+HB ,4 
H ' G 4H '4 t- ' '• H ''1 H r4H r4H r4H ,4 
H ' H 4H ,4H r4H , 'tH -1.0, -1.0' -1.0, 
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-1.0, 
I -1.0, - l. 8, -1.C,'tH ,4H ,4H ,4H '4 

H ' J 4H '4 I- ,4H ,4H ,4H ,4H ,4H ,4 
H I 

CAT.fl X 2 2 I 2 0 * 1tl-• I 
CATA X 2 3 / l C *'t H I 
DATA X31/4f-ClP3,4~·GlP3,4HC2P3,4HQ2P3,4HQ3P5,4HQ3P5,4HC4P5,4 

H~4P5, 

l 4HU5P6,4f-Q5P6,4HQ6P7,4H~6P7,4HQ7P8,4HC7P8,4H ,4 
H ' 2 4H ' 41- ,4H ''• H ,4HP2 ,4HP2 , '•HP 2 ,4 
HP2 ' 3 '11-P2 ,4HP2 ,4HP2 , '•HP 2 ,4HP2 ,4HP2 ,4HP2 ,4 
HP2 

4 ,, ~; p ~ '4 ~· p 2 ,4H ''• H ,4H ,4H ,4H ,4 
H ' 5 11 I- [3 (J C l , 4 !- [; I C 3 , 4 H 13 0 0 2 , tt H 0 IlJ 3 , 4 H B 0 []) , 4 H C I U 5 , 4 H t3 0 D 1t , 4 
HOI05, 

6 '' ~ [3 0 C 5 , ti f· 0 I C 6 , 4 l-1 8 0 0 6 , 4 H C lU 7 , 1, H [3 0 {) 7 , 4 h D I 0 8 , 4 H ,4 
H , 

7 41- , 'tt- ,4H ,4H ,4HP ,4HP ,4HP ,4 
HP ' 8 41- p ' 4 I- p ,4HP ', .. Hp ,4HP ,4HP ,4HF ,4 
HP ' 9 ,, I- p ' 41· p '41-: ''• H ,4H ,4H ,4H ''t 
H ' A l.0,41- t l.G ,4H l.0, 1tH 1. 0' ': 
H ' t] l.C,41- l.C,4H l.0,4H ''• H '4 
H ' c 4h ' 41- ,4H ,l.+H ,4HG003,4HCUAL,~HOOD3,4 

HCUJ'\L, 
0 4HHOC5,41-QU~L,4HB005,4HCUAL,4HBOC6,4HQUAL,4HOCD7,4 

HCUAL, 
E 4 t-1 0 L) D 8 , 4 I· C L ~ L ,. 4 H ,4H , 4H ,4H ,4H ,4 

H ' F 4bP I 1t I~ 1 p ,4HP I 'tH2P , 't HP ,'di3P ,4HP ,4 
H4P ' G 4hP ,4f-5P ,4HP ,4H6P ,4HP ,4H7P ,4H ,4 
H ' H 4H , 4 f'. ,4~ ,4H ,4H ,4H ',, H ,4 
H , 

I 4H ' 4 f- , 1tH , 't H ,4H ,4H ,4H ,4 
H ' J 4h ,4H ,4H ,4H ,4H ''•H , '1H '4 
H I 

CATA X32/2C*4r I 
CATA X3J/20*4t- I 
CATA X31i/2u*4H I 
CATA X35/?.C*'tH I 
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1 

2 

3 

4 

5 

6 

7 

8 

9 

A 

B 

c 

D 

E 

F 

G 

H 

I 

J 

CATA X4l/4~GLB1 1 41-C2~2 1 4HQ3U3,4H~4B4,4HQ6!S6,4H~737,4HC8P9,4 

H ' 
'tt- ,4~ ,4h ,4H ,4H ,4H ,4H ,4 

1 4H 1 4HP2 

It r P2 ,41-112 , 4HP2 1 4H ,4H 

t 41- ,4H 1 4H ,4H 

,4HP2 

,4h 

,4H 

H 
,4HP2 

HP2 

''•H 
H 

,4H 
H 

' ,4 
t 

,4 

' ,4 

' 4 r Bu c 1, 4 ~Be c 2, 41-' uuo 3 , 4 HBO 04, 4HB on 6, 4H3DD1, 4H ooo a, 4 

'41- ,4H ,4H 

4r ,4H 

Id- B , 41-B ,4HP 

,4H ,4H 

l • 0' 1. 0' 1.0, 

' 1-t ... ,4H 

,4H 1 4H 

4t-BUC6,41-~CC7,4rBOOS 1 4H 

1 4H ,4H 

4r P , 4t-P ,4HP ,4HP 

,4H ,4H 

'4 ... ,41-' 

-1.c, -1.c, -1.C,4H 

'-tr '4 ... 

CATA X42/20*4r I 
DATA X43/lC*4r I 

,4H ,4H 

H ' 
,4H ,4H •'-+H ,4 

H ' 
,4HO ,4HO ''tlH3 t 4 

HB , 
1 4H ,4h 1 4H ,4 

H ' 
,4H ,4H ,4 

H ' 
1.0, l. 0' 1.0, l.C,'1 

H ' 
,4H ,4H ,4H ,4 

H t 

,4HSC01,4H8002,4HBG03,4 
HBC04, 

,4H 1 4h ,4H 1 4 

H ' 
,4H ,4H ,4H ,4 

H ' 
,4HP ,4t-P ,4HB ,4 

H ' 
,4H 1 4H 1 4H ,4 

H t 

-1.0, -1.0, -1.0, 
-1.0, 

,4H 1 4H ,4H ,4 

H ' 
,4H ,4H ,4H ,4 

H I 

CATA xs11;1-c1P3,41-ClP3,4H~2P3,~HQ2P3,4HQ1PS,4HQ3PS,4HC4P5,4 

HQ4P5, 
l 4rC5P6,41-C5P~r4H06P7,4HG6P7,4HQ7P8,4HC7P8,4H ,4 

H ' 
2 4r t4r ,4H ,4H ,4HP3 ,4HP3 ,4HP3 ,4 

HP3 t 

3 4rP3 ,4t-P3 ,4HP3 ,4HP3 ,4H~3 ,4HP3 ,4HP3 ,4 
HF3 , 

4 4rP3 ,4rP3 ,4H ,4H ,4H ,4H ,4H ,4 
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5 

6 

7 

8 

A 

B 

c 

lJ 

F 

G 

H 

I 

J 

1 

2 

3 

4 

5 

6 

7 

CATA 
CATA 
CAT fl 
CATA 
CATA 

H 
' 4 r 0 I C 1 , 4 HG U I\ L t 4 H 8 I IJ 2 , 4 H c; UAL , 4 H 0 I U 3 , 4 H (JU AL , 4 H 0 I 0 4 , 1t 

HCUAL, 
4t-CIGS,4rCLAL,4HOIG6 ,ttHC.:LAL,4HDIC7,4HCUAL,4H ,4 

4H ,4H ,4H , 'tHP 
H 

,4HlP 
, 
,4 

'i..., p ,4r3P ,4HP r'tH4P ,4H5P 

, 'tH P 
H2P 

,4HP 
H6P 

t LtH 

' ,4 

41-P 14H7P ,4H ,4H 

1.0,'it- 1. C, 4H 

l.C,4H ' 
,4H 

41-DI05,4H ,.41-l0I05,4H 

4 t- CIC 8, 4 t- ,4H ,4H 

'-tl-P ,41- ,4H11 ,4H 

4h ,4H ,4H 

O.C,4H ,4H 

X 5 2 I 2 C: '.t '• 1-; I 
X?3/2S-1t41- I 
X5tt/l-0*41: I 
X 5 5 I 2 C * 't 1- I 

,4H ,4H 

l.0,4H 

,4HDIC3,4h 

,4HDIU6,4H 

,4HP ,4H 

,4HP •'•H 

O.O,LtH 

H 

H 
,4H 

' ,4 

' 1.0,4 

H 
,4HDIC3,4 

H ' 
•'tHCI07,4 

H ' 
'LtH t 4 

H ' 
,4HP ,4 

H ' 
,4H ,4 

H 
0. 0, 11H t 

o.o, 
' o.o, 

,4H ,4H ,4H ,4 
I H 

X61/~1-Cl81,'-tt-G2~2,4H03DJ,4HC~G4,~HQ6U6,4HQ7B7,4HC3P9,4 

H ' 4H ,4H r4H r4H ,4H , 4H , 4 

H ' 
4H r4H ,4H r4HP3 ,4t-P3 ,4HP3 ,4 

HP3 , 
1 4HP3 ,4HB3 ,4H ,4H r4H t4H ,4 

H ' 14H r4H , 'tH , 4 

H ' 
4 t-i D I 0 1 , 4 !-' C I C 2 , 4 H D I 0 3 , 4 H C I CJ 4 , Lt H D l U 6 , '+ H 0 I 0 7 , 't H D I 0 8 , 4 

, 41· ,4H ,4H 

,4H ,4H ,4HB 

A4-223 

r4HB 
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H 
,4Hl3 

He 
' ,4 

' 



8 

9 

A 

l3 

c 

0 

c 

F 

G 

H 

I 

J 

41- B 141-13 14HP 14H 

41-' ' 4 I- ,4H , 4H 

1 • 0' l. 0 ' l. c, 

41- '4 .... ,4H ,4H 

41- ,41-C ,4H 1 4H 

4HCIC6,4 .... CIC7,4HCI09,4H 

,, .... '4 .... , 41-' , 'tH 

41-P '4 .... p ,4HP r4HP 

4 .... . '4 .... 1 4H 1 4H 

41-: ' 4 f· ,4H ,4H 

-1 • 0' -1.0, -l.C,4H 

4f-. ' 41-

CATA X62/20*41- I 
CATA X63/1C*4h I 
C C 3 1J C I i\ C E X = l , 2 ·) 
ll'\CEX2= P\l:EX+2C 
l I\ CE.< 3 = IN 1: EX+'+ C 
INCE:<11= IT\CtX+6'J 
INDcX5=li\CEX+8C 
I-NCEX6= UfftXt lC'J 
I I\! C E ;< ·1 =-= I \ C E X + l 2 0 
I N C E: X 2 = u, C t: X + l 4 ·'J 
C C 3 :J 1 i\ C E X = 1 , 8 

,4H r4H 

X 1 { I \ C E X , 1\ C E X I = X l l { I i\ C E X , l~ D E X ) 
X l ( I ~ Ct X 2 , ~, Cf X ) = X l 2 ( I I'\ D EX , N 0 E X l 
Xl{ INCEX3,t\Cf:X)=Xl3( It\DEX,NCEXl 
x l ( I ~ r, E x 4 ' r, c [ x ) = x l 4 ( I r-.; c E x , r~ L) E x ) 
XU l1\CEX5,NCEXl=Xl5{ INDEX,NDEX) 
Xl{ INCEX6,~;CEX)=Xl6( Ii\CEX,NlJEX) 
Xl( li\CtX7,r\CEXl=Xl 7( li\DEX,NCEX) 
IF{lf\CEX8.l~T.150)GG re 3C3 
Xll l1\CEX8,NCcXl=Xl8( INDEX,NDEXl 

303 X2(J:';CEX,l\CEXl=-<2l(l~CEX,NCEX) 
X2( l:\CEX2,f\CEX)=X22( INDEX,t\CEX) 
X4{ li\CEX,l\CEXl=X4l( l/\CEX,i\JCEX) 
X4( l:\CEX2 1 NCEX)=X42{ INDEX,ND[X) 
X6 (I ~LtX, /\CEX) =X6 l ( I~CEX, NCEX) 
X 6 ( Jr, C E X 2 , f\ C E X ) = X c 2 ( I I\ 0 E X , t\ C E X l 
IF{lt\C[X3.GT.50)GC TC 304 
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,4H 7 4H 1 4H ,4 
H ' ,4H ,4H 1 4H ,4 
H ' l. 0' 1. 0' i.o, 1 • 0 ' 

i •. c, 
,4H , 4 H ,4H ,4 

H ' ,4HOIU1,4HCI02,4HCI03,4 
HCIC4r 

,4H ,4h 1 4H ,4 
H ' ,4H ,4H ,4H ,4 
H ' ,4HP ,4HP 1 4Hl3 ,4 
H ' ,4H '4 h 1 4H ,4 
H 

-1. 0' -1. 0, -1.0, 
-1.0, 

,4~ ',, H , t, H ,4 
H ' ,4H '4 h , LtH ,4 
H I 



X2(li\CEX3,l\CEX)=X2J( Il\DEX,NDEX) 
x 4 ( I ,\ c E x 3 I '" c E x ) = x 4 3 ( I ~~ c E x I N lJ E x ) 
X6(lNCEX~1!\CEX)=X63(INDEX,NCEXl 

304 CCNT Ir\UE 
3 C 2 X 3 ( I f\ C E X , 1\ C E X ) = X 3 1 I I i\ C E X , t'i C c X ) 

X3(lf\CEX2,f\CEX)=X32( Il\CEX,NOEX) 
X3(l~CEX3,t\DcX)=X33( INOEX,f\CEXl 
x 3 ( I i\ c F. x 4 , (\ c Ex ) = x 3 4 ( If\ c Ex I I\ c Ex ) 
X3(l1\CEXS,1\CEX)=X35( Ii\OEX 7 i\OEXl 
X 5 ( I f\ CE X , i\ C EX l = X 5 1 ! I i\ CE X , NC c X ) 
XS ( It\CE.X2 ,!\CEX )=X52( Ii\CEX ,i\:CE:< l 
X5(P;CEX3,f\CEX)==X53( INOEX,i\CEX) 
X5(1f\C[X4,!\CEXl=X54( Ii\OEX,f\CEX) 
X 5 ( I 1\ C E X 5 , i\ C E X ) = X 5 5 ( I I\ C E X , l'J C E X l 

3Cl CCi\T I l'.l.Jt 
3CO CONTI!\l.JE 

c * NDAYS NL.if/BER Gr CAYS IN A CRI r1C,\L PERIGO 

REAC(5,5CC)NR,NDAYS 
5CO FCRMtiT(2!5) 

CG 5 I=l,t\R 
5 RE/, C ( 5 , 5 C 2 ) 1\ UR ( I ) , JR ( I ) , ( •'i l.; R ( I , J ) 1 J = 1 , 3 ) 

502 FCRt-'t\1(5!5) 
CC 101 K=l,!\OAYS 
REA0(5,5ClltTI~Et I),C~ASTE( Il ,QSLV(I),XMl\CO(!),X~XDEF(l), 

-It 

l CO~STt I) ,CEFSLiM(I),80UWST!l) 1 BOOSUM!I),XKl{l l ,XK2{l), 
2 XK3( I) ,A( I) ,R( I) ,COS( I l, I=l,NR) 

501 FORr·'AT(5Fl1.ttl 
C * CALCULATIC~ OF A~PLIFICATICN AND ATTENLATIO~ FACTORS * 

CO lCS KK=l,;'JR 
ARGl=-XK2(KKl*TIME(KKl 
ARG2=-(XKl(KK)+XK3(KKl)*TI~E(KK) 
ALPrA(K~)=EXP(ARGl) 

XLA~C~(KK)=EXP(~~G2l 

X MU ( KI< ) = ( 1. - XL A~ CA ( K K ) ) * ( R ( K K l I ( X K l. ( ~~ K ) + X K 3 ( K K ) l ) * 
i e,3,, 
GA~~A(KK)=(XKl(KK)*(XLA~CA(KK)-ALPHA(KK)l )/(XK2(KKl-(XKl(KK 

) 

1 +XK3(KK))) 
RhO(KK)=-GA~MA(KK)*(R(KK)/(XKl(KK)+XK3(KK)))+ 

l X i< l ( K K ) IX K 2 ( K K l «· ( f~ ( KI< ) I ( X K l ( t< K ) + X K 3 ( K K ) ) -
2 A(KK)/XKl(KI<) )ll-( 1.-ALPHACKK)) 
PSl(KK)=(OOS(KK)•(l,-ftlP~A(KK))-RHO(KK) )•8.34 
WRilE(6,6CO)KK,K,ALPrA(KK),XLAMCA(KK) 1 X~U(KK) 1 GAMMA(KK), 

1 RrC(KK),PSI(KKl 
600 FOR~Al(lrl, 1 CALCULATICNS-COEF.FOR REACH 1 ,13 7 ' DAY ',14, 

l 1 ARE AS FCLLCWS 1 / 1 ALPHA XLAMBCA XMU GAIJYA 

lC PSl'/lH ,6F2.2) 
C * CALCULATICN UF RHS VALUES 

WATIB(KK)=~~ASTE(KK) 
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hATIP(KK)=CSU~(KK) 
~CDIB(KK)=QhASTE(KK)*8.34•EOC~ST<KK) 

eCCIP(KKl=CSU~(KK)•8.34*DCDSL~(KK) 
ClOIC(KK)=ChAST~(KK)•8.34•CO~ST(KK) 

C * CALCULATICN OF FLCW IN EACH ~EAOWATER ANO INTERIOR REACH * 
CREG(KK)=C~ASTE(KK)+~SL~(KK) 

hRITE(6,SCC)KK,CKEG(~K) 

aco FCRf.IATlll- ,•QREG 1 ,I4, 1 ::; 1 ,Fl0.4) 
100 CICIP(KK)=QSU~(KK)•8.34•DEFSL~(KK) 

c * su~~ATICI'\ CF FLGWS A~C CALCULATICN OF ~ATER QUALITY STANCAR 

CO 1C4 KK=l,:'-lR 
J=: 1 
SUM=CREG(JRCKK)) 
If(~LR(J~(KK),J).EC.ClGO TC 1C6 

103 CG 105 J=l,3 
NC=NL;R(JR(KK) 1 J) 

lf(l'\C.EC.~)GO TC 1~6 

IO=IREACI- (l\C) 
hRITE(6,eCl)JRCKK)~J,IC 

801 FCR~AT(lt- ,'NUR(' 1 15 1
1 , 1 ,I5,' )=' 1 15) 

105 SU~=SLl"-+CKEG< ICl 
WRITE(6,8C3)SLf·' 

803 FCR~AT(lt- ,•SL~= 1 ,FlC.4) 
106 ~REG(JR(KK))=SLM 

CUALIP(J~(KK) )=SU~•X~l'\00(JR(KK))•3.34 

1C4 CGNTif\LE 
C * R~S FCR~AT FOR LP ~CCEL - PRil\T CLT - * · 

OS * 

~t.~l=l'\R-1 

WRITE(6,6Cl)(JR(I),~tTIB(JR(l)),JR(l),~ATIP(JR(I) ),l=l,~Rl 

hRITE(6,6C2)(JR(l),8CCIB(JR(l)),J~(I ),BCOIPCJR(l)),I=l,NR) 
~RITE(o,6C3)(JR(l),CICIB(JR(!)),JR[l),CICIP(JR(l)),I=l,NRl 
lotRITE(6,6:::4)( JR.( I) ,c.;LALIP(JR( I)), I=t,NUMl) 
I=NR 
~RITE(6,tCS)JR(l),QL~LIP(JRll)) 
PUNCH 6Cl, (JR(!),~~TIB(JR(l)),JR(Il,~ATIPCJR(l) ) 9 1=1,NR) 
PUNCH 602, (JR(l),BCCIB(JR(l)),JR(l) 1 BOOIP(JR(I) ) 1 1=1,NR) 
PUNCI- 603, (JQ({ ),CICIO(JR(l)),JR(I),OIOIP(JR(l) ),I=l,NR) 
PUNCI- 604, (JR(l),(.;LALIP(JR(l)),I=l,Nt;Ml) 
I=f\R 
PUNCH 605, JR(l),,UALIP(JR(I)) 

601 FCRt-IAl('l',/(' •,rs, 'STP1c;ac•,r1s, 'WAT 1 ,Il,'B',T25,Fl2. 
4, 

1T4C, 'hAT•,11,•p•,1sc,F12.~)) 

602 FORMAT(' •,r5, •srp1;ao 1 ,Tl5, 'BOD 1 ,11,•a•,12s,F12.4,T40~ 

'BCC 
1 1 .Il, 1 P 1 ,T5C,Fl2.4) 

603 FOR~Al(' •,rs, 'STP1S80',Tl5, •c10•,r1,•a•,12s,F12.4,T40t 
1 010 

1 1 ,Jl, 'P',TSC,Fl2.4) 
604 FGR~Al(' •,T5, 1 STPlSSC 1 ,Tl5, 1 QLAL 1 ,11, 1 P1 ,12s,F12.4,T40t 
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1 QUAL 
l',Il,'P',T5C,Fl2.4) 

605 FOR~AT(' •,1s, •srP1sec•,11s, ·~LAL 1 ,11,•p• ,T25,Fl2.4) 
C * CCll.Jt-'I\ Al\C RO~ FORt-1Al FOR LP IVOOEI. - PRif\T CUT - * 

NU~=3•NR-l 

NUiv2=2•1\R 
J::::; l 
CC 1 1=2,f\Ut-',3 
XUI,5)=-Xf'IL;(J) 
Xl(J,8)=-FSI!J) 
XU I+l,5l=PSI (J) 

l J=Jtl 
J=l 
CO 2 I=2,i\Uf'l2,2 
X3(I-l,8)=-XLAIVOA(J) 
X3(!,5)=GAf'll"A(J) 
X3(1,8)=-GAf'IMAJJ) 

2 J=Jtl 
J= l 
CC 3 1=2,l\Ul"2,2 
X 5 ( I - l, 8 ) =-ALP r A I J ) 
X5(I,5)=ALPrACJ) 

3 J=Jtl 
l\UM3=3•!\R 
WRITE(c,?CC)( (Xl!I,Jl,J=l,8},l=l,NUM3) 
hRITE(6,7CC)( (X2!I,J),J=l,8),I=l,NR) 
hRITE!6,7C0)( (X3( I,J),J=l,8),I=l,NUM2) 
WRITE(6,7CC)( (X4( l1J),J=l1B), I=l,NR) 
W R I T E ( 6 , 7 C C ) ( ( X 5 ( I ,. J ) , J = l , 6 ) , I = l , I\ U M 2 ) 
~RITE(6,7CC)( (X6(!,J),J=l,8),I=l,NR) 
P U ~i C t- 7 C C , ( ( X 1 ( I ,. J ) , J = l , 8 ) , I = 1 , I\ UM 3 ) 
PUNCt- 7CG, ( lX2( I,.Jl,J=l,8), I=l,NR) 
PUNCt- 7CC, ( CX3! J,J),J=l,8),l=l,NUM2l 
PUNCt- 7CC, ( (X4( I,.J},J=l,8),1=1,NR) 
PUf\Ch 7CC, ((X5(1,Jl,J=l,8),l=l,NUM2) 
PUf\Ct- 70C, ( (X6(1,J),J=l,E), I=l,NR) 

7CO FCR,..,AT(lt- ,TS,2A4,Tl5,2A4,T25,Fl2.4,T4C,2A4,T5G,Fl2.4) 
101 CONTll\l.JE 

RETURI\ 
E~C 
FUNCTICN IREACr (:\L) 
co~,..,Ol\/FLC~l/f\R,NG,f\CR(50),NLR(5C,3),CAU(50,3), 

l TCA (50) ,NGAGEC lC) ,\IGRC lC) ,CAG( 10), 10~(50) 
ccivMCf\/FLCw2/FL(5C),RCUGr(50),SLCPEC50l 
co~~Cf\/FLC~3/JRl5Cl,~Tl5C,lC) 

I I = l 
3 IF l~CRllil - NU) 1,2,1 
l II= II t 1 

I F ( I I • EC: • f\ R ) GO T 0 2 
GC TC 3 

2 IREACr =II 
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RETLRI\ 
END 

I• 
//GC.SYSif\ CD * 
OOCC70CG01 

10 l 
20 2 
30 3 lC 20 
40 4 
50 5 30 40 
60 6 5C 
70 7 6C 

.235 5. 1355. 1. 3.20 
1 • 9. 50 248. 1.66 .31 

1.02 .c2 .85 .15 10.20 
1.330 37. 1290. 7.5 2.45 

1 • e. 408. .68 .41 
.. 60 .. 03 • 14 • 14 g .95 

1.087 a. o. 7. 2.00 
1 • c. 240. a. .36 

• 6 3 .04 • 18 .14 <;. 0 c 
2.067 14. 296. 6. 3.54 

1. 9.70 144C. 1. .35 
.cg .04 .cs • 1 1 9.54 

.306 o. a. 6.5 2.so 
o. o. a. o • .34 

• 12 .cs • 3 <; • 11 9.00 
1.050 2 6. c. 6. 2.35 

1 • o. 2180. o. .35 
.14 .06 .07 .13 8.35 

6.130 41. a. 4. 4.17 
l . a. 279. c. .30 

• a 2 .co .co .co 8.17 
/*ECF 
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A4.8 MPS Control Program 

A4.8.l Purpose 
The control program used for the optimization model is the MPS 
Control Program. This auxiliary program has the flexibility 
to specify the necessary outputs needed in analysis of an 
optimal solution, depending only on·the statements used in the 
program and minor changes·in·the LP·matrix. After INTERF 
(Refer to A4. 7) generates the linear programming tableau 
structured in the MPS format, the user conveys the proposed 
strategy via the MPS control language. Figure A4-13 shows how 
the problem data and the specified procedures in the control 
program simultaneously feed into the MPS/360 Processor. The 
control language statements call the· linear programming 
procedures and transfers arguments to them. The resulting out-
put of the linear programming model· is .then generated for analysis. 

A4.8.2 Program Components 
There are various MPS/360 LP procedures which may be specified 
in the control program, depending on the analysis needed. 
Included in these are the different optimization, post-optimal, 
and output schemes. The user of the MPS Control Program should 
first set up a basic control program. After obtaining an 
optimal solution to the model, then sophistication may be added 
in the control program for further analysis. The following is 
an example of a basic MPS Control Program. 

PROGRAM 
INITIALZ 
MOVE(XDATA,'DATA NAME') 
MOVE(XPBNAME, 'PBFILE') 
CONVERT ( I SUMMARY I ) 

BCDOUT 
SETUP 
MOVE(XOBJ, 'OBJECTIVE NAME') 
MOVE(XRHS, 'CONSTRAINT NAME') 
PRIMAL 
SOLUTION 
EXIT 
PEND 
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It is important that the first alphabetic character in each 
statement of the control program be in column 10 of a standard 
IBM punched card. Also of importance is to notice that when 
maximum (MAX) or minimum (MIN) is not specified in the MPS 
Control Program, the system assumes minimization. 

A4.8.3 Remarks 
To set up an MPS Control Program, the following three steps should 
be considered. 

1. Obtain an IBM Mathematical Programming Input Form as a 
guide to the correct column and field format for the MPS/360. 

2. Use a basic control program to correct the model and obtain 
the initial optimal solution. 

3. Apply the various MPS Control Program procedures needed for 
analysis and sophistication of the model. 

A4.9 LPLF - Linear Progrannning Model 

A4.9.l Purpose 
LPLF is the mathematical programming model developed for allocating 
waste treatment requirements and/or low flow augmentation to meet 
preset water quality standards, and determine the optimal solution 
for a general region. The model was developed in a multi-commodity 
network format to provide a clearer technique needed for tracking 
commodities. With this format, each variable in the model may be 
traced through the network representation of the river basin. This 
provides the information needed for analysis in each reach or 
analysis of the entire region. The network is viewed as a 
unidirectional transportation network conveying water, the carrier 
commodity, ·and two water quality constituents, viz, dissolved 
oxygen (DO)' and biochemical oxygen demand (BOD). 

The model may be applied to any region in the watershed. A region 
is defined as a subset of the watershed, consisting of an area 
encompassing multiple reaches. Hence, the region may be investigated 
independently· of the watershed. The region is then further 
divided into headwater and interior reaches. The flow, BOD, and 
DO in each reach are determined from the flow and concentration 
of the wast~water and tributary into the reach. From the continuity 
equations written around each node, representing the beginning 
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or end of each reach, the model keeps track of the total flow, 
DO, and BOD in the region. Any potential sources of flow 
augmentation will be located at the beginning of the head
water reaches. · Figure A4-14 shows six wastewater treatment 
facilities in a seven reach region problem for a hypothetical 
watershed ~ith potential reservoir locations at either of 
the three h'eadwater reaches. 

LPLF was first tested on a hypothetical river basin, a region 
similar to·theone shown in Figure A4-14. The· data obtained 
for this test was contained· in the· 1967 article of Loucks, 
Revelle, .and· Lynn· (12). · The BOD and DO concentrations are 
computed using· the· equations developed by Camp (10) and by 
Dobbins (11). These concentrations are· converted to mass 
units for the purpose of maintaining a· mass balance in the 
model. Natural flow conditions were analyzed first with a 
zero level of flow augmentation. After satisfactory results 
were obtained, changes made in the model included the 
capability of handling flow augmentation or handling the zero 
level DO case previously mentioned. 

A4.9.2 Program Components 
LPLF is made up mainly of INTERF (refer to A4.7), MPS Control 
Program (refer to A4.8), cost data, and L.P. bounds. The output 
from the interface program is the linear programming tableau 
structured in the MPS/360 format. With the MPS Control Program, 
the user specifies the procedure in which the problem data will 
be handled. ·Finally, the LPLF package includes the cost data 
and linear programming bounds for the objective function. 
Unit cost data were determined from predicted annual cost of 
BOD removal (in dollars). Considering that treatment plant 
costs are usually convex within a specified range, the cost 
function for each trea·tment facility was divided into segments 
representing percentage of BOD removal. Costs were assumed to 
be linear within each segment and the L.P. bounds were determined 
as the pounds of BOD removed within each segment. 

The data set organization for the LPLF program consist of the 
Computing Center Job Stream, MPS Control Program, Rows Section, 
Columns Section, RHS Section, Bounds Section, and End Data. 
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In the Mathematical Programming System/360 the optional Bounds 
section specifies either upper or lower bounds, or both. With
out this feature the representation of the· bounds ~ouid be by 
explicit constraints~ · Therefore, its use leads to a reduction 
in the number of constraints and in the computing time. 
Another optional section for the MPS/360 is the Ranges section 
which specifies ranges on· the values of the right-hand side. 
This section was not used in LPLF. Figure A4-l5 is an over
view of the data set' orgatrl:za.tion for LPLF. 

A4.9.3 Program Input 
The input data for LPLF 
To introduce this input 
e.g., DAT1980 was used. 
Rows. 

are the Rows, Columns, RHS, and Bounds. 
data into the system a data set name, 

Following the DAT1980 card are the 

Rows is the first required section in the input data. This 
section distinguishes the row types for each row used in the 
model. Four different row types may be specified. 

N Represents ncinconstrained type, e.g., objective function 

Z = l:cj xj ..•• [Eq. A4.106] 

E Represents equality constraints, e.g., 

Iaij xj = bi ••.•• , .• [Eq. A4.107] 

L Represents less-than-or-equal-to constraints, e.g.,. 

. . . . . [Eq. A4.108] 

G Represents greater-than-or-equal-to constraints, e.g., 

Iaij xj > bi .•••••• , [Eq. A4.109] 
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Columns is the next required section. The columns, corresponding 
row names and parameter values are specified in this section. 
Only the nonzero matrix elements are needed by the MPS/360. All 
the elements for each column should appear together, but it is 
not mandatory that the same order be used as in the Rows section. 

The RHS section is the third required section. All nonzero RHS 
values must be specified for as many RHS vectors as needed, 
differentiating each RHS vector by a name. STP 1980 was the 
RHS vector name used in LPLF. Each card should have the RHS 
name, corresponding row name, and RHS value. 

The Bounds sectio~ as previously mentioned, is optional, but 
conveniently used when limits on the values of the LP variables 
are needed. Similar to the RHS section, the Bounds section is 
defined by a Bound row name. 

Letting Ri, iDl,2, ••• ,m,represent E, L, or G, for the row types, 
the general data format for the input data is as follows: 

NAME Data Name 
ROWS 

N Objective Name 
R1 Row Name1 
R2 Row Name2 

COLUMNS 
Column Name1 

Column Name1 

Column 
RHS 

Namen 

RHS Name 
RHS Name 

RHS Name 

Row Name1 

Row Name m 

Row Namem 

Row Name1 
Row Name2 

Row Nam~ 
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Row Name2 

8ni,1 Objective Name c1 

8m,n Objective Name en 

V1 
V2 

vm 



BOUNDS 

UP or LO Bound Row Name Column Namej 

ENDATA 

Where: 
a .. - Value of LP parameter, 

J_ 'J 

V. 
L~ 

J 

i = l, ••. ,m; j = l, .•• ,n 
- Unit cost data for objective 

function, j = l, ••• ,n 
- Value of RHS, i ~ l, ••• ,m 
- Limiting value of variable, j is a subset of l, ••• ,n 

Using the correct column and field format is of prime importance 
in this section. The user should become acquainted with the 
IBM Mathematical Programming Input Form before attempting to set 
up an MPS/360 program. 

A4.9.4 Program Output 
The output for LPLF consists of eight parts, each part containing 
different information according to the characteristics of the 
Mathematica,l Programming System/360. The following is a brief 
summary of the contents in the order listed. 

1. The OS/360 Job Control Language (JCL) statements and their 
associated resource allocation. 

2. The MPS/360 Control Program listing. 

3. A summary of the minor and major errors for the input sections. 

4. A summary of the number of elements by column order and the 
number of elements by row order. The row element summary excludes 
the RHS's but includes one slack element per row. Each row has 
associated with it the row type. Included here is a summary of 
the problem statistics, viz, the number of rows, variables, 
elements, and the model's density. 

5. A complete listing of the LP model, including the Rows, 
Columns, RHS, and Bounds sections. 
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6. This part is produced by the Setup and Primal procedures 
called in the MPS Control Program. Of interest here is a 
summary of the statistics for the model and an iteration 
log relative to the stages in the problem from int'easibility 
to feasibility. 

7. The Solution procedure called for in the MPS Control Program 
produces this output. It consists of three sections, the 
first being the heading, which states the procedure name, 
problem status time, and iteration number. The first section 
also contains the functional value and name, the restraints name 
(RHS), and the bounds name. The second section is the Rows 
section. This section contains the internal slack variable 
number, row name, row status, row activity, slack activity, value of 
lower and upper limits, and the dual activity. The third section 
is the Co_lumns sect-ion. In this section is found the internal 
vector number, column name, column status, column activity, 
original input cost, lower and upper limits, and the reduced cost 
of the associated variable. If any A appears in the far left-
hand column, this specifies an alternat~ optima. 

8. The last of the output consist of the EXIT procedure called 
for in the MPS Control Program. This procedure returns control 
to the OS/360 and simply outputs the procedure name and total 
elapsed time for the run. · 

A4.9.5 Definition of Program Variables 
The rows and columns in the LP model are representative of the 
three commodities being transported down the river system, viz, 
water, BOD and DO. In the node-branch concept of the network, 
the rows are the node names and the columns (variables) are 
the branches connecting the nodes. The rows and columns are 
defined as ~ollows: 

ROWS 

WAT(I)B 
WAT(I)P 
B0D(I)B 
B~D(I)P 
DI0(I)B 
DI0(I)P 
QUAL (I)P 
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where 
(I) The reach number 
B 
p 

WAT (I )B 
WAT (I )P 
B¢D ~ r)B 
B0D(I )P 
DI0 (I )B 
DI0(I)P 
QUAL ( I)P 

Represents wastewater 
Represents tributary 
Wastewater node 
Tributary node for water 
BOD node for wastewater 
BOD node .for tributary 
DO node for wastewater 
DO node for tributary 
Water quality node 

Columns 

QIBIPK 
QIPJPK 
QI-%K 

where 
B 
p 

K=l 
K=2 
K=3 
QIBIP 
QIPJP 

QI-%K 

Represents wastewater 
Represents tributary 
Water 
BOD 
DO 
Branch from wastewater node to tributary node in reach I 
Branch from beginning of upstream reach I to beginning 
of next downstream reach J 
Percent of BOD removal in reach I (K=2) 

A4.9.6 Program Coding 
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llLPLFl JOC Cll43,47,C03,20,lCGC)~'tARiER 

f/JG6LI3 CC CSNAME=GATOR.MPS,DlSP=(SHRl 
II EXEC MPS 
//CCNTRGL~SYSit\ CC * 

PRCGRM' 
INITIALZ 
MOVE(XCATA,'OATlgeo•) 
MCVECXPBr-.A~~E, 1 PBFILE') 
CCt\VERT( 'SLr-MARY 1 ) 

BC COLT 
SETUP( '8CUl\C', 'TRT80 1 , 'MIN') 
~OVE(XCBJ, 'COST') 
MCVE(XRl-'S, 1 STPlS8C' l 
CR A Sh 
PRIMAL 
SCLUTICt\ 
EXIT 
PEt\C 

I• 
//PROBLEM.SYSit\ CC * 
NA~6 CAT1980 
ROr.S 

N COST 
E WATlB 
E WATlP 
E· WAT2S 
E WAT2P 
E WAT3B 
E WAT3JJ 
E WAT4B 
E WAT4P 
E WAT5P 
E WAT6B 
E WAT6P 
E ~JAT7B 
E WAT7P 
E WAT8P 
E BOOlB 
E BCClP 
E BOC2B 
E BOC2P 
E 00038 
E BCC3P 
E BOC4B 
E B004P 
E BOCSP 
E BCC6B 
E BGC6P 
E BOC78 
E BOC7P 
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E BOC8P 
E OIClB 
E DIClP 
E DIC2B 
E DIC2P 
E DIC38 
E DIC3P 
E 01048 
E OIG4P 
E OIC5P 
E OIC68 
E DIG6P 
E 0 !078 
E DIC7P 
E CICBP 
G QUAllP 
G QUAL2P 
G QUAL3P 
G QUAL4P 
G CUAL5P 
G QUAL6P 
G QUAL7P 

CCLUMNS 
QlP3Pl V.ATlP 1.CGCO \.iAT3P -1.occo 
ClP3Pl BCC3P -0.2829 CI03P -lCJ.6027 
Q1P3Pl CU.tillP lg.6027 o.o 
C2P3Pl nAT2P l.ccco V.AT3P -1.0000 
Q2P3Pl BCC3P -l.1756 DI03P -46.4206 
Q2P3Pl CLAL2P 46.42C6 o.o 
Q3P5Pl WAT3P i.coco WAT5P -1.occo 
Q3P5Pl 8CC5P -1.0293 DIOSP -38.2245 
Q3P5Pl CUAL3P 38.2245 o.o 
Q4P5Pl WAT4P l.cocc r.AT5P -1.occo 
Q4P5Pl 8C05P -l.3018 CI05P -13.7926 
Q4P5Pl C:L;AL4P 13.7926 c.o 
Q5P6Pl hATSP 1.0000 hAT6P -1. ooco 
Q5P6Pl BC06P -0.2646 DI06P -15.7224 
Q5P6Pl QLJAL5P 15.7224 o.o 
Q6P7Pl \o.AT6P 1.ooco ~AT7P -1.00CO 
Q6P7Pl BCC7P -a.en so OI07P -9.9169 
Q6P7Pl Cl;AL6P 9.<H69 o.o 
Q7P8Pl hAT7P i.coco rJAT8P -1.ooco 
Q7P8Pl ECC8P -o.o 0108P -7.8619 
07P8Pl (;UAL7P 7.861CJ o.o 
QlBlPl WATlB l.CCCO WATlP -1.0000 
Q2132Pl WAT2£3 i.coco WAT2P -1.0000 
Q303Pl \.iAT 36 1.0000 ~AT3P -1. 0000 
Q4134Pl WAT4B l.ooco r.AT4P -1.0000 
Q6E6Pl WAT6B l.ccco W.A T6P -1.0000 
Q7B7Pl \~.AT78 l.COCO WAT7P -1.0000 
C8P9Bl ~AT8P 1.0000 \\AT9B -1.ooco 
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QlP3P2 ECClP 1.0000 BOD3P -0.9254 
QlP3P2 CIC3P 0.0622 QUALlP -0.0622 
Q2P3P2 l3CD2P t.ccco BOD3P -0.5570 
Q2P3P2 DI03P 0.2736 QUAL2P -0.2736 
Q3P5P2 f3CC3P t.ooco 8005P -0.6474 
Q3P5P2 CIC5P 0.2242 QUAL3P -0.2242 
Q4P5P2 GCC4P l.OCCC [3005P -0.4466 
Q4P5P2 DI05P 0.4476 CUAL4P -0.4476 
Q5P6P2 ecc5P l.COCO BOD6P -0.8875 
Q5P6P2 CIC6P C.0878 CUAL5P -C.0878 
Q6P7P2 !JCC6P l.oocc BOD7P -0.6502 
Q6P7P2 CI07P 0.2763 QUAL6P -0.2763 
Q7P8P2 ECC7P 1.0000 80D8P -0.15<70 
Q7P8P2 CICSP 0.7775 QUAL7P -0.7775 
Ql81P2 BCD18 l.coco eOOlP -1.0000 
Q282P2 BLD28 l.COCO B002P -1.0000 
Q3B3P2 BCC3B l.ccco BOD3P -1.ooco 
Q4B4P2 BCD4B l.COCO eOD4P -1. 0000 
Q686P2 2C068 l.coco EW06P -1.0000 
Q7£37P2 BC07B 1.0000 B007P -1.0000 
Q8P9P2 f3CC8P l.CCCO 80098 -1.0CCO 
QlP3P3 CIClP l.COCO Cl03P -0.7869 
QlP3P3 CLALlP 0.786<j o.o 
Q2P3P3 Cl02P t.coco Dl03P -0.4502 
Q2P3P3 CUAL2P 0. 4 50 2 c.o 
Q3P5P3 CIC3P l.COCC DI05P -0.5042 
Q3P5P3 CLAL3P 0.5042 o.o 
Q4P5P3 Cl04P l.OOCO LI05P -0.8302 
Q4p5p3 C:UAL4P 0.8302 o.o 
Q5P6P3 CI05P l.OCCC Dl06P -0.8023 
Q5P6P3 CLAL5P 0.8023 o.o 
Q6P7P3 OI06P i.ooco DI07P -0.8633 
Q6P7P3 CLAL6P 0.8633 o.o 
Q7P8P3 Cl07P 1.oocc 0108P -0.8846 
Q7P8P3 CLAL7P 0.8846 c.o 
QlBlP3 CIClB l.ooco CIOlP -1.0000 
Q2B2P3 CIC213 l.CGCO OIOZP -1.ccco 
Q3B3P3 CIC3B l.oocc DI03P -1.0000 
Q4B4P3 CI04B i.cccc CI Ql1 P -1.0000 
Q6B6P3 Cl06B i.caco DI06P -1.0000 
Q7U7P3 CIC7B i.ooco DI07P -1.CGCO 
Q8P9B3 CIOBP l.OOCO 01098 -1. 0000 
Ql-672 8C01B l.O COST o.co 
Ql-752 BCOlB 1.0 COST 26.70 
Ql-852 P.CClB t.o COST 53.60 

.Q 1-902 BCDlB 1. 0 COST 83.40 
Q2-102 nco2B 1. 0 COST o.oo 
Q2-352 eco2e 1.0 COST 17.40 
Q2-502 ecc2B l.O COST 0.30 
Q2-6C2 8CD2B 1.0 COST 6.20 
Q2-752 ~C02B l. 0 COST 7.90 
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Q2-852 OCD2C t.o COST 16.40 
Q2-902 ·BCD2B 1.0 COST 29.10 
Q3-262 eCC38 1.0 COST o.co 
Q3-352 13 :c 38 t.o COST 111.CO 
Q3-502 BLD3B i.o COST 4.20 
Q3-602 BCD3B 1.0 COST 25.00 
Q3-752 BCC3B 1.0 COST 28.10 
Q3-852 BCC3C l. 0 COST 28.40 
Q3-902 BC03B 1.0 COST 68.70 
CJ4-242 B004B 1.0 COST o.oo 
Q4-352 13CC4B 1.0 COST 17.50 
Q4-502 BCC4G 1. 0 COST 0.60 
04-602 BCD4B 1.0 COST 4.40 
04-752 80048 1.0 COST 4.40 
Q4-852 BCC4H 1.0 COST 6.10 
Q4- 1::w2 cCC4B 1. 0 COST 8.60 
Q6-122 80068 1.0 COST o.oo 
Q6-352 BC!06B 1.0 COST 3.50 
Q6-502 BCC6C 1.0 COST 0.30 
Q6-602 ECC6B 1. 0 COST 2.co 
Q6-752 BCC6B 1. 0 COST 2.00 
Q6-852 8006[:', 1. 0 COST 3.20 
06-902 eCC6B '1. 0 COST 4.60 
Q7-262 BCC7Q 1. c COST a.co 
07-352 BCD7£~ 1.0 COST 78.CO 
Q7-502 BC07B 1.0 COST 1.40 
Q7-602 ECC7B 1.0 COST 15.70 
Q7-752 erc1B LC COST 16.20 
Q7-852 BC078 1.0 COST 16. BO 
Q7-CJ02 BOD7B l. 0 COST 24.60 

RHS 
STP198C 'riATlB 5.COCO hATlP 1355.COCO 
STP1gsc 'nA128 37.0CCC 'nAT2P 1290.0000 
STP1981J hAT38 a.coco WAT3P o.o 
STP198C i,.AT413 14.0000 hAT4P 296.·oaco 
STP198C hAT5B c.o hAT5P o.o 
STPlCJBC hAT6B 26.00CO hAT6P o.o 
STP19UC WAT7B 41.COCO WAT7P o.o 
STP198C ~t>TBP o. 
STP196C eccu3 1C34l.5937 EOOlP 18159.1523 
STP198C OU02B 125900.5625 8002P 1315.8437 
STP1980 BCD3B 16012.7930 BOD3P o.o 
STP198C 8CC48 168134.3125 E3004P 2468.63<;6 
STP1S8C eccss c.o BOD5P o.o 
STPlc:l8C OCD6f3 412711.1250 B006P o.o 

.STP198G IJCD7B 95401.1875 C30D7P o.o 
STP1980 ClClB 41.7000 CIOlP 107356.5625 
STPlCJBC CIC2B 308.57<;8 OI02P 86068.75CO 
STP198C CI038 66.72CC Cl03P o.o 
STPl'380 01048 ll6.76CO Dl04P 23945.8008 
STP1980 CIC5B o.o DI05P o.o 
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STP1980 CIC6B 2l6.84CO C I06P o.o 
STP1980 CIC7B 341.93S9 DI07P o.o 
STP198C CLALlP 79396.75CC CUAL2P 83003.8125 
STP1980 Ct.AL3P 157334.C625 Q'JAL4P 15512.3984 
STP1980 QUAL5P 162901.COOO QUAL6P 151671.1875 
STP198C CUAL7P 1C2481.8750 

BCU~DS 
FX TRT80 Cl-672 6SCO. 
UP TRT80 Cl-752 830. 
UP TRT80 Cl-852 1C30. 
UP TRTBO c: 1-902 52C. 
FX TRTBO C2-l02 126CO. 
FX TRTflO C2-352 315CC. 
UP TRT80 c: 2-50 2 iec;cc. 
UP TRT80 <.:2-602 126CO. 
UP TR.TBC G2-752 18900. 
UP TRT80 Q2-852 12~CO. 
UP TRT80 c 2-902 63CO. 
FX TR TOO c 3-262 42CO. 
FX TRT80 ~3-352 1400. 
UP TRT80 c 3-50 2 24CO. 
UP TRTOO c 3-60 2 H:CC. 
UP TRT80 c,;3-752 24CO. 
UP TRTBO C3-85 2 1600. 
UP TRT80 Q 3-90 2 ecc. 
FX TRT80 C4-242 404CC. 
FX TRT80 Cit-352 l85CO. 
UP TRT80 C4-502 252CO. 
UP TRT80 C4-602 l6P.CO. 
UP TRT80 C4-752 252CC. 
UP TRT80 C4-852 168CO. 
UP TRTBO C4-902 8'100. 
FX TRT80 Q6-122 561CC. 

.fX TRT80 C:6-352 10E7CO. 
UP TRT80 c 6- 50 2 7CSCC. 
UP TRT80 cc-602 47300. 
UP TRT80 Q6-752 7CSCC. 
UP TRT80 C6-852 473CC. 
UP TRT80 C6-902 236CO. 
FX TRTBO Q7-262 24800. 
FX TRT80 <;;7-352 86CO. 
UP TRT80 C:7-502 143CO. 
UP TRT80 C?-602 c;sco. 
UP TRTBO Q7-75 2 14300. 
UP TRT80 07-852 CJ5CO. 
UP TRT80 cn-902 4800. 

END AT A 
/•ECJF 
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APPENDIX AS 
SAMPLE INTERFACING OF SIMULATION AND OPTIMIZATION MODELS 

AS.l Introduction 
The purpose of this analysis is to demonstrate the interfacing of the 
simulation and optimization components presented in the body of this 
report. The selected test area was the Farmington River Basin in west 
central Massachusetts and Connecticut (see Section 8). Results from 
the simulation model were used to select the region and critical period, 
and to provide the requisite data input to the optimization model. 
Illustrative output from the optimization program is presented. This 
sample analysis should not be construed to represent an evaluation of 
the actual or projected·conditions in the Farmington. 

AS.2 Selection of Test Conditions 
The simulation model permits rapid sampling of the system's response 
to a wide variety of assumed conditions. The initial analyses sought 
to examine the system response to "worst case" conditions. Conse
quently, a 20 year simulation was made with regulated flows, BOD load
ings for the year 2000 and 35% removal required. The test condition 
was selected from analysis of periods in which the DO fell below 4.0 
mg/l at any of the reaches. This analysis showed that the worst 
condition occurred during week 33 of year 15 when the DO fell to 
2.1 mg.l in the Pequabuck River reach and 3.3 mg/! in the Salmon Brook 
reach. The DO in all other reaches exceeded 8.0 mg/l. The water 
quality conditions in the reaches with unacceptable DO levels can be 
classed as independent cases of local competition (see Section 7) so 
that it was unnecessary to utilize the optimization model for more 
refined analysis of this case. 

From these results, it appeared that regional competition would probably 
be restricted to the lower reaches. Consequently, a different set 
of assumed conditions was used in a subsequent simulation run of the 
following subset of reaches [l,2,3,4,S,6,7,8,9,19,20,21,22). In this 
revised case, all rPservoirs were removed from the watershed. BOD 
loadings for the year 2000 and 35% required BOD removal were retained. 
The results indicated a DO less than 4.0 mg/l during week 28 of the 
second year of the simulation. This period was selected for further 
analysis. 

AS.3 Input Data for Optimization Model 
For this sample interfacing, the input for the optimization model 
consist of the following: 
1. the output data, shown in Table AS-1, from the simulation model; and 
2. the annual wastewater treatment cost data, shown in Table AS-2, for 
the indicated reaches. 

In the simulated output data, the original reaches 5,6, and 7 were 
aggregated into a single reach to simplify the analysis. The annual 
wastewater treatment costs are based on the results from Section 5. 
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TABLE A5-l 
OUTPUT FROM SIMULATION MODEL FOR SELECTED PERIOD 

River Waste Reach Travel Time Wastewater Rate Constants Quality of Minimum 
Reach Flow Flow Quality Reach Outflow D.O. 

Actual Critical DO BOD DO 
cfs cfs Kl K2 BOD Deficit 

days days mg/l mg/l days-1 days-1 mg/l mg/l mg/l 

1 315. 7.1 .13 .34 2.0 143. . 31 2.1 22.9 3.2 5.3 

2 311. o. .07 .24 • 31 2.1 21.2 3.0 5.5 

3 310. 0.1 • 03 .27 . 31 2.1 21. 7 2.9 5.5 

4 308. 2.3 . 05 .32 2.0 143. .31 2.1 21.8 2.9 5.6 

5 251. 3.9 .13 .37 2.0 143. .31 2.0 20.2 2.8 5.7 
> 
Vt 
I 6 241. 2.4 .12 .39 2.0 143. .31 2.0 19.1 2.6 5.8 N 

7 230. 6.1 .18 .so 2.0 143. .31 2.0 18.5 2.5 6.0 

8 182. o. .12 .05 .31 2.0 8.4 1.4 7.1 

9 182. .8 • 09 .16 2.0 143. . 31 2.0 8.7 1.4 7.1 

19 18. 25.6 .33 1.04 2.0 143. .32 1. 7 53.6 6.0 2.5 

20 0 o. .45 1.14 1.5 0.0 0.0 8.5 

21 36. 5.1 .30 1.14 2.0 143. . 32 1.5 28.6 3.2 5.3 

22 o. o. .51 .34 l.4 0.0 0.0 8.5 



TABLE AS-2 
TREATHENT COST DATA FOR INDICATED REACHES 

Annual Cost For Indicated % BOD Removal : $xl03 

Reach 35 50 60 75 85 90 

2 134 140 146 155 179 200 

4 62 65 67 74 86 96 

19 107 112 115 124 144 161 

5,6,7 198 202 208 224 258 288 

21 322 337 346 368 415 463 

AS.4 Discussion of Results 
The optimal solution is shown in Table AS-3. Comparison of columns 
four and five of that table indicates headwater competition in reaches 
19 and 21. Only the minimum treatment (35%) is required in interior 
reaches 2 and 4. The results indicate that it would be advisable to 
analyze reaches S, 6, and 7 separately. Thus, subsequent investigation 
could deal with this modified regional configuration. 
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TABLE A5-3 
OPTIMAL SOLUTION FOR SAMPLE PROBLEM 

(35% TREATMENT REQUIRED) 

% BOD Annual Cost DO in Reach 
Reach Removal 

$ x 103 Actual Allowable 
m /1 m /1 

2 35 134 7.10 7.0 

4 35 62 7.15 7.0 

19 81.4 137 7.0 7.0 

5,6,7 82.4 249 7.0 7.0 

21 86.1 425 6.0 6~0 

1007 
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