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Abstract

The Direct/Delayed Response Project is designed to address the concern over potential
acidification of surface waters by atmospheric sulfur deposition within the United States. The
Southern Blue Ridge Province Soil Survey was conducted during the summer of 1986 as a synoptic
physical and chemical survey to characterize watersheds located in a region of the United States
believed to be susceptible to the effects of acidic deposition. This document addresses the quality
assurance program and its implementation in the assessment of the verified analytical data base
for the Southern Blue Ridge Province Soil Survey. It is addressed primarily to the users of the data
base who will be analyzing the data and making various assessments and conclusions relating to
the effects of acidic deposition on the soils of the Southern Blue Ridge Province of the United
States.

Data quality is assessed by describing the detectability, precision, accuracy (interlaboratory
differences), representativeness, completeness, and comparability of the data for the quality
assurance samples used throughout the soil survey. The fifty-one parameters in the data base are
segregated into nine groups for ease in discussion.

This report is submitted in partial fulfillment of Contract Number 68-03-3249 by lockheed

Engineering & Sciences Company (formerly Lockheed Engineering and Management Services
Company), Las Vegas, Nevada, under sponsorship of the U. S. Environmental Protection Agency.
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Section 1

Introduction

Overview of the Survey

The Direct/Delayed Response Project
(DDRP) is an integral part of the Aquatic
Effects Research Program (AERP) of the U.S.
Environmental Protection Agency (EPA). The
AERP is conducted under the federally man-
dated National Acid Precipitation Assessment
Program (NAPAP) and addresses the concern
over potential acidification of surface waters
by atmospheric deposition within the United
States. The DDRP is administered by the EPA
Environmental Research Laboratory in
Corvallis, Oregon (ERL-C).

The overall purpose of DDRP is to char-
acterize geographic regions of the United
States by predicting the long-term response of
watersheds and surface waters to acidic
deposition. The DDRP has been designed
under the concept of regionalized integrative
surveys which initially is approached from a
large region of study and leads to the selec-
tion and study of regionally characteristic
systems. These systems can be assessed
through detailed, process-oriented research
which will aid in the understanding of the
underlying mechanisms responsible for ob-
served effects. The projected responses of
watershed systems typical of the regional
population can then be extrapolated to a larger
regional or national scale.

The Southern Blue Ridge Province (SBRP)
of the United States was selected for study
because of its suspected sensitivity to acidic
deposition. In defining the regions of concern,
the intent was to focus on regionally represen-
tative watersheds that are potentially sensitive
to acidic deposition and that exhibit a wide
contrast in soil and watershed characteristics
and in levels of deposition. The SBRP Soil

Survey focused on the Blue Ridge Mountains
geographic area in eastern Tennessee, north-
central Georgia, northwestern South Carolina,
and western North Carolina. Special interest
watersheds in North Carolina and Virginia were
also sampled as part of the survey.

The EPA is assessing the role that
atmospheric deposition of sulfur plays in
controlling long-term acidification of surface
waters (EPA, 1985). Recent trend analyses
have indicated that the rate of sulfur deposi-
tion is slowly declining in the Northeastern
United States but is increasing in the South-
eastern United States. If a "direct" response
exists between increasing sulfur deposition
and decreasing surface water alkalinity, then
the impact of current effects on surface water
probably would increase with increasing levels
of deposition, and conditions could improve if
the levels of deposition decline. If surface
water chemistry changes in a "delayed" man-
ner, e.g., due to chemical changes in the
watershed, then future changes in surface
water chemistry (even with stable or declining
rates of deposition) become difficult to predict.
This range of potential effects has clear and
significant implications to public policy deci-
sions on sulfur emissions control strategies.

Specific goals of DDRP are to (1) define
physical, chemical, and mineralogical charac-
teristics of the soils and define other water-
shed characteristics across the regions of
concern, (2) assess the variability of these
characteristics, (3) determine which of these
characteristics are most strongly related to
surface-water chemistry, (4) estimate the
relative importance of key watershed pro-
cesses in controlling surface water chemistry
across the regions of concern, and (5) classify
the sample of watersheds with regard to their



response to sulfur deposition and extrapolate
the results from the sample of watersheds to
the regions of concern.

A variety of data sources and methods
of analysis will be used to address the objec-
tives of DDRP. In addition to the data col-
lected during DDRP, other data sources include
the following data bases:

® National Surface Water Survey
(NSWS) [water chemistry data]

o Acid Deposition Data Network
(ADDNET), including GEOECOLOGY
[atmospheric precipitation chemistry
data)

e Soil Conservation Service (SCS) Soils-
5 [soil physical and chemical data]

o Adirondack Watershed [whole water-
shed chemistry]

e Topographic and Acid Deposition
System (ADS) [total sulfur deposition
data]

o U.S. Geological Survey ([runoff data]

Also, data from EPA long-term monitoring
sites, episodic event monitoring sites, and
intensively studied watersheds will be used in
the data analysis. The data that are collected
will be analyzed at three levels:

® Level I -- System description and
statistical analysis

o Level II-- Single factor response-time
estimates

o lLevel III -- Dynamic systems model-
ing

Field and laboratory data collected in
DDRP are included in the Level I system de-
scription. Next, these data are used in Level 11
to develop single factor estimates of the
response time of watershed properties, e.g.,
sulfate adsorption capacity, to acidic deposi-
tion. The detailed data from special interest
watersheds are used in Level 1I] to calibrate
three dynamic simulation models, MAGIC
(Cosby et al., 1984), ILWAS (Chen et al., 1984),

and Trickle-Down (Schnoor et al., 1984), that
predict regional responses to acidic deposition.

The soil sampling task leader at ERL-C
had overall responsibility for the soil mapping
and sampling, including quality assurance/-
guality control (QA/QC) for site selection, soil
characterization, and collection of bulk sam-
ples and clods. Logistical support and analyti-
cal QA/QC services were provided by the EPA
Environmental Monitoring Systems Laboratory
in Las Vegas, Nevada (EMSL-LV). There were
nine sampling crews, each consisting of three
to four soil scientists, involved in the SBRP
sampling phase. In addition to collecting 5.5-
kilogram routine soil samples, each sampling
crew collected one duplicate sample per day
for QA purposes. Details of the soil mapping
and sampling are contained in a separate QA
report (Coffey et al., 1987).

As part of the DDRP, two preparation
laboratories were established in the SBRP
region to process soil samples collected by the
sampling crews and to perform preliminary
analyses on these samples. The preparation
laboratories were located within the soil sci-
ence departments at the following land grant
universities:

e University of Tennessee, Knoxville,
Tennessee

o Clemson University, Clemson, South
Carolina

The handling of soil samples at each
preparation laboratory is discussed in a sepa-
rate QA report (Haren and Van Remortel, 1987).
Bulk samples were processed, homogenized,
and subsampled. Air-dry moisture content,
percent rock fragments in the 2- to 20-milli-
meter fraction, and inorganic carbon were
determined. In addition, the bulk density of
replicate soil clods was estimated. Approxi-
mately 500-gram analytical sampies were
derived from the homogenized air-dry bulk soil
samples. The analytical samples were
grouped into batches and were randomized
within each batch. Field duplicates, natural
audit samples from EMSL-LV, and a prepara-
tion duplicate were placed in each batch for
QA purposes. The batches were distributed to
three analytical laboratories contracted by EPA.



The QA/QC measures were applied in
order to maintain consistency in the soil sam-
pling, preparation, and analysis protocols.
This ensured that the socil sample analyses
would yield results of known quality. The
sampling crews and preparation laboratory
personnel received training on their respective
activities. The QA personnel from EMSL-LV
and ERL-C conducted on-site systems audits
of the sampling crews, preparation labora-
tories, and contract analytical laboratories.
Weekly communication between QA personnel
and laboratory personnel was established to
identify, discuss, and resolve issues. Survey
participants attended an exit meeting held in
Park City, Utah, in July 1986. The purposes of
the meeting were to review the mapping,
sampling, and preparation activities, resolve
any remaining issues, and generate sugges-
tions for future surveys.

The integrity of the QA program affects
the ultimate quality of data derived from physi-
cal, chemical, and mineralogical analyses of
the soil samples. This level of quality enables
potential users of the data to determine
whether the data meet their specific needs. In
addition, the QA program was conceived as a
means to ensure that the data are comparable
within and across the regions of concern.
Soils were described, sampled, and processed
according to documented protocols (Bartz et
al., 1987) and the contract laboratory analyses
were conducted according to documented
protocols (Cappo et al, 1987) under three
separate EPA solicitations.

Mineralogical analyses are being per-
formed on about 10 percent of the routine
samples, including semiquantitative X-ray
diffraction and X-ray flucrescence. Data from
these analyses will be evaluated in a forth-
coming EPA report.

Organization of the Report

This document has been organized into
four main sections. The first secticn provides
an overview of DDRP objectives and the SBRP
analytical data base. The second section
addresses the overall QA program, its relation
to data quality assessment, and the use of
QA/QC samples during the various stages of
data collection. The third section provides
results and discussion concerning the QA data

analysis and the internal verification checks for
eight parameter groups. The fourth section
addresses the conclusions and recommenda-
tions that have been generated from these
findings, particularly in regard to issues of
concern, improvement in QA design, and prep-
aration for QA efforts in the DDRP Mid-Appala-
chian Soil Survey and other future surveys.

Data quality is discussed in terms of
detectability, internal consistency, precision,
accuracy (interlaboratory differences), repre-
sentativeness, completeness, and comparabili-
ty. The relationship of data quality achieve-
ments to the data quality objectives (DQOs)
established at the beginning of the program is
evaluated.

Description of Parameter Groups

The DDRP QA staff organized the 51
analytical parameters into nine groups and
subsequently evaluated each group independ-
ently according to the DQOs specified for the
SBRP survey. The nine parameter groups are
briefly summarized below:

(1) Moisture, Specific Surface, and Part-
icle Size -- The air-dry soil moisture content is
determined in order to place all subsequent
aliquots on an oven-dry weight basis. Specific
surface is measured in mineral soils using a
gravimetric saturation method and is corre-
lated with data for cation exchange capacity,
sulfate adsorption and desorption, and clay
mineralogy. Particle size analysis is performed
on the less than 2-millimeter size fractions of
mineral soils for characterization and classi-
fication purposes.

(2) Soil pH -- The pH is an indication of
free hydrogen ion activity. The pH measure-
ments are determined in three soil suspen-
sions: deionized water, 0.01M calcium chloride,
and 0.002M calcium chloride.

(3) Exchangeable Cations in Ammonium
Chloride -- The exchangeable cations (calcium,
magnesium, potassium, and sodium) are
extracted during the cation exchange capacity
(CEC) determinations and can be used to
calculate the percent base saturation of the
soil and to define selectivity coefficients and
cation pools for the DDRP models.



(4) Exchangeable Cations in Ammonium
Acetate -- The exchangeable cations (calcium,
magnesium, potassium, and sodium) are
extracted during the CEC determinations and
can be used to calculate the percent base
saturation of the soil and to define selectivity
coefficients and cation pools for the DDRP
models.

(5) Cation Exchange Capacity and
Exchangeable Acidity -- The CEC indicates the
ability of a soil to adsorb cations, especially
the exchangeable basic cations mentioned
above. The CEC is highly correlated with the
buffering capacity of the soil. Two saturating
solutions for the exchangeable cation com-
ponent are used: buffered ammonium acetate
solution to measure “total' CEC and neutral
ammonium chloride solution to measure "effec-
tive" CEC. Exchangeable acidity is a measure
of the exchangeable cations, i.e., hydrogen and
aluminum, that are held on a soil particle
surface, in contrast to the active acidity of
these cations in solution. Two methods of
analysis for acidity are used: a buffered bar-
ium chioride triethanolamine extraction and a
neutral potassium chloride extraction. The first
method is a back-titration which indicates
“total" exchangeable acidity, including alumi-
num. The second method is a direct titration
which estimates ‘'effective" exchangeable
acidity. Exchangeable aluminum was also
determined in potassium chloride.

(6) Extractable Cations in Calcium Chlo-
ride -- Lime potential [pH - 1/2 pCa] is used in
lieu of base saturation as an input for certain
predictive models. Aluminum potential [3pH -
pAl] is another important characteristic for
watershed modeling. The soil is extracted with
0.002M calcium chicride and analyzed for
calcium and aluminum concentrations. The
magnesium, potassium, sodium, and iron
concentrations also are determined and are
compared to cation concentrations in other
extracts.

(7) Extractable Iron and Aluminum -- The
presence of iron and aluminum is highly cor-
related to sulfate adsorption. Each of three
extractions yields an estimate of a specific
iron or aluminum fraction: sodium pyrophos-
phate which estimates organic iroan and alumi-
num; acid oxalate which estimates organic iron
and aluminum plus sesquioxides; and citrate-
dithionite which estimates nonsilicate iron and
aluminum.

(8) Extractable Sulfate and Suifate
Adsorption Isotherms -- Sulfate is determined
in two different extracts: deionized water,
which estimates interstitial and loosely-bound
sulfate; and 500 mg P/L. as sodium phosphate,
which estimates the readily extractable sulfate
on the anion exchange sites. The ability of
soil to adsorb sulfate is related to anion
adsorption capacity. Isotherms are developed
by placing scil samples in six magnesium
sulfate solutions of different concentrations:
0, 2, 4, 8, 16, and 32 mg S/L. A determination
is made of the amount of sulfate remaining in
solution after one- hour contact with the soil
and subtraction yields the net sulfate sorption.
The isotherms represent the maximum "stable"
sulfate adsorption capacity of the soil under
laboratory conditions and are used to predict
changes in sorbed and dissolved sulfate as a
result of altered deposition.

(9) Total Carbon, Nitrogen, and Sulfur --
Total carbon and nitrogen are closely related
to the type and amount of soil organic matter.
Total sulfur is used as a benchmark to monitor
future inputs of anthropogenic sulfur.

Description of Parameters

Throughout this document, parameters
are referenced either by a data-variable or
descriptive parameter name. A list of data-
variable parameters and their corresponding
descriptions based on a similar presentation in
Turner et al. (1987) is given in Table 1-1. The
order of the parameters is consistent with
their order of presentation in this report.



Table 1-1. Analytical Parameters Measured In the Southern Blue Rldge Province Soll Survey

Parameter

Description of Parameter

MOIST

SP_SUR

SAND

VvCOSs

Cos

MS

FS

VFS

SILT

COsI

FSI

CLAY

PH_H20

PH_002M

PH_01M

CACL

MG_CL

K_CL

NA CL

Percent air-dry soil moisture measured at the analytical laboratory and expressed as a percentage on an
oven-dry weight basis. Mineral soils were dried at 105 °C, organic soils at 60°C.

Specific surface area determined by a gravimetric method of saturation with ethylene glycol monoethyl ether
(EGME).

Total sand is the portion of the sample with particle diameter between 0.05 mm and 2.0 mm. It was
calculated as the summation of percentages for individual sand fractions: VCOS + COS + MS + FS + VFS.

Very coarse sand is the sand fraction between 1.0 mm and 2.0 mm. It was determined by sieving the sand
which had been separated from the silt and clay.

Coarse sand is the sand fraction between 0.5 mm and 1.0 mm. It was determined by sieving the sand
which had been separated from the silt and clay.

Medium sand is the sand fraction between 0.25 mm and 0.50 mm. It was determined by sieving the sand
which had been separated from the silt and clay.

Fine sand is the sand fraction between 0.10 mm and 0.25 mm. It was determined by sieving the sand
which had been separated from the siit and clay.

Very fine sand is the sand fraction between 0.05 mm and 0.10 mm. It was determined by sieving the sand
which had been separated from the siit and clay.

Total silt is the portion of the sample with particle diameter between 0.002 mm and 0.05 mm. It was
calculated by subtracting from 100 percent the sum of the total sand and clay.

Coarse silt is the silt fraction between 0.02 mm and 0.05 mm. It was calculated by subtracting the fine
silt fraction from the total silt.

Fine silt is the silt fraction between 0.002 mm and 0.02 mm. It was determined by the pipet method
(USDA/SCS, 1984) and was calculated by subtracting the clay fraction from the less than 0.02 mm fraction.

Total clay is the portion of the sample with particle diameter of less than 0.002 mm and is determined
using the pipet method.

pH determined in a deionized water extract using a 1:1 mineral soil to solution ratio and 1:5 organic soil
to solution ratio. The pH was measured with a pH meter and combination electrode.

pH determined in a 0.002M calcium chloride extract using a 1:2 mineral soil to solution ratio and 1:10
organic soil to solution ratio. The pH was measured with a pH meter and combination slectrode.

pH determined in a 0.01M calcium chloride extract using a 1:1 minera! soil to solution ratio and 1:5 organic
soil to solution ratio. The pH was measured with a pH meter and combination electrode.

Exchangeable calcium determined with an unbuffered 1M ammonium chloride solution. A 1:26 mineral soil
to solution ratio and 1:52 organic soil to solution ratio were used. Atomic absorption spectrometry or
inductively coupled plasma atomic emission spectrometry was specified.

Exchangeable magnesium determined with an unbuffered 1M ammonium chloride solution. A 1:26 mineral
soil to solution ratio and 1:52 organic soil to solution ratio were used. Atomic absorption spectrometry
or inductively coupled plasma atomic emission spectrometry was specified.

Exchangeable potassium determined with an unbuffered 1M ammonium chloride solution. A 1:26 mineral
soil to solution ratio and 1:52 organic soil to solution ratio were used. Atomic absorption spectrometry
was specified.

Exchangeable sodium determined with an unbuffered 1M ammonium chloride solution. A 1:26 mineral soil
to solution ratio and 1:52 organic soil to solution ratio were used. Atomic absorption spectrometry or
inductively coupled plasma atomic emission spectrometry was specified.

(continued)



Table 1-1.

Continued.

Parameter

Description of Parameter

CA_OAC

MG_OAC

K_OAC

NA_OAC

CEC_CL

CEC_OAC

AC_KCL

AC_BACL

AL_KCL

CA_CL2

MG_CL2

K_CL2

NA_CL2

FE_CL2

AL_CL2

Exchangeable calcium determined with 1M ammonium acetate solution buffered at pH 7.0. A 1:26 mineral
soil to solution ratio and 1:52 organic soil to solution ratio were used. Atomic absorption spectrometry
or inductively coupled plasma atomic emission spectrometry was specified.

Exchangeable magnesium determined with 1M ammonium acetate solution buffered at pH 7.0. A 1:26
mineral soil to solution ratio and 1:52 organic soil to solution ratio were used. Atomic absorption
spectrometry or inductively coupled plasma atomic emission spectrometry was specified.

Exchangeable potassium determined with 1M ammonium acetate solution buffered at pH 7.0. A 126
mineral soil to solution ratio and 1:52 organic soil to solution ratio were used. Atomic absorption
spectrometry was specified.

Exchangeable sodium determined with 1M ammonium acetate solution buffered at pH 7.0. A 1:26 mineral
soil to solution ratio and 1:52 organic soil to solution ratio were used. Atomic absorption spectrometry
or inductively coupled plasma atomic emission spectrometry was specified.

Cation exchange capacity determined with an unbuffered 1M ammonium chlaride solution is the effective
CEC which occurs at approximately the field pH, when combined with the acidity component. A 1:26
mineral soil to solution ratio and 1:52 organic soil to solution ratio were used. Samples were analyzed for
ammonium content by one of three methods: automated distillation/titration; manual distillation /
automated titration; or ammonium displacement / flow injection analysis.

Cation exchange capacity determined with 1M ammonium acetate solution buffered at pH 7.0 is the
theoretical estimate of the maximum potential CEC for a specific soil, when combined with the acidity
component. A 1:26 mineral soil to solution ratio and 1:52 organic soil to sofution ratio were used. Samples
were analyzed for ammonium content by one of three methods: automated distillation/titration; manual
distillation / automated titration; or ammonium displacement / flow injection analysis.

Effective exchangeable acidity determined by titration in an unbuffered 1M potassium chioride extraction
using a 1:20 soil to solution ratio.

Total exchangeable acidity determined by titration in a buffered (pH 8.2) barium chloride triethanoclamine
extraction using a 1:30 soil to solution ratio.

Extractable aluminum determined by an unbuffered 1M potassium chioride extraction using a 1:20 soil to
solution ratio. Atomic absorption spectrometry or inductively coupled plasma atomic emission spectrometry
was specified.

Extractable calcium determined by a 0.002M calcium chioride extraction. A 1:2 mineral soil to solution
ratio and 1:10 organic soil to solution ratio were used. The calcium is used to calculate lime potential.
Atomic absorption spectrometry or inductively coupled plasma atomic emission spectrometry was specified.

Extractable magnesium determined by a 0.002M calcium chloride extraction. A 1:2 mineral soil to soiution
ratio and 1:10 organic soil to solution ratio were used. Atomic absorption spectrometry or inductively
coupled plasma atomic emission spectrometry was specified.

Extractable potassium determined by a 0.002M calcium chloride extraction. A 1:2 mineral soil to solution
ratio and 1:10 organic soil to solution ratio were used. Atomic absorption spectrometry was specified.

Extractable sodium determined by a 0.002M calcium chloride extraction. A 1:2 mineral soil to solution
ratio and 1:10 organic soil to solution ratio were used. Atomic absorption spectrometry or inductively
coupled plasma atomic emission spectrometry was specified.

Extractable iron determined by a 0.002M calcium chioride extraction. A 1:2 mineral soil to solution ratio
and 1:10 organic soil to solution ratio were used. Atomic absorption spectrometry or inductively coupled
plasma atomic emission spectrometry was specified.

Extractable aluminum determined by a 0.002M calcium chloride extraction. A 1:2 mineral soil to solution
ratio and 1:10 organic soil to solution ratio were used. The aluminum concentration obtained from this
procedure is used to calculate aluminum potential. Atomic absorption spectrometry or inductively coupled
plasma atomic emission spectrometry was specified.

(continued)



Table 1-1. Continued.

Parameter

Description of Parameter

FE_PYP

AL_PYP

FE_AO

AL_AO

FE_CD

AL_CD

S04_H20

S04_PO4

S04_0

S04 2

S04_4

S04.8

S04_16

S04_32

c_ToT

N_TOT

s_ToT

Extractable iron determined by a 0.1M sodium pyrophosphate extraction using a 1:100 soil to solution
ratio. The pyrophosphate extract estimates organically-bound iron. Atomic absorption spectrometry or
inductively coupled plasma atomic emission spectrometry was specified.

Extractable aluminum determined by a 0.1M sodium pyrophosphate extraction using a 1:100 soil to solution
ratio. The pyrophosphate extract estimates organically-bound aluminum. Atomic absorption spectrometry
or inductively coupled plasma atomic emission spectrometry was specified.

Extractable iron determined by an ammonium oxalate - oxalic acid extraction using a 1:100 soil to solution
ratio. The acid oxalate extract estimates organic and amorphous iron oxides. Atomic absorption
spectrometry or inductively coupled plasma atomic emission spectrometry was specified.

Extractable aluminum determined by an ammonium oxalate - oxalic acid extraction using a 1:100 soil to
solution ratio. The acid oxalate extract estimates organic and amorphous aluminum oxides. Atomic
absorption spectrometry or inductively coupled plasma atomic emission spectrometry was specified.

Extractable iron determined by a sodium citrate - sodium dithionite extraction using a 1:30 soil to solution
ratio. The citrate dithionite extract estimates non-silicate iron. Atomic absorption spectrometry or
inductively coupled plasma atomic emission spectrometry was specified.

Extractable aluminum determined by a sodium citrate - sodium dithionite extraction using a 1:30 soil to
solution ratio. The citrate dithionite extract estimates non-silicate aluminum. Atomic absorption
spectrometry or inductively coupled plasma atomic emission spectrometry was specified.

Extractable sulfate determined with a double deionized water extract. This extraction approximates the
sulfate which will readily enter the soil solution and uses a 1:20 soil to solution ratio. Ion chromatography
was specified.

Extractable sulfate determined with a 0.016M sodium phosphate (500 mg P/L) extract. This extraction
approximates the total amount of adsorbed sulfate and uses a 1:20 soil to solution ratio. Ion
chromatography was specified.

Sulfate remaining in a 0 mg S/L solution following equilibration with a 1:5 mineral soil to solution ratio and
1:20 organic soil to solution ratio. The data are used to develop sulfate isotherms. Ion chromatography
was specified.

Sulfate remaining in a 2 mg S/L solution following equilibration with a 1:5 mineral soil to solution ratio and
1:20 organic soil to solution ratio. The data are used to develop sulfate isotherms. Ion chromatography
was specified.

Sulfate remaining in a 4 mg S/L solution following equilibration with a 1:5 mineral soil to solution ratio and
1:20 organic soil to solution ratio. The data are used to develop sulfate isotherms. Jon chromatography
was specified.

Sulfate remaining in a 8 mg S/L solution following equilibration with a 1:5 mineral soil to solution ratio and
1:20 organic soil to solution ratio. The data are used to develop sulfate isotherms. Ion chromatography
was spacifiad.

Sulfate remaining in a 16 mg S/L solution following equilibration with a 1:5 mineral soil to solution ratio
and 1:20 organic soil to solution ratic. The data are used to develop sulfate isotherms. Ion
chromatography was specified.

Sulfate remaining in a 32 mg S/L solution following equilibration with a 1:5 mineral soil to solution ratio
and 1:20 organic soil to solution ratio. The data are used to develop sulfate isotherms. Ion
chromatography was specified.

Total carbon determined by rapid oxidation followed by thermal conductivity detection using an automated
CHN analyzer. Total carbon can be used to characterize the amount of organic material in the soil.

Total nitrogen determined by rapid oxidation followed by thermal conductivity detection using an automated
CHN analyzer. Total nitrogen can be used to characterize the organic material in the soil.

Total sulfur determined by automated sample combustion followed by infrared detection or titration of
evolved sulfur dioxide.




Section 2

Quality Assurance Program

Quality assurance has been defined as
“those operations and procedures which are
undertaken to provide measurement data of
stated quality with a stated probability of
being right" (Taylor, 1987). The QA/QC proce-
dures for the SBRP survey were designed to
ensure that the best possible data were col-
lected and that the quality of the data could
be evaluated and documented. These proce-
dures irsluded the preparation of written
protocols and manuals describing: (1) soil
mapping, sampling, preparation and analysis,
(2) application of QA/QC during field and
laboratory activities, and (3) verification of the
descriptive and analytical data. The protocols
were tested and implemented in the survey.
Specific aspects of the QA program are de-
scribed in the following subsections.

Selection of Analytical
Laboratories

Specitications for the laboratory analysis
were defined during the initial development of
the QA program. The estimated number of
samples to be analyzed and the schedule of
sample collection were defined during logistics
planning. No single EPA laboratory had the
analytical capabilities or resources to provide
the required analytical services, hence, these
services were obtained through solicitations
with commercial analytical laboratories. The
Contract Laboratory Program (CLP) had al-
ready been established to support the hazard-
ous waste monitoring activities of EPA. The
use of multiple analytical laboratories, how-
ever, required that the selection and documen-
tation of analytical methods and QA activities
had to be carefully implemented and monitored
to ensure consistent and adequate perform-

ance in all laboratories. The solicitation pro-
cess involved the following activities:

® preparation of a detailed statement
of work (SOW) which defined the
analytical and QA/QC requirements in
a contractual format.

® preparation and advertisement of an
invitation for bid (IFB) to solicit ana-
lytical support.

® an evaluation of all bidders within a
competitive range to ensure that
qualified laboratories were selected.

Statement of Work

Monitoring of analytical performance at
each contractor analytical laboratory was
necessary in order to minimize data variability
both within and among the laboratories.
Although the DDRP Analytical Methods Manual
(Cappo et al, 1987) and the DDRP QA Plan
(Bartz et al., 1987) were drafted in the early
phases of the planning process, the methods
and QA/QC requirements had to be restruc-
tured in a SOW in order to obtain support
services. This involved careful review of the
analytical and logistical requirements, i.e.,
reporting and QC stipulations, to ensure their
clarity in the SOW and their ability to be satis-
fied according to contract specifications. The
primary administrative protocols in the SOW
were as follows:

® A contractor could bid on the analysis
of one or more bid lots (600 samples
per bid lot) that would be delivered to
the analytical laboratory at a maxi-
mum rate of 60 samples per week,
grouped in batches of approximately
42 samples per batch.



e Delivery of the completed data pack-
age by the contractor was required
within 60 days of sample receipt for
Solicitation 1 and within 45 days of
sample receipt for Solicitations 2 and
3. An incentive for early delivery of
data and a consideration for late
delivery of data were established.

e Failure of the contractor to provide
adequate QA/QC data and deliverables
as required by the SOW resulted in a
penalty of up to 15 percent of the bid
price initially withheld. All analytical
laboratories eventually were paid the
entire 15 percent withholding after the
data were verified and any confirma-
tion/reanalysis requests were serviced.

The analytical laboratories were required
to follow the methods exactly as specified in
the SOW. The project officer was authorized
to provide technical clarifications for the con-
tractor laboratory, but contractual changes
were made only with the approval of the EPA
contract officer.

Performance Evaluations

The IFB was advertised in Commerce
Business Daily. All interested laboratories
received a set of pre-award performance
evaluation (PE) samples as the next step in
the qualification process. These laboratories
were required to analyze PE samples and to
report the results within 25 days after sample
receipt. The PE samples were intended to
represent soil samples at both the low and
high analyte concentrations expected for the
survey. Data packages received from each
laboratory were evaluated and graded on the
accuracy of analytical data as well as the
quality and completeness of the data package
using the scoring sheet provided in the DDRP
QA Plan (Bartz et al., 1987). This procedure
identified those laboratories that could not
successfully perform the analytical tasks.

All laboratories successfully passing the
PE sample evaluation were audited by EPA
representatives in order to verify the ability of
these laboratories to meet the contractual
requirements. The EPA team determined
whether or not each analytical laboratory had
adequate facilities, equipment, personnel, and
technical capabilities to analyze sampies in

accordance with the SOW. These visits also
provided an opportunity to clarify contractual
specifications with laboratory personnel and to
identify deficiencies that were observed during
the PE phase.

Four laboratories successfully passed
both the performance and on-site evaluations
and were awarded contracts to provide analyt-
ical services for the SBRP survey. During the
routine analysis of samples, however, it was
determined that one of the laboratories could
not maintain the specified level of quality in
the analyses and this laboratory was eventu-
ally disqualified. The remaining samples in
archive were retrieved by QA staff and were
redistributed to two of the other three labora-
tories for analysis. Data from the disqualified
fourth laboratory have been removed from the
SBRP data bases.

Contract Solicitations

The analytical methods and associated
QA/QC protccols that were used in the SBRP
survey were selected so that the data could be
compared with other similar data bases, e.g.,
the DDRP Northeastern survey data bases.
On-site system audits and thorough evalua-
tions of analytical data ensured that the proce-
dures were followed correctly, as certain differ-
ences in methodology and reporting units oc-
curred among the three contract solicitations.
The distribution of batches among the labora-
tories, by solicitation, is outlined in Table 2-1.

Table 2-1. Distribution of Batches by Contract
Solicltation/Laboratory

Solicitation/
Laboratory Batch numbers

S1 / L3% 20602, 20608, 20609, 20610, 20611, 20612,
20613

82 / L1 20701, 20702, 20703, 20707, 20708, 20710
S2 / L2 20614, 20704, 20705, 20706, 20709, 20711,
20712

$3%/ L1 29603, 29605, 29606
S3%/ L2 29601, 29604, 29607

4 |aboratory 3 reanalyzed the cations under Solicitation
3.

£ Reanalysis solicitation for batches retrieved from
disqualified analytical laboratory.



Prior to beginning routine sample analy-
sis, the original contract solicitation containing
the analytical methodology was employed in
the analysis of audit sample data from three
" referee laboratories. This solicitation was
modified to specify the handling of organic
samples, clarify the data reporting format, and
lower some of the contract-required detection
limits (CRDLs), as presented in Table 2-2. This
became the basis for Solicitation 1, which
required the laboratories to report both raw
and blank-corrected data. When the CRDLs
were lowered, all samples that were previously
analyzed under a higher CRDL were reanalyzed
at the lower CRDL.

About half of the SBRP soil samples
were analyzed under the requirements of
Solicitation 1. The principal changes in specifi-
cations for Solicitation 2 were the additional
lowering of CRDLs for the cation analyses and
the omission of a dilution step for SO4_PO4.
Reanalysis of the affected parameters was
performed on all previous samples at EPA
expense.

Solicitation 3 was initiated to allow two
of the other laboratories to provide analysis on
the samples that were retrieved from the
disqualified laboratory. Certain samples
among those retrieved underwent additional
processing at EMSL-LV in order to prepare
them for analysis, as presented in Table 2-3.
This processing consisted of rehomogenization
and relabelling of the affected samples.

Table 2-3. Soll Samples which Underwent Secondary
Processing Following Retrieval from the
Disqualifled Analytical Laboratory

Batch Sample Numbers

29601 All except 22, 27, 29, 33, 34, 35

29603 All except 4, 11, 13, 21, 25, 30, 34, 35, 37, 39

29604  All except 2, 3, 5, 6, 9, 11, 15, 17, 18, 20, 24, 27,
29, 32, 34, 38

29605  All except 3, 30, 34, 36

29606  All except 2, 7, 12, 14, 15, 19, 22, 25, 27, 30, 37,
38

20607  All except 1, 2, 3, 4, 6, 8, 11, 12, 15, 16, 18, 19, 21,
22, 24, 28

The only substantive differences between
batches analyzed under the different solicita-
tions are with the CRDLs. Sample reanalyses
have corrected all data affected by methods
changes which occurred as the survey pro-
gressed. An international interlaboratory study
is underway using DDRP audit samples to
compare analytical data from the SBRP sam-
ples to data from other methods currently in
use at soil characterization [aboratories
throughout the United States and Canada.
Results of the study will be summarized in a
forthcoming report (Palmer et al, in
preparation).

Table 2-2. Contract-Required Detectlon Limits by Contract Solicltation

Solicitation
Parameter 1 2 3
CA_CL, CA_OAC, CA_CL27 0.20 mg/L 0.05 mg/L 0.05 mg/L
MG_CL, MG_OAC, MG_CL2 0.20 mg/L 0.05 mg/L 0.05 mg/L
K_CL, K OAC, K CL2 0.20 mg/L 0.05 mg/L 0.05 mg/L
NA_CL, NA_OAC, NA CL2 0.20 mg/L 0.05 mg/L 0.05 mg/L
CEC_OAC, CEC_CL 0.01 meg/L 0.01 meg/L 0.01 meg/L?
AC_KCL 0.25 meq/L 0.25 meq/L 0.25 meq
AC _BACL 0.40 meg/L 0.40 meq/L 0.40 meq
AL _KCL 0.50 mg/L 0.10 mg/L 0.10 mg/L
FE_CL2, AL_CL2 0.50 mg/L 0.05 mg/L 0.05 mg/L
FE_PYP, FE_AQ, FE_CD 0.50 mg/L 0.50 mg/L 0.50 mg/L
AL_PYP, AL_AO, AL_CD 0.50 mg/L 0.50 mg/L 0.50 mg/L
S04_H20, SO4_P04, S04_0-32 0.10 mg SO, L 0.10 mg S/L 0.10 mg S/L
C_TOT, N_TOT 0.005 wt % 0.01 wt % 0.01 wt %
s_TOoT 0.01 wt % 0.01 wt % 0.01 wt %

b
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2 CRDL for CA_CL2 reported as standard deviation of ten nonconsecutive blanks.
maq for distillation/titration analysis and meg/L for flow injection analysis.



Analytical Laboratory
Operations

Data Reporting

All samples received at the analytical
laboratory were checked in by a receiving clerk
who: (1) recorded on the shipping form the
date the samples were received, (2) checked
the samples and sample labels to identify
discrepancies on the shipping form, and (3)
sent copies of the shipping form to the EPA
Sample Management Office in Washington,
D.C., and to QA staff at EMSL-LV. If there
were any discrepancies or problems, such as
sample leakage or insufficient sample volume,
the QA manager was notified immediately for
instructions. The samples were refrigerated at
4°C as soon as possible and were kept under
refrigeration when not in use. After all analy-
ses were completed and the results were
checked, the samples were placed in long-term
cold storage at 4°C in the event that reanaly-
sis was requested.

Analytical data were reported according
to the protocols specified in the DDRP Analyti-
cal Methods Manual (Cappo et al., 1987). After
each sample was completely analyzed, the
results were summarized on summary data
forms. Where appropriate, the data were
annotated with the data qualifiers, or flags,
listed in Appendix A. The laboratory managers
signed each completed form to indicate that
the data had been reviewed and that the
samples were analyzed exactly as described
in the SOW. Each manager was responsible
for documenting any deviations from the SOW.
An index of the data forms used by the analyt-
ical laboratories is provided in Appendix B.

Copies of the raw data were submitted
upon request of the QA manager when poten-
tial discrepancies were found. Otherwise, all
original raw data were retained at the analyti-
cal laboratories. The raw data include data
system printouts, chromatograms, notebooks,
individual data sheets, and QC charts.

System Audits

Each analytical laboratory underwent a
minimum of two system audits, i.e., on-site
evaluations. The first audit was performed
after the laboratory had successfully analyzed
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the set of pre-award PE samples or, occasion-
ally, during the PE sample analyses. The QA
manager or authorized representative evalu-
ated each of the laboratory functions that
were pertinent to the analyses; a questionnaire
was used to assist in this evaluation (see
example in Bartz et al, 1987). The auditor
summarized all observations in an audit report
and brought any discrepancies to the attention
of the laboratory manager.

The second on-sijte audit was conducted
after sample analyses had begun. The evaiua-
tion questionnaire was completed with an
emphasis on all changes occurring since the
first audit. Data from the audit sample pairs
and QC samples received to date were re-
viewed. An audit report was written for this
and any subsequent on-site evaluations.

Daily communication was maintained
between the QA staff and the laboratories
during the periods when samples were being
analyzed. The objectives of daily communica-
tion were to assure that each laboratory was
satisfying the QC requirements and to obtain
a preliminary evaluation of data quality and
laboratory performance. This enabled the QA
auditors to become familiar with analytical
difficulties and with preliminary data, hence,
verification of the data was underway prior to
receipt of the data package by QA staff.

General Laboratory Protocols

General laboratory QC protocols included
the use of suitable laboratory facilities,
appropriate instrumentation with documented
performance characteristics, reagents and
labware of sufficient quality for the specific
purpose, and adequately trained personnel.
Documentation of the standard operating
procedures of the laboratory, a list of in-
house samples, and up-to-date QC charts
were required. The laboratories were not
required to use specific makes or models of
instruments, although recommendations were
given.

The analytical instruments for all of the
methods required some form of calibration.
For most methods, a series of standards was
analyzed and a calibration curve was derived.
The range of analyte concentrations in the
calibration standards was required to bracket
the expected analyte concentrations in the



routine samples without exceeding the linear
dynamic range of the instrument. This range
was determined by a least squares regression
analysis (Steel and Torrie, 1960), with a
correlation requirement for concentration ver-
sus instrument response of 0.99 or greater.

Quality Assurance and Quality
Control Samples

The QA samples were used for
independently assessing data quality and for
monitoring the internal QC procedures. QA
samples differ from QC samples in that they
are submitted as blind samples to the
laboratories, i.e., their identity in the batch and
their composition are unknown to the analyst.
QA data assessment is undertaken in
statistical terms and is accomplished by the
inclusion of replicate (usually duplicate)
samples with the routine samples for analysis.

The QC samples were used to reduce
random errors and systematic errors, or to
maintain these errors within specified tolerable
limits. These samples are created and used
by the laboratories to evaluate the calibration
and standardization of instruments and to
identify problems such as contamination or
analytical interference.

Description of Quality Assurance
Samples

Three types of QA samples were used in
the SBRP survey: (1) field duplicates, (2) prep-
aration duplicates, and (3) natural audit sam-
ples. The number and percentage of QA and
routine samples used in data quality assess-
ment was as follows:

o Total QA and routine = 984 samples
e QA field duplicates =

(11 percent of total)

106 samples

® QA preparation duplicates = 26
samples (2.5 percent of total)
e QA natural audits = 104 samples

(10.5 percent of total)

® Routine =
of total):

748 samples (76 percent
704 mineral samples (94
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percent of routine) and 44 organic
samples (6 percent of routine)

Field Duplicate Samples --

Each sampling crew was required {o
randomly sample one horizon in duplicate per
day, collecting alternate portions of soil for
each sample (Bartz et al,, 1887). One sample
was considered to be the routine sample and
the other was designated the field duplicate.
Since more than one pedon could be sampled
on an average day, not all pedons were sam-
pled for a duplicate. A pedon is a three-
dimensional body of soil having a lateral area
large enough (1 to 10 square meters) to permit
the study of soil horizons. After processing,
the field duplicates were placed randomly with
their associated pedon samples in batches of
approximately 42 soil samples each.

Certain QA data sets utilized only the
106 field duplicates, while other analyses used
the 106 field duplicate pairs, i.e., the field du-
plicates in conjunction with their associated
routine samples. The distribution of field du-
plicate pairs among the preparation labora-
tories and the analytical laboratories is shown
in Table 2-4.

Preparation Duplicate Samples --

Each preparation laboratory selected one
routine soil sample per batch and subsampled
a duplicate sample with a Jones-type, 3/8-inch
riffle splitter. Each preparation duplicate was
placed randomly within its associated batch.
Certain QA data sets utilized only the 26 prep-
aration duplicates, while other analyses used
the 26 preparation duplicate pairs, i.e., the
preparation duplicates in conjunction with their
associated routine samples. The distribution
of preparation duplicate pairs among the ana-
lytical laboratories is shown in Table 2-5.

Natural Audit Samples --

Bulk soil samples representing five typi-
cal soil horizons of the eastern United States
were collected in large storage drums and
used as natural audit sample material. The
soil horizons represented by these samples
were QOa, A, Bs, Bw, and C horizons. Sub-
samples from each of these bulk samples
were prepared by EMSL-LV staff and were
forwarded to the preparation laboratories. The



Table 2-4. Distribution of Fleld Duplicate Sample Palrs Among the Sampling Crews, Preparation Laboratorles, and

Analytical Laboratories

Analytical laboratory
2

1 3
Preparation laboratory Crew
Sampling crew Clemson UTenn Clemson UTenn UTenn totals
GAO1 10 0 5 0 0 15
GA02 ] 0 4 2 16 22
NCO1 5 0 4 2 0 11
NCO02 2 0 0 0 0 2
NCO03 4 5 2 4 3 18
NCo4 0 0 9 0 0 9
TNO1 0 9 0 0 3 12
TNO2 0 0 0 7 5 12
VAO1 0 0 0 0 ] 3
Sampling(total) 106
Preparation 21 14 24 15 32
Analytical 35 39 32

Table 2-5. Distribution of Preparation Duplicate
Sample Palrs Among the Preparation
Laboratories and Analytical Laboratorles

Analytical Preparation laboratory
laboratory Clemson UTenn Total
1 6 3 9
2 6 4 10
3 o z A
Total 12 14 26

samples were randomly placed into batches at
a rate of two pairs per batch without further
handling or processing by laboratory
personnel. One of the two pairs in each batch
was always A horizon audit material. The
distribution of the natural audit pairs among
the analytical laboratories is presented in
Table 2-6.

Table 2-6. Distribution of the Natural Audit Sample
Pairs Among the Analytical Laboratories

Audit horizon

Laboratory Oa A Bs Bw C Total
1 0 9 5 3 1 18

2 o 10 6 2 2 20

3 2 7 9 2 3 14
Total 2 26 1 7 6 52
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Since the same audit material (assumed
to be homogeneous) was utilized throughout
the survey, data from the audit samples were
used to evaluate within-batch precision and
analytical differences among laboratories.
These data were also used for independent QA
comparisons to data from the analytical dupli-
cate QC samples. Additional checks on preci-
sion were made using the field duplicates and
preparation duplicates.

Sample Flow

The routine and field duplicate samples
were collected by the nine sampling crews and
were delivered to the two preparation labora-
tories. The laboratories processed and pre-
pared the samples and subsampled the prepa-
ration duplicates. Batches of soil samples
were assembled, each containing field dupli-
cates (two to six per batch, depending on the
number of pedons represented in the batch),
one preparation duplicate, and two pairs of
audit samples, with the balance of the batch
being composed of routine samples from the
pedons. The batches were distributed among
the contracted analytical laboratories for
analysis.

Description of Quality Control/
Samples

Seven types of QC samples were used in
the SBRP survey: calibration blanks, reagent
blanks, QC check samples (QCCS), detection
limit QC check samples (DL-QCCS), matrix



spikes, analytical duplicates, and ion chroma
tography (IC) standards, as described helow.
Control limits were established for measure
ments of each of the QC samples. The resuilts
from each laboratory were examined with
reference to these established limits.

One calibration blank per batch was
analyzed immediately following the initial
instrument calibration in order to detect instru-
mental drift or to test for evidence of sample
contamination. The calibration blank was
defined as a "0" concentration standard and
contained only the mairix of the calibration
standards.

For methods that required sample prepa-
ration, e.g., soil extraclions, a reagent blank
was included in each batch of samples. The
reagent biank, sometiines referred to as a
process blank, was composed of all the rea-
gents used and in the same quantities used
in preparing a soil sample for analysis This
blank underwent the same digestion and
extraction procedures as a routine sample and
was used to identify contamination of the
reagents. If the observed concentration «.f the
calibration blank or the reagent blank was
greater than the CRDL, the instrument was
rezeroed, the calibration was checked, and the
source of contamination or error was invesii
gated and eliminated. A Liank exceedling the
CRDL for more than 25 percent of the samples
in a batch was cause for reanalysis nf the
affected parameter.

A QCCS containing the analyte of inter-
est at a concentration in the nud-calibration
range was analyzed immediately following the
standardization of an instrument, after the
routine analysis of groups of ten samples, and
after the last sample i each batch  The
QCCS was prepared fiotn a2 sourre which was
independent of the calibration standards and
was used to determine the accuracy and
consistency of instrument calibration. The
control limit for the QCCS was 10 peicent of
the theorefical value (% percent for sulfate
parameters and 1 percent for paiticle size
parameters). When an unacceptable QCCS
value was obtained, the instivment was recali-
brated and all samples analyzed beyond the
last acceptable QCCS weare reanalyzed The
QCCS samples were plotted on the QC chart
and the 95- and 99-percent confidence intervals
were calculated. The 89-percent confidenro
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interval, i.e., the control limit, was required to
be within the maximum control limit specified
by the QA staff.

The DL-QCCS contained the analyte of
interest at a concentration two to three times
above the CRDL. (Cappo et al., 1987). The
purposes of this sample were to eliminate the
necessity of formally determining the detection
limit on a daily basis and to determine accu-
racy at the lower end of the linear dynamic
range of measurement. The measured value
of the DL-QCCS was required to be within 20
percent of the theoretical concentration. If the
difference was greater than this limit, the
source of error was identified and corrected,
and acceptable results were obtained before
initiating routine sample analysis. The CRDL
often was far below the concentration of the
lowest-level analyte, hence, discriminating the
DL-QCCS from background or instrument noise
was difficult.

One matrix spike, i.e., a known quantity
of analyte added to a sample aliquot, was
examined in each batch to determine the
sample matrix effect on the analytical labora-
tory measurements for most of the parame-
ters. The spike concentration was approxi-
tmately equal to the endogenous level or ten
times the detection limit, whichever was larger,
of the analyte being ineasured. The volume or
weight of the added spike was required to be
negligible for the purposes of calculation.
Analytes that were extracted prior to analysis
were spiked after extraction. If there was
insufficient sample volume to spike all of the
aliquots from one sample, the matrix spike
analysis was performed on a per-aliquot basis.

If the spike recovery was not within 15
percent of the initial spike volume or weight,
two additional sainples were spiked with each
of the analytes in question. The two addi-
tional samples were then analyzed and their
respective recoveries were calculated. If the
spike recovery in one or both of the samples
was not within 15 percent, the entire batch of
samples was reanalyzed for each of the
parameters in question. The samples were
diluted or the spike level was adjusted if the
concentration of the matrix spike was not
within the linear dynamic range for the analyti-
cal method.



One soil sample per batch was sub-
sampled and analyzed in duplicate by the
analytical laboratories. This QC sample, the
analytical duplicate, was used in estimating
the within-batch precision for each analytical
laboratory and for identifying significant instru-
mental drift. The percent relative standard
deviation (RSD) of each analytical duplicate
pair, ie., the duplicate and its companion
routine sample, was calculated by dividing the
standard deviation of the pair by the mean of
the pair and multiplying this value by 100. If
the RSD and the mean concentration of an
analytical duplicate pair were greater than 10
percent and ten times the CRDL, respectively,
then an explanation for the discrepancy was
sought and another duplicate sample was
analyzed. Routine sample analyses were
stopped until instrumental control was re-
stored, unless permission to proceed was
obtained from the QA manager.

An IC resolution test was performed
once per analytical run by analyzing a standard
that contained approximately equal concentra-
tions (1 mg/L) of sulfate and nitrate ions. If
the resolution did not exceed 60 percent, the
column was replaced and the resolution test
was repeated.

Data Verification

Overview of Data Bases

The field sampling data and the analyti-
cal data were entered into the SBRP data base
using a compiled dBase III entry system at
Oak Ridge National Laboratory (ORNL) in Oak
Ridge, Tennessee. These data also were sent
to the QA staff at EMSL-LV for concurrent
data verification. All data were double-entered
into data sets and were visually checked,
thereby allowing errors in transcription to be
identified and removed. The data bases
progressed through three stages: (1) raw data
base, (2) verified data base, and (3) validated
data base.

The raw data base contains the data
that were entered directly from the field data
forms and analytical data packages through
double entry by ORNL and EMSL- LV. The two
entries were compared and discrepancies were
corrected so that the data sets were identical.
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One version was discarded and the other was
frozen to become the official raw data base.
A magnetic tape of this data base was sent to
the National Computer Center (NCC) in
Research Triangle Park, North Carolina, where
the data tape was uploaded and made acces-
sible to the QA staff.

Verification of the raw data base was
accomplished by a systematic evaluation of
completeness, precision, consistency, and
coding accuracy. Discrepancies were flagged
unless they could be corrected. After verifica-
tion was completed, the data base was frozen
and became the verified data base. A magnet-
ic tape was generated and was sent to ORNL.

The verified data base underwent addi-
tional evaluation through a process called
validation. The validation procedures included
specific assessment of outlying data points for
inclusion or omission in data sets based on
assigned levels of confidence. These data
warrant special attention or caution by the
data user during analysis of the survey results.
After the data were evaluated and the suspect
values were confirmed or flagged, the data
were frozen as the validated data base (Turner
et al., in preparation).

Verification of Field Data

After locating specified sampling sites in
designated watersheds, the sampling crews
excavated, characterized, and sampled soil
pedons representing the desired sampling
classes (Coffey et al., 1987). The pedons were
characterized and sampled by United States
Department of Agriculture (USDA) Soil Conser-
vation Service (SCS) soil scientists who con-
sistently utilized SCS computer-coded field
data forms (SCS-SOI-232 forms) to record the
soil descriptions. Use of the field data forms
allowed sampling crews to gather comparable
data for each pedon.

The completed field data forms were
sent to ORNL where the data were entered
into two data base subsets. The 232BA
subset includes data from the first page of the
field data form concerning general site and
pedon characteristics. The 232HO subset
includes data from the second, third, and
fourth pages of the field data form concerning
specific characteristics of the individual soil
horizons. As ORNL staff were double-entering



the raw data, QA staff at EMSL-LV were
reviewing the data for outliers. An anticipated
computer verification system to check field
parameters for coding accuracy and complete-
ness was not available, therefore, the data
were reviewed manually.

Raw data were evaluated for each sam-
pling crew. Outliers were identified and placed
on discrepancy forms (see Appendix B) which
were sent to the appropriate SCS state office
for confirmation. The individual sampling
crews reviewed these forms and entered either
the corrected values or a notation indicating
that the requested information could not be
discerned. In either case, all outliers identified
on the form were addressed and initialed by
the reviewer. The discrepancy forms were
returned to the QA staff, who edited the cor-
rections on the original field data forms. In
all, three separate sets of discrepancy forms
were sent to the sampling crews during data
verification. Because of the hand-checking
procedure, various outliers were overlooked
during the initial review but surfaced during the
second or third reviews.

When the raw data base became acces-
sible to QA personnel, a set of procedures for
entering and editing the data base was em-
ployed. Editing was accomplished on a
working copy of the official raw data base
supplied by ORNL. All changes were made on
this data base through a special editing pro-
gram, thereby protecting the official raw data
base. A subset of the raw data base was
keyed into this analysis program. The subset,
sorted by state, was moved into a temporary
working file and underwent manual editing.
After completion of editing, the manual system
was exited and a transaction file of both
edited and original data was created automati-
cally. At the end of each editing session, the
transaction file was printed and reviewed.

After the edits were verified, the local
master data base was updated with the edited
information in the transaction file. This infor-
mation also entered a history file, which
recorded all transactions made on the local
master data base. The verified master data
base was completed in October 1987.

ORNL personnel ran a thorough check by
comparing data on the tape with the original
field data forms. Occasional entry and editing
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errors were discovered and, after correction, a
second tape was generated. It was decided
that QA staff would make no further edits on
the official verified data base. Subsequent
discoveries of outliers were jointly discussed
and documented by EMSL-LV and ORNL.
Further changes in the data base were made
only upon written confirmation by the QA staff.

Additional tests were performed on the
verified data which generated a small set of
outliers. Discrepancy forms identifying these
outliers were sent to the appropriate SCS
state and field offices for confirmation. A new
list of edits was compiled by QA staff and
was sent to ORNL for entry. EMSL-LV also
entered the edits into a working file that was
maintained by the QA staff. Comparisons of
the ORNL and EMSL- LV files were made to
evaluate completeness and consistency of the
edits.

Verification of Analytical Data

Analytical data reported on 100-level data
reporting forms and 200-level blank-corrected
data forms were entered into a data set by
ORNL. A magnetic tape of the data was
added to the catalogue file at NCC, where it
was loaded for remote access by the QA staff.
Exceptions programs, used to highlight dis-
crepancies in the data sets, were applied in
the data quality assessment.

The steps identified below were estab-
lished to identify and correct suspected data
errors. Information obtained by this process
was used to edit data on the magnetic tapes
sent by ORNL. New data and flags were
entered into the raw data set to correct or flag
the original data.

Review of Data Packages --

When data packages were received from
the analytical laboratories, the QA staff
checked to ensure that the correct sequence
and number of forms were submitted and that
each form contained data for all samples in
the batch. The laboratory manager’s signature
and the date of analysis was confirmed on
each form. Each data package was then
subjected to the following QA/QC checks:



o Audit data were evaluated with the
data verification template (see Appen-
dix B).

e The RSDs of all duplicate pairs were
checked.

e Standard analyte relationships were
evaluated.

e Blank concentrations were checked for
compliance, i.e., less than the CRDL
as outlined previously in Table 2-2.

e Instrument detection limits (IDLs)
were checked for compliance, i.e., less
than their corresponding CRDLs.

o Matrix spikes were checked for com-
pliance in preparation, i.e., concentra-
tions were ten times the CRDL or
twice the endogenous level, whichever
was greater; data were checked to
ensure a spike recovery within 15
percent of the original spike
concentration.

® QCCS data were checked for com-
pliance, i.e., values within the calcu-
lated control limits.

e Reported and blank-corrected data
were checked for proper calculations.

The QA staff compiled verification reports
for each batch data package submitted. A
response letter was sent to each laboratory
after data package evaluation describing
potential discrepancies within the reported
data and occasionally suggesting where errors
may have occurred, e.g., transposed numbers
or erroneous dilution factors. Through use of
the Form 500 (see Appendix B), the labora-
tories were required to respond promptly with
confirmation or reanalysis of the parameters in
question. Reanalysis was performed on whole
batches of samples rather than individual
samples.

Compliance for Quality Control Check
Samples --

Analysis of QCCS was not required on
the titrimetric analytical methods used to
determine the CEC and exchangeable acidity
parameters. For the other analyses, the QCCS
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sample concentrations were formulated to
represent an approximate mid-range of the
routine samples. The QCCS data were used
to verify the analytical consistency of the
laboratories.

The chemical characteristics and concen-
trations of the QCCS were known to the
analytical laboratories, hence, it was expected
that the observed values of the QCCS would
be within 10 percent of their respective theoret-
ical values. Due to the importance of the
sulfate analysis to DDRP, the observed values
were required to be within 5§ percent of the
theoretical values. The QCCS observations
outside of these ranges are tabulated in
Table B-1 of Appendix B. The application of a
Type I error equation (Aronoff, 1984) generated
a list of QCCS values whose compliance was
estimated at the 0.05 significance level. The
large number of QCCS samples outside of the
range for the particle size classes suggests
that the control limits were too tight for this
parameter group. Other low concentration
parameters were also susceptible to falling
outside of the range.

Standard Relationships --

The audit pairs and the field, preparation,
and analytical duplicates were used in the
preliminary QA/QC assessment. The QA
acceptance criteria, i.e., audit windows, initially
were calculated for each of the parameters as
the 95-percent confidence interval of audit
sample data from the DDRP Northeastern Soil
Survey. The audit sample windows were
updated periodically on the basis of incoming
data from the analytical laboratories. Audit
pairs were first checked for their inclusion
within the audit windows. Precision of each
pair was estimated by calculating the percent
RSD, with less than 10 percent being accept-
able if the mean of the pair was greater than
ten times the CRDL.

The natural audit pairs were also
checked for consistency as set forth in the
following standard analyte relationships:

e Particle Size Analysis: SAND + SILT
+ CLAY = 100

The summation of total sand, silt, and
clay fractions in mineral soil samples
should equal 100 percent +0.1 percent.



Also, samples labeled as organic soils
are checked for having 12 percent or
more organic carbon.

Soil pH:
PH_01M

PH_H20 > PH_002M >

Calcium ions in the calcium chloride
extracts displace hydrogen ions by
mass action on the exchange sites,
thereby increasing the hydrogen con-
centration in the soil solution relative
to that of the water extract. A higher
concentration of calcium will more
effectively displace hydrogen ions and
will result in a lower pH.

Cation Exchange Capacity (CEC):
CEC_OAC » CEC CL

Ammonium in a buffered (pH 7.0)
ammonium acetate solution displaces
other cations from exchange sites.
This method was used in conjunction
with AC_BACL to establish a theoret-
ical maximum for CEC in the soil
Ammonium in an unbuffered ammoni-
um chloride solution provides a more
accurate estimation of the actual CEC
of the soil when included with
AC_KCL. Generally, the CEC in
ammonium chloride is less than the
CEC in ammonium acetate (excep-
tions include scils with very low CEC
or high pH).

Exchangeatle Acidity:
AC_KCL

AC_BACL >

A buffered (pH 8.2) barium chloride
triethanolamine solution was used to
assess the total potential acidity. The
unbuffered potassium chloride method
estimates the actual exchangeabile
acidity in soils. Generally, the
exchangeable acidity in potassium
chloride is less than that in barium
chloride triethanolamine (exceptions
include some coarse-textured or low
CEC soils).

Extractable Sulfate:
S04_H20

SO4_PO4 >

The phosphate anion, because of its
size and chemical properties, readily
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exchanges with the sulfate anion.
The phosphate extraction gives an
indication of the total exchangeable
sulfate in the soil. The water extrac-
tion measures only those sulfate ions
that are easily displaced and is an
accepted indicator of available sulfate
in the soil. Generally, the sulfate
concentration in the water extraction
is less than in the phosphate extrac-
tion (exceptions include some soils
with low sulfate adsorption or high
organic matter).

e Sulfate Isotherms: SO4 0 <2< 4 <
8 <16 < 32

The isotherm relationship is a re-
sponse to increased concentrations of
sulfate and should advance in a linear
tashion until the threshold of sulfate
adsorption is reached.

Internal Consistency --

Most of the verification checks and
evaluations of analytical laboratory measure-
ments were performed on data from QA sam-
ples and from analytical QC samples.
Although an assessment of data quality could
be drawn from these samples, the QA staff
decided that an additional evaluation was
needed to identify specific errors in the data
from the routine soil samples. The purpose of
this evaluation was to identify values for each
analytical parameter that were not consistent
with the majority of values observed. These
values were checked for errors in transcription,
data entry, or editing. If no discrepancies
were encountered, these data values were
qualified, or "flagged", as routine data outliers
with an "X' flag (see Appendix A). Time did
not permit the QA staff to identify the cause
of all outliers, nor was it feasible to confirm
the accuracy of outliers with the laboratory
personnel.

An internal consistency program created
at ERL-C was used to identify the routine data
outliers (D. L. Cassell, unpublished data). The
first step was to correlate analytical data for
each parameter with all other analytical
parameters measured in the SBRP survey.
The strongest correlations, based on the co-
efficient of determination (%), were investi-
gatéd. When the r® value generated by the



correlation of one parameter with another was
greater than about 0.80, the correlation having
the highest r* was selected and the internal
consistency computer program was applied to
all of the routine data points. If r* for the
highest correlations was less than 0.80, a
separation of data between organic and min-
eral samples was used in order to ascertain
whether or not the groupings had an effect on
the correlation. The correlation was used if r?
increased significantly after the organic and
mineral samples were correlated separately.

In some cases, the values for one
parameter did not correlate well with values
for any other parameter. In these cases, a
percentage of the highest and the lowest
values for that parameter were checked for
errors. Correlations were not performed on
parameters within the same extract or from
the same measurement, e.g., CA_OAC values
were not correlated with MG_OAC values even
though the resulting r* value had the highest
value. The reason for this decision is that it
was recognized that certain errors, e.g., incom-
plete extraction, would not be identified by
performing correlations within the same ex-
tracting solution. Although correlations were
performed for particle size parameters, the
highest and lowest values in each particle size
class were also checked.

The internal consistency program was
designed using a weighted linear regression
model (SAS, 1986) because the data exhibited
heteroscedasticity, i.e., the variances were not
the same for the entire population. The
weighting factor (w) which was used in the
regression was calculated as the reciprocal of
the analyte concentration of the independent
variable (w = 1/ x). The correlation was run
by plotting values for one parameter on the X-
axis and values for another parameter on the
Y-axis. Outliers were defined as those points
having a studentized residual (Belsley et al,,
1980) of 3.0 or greater. The X- and Y-axes of
each parameter then were reversed and the
regression was repeated. The results from
both regressions were combined in order to
identify the outliers.

For each regression, the studentized
residual was calculated by subtracting the
regression estimate of the dependent variable
from its corresponding observed value and
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dividing by the estimated standard error of the
residual, as follows:

i-9) + [S() - (1-h)"?]

ith value of the dependent
variable

where: y, =

ith predicted value of the
dependent variable by the
regression equation

standard error estimated
without the ith observation
h, = ith leverage factor

The studentized residual is an appro-
priate robust technique used to investigate
outlying data points. A possible limitation in
the capability of the studentized residual to
determine an outlier was that the outlier itself
strongly influenced the regression estimates of
the slope or intercept, thereby abnormally
affecting the value of the residual. Another
outlier measurement technique involved the use
of a DFFITS statistic (Belsley et al., 1980),
which was used to measure the change in the
predicted value resulting from the exclusion of
a specific observation in the regression analy-
sis. The DFFITS statistic was used to exam-
ine the significance of large differences in
residuals and was calculated as follows:

v - y@) =+ (SG) - h(i)1l2)

ith predicted value with the
current observation
included

where: y, =

ith predicted value with the
current observation
excluded

()

standard error estimated
with the ith observation
excluded

S@i} =

h leverage factor with the ith
observation excluded

As in the studentized residual, division by
the estimated error normalized the statistic to
allow comparison among points of varying
precision. As a result, controlling data points
that might unduly affect the predicted value of
the dependent variable tended to have a high



DFFITS value. The critical point which was
used to define a high value, i.e., the critical
DFFITS, and its corresponding outlier was
calculated as follows:

2 ¢« [(m+ 1) +n]™”?

where: m = number of independent
variables
n = number of points or obser-

vations regressed

A data outlier was identified as any data
point exceeding the critical values which had
been defined for the studentized residual or
DFFITS statistic. These points were temporar-
ily removed from the set of observations being
analyzed. Using the remaining data, a second
regression was performed on the same param-
eters. Utilizing the regression equation, ie.,
slope and intercept estimates, from the sec-
ond regression performed and the mean and
corrected sum of squares from data points
defined as outliers in the first regression, a
residual test was performed to examine and
return data outliers to the set of "good" or
viable data points. Any outliers that failed to
pass this test were considered outliers and
underwent additional internal consistency
checks. Results were checked for accuracy in
transcription against the values in the data
package and, where necessary, corrections
were made.

After edits were made in the data base,
the internal consistency program was repeated
and a second set of outliers was generated.
Any new outliers which appeared in the second
correlation were checked for accuracy. No
errors in transcription were found in the
second regression.

Table B-2 in Appendix B contains a list of
correlations that were performed for each
parameter, the parameter groups, and the r?
values for the first and second correlations.
Most of the correlations resulted in r? values
greater than 0.80. When correlations were
performed for the suifate isotherms and for
total sulfur/nitrogen, it was observed that a
disproportionate percentage of the outliers
were organic samples having high variability.
Separating the organic horizons from the
mineral horizons aided in identifying mineral
soil outliers.
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The following types of errors in the SBRP
data base were identified by the internal
consistency checks and were subsequently
confirmed or corrected:

o Data entry errors: values from the
analytical laboratory data packages
that were entered incorrectly.

o Transcription errors: data that were
transposed or ftranscribed at the
analytical laboratories incorrectly, e.g.,
pH 5.34 instead of 3.54; most of these
suspect values had been identified
earlier and confirmation requests were
sent to the laboratories, where the
values were corrected, aithough the
values had missed the editing loop.

o Batch errors: systematic or sporadic
calculation errors that were discovered
when most or all of the data in specif-
ic batches was outlying.

® Laboratory errors: systematic or
sporadic calculation errors that were
discovered when some or all of the
data in batches from a specific labo-
ratory was outlying.

Data Quality Objectives

To address the DDRP obijectives, con-
clusions must be based on scientifically sound
interpretations of the data base. To achieve
this end, the EPA requires all monitoring and
measurement programs to have established
objectives for data quality based on the pro-
posed end uses of the data (Blacker et al.,
1986). Computer models are being used to
predict resuits and hypotheses have been
developed to test the models. The utility of
the data, and thus the project itself, is defined
by the ability to confirm, reject, or discriminate
between hypotheses. The primary purpose of
the QA program is to increase the likelihood
that the resulting data base meets or exceeds
specific DQOs. Through the proper develop-
ment of DQOs, the quality of data can be
quantified, thereby allowing the data user to
differentiate hypotheses. In practice, DQOs
are statements of the levels of uncertainty that
a data user is willing to accept in the results
derived from the data.



The DQOs for the SBRP survey were
established for detectability, precision, repre-
sentativeness, completeness, and compara-
bility. Due to the naturally low analyte concen-
trations in the soils under investigation, con-
tract-required detectability standards were
established to further enhance interpretability
of the data base. The DQOs for precision are
quantitative criteria that were developed for
specific components of the data collection
activities and measurement system used in the
survey. The DQOs for representativeness,
completeness, and comparability were some-
what qualitative in nature and were assessed
primarily by the research design and selection
of methodologies. There were no DQOs estab-
lished for accuracy, although an attempt has
been made in this report to relate accuracy
considerations to interlaboratory differences.

Detectability

An important factor to consider in the
evaluation of data quality is the detection limit,
which is the lowest concentration of an ana-
lyte that an analytical process can reliably
detect. The primary consideration is whether
or not a measured sample value can be con-
sidered significantly different than the meas-
ured value of a sample blank. The probability
that an analytical signal is not simply a ran-
dom fluctuation of the blank is dependent on
how many standard deviations the analytical
signal varies from the mean value of blank
responses (Long and Winefordner, 1980). The
specific application of detectability in the SBRP
survey required the investigation of precision in
low concentration samples.

A commonly recognized value for the
detection limit is three times the standard
deviation of the blank samples (American
Chemical Society, 1983). A signal measured at
this level or greater would have less than a 0.1
percent chance of being the result of a random
fluctuation of the blank, assuming the blank
samples have a normal distribution. In the
absence of blank samples, low concentration
replicate samples are often used to estimate
the standard deviation expected of blank
sampies. Although liquid blank samples have
been used extensively in the aquatics surveys
of the National Surface Water Survey, to date
it has been unknown how to develop a soil
blank suitable for system-wide use in DDRP.
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With this in mind, the following three types of
detection limits are described in this report.

(1) Al analytical laboratories were
required to satisfy the contract-required detec-
tion limit (CRDL) for specified parameters, as
presented in Table 2-7. The CRDLs were
established for instrument readings in the
analytical phase only.

(2) A calculated instrument detection
limit (IDL) was used to estimate the lowest
concentration of an analyte that the analytical
instruments used by the laboratories could
reliably detect. Although IDLs were calculated
from analytical blank samples and were
reported by the laboratories, these values are
not included in this report. Instead, an inde-
pendent check of the IDLs was possible by
examining the variability in the DL-QCCS sam-
ples and by assuming that the variability of
this low level sample should have been about
the same as that of the blank samples. The
IDLs reflect variability in the analytical phase
only.

(3) It is recognized that laboratory
analysis is only one of many steps in the
overall process of generating raw data for a
soil sample collected from the field. If it were
possible to route "soil blank" samples with
zero concentration of analyte through the
sampling crews and subsequently through all
phases of the measurement system, a system
detection limit (SDL)} could be estimated.
Overall variability in the blank sample would
encompass variability in sampling, preparation,
extraction, and analysis, and would include
sample contamination at any of these steps.
Calculation of a SDL from such a sample
would allow a data user to identify when any
given soil sample had a measured concentra-
tion that could be considered as statistically
different from that of a reagent blank or cali-
bration blank. For this report, reasonable
substitutes for blank samples are the field
duplicates which are routed through the major
components of the measurement system and
exhibit many of the features that would be
expected in soil blanks. By selecting the field
duplicates of least concentration, e.g., the
lowest 10 percent of the duplicates, the result-
ing variability would be expected to parallel
that of system-wide blanks.



Table 2-7. Data Quality Objectives for Detectabllity and Analytical Within-Batch Precislon

Reporting 1 (o 1K —— Precision? —-ee-ee-emeecaeee e
Parameter units units mg/L lower (SD) upper (RSD) knot
MOIST wt %
SP_SUR m2/g
SAND® wt % 1.0 -
SILTC " - 1.0 -
CLAY " 1.0
PH_H20 pH units 0.15
PH_002M " 0.15
PH_0M " 0.15
CA_CL meq/100g 0.003 0.05 0.03 15% 0.20
MG_CL " 0.0 0.05 0.03 15% 0.20
K_CL . 0.003 0.05 0.03 15% 0.20
NA_CL " 0.006 0.05 0.03 15% 0.20
CA_OAC meq/100g 0.006 0.05 0.03 15% 0.20
MG_OAC " 0.011 0.05 0.03 15% 0.20
K_CAC " 0.006 0.05 0.03 15% 0.20
NA_OAC " 0.006 0.05 0.03 15% 0.20
CEC_CL meq/100g 0.002 0.01%¢ 0.25 10% 25
CEC_OAC . 0.002 0.01%¢ 0.25 10% 25
AC_KCL " 0.1 0.40° 0.50 20% 25
AC_BACL " 0.75 0.25° 0.50 20% 25
AL_KCL " 0.80 0.10 0.50 20% 25
CA_CL2 meq/100g - - - 5% -
MG_CL2 " 0.0007 0.05 10%
K_CL2 " 0.0002 0.05 10%
NA_CL2 " 0.0004 0.05 10%
FE_CL2 " 0.0005 0.05 10%
ALCL2 " 0.0001 0.05 10%
FE_PYP wt % 0.005 0.50 0.05 15% 0.33
AL_PYP " 0.005 0.50 0.05 15% 0.33
FE_AO " 0.005 0.50 0.05 15% 0.33
AL_AO " 0.005 0.50 0.05 15% 0.33
FE_CD " 0.002 0.50 0.05 15% 0.33
AL_CD . 0.002 0.50 0.05 15% 0.33
S04_H20 mg S/kg 2.0 0.10 1.0 10% 10.0
S04_PO4 " 2.0 0.10 1.0 10% 10.0
S04 0-32 mg S/L 0.10 0.10 0.05 5% 1.0
c_toT wt % 0.01 0.0109 0.05 15% 0.33
N_TOT " 0.01 0.0109 0.01 10% 0.10
S_TOT " 0.01 0.0109 0.01 10% 0.10

Contract-required detection limit in reporting units and parts per million, respectively.

Precision objectives below and above the knot separating the lower tier (standard deviation in reporting units) and
the upper tier (relative standard deviation in percent); the knot is in reporting units.

DQOs were not established for size fractions of this parameter.

Units are meq/L for this parameter for flow injection analysis.

Units in meq for this parameter for titration.

CRDL reported as standard deviation of ten nonconsecutive blanks.

Units are weight percent (wt %) for this parameter.

o
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The calculated IDL was estimated as
three times the pooled standard deviation of a
low level DL-QCCS. The SDL was estimated
as three times the pooled standard deviations
of the lowest ten percent of all field duplicate
pairs. These limits, together with the CRDL
and the converted IDL (the calculated IDL in
comparable reporting units), are given in the
results and discussion. The effect of adjusting
CRDLs for certain parameters during the
course of the survey is also examined.

An important factor to consider in the
evaluation of detectability is the implication of
the calculated detection limits for data quality
of the routine data set. By estimating the
percentage of data from the routine samples
that were greater than the corresponding
SDLs, specific parameters were identified that
might not have been measured with sufficient
precision to satisfy the requirements of data
users. This was not necessarily the result of
improper CRDLs, for it is evident that the
instrumental error was the source of only a
small portion of the variability in the low
concentration field duplicates used to estimate
the SDLs.

Precision

Development of the Precision
Objectives --

The precision DQOs for the SBRP survey
were established for analytical within-batch
precision of most of the physical and chemical
parameters listed in Table 1-1 of Section 1.
There were no specific DQOs established for
the sampling or preparation phases of the
survey. The initial DQOs were based on the
requirements of EPA data users, the selection
of appropriate methods to obtain the required
data, and the results of a pilot study. Modifi-
cations were implemented based on review
comments from the users and cooperating
scientists. In addition, the analytical results
from specific methods, procedures, and instru-
mentation were useful in the adjustment of
DQOs for future DDRP surveys.

The primary characteristics of the preci-
sion objectives were the development and
implementation of a two-tiered system for
characterizing the DQQOs. Similar parameters
were grouped together according to their type
of reporting units. Intralaboratory within-batch
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piecision goals were defined, based on a
percent RSD for concentrations above a specif-
ic level, defined as the "knot", and an absolute
standard deviation for concentrations below
the knot (see Table 2-7). The upper tier con-
centration range above the knot defines the
region of the data where the analytical results
are relative and expressed as a percentage.
The lower tier concentration range below the
knot defines the region of the data where the
analytical results are absolute and expressed
as a standard deviation in reporting units.
This system avoids setting restrictive precision
requirements for low concentration samples
which generally are more difficult to analyze
with a high degree of precision. The knot was
established by dividing the precision objective
at the lower tier by the precision objective at
the upper tier (see Figure 2-1).

Data from the homogenized natural audit
samples were used to assess the DQOs for
analytical within-batch precision because they
had no sampling error and were assumed to
have negligible preparation error. As such, the
precision DQOs developed for the SBRP survey
were not intended to serve as project level
DQOs.

Estimation of the Data Collection
Error --

For any large suivey, the collection of
data is a multi-phase process. In the DDRP,
those phases are field sampling, sample
preparation, and sample analysis. The QA
samples were introduced at these different
data collection phases so that analytical data
from the samples could be used to control and
assess the uncertainty for each phase. For
example, data from field duplicates can be
used to estimate the confounded error associ-
ated with tield sampling, sample preparation,
and sample analysis. Data from the prepara-
tion duplicate samples can be used to esti-
mate the confounded error associated with
subsampling in the preparation laboratory and
analysis at the analytical laboratory. Data
from the audit samples can be used to esti-
mate the error of the sample analysis. The
audit samples are assumed to have negligible
preparation erior for the purposes of the error
estimates that are based on the following
model:
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Figure 2-1.

where: y is an observed sample characteris-
tic; u is the true sample characteristic; and €
is the data collection error, which is assumed
to be the sum of the errors generated by the
three independent data collection phases.

Standard operating procedures, or proto-
cols, were followed in each phase of the SBRP
survey. Depending on its limitations or
assumptions, each operating procedure
induces a random error for each physical or
chemical characteristic of a soil sample. The
sum of the errors induced by each procedure
can be defined as data collection error, which
is treated as a random variable. It is neces-
sary to characterize this variable in order to
identify the effect of the error on the routine
soil samples. This involves identifying the
distributional form and estimating the
moments.

The identification of the error distribution
requires a large number of replicate measure-
ments which, from a budgetary and logistical
standpoint, imposes a serious limitation;
however, a relatively smali number of observa-
tions can be used to estimate the first two
moments, i.e., the mean and variance, of the
data collection error. The mean and variance
are sufficient to measure the precision and
accuracy of the routine data in an additive
model, where the observed analyte concentra-
tion is assumed to be the sum of the true
analyte concentration and the data collection
error. For this report, the standard deviation
in reporting units and the RSD, i.e., coefficient
of variation, in percent are used to measure
precision.

(w

Example of a two-tlered precision objective.
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eight pct)

The within-batch precision component
measures the reproducibility of audit sample
data for a given set of soil samples analyzed
for one analytical run by one laboratory. The
between-batch precision component measures
the reproducibility of audit sample data for
different batches of soil samples analyzed on
different days by different laboratories. It is
expected that the within-batch variability is
smaller than the between-batch variability.

Two pairs of natural audit samples were
placed in each of the 26 batches for a total of
52 audit sample pairs for the SBRP survey. To
assess the within- batch precision, the stan-
dard deviations for each of the pairs were
pooled by averaging the variances and taking
the square root to generate a within-batch
standard deviation. A standard deviation was
calculated for the pooled means of the audit
pairs for between-batch precision.

It was found that the variance changes
with analyte concentration, and it was not
possible to identify a normal relationship
between the soil analyte concentration and the
error variance. However, the range of the soil
analyte concentration was arbitrarily divided
into intervals, i.e., windows, by grouping clus-
ters of data in such a way that the error
variance was relatively constant within each
window. It was then possible to fit a step
function across the windows to represent the
error variance for the entire concentration
range.

For each QA sample type, a step func-
tion was used to represent the appropriate
standard deviation. Values for the fitted step



function were pooled and used as an estimate
of the associated standard deviation, e.g.,
data from the preparation duplicates were
used to estimate the standard deviation of the
confounded preparation and analytical error.
The standard deviations were pooled (s,) by
using the degrees of freedom (df) as a weight-
ing device according to the formula:

S, = [ Z(i=1,k} (df; - snz)

where: s, is the standard deviation for the ith
window with corresponding degrees of free-
dom df. The RSD was used to assess data in
the upper concentration ranges and was
obtained by dividing the pooled standard
deviation by the weighted mean.

Z(i=1,k} df ] ks

It was also important to evaluate the
effect of measurement precision on the routine
sample data. Since the error standard devia-
tion changes with analyte concentration, the
expected standard deviation is estimated by
considering its variability over the range of
routine samples. In order to estimate this
effect, the standard deviations for different
windows are pooled with weighted proportions
of routine samples, grouped by sampling
class/horizon criteria, within the respective
windows. This pooled value, delta (§), is used
as a measure of system-wide data uncertainty
in the routine sample data due to data collec-
tion error. Delta is defined as:

§ = X gP-s) =X 4P
where: P, is the proportion of routine samples
in the ith window, and s, is the estimated
standard deviation for the ith window. Occa-
sionally, a lack of QA sample data within the
concentration limits of a particular window
made it impossible to calculate a standard
deviation for that portion of the data set. In
those cases, delta is the conditional measure
of data uncertainty, the condition being de-
pendent on the availability of QA data. Hence,
certain windows are excluded from the calcula-
tion of delta.

An assumption is stated that the sam-
pling class/horizon groups define homoge-
neous sets of soil samples, each having a
specific variance. The 12 sampling classes
and the 19 primary horizon types associated
with these classes are known "effects" that
define soil differences in the SBRP survey. By
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specifying these characteristics in the model,
the variation due to these effects was
removed. Table 2-8 presents the number and
percentage of primary horizon types selected
as a basis for the sampling class/orizon
criteria used in grouping the 748 routine sam-
ples, and the number of sampling classes
each horizon spans.

Table 2-8. Primary Horlzon Types for Sampling
Class/Horizon Groups
Horizon Routine samples Sampling classes
type number  percent represented
A 136 18.2 12
AB 25 33 9
AC 1 0.1 1
Ap 12 1.6 4
B 3 04 2
BA 21 28 8
BC 49 6.6 9
BE 2 03 2
Bg 3 04 1
Bs 1 0.1 1
Bt 112 15.0 9
Bw 201 269 "
Bx 2 0.3 1
C 111 14.8 11
Cg 6 0.8 2
Cr 10 13 4
E 10 1.3 6
Oa 2 0.3 2
Oe 41 5.5 9

Accuracy (Interlaboratory
Differences)

Accuracy is the ability of a specific
component of a measurement system to
approximate a true value. The audit samples
used in the SBRP survey were natural soil
samples, hence, their true chemical composi-
tion and physical characteristics are unknown.
Natural soil samples were used because a
procedure for preparing synthetic samples has
not been established. Therefore, accuracy of
the analytical data cannot be determined
because neither synthetic soil audit samples
nor natural soil audit samples of known
composition could be used as audit samples.
An international interlaboratory comparison
study, however, is currently being conducted to
provide data on the chemical composition and
physical characteristics of the natural audit
samples (Palmer et al., in preparation). Data
from the analyses of the audit samples by 22



external laboratories can possibly be consid-
ered to represent the known composition of
these samples. These data will be compared
to data in the verified data base to estimate
interlaboratory bias. In the interim, data from
the natural soil audit samples are used to
establish interlaboratory differences for this
report.

Absolute Differences --

The absolute difference (d) is defined as
the variation between the mean of a repeated
measurement for a given laboratory and the
mean for the measurement among all labora-
tories, as follows;

d = |x-X|

where: d, = absolute difference for the
ith laboratory

x, = mean for the ith laboratory

X = mean for all laboratories

Significant Differences Among
Laboratories --

For each of the parameters, the analysis
of variance (ANOVA) was used to determine
the significant differences among the audit
sample data reported by the analytical labora-
tories. An initial review of the data showed
that the analytical variances across audit
sample types were not identical. Because of
this lack of homogeneity, a nested ANOVA
model (Steel and Torrie, 1960) was used for
each audit sample type to test the significance
of laboratory differences by comparing labora-
tory means, based on a similar approach in
Schmoyer et al. (1988). The model is as fol-
lows:

Yo = M+ L +1 + €,

where: Y, = the ith laboratory observa-
tion of the kth audit sam-
ple in the jth batch
u = the expected value of the
audit samples
L, = theithanalyticatlaboratory

effect
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7, = the jth batch effect within
the ith laboratory
€, = the random error

Where laboratory differences were signif-
icant, a pair-wise comparison was performed
on the laboratory means by using Scheffe’s
multiple comparisons test (Arnold, 1981). The
results of this test were used to select values
of high significance and to describe the rank-
ing order in which the analytical laboratories
can be arranged.

Pooled Data for Laboratories and
Audit Sample Types --

Data pooled across audit samples to
eliminate horizon effects were used to estab-
lish each laboratory’s performance for individ-
ual parameters. This was accomplished by
ranking the laboratories according to the
magnitude of the difference from the grand
mean (smallest to largest) after first compar-
ing the difference to the overall laboratory
mean. Three of the five audit sample types,
the A, Bw, and C horizons, were analyzed by
all three laboratories. Interlaboratory differ-
ences were determined, therefore, by pooling
only the data for the A, Bw, and C audit sam-
ples for each laboratory, as follows:

Z{a = ABw,C} (daa ) nna) Z{a = ABw,C} nla

100

Z{a = ABw,C} (Xa : na) + z{a = ABw,C} na
absolute difference for the
ith laboratory and the ath

audit sample

where: d, =

number of samples from
the ith laboratory and the
ath audit sample

mean for all laboratories for
the ath audit sample

. = total number of samples
for the ath audit sample

Pooling audit sample data to eliminate
laboratory effects aliowed an evaluation to be
made of the mean laboratory difference for
four of the five audit sample types (the Oa
sample was analyzed by only one laboratory
and was not used in this evaluation). If the



range of chemical and physical data of the
audit samples is cocmparable to that of the
routine samples in the survey, an evaluation
can be made of the ability of the laboratories
as a group to analyze certain soils using the
specified analytical methods. For example, if
the differences were very high for all labora-
tories for a parameter or group of parameters
determined by a specific analytical method, the
method itself could be in question concerning
its selectivity of the parameter. The overall
laboratory difference for each audit sample
was determined as follows:
Zd,-n) + In,
- 100

X,
difference for the ith labor-
atory and the ath audit
sample

where: d,

number of samples for the
ith laboratory and the ath
audit sample

oo
i

mean for all laboratories
for the ath audit sample

>
[
i

Representativeness

The evaluation of representativeness
includes: (1) determining whether the routine
samples collected were representative of the
sampling class characteristics, (2) assessing
the homogenization procedure by measuring
the ability of each preparation laboratory to
prepare representative subsamples from the
bulk soil samples collected by the sampling
crews, and (3) assessing the ability of the QA
samples to adequately represent the range
and frequency distribution of analyte concen-
trations in the routine samples. Data from the
preparation duplicates were used in the sec-
ond assessment, while the Kolmogorov-
Smirnov two-sample test, i.e., the KS-statistic,
was used to estimate the maximum distance
between two data sets as a measure of
resemblance between the sets (Conover, 1980).

Three data sets encompassing data for
the routine samples (RS), the field duplicates
(FD), and the preparation duplicates (PD) were
used in the latter assessment. The FD and PD
sets were tested independently against the RS
set by using the p05, p50, and p95 percentiles
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to assess the range and frequency distribution
within the data sets. The significant KS-statis-
tics, i.e., significant at the 0.05 level, were
defined according to the critical value (V.) for
each data set comparison. The critical value
is based on a sample size n, and n, for the
data sets being compared, where:

V. =

c

136 - [(n, + ny) + (n, - ny)]

This algorithm yielded critical values for the
data set pairings, where V, for FD_RS is 0.141
and V,_ for PD_RS is 0.271. If the KS-statistic
exceeded the critical value for a particular data
set pairing, the QA data set was not represen-

tative of the distribution of routine samples.

Completeness

Soil sampling protocols in the SBRP
survey specified the sampling of 100 percent of
the designated pedons. The soil preparation
protocals specified that each batch of samples
sent to an analytical laboratery includes a
preparation duplicate sample. The soil anal-
ysis protocols specified the complete analysis
of all samples collected for 90 percent or more
of the parameters. These three aspects of
completeness were evaluated using the SBRP
verified and validated data bases.

Comparability

Data comparability is ensured by the
uniform use of documented procedures for soil
collection, preparation, and analysis and by the
use of equivalent units for reporting the data.
The analytical methods and associated QA/QC
protocols that were used in the SBRP survey
were selected so that the data could be com-
pared with other similar data bases, e.g., the
DDRP Northeastern data base. On-site system
audits and thorough evaluations of analytical
data were employed to ensure that the proce-
dures were being followed correctly.

The DDRP Analytical Methods Manual
(Cappo et al., 1987) contains detailed descrip-
tions of each of the analytical techniques,
including examples of calculations and
appropriate references. The internal QC proce-
dures for each method are described in an
introductory section and are summarized in
tabular form. The QC protocols also are
described within each of the analytical method
descriptions. Data quality objectives, data



qualifiers, and decimal reporting requirements
are listed in tabular form.

The DDRP Quality Assurance Plan (Bartz
et al., 1987) was based on previously devel-
oped planning documents for the National
Surface Water Survey. The QA Plan includes
several introductory sections describing the
project organization, sampling strategy, and
field operations. The QA objectives and the
sampling, preparation, and analytical QC
procedures are described in detail and are also
summarized in tabular form. Analytical meth-
ods are listed with the appropriate references.
These methods generally are descriptive of the
methods specified in the overall SOW as well
as the subsequent EPA special analytical
services solicitations.

Before it can be ascertained whether the
field sampling or sample preparation activities
are comparable between regions, the analytical

28

laboratories must be shown to have provided
comparable data. This assessment was made
by examining data from the natural audit
samples. If the analytical data are compara-
ble across regions, the sample preparation can
be compared using data from the preparation
duplicates. If the preparation data are compa-
rable across regions, then the field sampling
can be compared using data from the field
duplicates and from validation activities, e.g.,
aggregation. For this report, noncomparable
field and laboratory methods used in the two
surveys were documented and the QA dupli-
cate samples inserted at certain steps during
the surveys were used to assess comparability
of the soil sampling, preparation, and analysis
phases. Comparability of the data bases
could not be evaluated because the statistical
approach taken for the Northeastern survey
data assessment was different from that of
the SBRP survey.



Section 3

Results and Discussion

The results described in this section are
based on the analysis of data values in the
official SBRP verified data base. An assess-
ment of completeness used some data from
the official SBRP validated data base.

Detectability

Data relating to detection limits for
contract requirements, instrument readings,
and system-wide measurement in the SBRP
survey are presented in Table 3-1.

The SDLs were always larger than the
corresponding IDLs, which indicated the addi-
tional sources of variability in system-wide
measurement. As anticipated from the experi-
ences of previous surveys, variability in the
selected low concentration field duplicates
exceeded the variability in the selected DL-
QCCS. Only seven paramsters did not have
over 85 percent of the data from their respec-
tive routine samples above the SDL. Only five
of the 31 IDLs were higher than their corre-
sponding CRDLs, and all were only slightly
higher except for CA_CL2.

Reduction of the CRDL for the exchange-
able base cations, from 0.20 to 0.05 mg/L, had
little effect on reducing the IDLs. The IDLs
were less than the corresponding CRDLs for
all cations at the 0.20 mg/L limit, although the
IDLs exceeded the CRDLs at the 0.05 mg/L
limit for CA_CL. The SDL was high in relation
to the routine sampies only for NA_CL and
CA_OAC.

The IDLs for the CEC and exchangeable
acidity parameters were calculated by averag-
ing the IDLs reported by the laboratories
because the DL-QCCS data for these param-
eters were incomplete. The IDLs were slightly
higher than the CRDLs for CEC. The reduction

of the CRDL for AL_KCL, from 050 to
0.10 mg/L, reduced the IDL only slightly. Of
this group, the SDL was high in relation to the
routine samples only for AL_KCL.

Reduction of the CRDL for the extract-
able base cations, from 0.20 to 0.05 mg/L, had
little effect on reducing the IDLs. Reduction of
the CRDL for FE_CL2 and AL_CL2 from 0.50 to
0.05 resuited in a two-fold drop in the IDLs.
The IDLs were less than the corresponding
CRDLs for all cations at the 0.20 mg/L limit,
although the IDLs exceeded the CRDLs at the
0.05 mg/L limit for CA_CL2, NA CL2 and
AL_CL2. The SDL was high in relation to the
routine samples only for FE_CL2 and AL_CL2,
both of which had very low analyte
concentrations.

The IDLs were lower than the CRDL for
each of the extractable iron and aluminum
parameters. The SDLs were higher than the
IDLs by an order of magnitude or more, but
were not high in relation to the routine
samples.

The IDLs were lower than the CRDLs for
the extractable sulfate and sulfate isotherm
parameters. The IDLs were converted from a
solution concentration to a soil concentration
that enabled comparisons to be made with the
SDLs. The SDLs for extractable sulfate were
three to six times higher than the IDLs, but
were not high in relation to the routine
samplss.

The increase in the CRDL for total carbon
and nitrogen, from 0.005 to 0.010 weight per-
cent, resulted in a marked reduction in the IDL
for C_TOT but not for N_TOT. The IDL was
lower than the CRDL for S_TOT. The SDLs
were high in relation to the routine samples for
N_TOT and S_TOT.



Table 3-i. Detection Limits for the Contract Requirements, Instrument Readings, and System-wide Measurement

Parameter CRDL* Calc IDL? Conv IDL® SDL and %RS>SDL?
CA_CL 0.05 mg/L 0.0524 mg/L 0.0068 meq/100g 0.0311 meq/100g 80.8
MG_CL 0.05 mg/L 0.0369 mp/L. 0.0079 meq/100g 0.0328 meq/100g 92.4
K_CL 0.05 mg/L 0.0364 mg/L 0.0024 meq/100g 0.0423 meq/100g 90.0
NA_CL 0.05 mg/L 0.0415 mg/L 0.0046 meq/100g 0.0195 meq/100g 69.1
CA_OAC 0.05 mg/L 0.0314 mg/L 0.0041 meq/100g 0.0725 meq/100g 775
MG_OAC 0.05 mg/L 0.0121 mg/L 0.00268 meq/100g 0.0220 meq/100g 96.1
K_OAC 0.05 mg/L 0.0330 mg/L 0.0022 meq/100g 0.0363 meq/100g 922
NA_OAC 0.05 mg/L 0.0448 mg/L 0.0051 meq/100g 0.0098 meq/100g 92.0
CEC_CL 0.01 meq/L. 0.0153 meq/L* 0.0306 meq/100g 1.0724 meq/100g 99.9
CEC_OAC 0.01 meg/L. 0.0155 meq/L* 0.0311 meq/100g 0.5809 meq/100g 100

AC_KCL 0.25 meq/L 0.0080 meq/L’ 0.0188 meq/100g 0.3870 meq/100g 92.1
AC_BACL 0.40 meg/L 0.1840 meq/L® 0.3681 meq/100g 3.7750 meq/100g 89.8
AL_KCL 0.10 mg/L 0.0840 mg/L 0.0186 meq/100g 0.4780 meqg/100g 83.1
CA_CL2 -~ mg/L’ 0.6071 mg/L 0.0160 meq/100g 0.0565 meq/100g 99.6
MG_ClL2 0.05 mg/L 0.0187 mg/L 0.0003 meq/100g 0.0041 meq/100g 98.7
K_CL2 0.05 mg/L 0.0335 mg/L 0.0002 meq/100g 0.0020 meq/100g 99.6
NA_CL2 0.05 mg/L 0.0560 mg/L 0.0005 meq/100g 0.0031 meq/100g 98.9
FE_CL2 0.05 mg/L 0.0402 mg/L 0.0004 meq/100g 0.0021 meq/100g 127
AL_CL2 0.05 mg/L 0.0616 mg/L 0.0014 meq/100g 0.0071 meq/100g 51.3
FE_PYP 0.50 mg/L 0.1434 mgL 9.0015 wt % 0.0273 wt % 93.8
AL_PYP 0.50 mg/L 0.2278 mg/L 0.0023 wt % 0.0220 wt % 99.5
FE_AO 0.50 mg/L 0.1941 mg/L 0.0019 wt % 0.0509 wt % 93.7
AL_AO 0.50 mg/L 0.2282 mg/L 0.0023 wt % 0.0547 wt % 96.3
FE_CD 0.50 mg/L 0.1340 mg/L 0.0004 wt % 0.1449 wt % 98.5
AL_CD 0.50 mg/L 0.1998 mg/L 0.0006 wt % 0.0426 wt % 99.3
S$04_H20 0.10 mgS/L 0.0141 mgS/L 0.2828 mgS/kg 1.7394 mgS/kg 92.0
S04_PO4 0.10 mgS/L 0.0367 mgS/L 0.9186 mgS/kg 3.2539 mgS/kg 99.7
S04 0 0.10 mgS/L 0.0494 mgS/L — 0.0759 mgS/L 91.4
C_TOT 0.010 wt % 0.0105 wt % —— 0.0821 wt % 96.7
N_TOT 0.010 wt % 0.0114 wt % ——— 0.0247 wt % 71.2
§_TOT 0.010 wt % 0.0026 wt % — 0.0178 wt % 448

b

QCCS.
c
a

# Contract-required detection limit.
Calculated instrument detection limit, estimated as three times the pooled standard deviation of a low level DL-

Converted instrument detection limit, based on the specified reporting units.
System detection limit, estimated as three times the pooled standard deviations of the lowest 10 percent of field

duplicates, independent of the CRDL; Percent of routine samples exceeding the system detection limit.
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® Estimated by averaging laboratory-reported IDLs for incomplete DL-QCCS data.
CRDL reported as standard deviation of ten nonconsecutive blanks.

NOTE: Detection limits not applicable for the physical parameters, soil pH, and the remainder of the sulfate isotherm

parameters.

Precision

The following sets of tables, figures, and
text are designed to satisfy the requirements
of the SBRP data users for summary precision
estimates of the routine and QA sample data.
The assessment of precision relates directly to
the achievement of intralaboratory within-batch
DQOs establishaed in the DDRP QA Plan (Bariz
et al, 1987). In most cases, the DQOs have

knot values which represent the separation
point for the data uncertainty expressed as a
standard deviation tor low concentrations and
as a relative standard deviation in percent for
higher concentrations.

The precision data are presented in
sequential order of the parameters listed in
Table 1-1 of Section 1 of this report. For each
of the nine parameter groups, a table of sta-
tistics presents the QA and routine sample



data below and above the knot. These tables
show the relationship of the QA data to the
DQOs.

Two figures are presented for each
parameter within each parameter group. The
first figure is a plot of the mean and standard
deviation of data from each of the five audit
samples and their relationship to the DQO for
each parameter. The second figure is a plot
of the mean and standard deviation of data
from the routine samples, grouped by sam-
pling class/horizon criteria. The variability seen
in the sampling class/horizon data is princi-
pally the result of spatial heterogeneity among
the population of soils within each group.
Also included in this plot are sets of four
horizontal lines representing within-batch
standard deviations for the field duplicates,
preparation duplicates, and natural audit
samples, and between-batch standard devia-
tion for the natural audit samples. Each set of
lines represents the data uncertainty within the
windows that wers established by the step
function across the total range of concentra-
tion. Although the data uncertainty is not
always constant within the windows for each
type of sample represented, the lines are
treated as constants. This latter figure is
intended to show the contribution of measure-
ment uncertainty to the overall variability of the
routine data.

Additional tables corresponding to the
step function statistical procedure for each of
the parameters are given in Appendix C as
supplemental information for the derivation of
the precision data provided in the plots.
Appendix D presents tables of data points that
were sorted according to the sampling class/
horizon group and the batch/sample number.
These data correspond to routine or QA sam-
ples having inordinately high or low values that
exert a disproportionate influence on the
assessment of data quality and are of interest
to data users when making evaluations of
individual data sets represented in the plots or
of individual batches of samples from a given
analytical laboratory.

Moisture, Specific Surface, and
Particle Size Analysis Table 3-2
Figures 3-1 through 3-6

The analytical within-batch precision DQO
for total sand, silt, and clay was not satisfied
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Table 3-2. Achlevement of Data Quality Objectives for

Analytical WIithin-Batch Preclslon of
Molsture, Specific Surface, and Particle
Size Analysis
Data Pairs>DQO
set?  Parameter df SD® DQO? n %
AS MOIST 50 0.2910
SP_SUR 50 27636
SAND 50 19639 1.00 1 220
VCOS 50 0.8262
cOoSs 50 1.3240
MS 50 0.8099
FS 50 1.5903
VFS 50 1.0753
SILT 50 25757 1.00 13 260
COSI 50 3.1846
FSI 50 0.9564
CLAY 47 1.2016 1.00 7 149
PD MOIST 26 0.1442
SP_SUR 26 3.3767
SAND 26 1.7419 3 15
vCOSs 26 1.0037
COS 26 1.5593
MS 26 0.5419
FS 26 0.6286
VFS 26 0.6844
SILT 26 1.8274 7 269
COSI 26 1.6481
FSI 26 1.2356
CLAY 26 0.7125 4 154
FD MOIST 104 0.5149
SP_SUR 102 5.2200
SAND 102 23027 35 340
vCOSs 101 1.1022
cOos 102 0.8049
MS 102 0.8018
FS 102 0.8429
VFS 102 1.0898
SILT 102 1.6107 30 291
COsI 102 1.4002
FSI 102 1.5825
CLAY 102 1.5015 24 233
S/H MOIST 609 1.1321
SP_SUR 608 16.1132
SAND 608  13.0921
VvCOS 608 3.5589
CcOs 608 5.2780
MS 608 5.5616
FS 608 6.5113
VFS 608 5.3261
SILT 608  10.2580
COSI 608 5.0158
FSI 608 7.3044
CLAY 608 6.8395

4 AS = Audit samples; PD = Preparation duplicates;
FD = Field duplicates; S/H = Sampling class/horizon
routine samples.

5 gtandard deviation data for mineral soil samples,
reported in weight percent.
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in the SBRP survey (see Table 3-2). For SAND
and SILT, the DQO was exceeded by a factor
of two, while the DQO for CLAY was only
slightly exceeded. Based on data from the
audit sample pairs, however, the DQO was
satisfied 75 percent of the time or more for all
of the parameters. A general pattern of
increasing standard deviation with increased
sources of confounded error was found, i.e.,
the standard deviations for the field duplicates
exceeded those of the preparation duplicates
and audit samples. Specific DQOs were not
defined for moisture, specific surface, or the
sand and silt fractions.

For MOIST, the analytical within-batch
standard deviation observed in the audit sam-
ples was notably higher than the confounded
analytical/preparation = standard deviation
observed in the preparation duplicates. It is
thought that the drier climatic conditions under
which the QA staff prepared the audit samples
may have allowed a greater fluctuation in
moisture among the different samples, thereby
resulting in greater variability than was ob-
served in the preparation duplicates. This
variability had no effect on the calculation of
air-dry/oven-dry coefficients for reporting
routine sample data on an oven-dry weight
basis.

Figures 3-1 through 3-6 are plots of the
audit sample data in relation to the DQOs and
of the routine sample data in relation to the
QA samples. The plots presented are provided
only for those particle size parameters for
which precision DQOs were defined, i.e., SAND,
SILT, and CLAY. Appendix E contains the
routine data plots for the remaining particle
size parameters. Supplemental information
relating to the delta and proportion values is
presented in Appendix C, and the identification
of inordinate data values is presented in
Appendix D.
Soil pH Table 3-3
Figures 3-7 through 3-12

The analytical within-batch precision DQO
was easily satisfied in all cases for the pH
parameters using data from the natural audit

38

samples (see Table 3-3). A comparison of
error estimates in the preparation duplicates
and the audit samples suggests that the
preparation error was negligible. A general
pattern of increasing standard deviation with
increased sources of confounded error was
maintained.

Table 3-3. Achlevement of Data Quality Objectives for
Analytical Within-Batch Precision of the
Soll pH Parameters

Data Pairs>DQO
set?  Parameter df sD? DQO? n %
AS PH_H20 50 0.0349 0.15
PH_002M 50 0.0361 0.15 h| 20
PH_01M 50 0.0354 0.15 1 20
PD PH_H20 26 0.0350
PH002M 26  0.0253
PH_01M 26 0.0307
FD PH_H20 104 0.1009 8 7.7
PH_002M 104 0.0917 5 4.8
PH_O01M 104 0.0846 4 3.8
S/H PH_H20 609 0.3331
PH_002M 609 0.3433
PH_O0IM 609 0.3516

4 AS = Audit samples; PD = Preparation duplicates;
FD = Field duplicates; S/H = Sampling class/horizon
routine samples.

5 Standard deviation data reported in pH units.

The standard deviation did not show any
marked pattern of change over the measured
pH range, hence, it was not necessary to fit a
step function to the data from the three pH
parameters. Unlike the other SBRP param-
eters, the error variance was calculated for the
entire concentration range.

Figures 3-7 through 3-12 are plots of the
audit sample data in relation to the DQO and
of the routine sample data in relation to the
QA samples. Supplemental information relat-
ing to the delta and proportion values is
presented in Appendix C, and the identification
of inordinate data values is presented in
Appendix D.
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Exchangeable Cations in Ammonium

Chloride Table 3-4
Figures 3-13 through 3-20

The analytical within-batch precision
DQOs were satisfied for all of the cations
except K_CL in the upper tier (see Table 3-4).
The inordinate effect of data from one audit
sample pair prevented this particular DQO
from being met. The preparation duplicates
and field duplicates also satisfied the analyti-
cal DQO for the lower tier even though these
samples were susceptible to additional con-
founded errors from soil sampling or prepara-
tion. The general trend of increasing standard

deviation with increased sources of con-
founded error was maintained. For NA_CL,
the lack of data in the upper concentration
window renders the precision estimates condi-
tional on the presence of sufficient data within
this range.

Figures 3-13 through 3-20 are plots of the
audit sample data in relation to the DQOs and
of the routine sample data in relation to the
QA samples. Supplemental information relat-
ing to the delta and proportion values is
presented in Appendix C, and the identification
of inordinate data values is presented in

Appendix D.

Table 3-4. Achlevement of Data Quality Objectives for Analytical Within-Batch Precision of the Exchangeable

Catlons In Ammonlum Chloride

-------------- - Below the knot?. Above the knot?.
Data Pairs>DQO Pairs>DQO
set? Parameter df SD DQO n % df RSD DQO n %
AS CA CL 9 0.0250 0.03 1 11.1 41 12.4% 15% 3 7.3
MG_CL 29 0.0073 0.03 21 4.3% 15%
K_CL 23 0.0102 0.03 26 34.7% 15% 1 38
NA_CL 48 0.0187 0.03 4 8.3 . . 15% . .
PD CA_CL 17 0.0314 4 23.5 9 5.1%
MG_CL 13 0.0140 1 7.7 13 16.1% 1 7.7
K_CL 19 0.0093 7 5.1%
NA_CL 24 0.0097 . .
FD CACL 56 0.0308 9 15.8 47 42.3% 13 28.3
MG_CL 59 0.0250 7 11.9 45 47.0% 6 13.3
K_CL 80 0.0185 10 125 24 29.3% 6 25.0
NA_CL 101 0.0172 8 79 1 10.8%
SH CA CL 224 0.1179 385 170.3%
MG_CL 279 0.1147 330 99.4%
K_CL 476 0.0817 133 61.4%
NA_CL 609  0.0350 : .

4 AS = Audit sampies; PD = Preparation duplicates; FD = Field duplicates; S/H = Sampling class/horizon routine

samples.

? gtandard deviation and RSD data in reporting units and percent, respectively, for mineral soil samples below and
above the knot point of 0.20 meq/100g; a dot signifies a lack of data occupying that range.
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Exchangeable Cations in Ammonium

Acetate Table 3-5
Figures 3-21 through 3-28

The analytical within-batch precision
DQOs were satisfied for all parameters except
for K_OAC data above the knot which slightly
exceeded the DQO (see Table 3-5). A com-
parison of data from the preparation dupli-
cates and the audit samples suggests that the
preparation component of the data collection

error is very small. A general pattern of
increasing standard deviation with increasec
sources of confounded error was maintained.

Figures 3-21 through 3-28 are plots of the
audit sample data in relation to the DQOs and
of the routine sample data in relation to the
QA samples. Supplemental information
relating to the delta and proportion values is
presented in Appendix C, and the identification
of inordinate data values is presented in
Appendix D.

Table 3-5. Achlevement of Data Quallty Objectives for Analytlcal Within-Batch Precision of the Exchangeable

Cations In Ammonlum Acetate

ereermeeeeeee Bolow the knot” Above the knotPere—ee.
Data Pairs>DQO Palrs>DQO
set? Parameter df SD DQO n df RSD DQO n %
AS CA_QOAC 17 0.0220 0.03 2 11.8 33 12.1% 15% 8 24.2
MG_OAC 25 0.0063 0.03 25 6.9% 15% 1 4.0
K_OAC 24 0.0087 0.03 26 15.8% 15% 3 15
NA_OAC 48 0.0119 0.03 1 21 . . 15% . .
PD CA_OAC 15 0.0214 1 6.7 1 12.4% 2 18.2
MG_OAC 12 0.0072 14 11.8% 1 71
K_OAC 18 0.0085 7 14.0% 1 14.3
NA_OAC 25  0.0074 . . .
FD CA_OAC 52 0.0270 12 2341 49 50.8% 16 32.7
MG_OAC 58 0.0229 6 10.3 46 37.3% 6 13.0
K_OAC 79 0.0168 7 8.8 25 32.3% 7 29.2
NA_OAC 101 0.0122 2 20 1 9.0%
S/H CA_OAC 218 0.1259 391 169.7%
MG_OAC 231 0.1195 378 97.0%
K_OAC 486 0.0756 123 58.4%
NA_OAC 608 0.0420

2 AS = Audit samples; PD = Preparation duplicates;
samples

FD = Field duplicates; S/H = Sampling class/horizon routine

5 standard deviation and RSD data in reporting units and percent, respectively, for mineral soil samples below and
above the knot point of 0.20 meq/100g; a dot signifies a lack of data occupying that range.
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Cation Exchange Capacity and The estimated standard deviations for

ili . CEC _CL in the PD and S/H data sets, and
Exchangeable ACIONY @ oo trocon nsg ~ CEC_OAC and AC_BACL in the FD and SH

data sats, have insufficient degrees of freedom
to place confidence in these portions of the

The CEC_CL parameter did not mest the data.

DQO for analytical within-batch precision
below the knot (see Table 3-6). The AC_BACL
parameter was only slightly above the DQO for
data below the knot. In ali other cases the
DQOs for this parameter group were satisfied.
In most cases, the preparation duplicates and
field duplicates also met the analytical DQOs,
even though the samples were susceptible to
additional confounded errors from sampling or
preparation.

Figures 3-29 through 3-38 are plots of
the audit sample data in relation to the DQOs
and of the routine sample data in relation to
the QA samples. Supplemental information
relating to the delta and proportion values is
presented in Appendix C, and the identification
of inordinate data points is presented in
Appendix D.

Table 3-6. Achlevement of Data Quality Objectives for Analytical Within-Batch Precislon of Catlon Exchange
Capacity and Exchangeable Acldity

-------------------- Below the knot” Above the knot2-——e———o.

Data Pairs>DQO Pairs >DQO
set”? Parameter df sD DQo n % df RSD DQO n %
AS CEC_CL 6 0.4028 0.25 2 333 44 8.9% 10% 6 136

CEC_OAC 6 0.1333 0.25 44 7.1% 10% 5 1.4

AC_KCL 12 0.1106 0.50 38 12.8% 20% 1 26

AC_BACL 6 0.5059 0.50 3 50.0 44 10.4% 20% 2 45

AL_KCL 14 0.1231 0.50 36 8.5% 20% 2 56
PD CEC_CL 1 0.1676 25 13.0% 6 240

CEC_OAC . . . . 26 9.5% 3 15

AC KCL 17 0.0635 9 10.8% 1 141

AC_BACL . . . . 26 15.3% 7 26.9

AL_KCL 17 0.1362 9 12.3% 1 1.1
FD CEC_CL 6 0.3745 2 333 98 14.4% 30 30.6

CEC_OAC 2 0.1115 102 15.6% 25 24.5

AC_KCL 63 0.3770 4 6.3 41 15.2% 4 98

AC_BACL 3 0.3227 101 33.1% 22 218

AL_KCL 73 0.2498 3 4.1 30 1.3% 3 10.0
S/H CEC_CL 1 0.2475 608 51.2%

CEC_OAC 1 0.1838 608 52.1%

AC_KCL 402 10775 207 71.3%

AC BACL 1 0.1768 608 64.9%

ALKCL 412 1.0008 197 77.6%

4 AS = Audit samples; PD = Preparation duplicates; FD = Field duplicates; S/H = Sampling class/horizon routine
samples.

4 Standard deviation and RSD data in reporting units and percent, respectively, for mineral soil samples below and
above the knot point of 0.20 meq/100g; a dot signifies a lack of data occupying that range.
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Extractable Cations in Calcium
Chloride Table 3-7
Figures 3-39 through 3-50

Of the six extractable cations in calcium
chloride, the analytical within-batch precision
DQO was satisfied only for MG_CL2 (see
Table 3-7). The RSD for AL_CL2 only slightly
exceeded the DQO, while the RSD for the
remaining cations were from 1.2 to 2 times
higher than the DQO. It appears that the
single-tiered DQO for this parameter group
was generally inappropriate and unattainable,
as there was no contingency made for a
lower-tier DQO to accomodate low analyte
concentrations. Indeed, the majority of the
routine data for these parameters was
distributed in the extremely low zone of
concentration near the detection limit. For
example, the FE_CL2 concentrations were so
low that, after correction for blank analysis,
many of the data showed up as negative
values. This was the case for 17 of the 26
preparation duplicates and 60 of the 104 field
duplicates, as seen in the high RSD value for
the FD data set.

Figures 3-39 through 3-50 are plots of
the audit sample data in relation to the DQOs
and of the routine sample data in relation to
the QA samples. Supplemental information
relating to the delta and proportion values is
presented in Appendix C, and the identification
of inordinate data values is presented in
Appendix D.
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Table 3-7. Achlevement of Data Quallty Objectives
for Analytical Within-Batch Precislon of

the Extractable Cations in Calclum
Chlorlde

Data Pairs>DQO

set? Parameter  df ARSD? DQO? n %

AS CA CL2 50 18.4% 5% 24 48.0

MG _ClL2 50 9.8% 10% 13 280

K CL2 50 12.3% 10% 16 320

NA CiL2 50 20.5% 10% 17 34.0

FE__CL2 42 17.2% 10% 12 286

ALCL2 49  108%  10% 24 490

PD CA CL2 26 5.4% 8 3038

MG_CL2 26 8.7% 8 308

K_CL2 26 12.8% 13 500

NA CL2 26 12.0% 12 46.2

FE CL2 9  36.5% 4 444

AL_CL2 24 67.8% 14 583

FD CA CL2 104 41.1% 40 385

MG_Ci.2 104 52.7% 40 385

K_CL2 104 92.8% 61 586

NA _CL2 104 34.5% 72 69.2

FE_,CL2 44 496.7% 24 533

AL CL2 87  94.6% 63 724
S/H CACL2 609  40.7%
MG CL2 609 64.1%
K_CL2 609  81.0%
NACL2 609 2746%
FE_CL2 543 658.9%
AL_CL2 602 138.0%

2 AS = Audit samples; PD = Preparation duplicates;
FD = Field duplicates; S/H = Sampling class/horizon
routine samples.

® Data reported as %RSD.
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Extractable Iron and Aluminum above the knot prevented the data set for this

Table 3-8, Figures 3-51 through 3-62 parameter from meeting the DQO as well.
Generally, the relationship of increasing stan-

The analytical within-batch precision DQO dard deviation with increased sources of
for the six extractable iron and aluminum confounded error was maintained.
parameters was satisfied except for the )

FE AO concentrations below the knot (see _ Figures 3-51 through 3-62 are plots of the
Table 3-8). In this case, the achieved preci- audit sample data in relation 1o the pQOs and
sion only slightly exceeded the DQO. In most of the routine sample data in rela_tnon to t.he
cases, the preparation duplicates and field QA samples. Supplemental information
duplicates also met the DQO in spite of the relating to the delta and proportion values is
additional confounded error due to soil sam- presented in Appendix C, and the identification
pling and preparation. The effect of one of inordinate data values is presented in

inordinate preparation pair in the FE_AO data Appendix D.

Table 3-8. Achlevement of Data Quality Objectives for Analytical Within-Batch Precision of Extractable Iron and

Aluminum
S - Below the knot”. Above the knot?.
Data Pairs>DQO Pairs>DQO
set? Parameter df SD DQO n % df RSD bQo n %
AS FE_PYP 6 0.0063 0.05 44 6.7% 15% 2 45
AL_PYP ] 0.0063 0.05 44 8.1% 15% 4 8.1
FE_AO 8 0.0657 0.05 3 50.0 44 10.0% 15% 2 45
AL_AO 7 0.0107 0.05 43 9.3% 15% 3 7.0
FE_CD 6 0.0319 0.05 1 16.7 44 10.2% 15% 3 6.8
AL CD 6 0.0068 0.05 44 10.2% 15% 1 23
PD FE_PYP 17 0.0153 9 5.4% 2 22.2
AL _PYP 17 0.0227 1 59 9 12.0% 1 1.4
FE_AO 15 0.0353 2 133 11 32.4% 2 18.2
AL_AO 17 0.0177 g 21.3% 1 1.1
FE_CD 1 0.0127 25 49%
AL_CD 16 0.0104 10 4.5%
FD FE_PYP 51 0.0411 8 15.7 53 14.7% 6 1.3
AL_PYP 62 0.0358 7 115 42 17.6% ] 14.0
FE_AO 62 0.0324 8 12.9 42 12.0% 10 238
AL_AO 89 0.0357 7 101 35 14.4% 7 20.0
FE_CD 4 0.0237 100 13.4% 9 9.0
AL CD 43 0.0184 1 23 61 12.7% 8 13.1
SH FE_PYP 275 0.1455 334 73.3%
AL_PYP 293 0.1116 316 85.1%
FE_AO 206 0.1736 313 81.9%
AL_AO 330  0.1219 279 76.9%
FE_CD 1 00283 608 58.0%
AL CD 194 0.1228 415 52.5%

# AS = Audit samples; PD = Preparation duplicates; FD = Field duplicates; S/H = Sampling class/horizon routine
samples.

® gtandard deviation and RSD data in reporting units and percent, respectively, for mineral soil samples below and
above the knot point of 0.33 weight percent.
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Extractable Sulfate and Sulfate
Adsorption Isotherms Table 3-9
Figures 3-63 through 3-78

The analytical within-batch precision
DQOs were satisfied for all of the sulfate
parameters except SO4_PO4 and SO4_0 (see
Table 3-9). In these two cases, a significant
amount of scatter in the Bs and C audit sam-
ples was responsible for large variability above

the knot and below the knot, respectively. In
most cases, the preparation duplicates also
met the analytical DQOs, which suggests that
preparation error is minor for these param-
eters. The effect of increasing sulfate levels
tends to promote decreasing variability in the
isotherm parameters. A general pattern of
increasing standard deviation with increased
sources of confounded error was maintained.

Table 3-9. Achlevement of Data Quallty Objectlves for Analytical Within-Batch Preclsion of Extractable Sultate

and Sulfate Adsorption

......... — Below the knot?”

Above the knot?Z--—-—

Pairs>DQO

Data Pairs>DQO
set® Parameter df SD DQO n % df RSD DQO n %
AS S04_H20 17 0.8916 1.00 4 23.5 33 4.2% 10% 2 6.1
S04_PO4 ] 2.2402 1.00 2 33.3 44 15.0% 10% 7 15.9
S04 0 8 0.0921 0.05 2 250 42 6.2% 5% 13 310
042 ) 0.05 . . 50 4.4% 5% 9 18.0
S04 4 0.05 50 3.1% 5% 9 18.0
S0478 0.05 50 2.7% 5% 2 40
S04_16 0.05 50 5.4% 5% 4 8.0
S04_32 0.05 50 1.7% 5%
PD S04_H20 16 0.7341 3 18.8 10 8.8% 3 30.0
S04_PO4 3 0.9141 1 333 23 8.5% 4 17.4
S04 0 20 0.0728 5 25.0 6 3.1%
S04 2 5 0.0177 21 5.0% 4 19.0
S04 4 4 0.0773 1 25.0 22 4.3% 3 13.6
S04 8 2 0.0015 24 3.2% 3 125
§04_16 1 0.0028 25 3.7% 4 16.0
S04732 . ) 26 3.1% 4 154
FD S04_H20 53 1.5490 13 25.0 51 18.8% 15 28.8
S04_PO4 8 1.2009 4 50.0 96 11.4% 25 26.0
S04 0 59 0.0956 21 36.2 45 14.5% 26 56.5
S04 2 28 0.1282 16 571 76 9.3% 31 40.8
S04 _4 21 0.1040 1 52.4 83 8.2% K2 373
S04 8 " 0.1071 6 54.5 93 6.2% 31 33.3
S04_16 4 0.3395 3 75.0 100 5.6% 28 8.0
8§04 32 . . . 104 4.3% 21 20.2
S/H S04_H20 357 5.3363 252 46.5%
S04_PO4 4 3.8622 605 87.2%
S04 70 397  0.6026 212 53.0%
S04 2 201 0.7242 408 43.7%
S04_4 a5 0.991 564 43.4%
8048 1 0.0997 608 41.6%
S04_16 1 0.3769 608 33.9%
S04 32 . 609 25.3%

2 AS = Audit samples; PD = Preparation duplicates; FD = Field duplicates; S/H = Sampling class/horizon routine

samples.

® Standard deviation and RSD data in reporting units and percent, respectively, for mineral soil samples below and
above the knot point, 10.0 mg S/kg for extractable sulfate and 1.0 mg S/L for the isotherms; a dot signifies a lack of

data occupying that range.
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Figures 3-63 through 3-78 are plots of
the audit sample data in relation to the DQOs
and of the routine sample data in relation to
the QA samples. Supplemental information
relating to the delta and proportion values is
presented in Appendix C, and the identification
of inordinate data values is presented in
Appendix D.

Total Carbon, Nitrogen, and Sulfur
Table 3-10, Figures 3-79 through 3-84

The analytical within-batch precision
DQOs were satisfied for total carbon, nitrogen,
and sulfur except for N_TOT data above the

knot (see Table 3-10). The preparation dupli-
cates and field duplicates also met the analyti-
cal DQOs for the lower tier but not the upper
tier. A general pattern of increasing standard
deviation with increased sources of con-
founded error was maintained.

Figures 3-79 through 3-84 are plots of
the audit sample data in relation to the DQOs
and of the routine sample data in relation to
the QA samples. Supplemental information
relating to the delta and proportion vaiues is
presented in Appendix C, and the identification
of inordinate data values is presented in

Appendix D.

Table 3-10. Achlevement of Data Quality Objectives for Analytical Within-Batch Precision of Total Carbon,

Nitrogen, and Sulfur

-------------------- Below the knot? Abovs the knot®

Data Pairs>DQO Pairs>DQO
set? Parameter df sD DQO n % df RSD DQO n %
AS C_TOT 6 0.0194 0.05 44 8.5% 15% 2 45

N_TOT 8 0.0023 0.01 42 13.3% 10% b | 26.2

S_TOT 48 0.0045 0.01 2 4.2 . . 10% . .
PD C_TOT 7 0.0552 2 28.6 19 20.9% 6 31.6

N_TOT 20 0.0200 6 30.0 5 12.4% 3 80.0

STOT 22 0.0067 2 9.1 . . i )
FD C_TOT 22 0.0335 4 18.2 82 40.8% 27 329

N_TOT 72 0.0172 17 23.3 32 23.5% 13 419

S_TOT 99 0.0116 4 40 1 79.2% 1 100.
S/H c_T0T 106 0.1191 503 85.4%

N_TOT 434 0.0373 170 69.6%

S_TOT 609 0.0376 . .

7 AS = Audit samples;
samples.

PD = Preparation duplicates;

FD = Field duplicates; S/H = Sampling class/horizon routine

4 Standard deviation and RSD data in reporting units and percent, respactively, for mineral soil samples below and
above the knot point, 0.33 weight percent for carbon and 0.10 weight percent for nitrogen and sulfur; a dot signifies

a lack of data occupying that range.
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Accuracy (Interlaboratory
Differences)

The following description of interiabora-
tory differences focuses on: (1) the significant
differences among the analytical laboratories
by audit sample horizon type, (2} the relative
differences and rank of increasing difference
among the laboratories using pooled data for
the audit samples, and (3) the relative differ-
ences among the audit samples using pooled
data from all of the laboratories.

Significant Differences Among
Laboratories

Table 3-11 shows the laboratories which
were significantly lower (at the 0.05 and 0.01
significance levels) than the other laboratories
using Scheffe’s pair-wise multiple comparison
test for the analytical parameters.

For the A horizon audit sample, labora-
tory differences were highly significant for 19
parameters and significant for 11 parameters.
For the physical parameters, Laboratory 2
showed the greatest number of significant
differences. For the sulfate parameters,
Laboratory 1 showed the greatest number of
significant differences.

For the Bs horizon audit sample, labora-
tory differences were highly significant for four
parameters and significant for eight param-
eters. All of these cases involved differences
between Laboratory 1 and Laboratory 2.

For the Bw horizon audit sample, labora-
tory differences were highly significant for
seven parameters and significant for nine
parameters. A majority of the cases involved
Laboratory 2,

For the C horizon audit sample, labora-
tory differences were highly significant for only
two parameters and significant for five param-
eters. An additional five parameters showed
significant differences. A majority of the cases
involved Laboratory 3.

Overall, the laboratories were less con-
sistent with their analysis of the physical
parameters. In terms of sample type, the
laboratories were less consistent for the A

124

audit sample, followed by the Bw, Bs, and C
samples, respectively. .

Relative Differences and Ranking of
Laboratories

Table 3-12 shows the relative difference
as percent and the rank of increasing relative
difference for each of the laboratories pooled
for the A, Bw, and C audit samples. The table
also shows the mean differences for all labo-
ratories combined for each audit sample type.

For the physical parameters, SP_SUR
showed the highest interlaboratory differences
followed by VCOS, while CLAY showed the
lowest differences. Laboratory 2 showed the
highest differences overall for the 12 param-
eters in this group. For soil pH, the laboratory
differences were consistently very low.

For the CEC parameters, Laboratory 1
was consistently lower than the other labora-
tories. For the exchangeable acidity param-
eters, Laboratory 2 was consistently lower
than the others. For the iron and aluminum in
the pyrophosphate and acid oxalate extracts,
Laboratory 1 was consistently lower than the
other laboratories. For iron and alimimum in
citrate dithionite, Laboratory 2 was consis-
tently lower than the others.

For the extractable sultate parameters,
Laboratory 2 showed the lowest differences.
For the sulfate isotherm parameters, all labor-
atories showed low relative differences. For
the elemental analysis of carbon, nitrogen, and
sulfur, the laboratories were more consistent
for C_TOT, followed by N_TOT and S_TOT,
respectively.

For the 43 parameters used in deter-
mining laboratory differences, the rankings
showed that Laboratory 1 had the lowest
differences over all parameters, with 19 first-
place rankings (43 percent) and 9 third-place
rankings (21 percent).

Mean Differences Among the Audit
Samples

The laboratories showed the lowest
differences overall on the Bs audit sample for
the physical parameters, pH, CEC, acidity, and
iron and aluminum. The laboratories showed
the highest differences overall for the C audit



Table 3-11. Significant Interlaboratory Differences

Audit horizon?

Parameter? A Bs Bw C
SP_SUR 2 <13 *

SAND 1,3 < 2 ** 13 <2

COs 2<13

MS 2 <3

FS 1< 23* 1<2 1<23*

VFS 3 < 2** 31 < 2%

SILT 2 < 3,1* 2<13

COSsI 2<13

FSI 2 < 1,3 ** 2 < **

CLAY 3 <1,2%
PH_H20 12< 3 1<3 1<3
PH_002M 12< 3 2<1 2<3 1<3
PH O1M 1,2 < 3 ** 2< 1 ** 2<3

CA_CL 2<3 2 <1

MG_CL 3<1

CA_OAC 1,2 < 3 ** 2<3

MG_OQAC 2<1 2< 1

CEC_CL 1,2 < 3 ** 1,2 < 3 **

CEC_OAC 2<1<3* 2 <1 2<13

AC_KCL 1<3

AL KCL 1<32%*

CA CL2 31<2 1<?2

MG_CL2 3 <1 2<1

K CL2 23 < 1 2<

NA_CL2 2,3 < 1 **

AL_CL2 2<3
AL_PYP 2<3
FE_AO 13 <2 1<2

AL_AO 1,3 < 2 ** 3<2

FE'CD 1,2 < 3 **

AL_CD 1<23* 1< 2** 2<3
S04_H20 3 <1,2*

S04_P04 1<2

S04 2 1< 2w

S04 4 12 < 3 **

S04_8 1< 2%

$04_16 1< 2** 1<2

S04_32 1< 2%

C_TOT 2<1

N_TOT 23 < 1**
S TOT 3<2

? No significant differences were reported for MOIST, VCOS, K_CL, NA_CL, K_OAC, NA_OAC, AC_BACL, FE_CL2, FE_PYP,

and S04_0.

5 A double asterisk denotes a highly significant difference at the 0.01 significance level; differences not evaluated for

the Oa horizon audit sample.
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Table 3-12.

Relative Difference and Rank by Laboratory and Mean Laboratory Difference by Audit Sample Type

Difference {%) Rank Difference (%)

- | aboratory -——-Laboratory----- veemmmee——--- Audit Sample - e
Parameter? 1 2 3 1 2 3 A Bs Bw C
MOIST 30 0.6 28 3 1 2 23 04 13 28
SP_SUR 10.5 25.0 17.9 1 3 2 18.0 2.1 17.2 270
SAND 43 53 15 2 3 1 3.7 0.2 115 1.3
VCOS 95 128 17.4 1 2 3 126 7.4 59 20.1
cos 29 6.1 8.7 1 2 3 17 46 8.6 93
MS 25 14 3.1 2 1 3 15 0.3 3.0 3.1
FS 73 41 3.2 3 2 1 5.7 54 7.5 25
VFS 4.9 10.8 8.8 1 3 2 5.2 3.0 27.4 6.5
SILT 8.6 10.7 3.1 2 3 1 8.7 0.3 48 31.8
COsI 8.2 11.0 3.9 2 3 1 8.5 0.9 4.4 343
FSI 9.0 10.4 3.6 2 3 1 8.9 29 6.0 238
CLAY 0.9 1.1 1.3 1 2 3 0.6 12.3 26 100.0
PH_H20 0.9 0.2 1.1 2 1 3 0.5 0.3 0.6 16
PH_002M 0.9 1.0 21 1 2 3 1.1 1.3 0.7 26
PH_01M 0.5 0.9 1.7 1 2 3 1.0 0.9 0.7 16
CACL 3.5 138 12.4 1 3 2 9.5 18.0 10.0 148
MG_CL 4.8 1.8 7.0 2 1 3 3.9 10.1 5.0 17.0
CA_OAC 1.7 18.2 224 1 2 3 12.0 55 138 39.3
MG_OAC 6.5 57 1.0 3 2 1 3.6 1.8 154 107
CEC_CL 7.8 18.5 30.1 1 2 3 15.7 6.8 31.8 286
CEC_OAC 4.6 16.7 14.6 1 3 2 1.2 4.2 15.2 25.1
AC_KCL 10.8 22 13.0 2 1 3 55 20 20.7 609
AC_BACL 0.5 49 5.7 1 2 3 3.0 0.3 4.1 46.8
AL _KCL 9.3 54 3.9 3 2 1 58 29 8.0 250
CA CL2 8.2 123 8.5 1 3 2 13.1 58 5.1 58
MG _CL2 127 3.6 10.9 3 1 2 8.7 8.5 8.8 158
FE_PYP 6.5 23 5.3 3 1 2 4.1 0.1 57 13.0
AL_PYP 1.8 8.8 7.4 1 2 3 5.2 2.6 4.3 18.2
FE_AO 5.7 12.0 7.8 1 3 2 6.7 8.1 9.6 35.3
AL_AO 48 14.0 11.0 1 3 2 10.7 1.0 8.6 127
FE_CD 88 8.4 170 2 1 3 1.2 56 8.7 253
AL_CD 1.9 2.1 1.8 3 1 2 7.5 6.4 9.5 19.5
S04_H20 8.5 1.0 7.9 2 1 3 5.0 22 3.6 141
S04_PO4 4.6 3.6 22 3 2 1 3.0 23.2 4.3 17.4
S04_0 3.5 48 20 2 3 1 34 59 33 6.3
S04 2 5.0 51 0.7 2 3 1 4.2 28 22 0.9
S04_4 1.8 28 21 1 3 2 2.0 0.6 6.0 03
S04 8 35 46 1.6 2 3 1 36 3.0 14 34
S04_16 4.1 47 13 2 3 1 34 39 4.1 3.1
S04_32 4.0 35 16 3 2 1 28 24 4.3 30
c_toT 13 0.8 1.6 2 1 3 1.0 8.9 3.8 35
N_TOT 36 40 74 1 2 3 42 83 57 484
S TOT 6.8 9.2 8.3 1 3 2 43 8.1 4.8 429

4 Concentrations were too low to estimate interlaboratory differences for K_CL, NA_CL, K_OAC, NA_OAC, K_CL2,NA CL2,

FE_CL2, and AL_CL2.
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sample. The laboratories performed well on
all audit samples for the sulfate isotherm
parameters.

Over all the audit samples, the labora-
tories showed the greatest differences for
SP_SUR, VCOS, CEC_CL, CEC_OAC, FE_CD,
and S04_PO4.

Representativeness

All pedons sampled were within the
range of morphological characteristics outlined
in their respective sampling classes (Coffey et
al., 1987), hence, the DQO for representative-
ness of the field sampling was satisfied.

The homogenization and subsampling
procedures at the preparation laboratories
produced representative analytical soil samples
of known and accepted quality (Haren and Van
Remortel, 1987). More information on this
characteristic of the data can be found in the
precision discussions of this report, where
assessments of the preparation duplicates are
made.

Histograms of the range and frequency
distribution of the routine samples, field dupli-
cates, preparation duplicates, and natural audit

samples for each of the parameters are pre-
sented in Appendix F. The field duplicates and
preparation duplicates generally were represen-
tative of the range and frequency distribution
of analyte concentrations for the routine sam-
ples. The only exceptions were the SP_SUR,
COS], FE_CL2, AL_CL2, and S_TOT parameters
(see Table 3-13). A more rigorous selection
method for the preparation duplicates, relative
to that of the DDRP Northeastern Soil Survey,
was responsible for good representativeness
in the PD data set. The audit samples gener-
ally were representative of the range of data
from the routine samples.

Completeness

Soil sampling protocols specified the
sampling of all of the designated pedons. A
fotal of 110 pedons were sampled of the 114
pedons initially selected, resulting in 96.5
percent completeness (Coffey et al., 1987).
Although this does not fully satisfy the DQO
for sampling completeness, sufficient pedons
were sampled to enable estimates and con-
clusions to be drawn from the data.

As specified in the protocols, each batch
of samples sent to a analytical laboratory
contained one preparation duplicate pair. The

Table 3-13. Summary of Significant Differences In the Distribution of the Field and Preparation Duplicates Relative

to the Routine Samples

Parameter Data set? n Mean pos® p50° p9s5® KS-stat®
SP_SUR RS 703 34.33 .48 30.93 74.47 -
FD 102 35.26 8.70 34.71 67.55 0.151
COSI RS 703 9.88 3.50 8.70 19.52 -~-
FD 102 10.83 3.60 9.85 20.62 0.147
FE_CL2 RS 747 0.01 0.00 0.00 0.02 -
FD 106 0.01 0.00 0.00 0.02 0.574
PD 26 0.00 0.00 0.00 0.01 0.584
AL_CL2 RS 747 0.05 0.00 0.01 0.15 -
FD 106 0.04 0.00 0.01 0.13 0.194
S_TOT RS 747 0.02 0.00 0.01 0.07 -
FD 106 0.02 0.00 0.01 0.06 0.270

e RS = routine samples, FD = field duplicates, PD = preparation duplicates.
p05 p50, and p95 are the 5th, 50th (median), and 95th percentiles by data set.
¢ Kolmogorov-Smirnov test; statistics are significant at the 0.05 level for the critical value: FD_RS = 0.141,

PD_RS = 0.271.



requested soil analyses and sample process-
ing tasks were performed on 100 percent of
the bulk samples and clods received by the
preparation laboratories (Haren and Van
Remortel, 1987).

The number of AO and JJ flags (denoting
missing data or insufficient sample for analy-
sis, respectively) assigned to the 748 routine
samples was used to assess analytical com-
pleteness of the verified data base. There
was only one missing sample in the data base
and all of the analyses were performed on the
remaining 747 samples; hence, the analytical
laboratories achieved a 99.9 percent complete-
ness level (see Appendix B).

Five levels of confidence, ranging from 0
to 4, were used to segregate and classify data
in the validated data base. A level of con-
fidence of 2 or less, i.e., less than two major
flags or less than one major and two minor
flags assigned per sample, was used to
assess completeness in the validated data
base (see Appendix B). The DQO for analytical
completeness of 80 percent or higher was
satisfied for all of the parameters. The CEC
parameters were the only analytes to fall
below a completeness level of 95 percent for
the validated data base.

Comparability

The entire verified data base was used
for the assessment of data quality for both
the Northeastern and SBRP reports because
the indiscriminate use or non-use of flagged
data was felt to be inappropriate for the
purposes of quality assessment. The flags
were applied in order to caution the data user
that certain data points are suspect and may
not be suitable for a particular type of data
analysis. Data with levels of confidence of 0,
1, and 2 in the validated data base were used
only for the assessment of analytical
completeness.

Analytical data from an interlaboratory
comparison study were recently received by
EMSL-LV staff. The study is using data from
the DDRP audit samples to compare analytical
methods used in the two surveys to methods
currently in use at 22 selected soil charac-
terization laboratories throughout the United
States and Canada. The results will be
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summarized in an upcoming report (Palmer et
al., in preparation).

Comparison of Analytical and
Preparation Method's

Because of significant differences in
methods among private laboratories, the
preliminary audit sample data provided by
three independent referee laboratories prior to
the initiation of the DDRP surveys could not be
utilized to evaluate the quality of routine data.
Sufficient audit sample data were available
from the DDRP contract laboratory analyses,
however, to provide an estimate of the audit
sample composition. These data were used in
the assessment of comparability, precision,
and interlaboratory differences.

Initial difficulties were encountered in
developing and evaluating the analytical meth-
ods prior to initiation of the DDRP surveys.
As a result, there are certain instances where
the methods actually used by the contract
laboratories differ from those specified in the
DDRP Analytical Methods Manual or in the
individual laboratory sclicitations. Approval for
methods amendments was given only when it
was determined by the QA staff that these
changes would not significantly affect the
analytical results, e.g., changing from a 0.20-
micron filter to a 0.45-micron filter. Methods
amendments were recorded in an operations
log book by QA staff but did not always result
in an official EPA contract modification.

During the Northeastern survey, analytical
methods for two parameters were changed
sufficiently to warrant reanalysis of any pre-
viously analyzed samples. The laboratories
were contracted to reanalyze all of their sam-
ples for AL_KCL by using a method which
employed a different acidification procedure.
Two of the laboratories also were contracted
to adjust the soil:solution ratio for PH_002M
and to reanalyze all of the samples; the third
laboratory already had been using the
amended ratio. Hence, reanalyses have cor-
rected all data significantly affected by meth-
ods amendments which occurred as the survey
progressed (Byers et al., 1988).

Identical soil preparation methods were
used in preparing soil samples for the two
surveys. The protocols were revised for clarity
in the SBRP survey but the methods remained



comparable. The procedure for selecting a
preparation duplicate for each batch was
refined for SBRP, resulting in better representa-
tiveness of the preparation duplicates.

Comparison of Field Sampling
Method's

As a result of information gathered from
the Northeastern survey exit meeting, the field
sampling protocols were revised to include
clarifications of sampling procedures and
contamination control for the SBRP survey. It
was discovered that the field duplicates in the
Northeastern survey were sampled by two
different methods, i.e., some crews placed
alternate portions of soil from the same hori-
zon into separate bags (the correct method)
while other crews collected twice the normal
amount of sample, performed a simple homo-
genization, and split the sample. The former
method is meant to determine sampling varia-
bility, hence, the data from samples derived by
this method are expected to be more variable
than the data derived by the latter method.
Because of the inconsistent application of the
method, the variances of the Northeastern field
duplicates tend to fluctuate among pedons.
Field duplicates for the SBRP sites were sam-
pled using the correct method. Nevertheless,
overall within-batch variability was expected to
be greater in the SBRP than in the North-
eastern survey because of the additional
sampling variability error contained in the fisld
duplicates that were sampled using the correct
protocol. This does not mean that the routine
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data between region is not comparable, as a
similar methodology was used for routine soil
sampling in each survey. It does suggest,
however, that measurement error in the North-
eastern survey may have been underestimated.
The field sampling audit team did not report
any deviations from the sampling protocols
that would compromise the integrity of the
routine data.

Comparison of Audit Sample
Distribution

Although the SBRP was a less extensive
survey in terms of the total number of samples
collected, two pairs of natural audit samples
were placed in each batch in contrast to one
pair per batch in the Northeastern survey. This
accounts for the similar total number of audit
samples (104 versus 112, respectively), even
though the number of batches in each survey
varied widely. The soil for each audit horizon
type in both regions came from the same bulk
audit sample, hence, data for each subsample
can be compared between regions for any
given parameter. Significant differences could
then be attributed to differing amounts of
measurement error, e.g., differential iaboratory
bias. Since there were four analytical labora-
tories in the Northeastern survey and only
three of those four in the SBRP survey, Labo-
ratory 4 cannot be regionally compared.
Laboratory 3 did not analyze the A or C audit
samples in the Northeastern survey or the Bs
audit horizon in the SBRP survey, hence, com-
parisons for this laboratory can be made only
with data from the Bw and Oa audit horizons.



Section 4

Conclusions and Recommendations

Data Verification

Verification of Data Packages

A number of improvements can be made
in the verification procedure. Principal among
them is the dewvelopment of a computerized
data entry and verification system that will
calculate all of the final data values and pro-
duce a list of flags and data entry errors. This
will provide a much faster turnaround time for
submission of data packages and completion
of the data review phase and confirmation/
reanalysis requests. All raw data needed to
calculate final values could be entered and a
calculation program could be run. This would
facilitate the rapid identification of entry errors
and ultimately reduce the amount of reanalysis
needed. A link between the laboratories and
the quality assurance staff should be estab-
lished that will enable the transfer of prelimi-
nary and final data. The verification program
should be designec to evaluate the quality
control checks and other contractual require-
ments, thereby inducing the laboratories to
assume much of the responsibility for identi-
fication and correction of errant data.

Evaluation of the biind audit samples
should also be made part of the verification
system. However, this portion of the system
would be accessible only to the quality assur-
ance staff. This evaluation would be used in
conjunction with the quality control and sum-
mary checks to determine the acceptance of
batches from the laboratories.

Internal Consistency
The internal consistency checks provided

a meaningful check of routine data for each
analytical parameter. Errors were discovered

130

that might have o