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PHONE: (609) 406-9000

The U.5. Environmental Protection Agency (EPA) has created a program to facilitate the deployment of innovative
technologies through performance verification and information dissemination. The goal of the Environmental
Technology Verification (ETV) Program is to further environmental protection by substantially accelerating the
acceptance and use of improved and more cost-effective technologies. The ETV Program is intended to assist and
inform those involved in the design, distribution, permitting, and purchase of environmental technologies. This
document summarizes the results of a demonstration of the Metorex X-MET 920-P and 940 analyzers.

PROGRAM OPERATION

The EPA, in partnership with recognized testing organizations, objectively and systematically evaluates the
i performance of innovative technologies. Together, with the full participation of the technology developer, they
develop plans, conduct tests, collect and analyze data, and report findings. The evaluations are conducted according
to a rigorous demonstration plan and established protocols for quality assurance. The EPA’s National Exposure
Research Laboratory, which conducts demonstrations of field characterization and monitoring technologies,
selected PRC Environmental Management, Inc., as the testing organization for the performance verification of field

portable X-ray fluorescence (FPXRF) analyzers. ‘

DEMONSTRATION DESCRIPTION

In April 1995, the performance of seven FPXRF analyzers was determined under field conditions. Each analyzer

was independently evaluated by comparing field analysis results to those obtained using approved reference

methods. Standard reference materials (SRM) and performance evaluation (PE) samples also were used to
independently assess the accuracy and comparability of each instrument,

The demonstration was designed to detect and measure a series of inorganic analytes in soil. The primary target
analytes were arsenic, barium, chromium, copper, lead, and zinc; nickel, iron, cadmium, and antimony were
secondary analytes. The demonstration sites were located in Iowa (the RV Hopkins site) and Washington (the
ASARCO site). These sites were chosen because they exhibit a wide range of concentrations for most of the target
metals and are located in different climatological regions of the United States; combined, they exhibit three distinct
soil types: sand, clay, and loam. The conditions at these sites are representative of those environments under which
the technology would be expected to operate. Details of the demonstration, including a data summary and
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| discussion of results, may be found in the report entitled “Environmental Technology Verification Report, Field §
Portable X-ray Fluorescence Analyzer, Metorex X-MET 920-P and 940.” The EPA document number for this
| report is EPA/600/R-97/146.

| The EPA Method 6200 was tested and validated using the data derived from this demonstration. This method may
| be used to support the general application of FPXRF for environmental analysis.

. TECHNOLOGY DESCRIPTION

These analyzers operate on the principle of energy dispersive X-ray fluorescence spectroscopy where the ||
| characteristic energy components of the excited X-ray spectrum are analyzed directly by an energy proportional
response in an X-ray detector. Energy dispersion affords a highly efficient, full-spectrum measurement which ||
| enables the use of low intensity excitation sources (such as radioisotopes) and compact battery-powered, field- }i
| portable electronics. The FPXRF instruments are designed to provide rapid analysis of metals in soil. This }
| information allows investigation and remediation decisions to be made on-site and reduces the number of samples

that need to be submitted for laboratory analysis. In the operation of these instruments, the user must be aware that

FPXRF analyzers do not respond well to chromium and that detection limits may be 5 to 10 times greater than
{ conventional laboratory methods. As with all field collection programs, a portion of the samples should be sent
to a laboratory for confirmatory analyses.

Metorex considers the X-MET 920-P and 940 to have equivalent performance characteristics. Advances in
electronics have led to the redesign of the 920-P into a smaller and lighter version, the X-MET 940. At the time [}
of the demonstration, the 920-P was commercially available while the 940 was tested as a prototype.

These instruments are designed to produce quantitative data on the concentration of metals in soils, sludges, and
| other solids. Each instrument consists of a battery-operated electronics unit and a solid-state probe system (SSPS). |
The SSPS houses two excitation sources and a lithium-drifted (Si[Li]) detector (cooled by liquid nitrogen) for
elemental excitation and detection. The SSPS allows for in situ analysis or the measurement of samples in cups.
Either instrument can be operated and calibrated using site-specific calibration samples or through the use of
fundamental parameters (FP) calibration software. During this demonstration, the FP software was used and fine- |
tuned with the use of one site-specific sample to improve data comparability. During this demonstration, the {|
instruments were configured to report arsenic, barium, cadmium, copper, chromium, iron, lead, nickel, and zinc.
At the time of the demonstration, each instrument cost about $55,000; either could be leased for $6,000 per month,

| VERIFICATION OF PERFORMANCE

| These findings do not distinguish between the two analyzers. The original study design intended to test the
| prototype X-MET 940; however, near the end of the data collection at the ASARCO site, a data acquisition problem
occurred which prevented any additional use of this analyzer. The demonstration was resumed using an X-MET
920-P. It should also be noted that the first 920-P unit also encountered difficulties with data acquisition and was |
replaced by the developer. Although both instruments encountered problems, Metorex technical support was
| responsive to the needs of the demonstration.

The performance characteristics of the X-MET 920-P and 940 include the following:

* Detection limits: Precision-based detection limits were determined by collecting 10 replicate measurements
on site-specific soil samples with metals concentrations 2 to 5 times the expected MDLs. The results were 120
milligrams per kilogram (mg/kg) or less for arsenic, barium, cadmium, copper, lead, nickel, and zinc. The |}
measured value for chromium was 210 mg/kg. A value for iron was not determined due to insufficient samples |
in the required concentration range.

| * Throughput: Average throughput was 10 to 12 analyses per hour using a live count of 240 seconds. This rate
only represents the analysis time since different personnel were used to prepare the samples.
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Drift: This is a measurement of the analyzer’s variability in quantitating a known concentration of a standard
over time. No data was produced for either analyzer to assess drift.

*  Completeness: These instruments produced results for 1,192 of the 1,260 samples for a completeness of 94.6
percent, slightly below the demonstration objective of 95 percent. Software and mechanical problems reduced
completeness.

« Blank results: Lithium carbonate blanks were analyzed periodically throughout the demonstration.
Concentrations of copper and iron were detected in all the blanks.

*  Precision: The goal of the demonstration was to achieve relative standard deviations (RSD) less than 20
pemmt at amaivm c:oncentmtiom of 5 to 10 time:q thc’:: methoc:l dmec:ticm 1imit*»:; "I"hx: RSD values f()r aii analytw

Valams f or iron dﬂd cadrmum were not mpm’t@d due to msufﬁment data.

* Accuracy: Intramethod accuracy was assessed using site-specific PE soil samples and soil SRMs. The results
show that 28 of 38 (73.6 percent) of the analytes in the site-specific PEs were within the quantitative acceptance
range of 80 - 120 percent. The barium and cadmium concentrations were underestimated in all PE samples, and
one of the three measured values for chromium was overestimated. The soil SRM data showed that 19 of 30
or 63 percent of the analytes were in the acceptable range.

¢ Comparability: This demonstration showed these instruments produced data that exhibited a log,-log,, linear
correlation 1o the reference data. The coefficient of determination {rz\ which is a measure of the degree of
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correlation between the reference and field data was 0.94 for arsenic, 0.93 for copper, 0.94 for lead, 0.86 for
zinc, 0.67 for chromium, and 0.43 for barium. Values for cadmium, nickel, and iron were not reported due to
insufficient data.

» Data quality levels: Based on precision and comparability to the reference methods, these instruments
produced definitive level data for arsenic, lead, copper, and zinc and data of qualitative screening level for
chromium and barium. Values for cadmium, nickel, and iron could not be assigned without adequate precision
or comparability data.

The results of this demonstration show that either the Metorex X-MET 920-P or X-MET 940 can provide useful,
cost-effective data for environmental problem-solving and decision-making. Undoubtedly, these instruments will
be employed in a variety of applications, ranging from serving as a complement to data generated in a fixed
analytical laboratory to generating data that will stand alone in the decision-making process. As with any
technology selection, the user must determine what is appropriate for the application and the project data quality
objectives.

o

Gary J. Folg
Director  /
National Exposure Research Laboratory
Office of Research and Development

NOTICE: EPA verifications are based on an evaluation of technology performance under specific, predetermined criteria and the
appropriate quality assurance procedures. EPA makes no expressed or implied warranties as to the performance of the technology
and does not certify that a technology will always, under circumstances other than those tested, operate at the levels verified. The
end user is solely responsible for complying with any and all applicable Federal, State, and Local requirements.
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Foreword

The U.S. Environmental Protection Agency (EPA) is charged by Congress with protecting the Nation's
land, air, and water resources. Under a mandate of national environmental laws, the Agency strives to
formulate and implement actions leading to a compatible balance between human activities and the
ability of natural systems to support and nurture life. To meet this mandate, the EPA’s Office of
Research and Development (ORD) provides data and science support that can be used to solve
environmental problems and to build the scientific knowledge base needed to manage our ecologica
resources wisely, to understand how pollutants affect our hedlth, and to prevent or reduce environmental
risks.

The National Exposure Research Laboratory (NERL) is the Agency’s center for the investigation of
technical and management approaches for identifying and quantifying risks to human health and the
environment. Goals of the Laboratory’s research program are to develop and evaluate technologies for
the characterization and monitoring of air, soil, and water; support regulatory and policy decisions, and
provide the science support needed to ensure effective implementation of environmenta regulations and
strategies.

The EPA’s Superfund Innovative Technology Evauation (SITE) Program evaluates technologies for the
characterization and remediation of contaminated Superfund and Resource Conservation and Recovery
Act (RCRA) corrective action sites. The SITE Program was created to provide reliable cost and
performance data to speed the acceptance of innovative characterization and monitoring technologies.

Effective measurement and monitoring technologies are needed to assess the degree of contamination a a
site, to provide data which can be used to determine the risk to public health or the environment, to
supply the necessary cost and performance data to select the most appropriate technology, and to monitor
the success or failure of a remediation process. One component of the SITE Program, the Monitoring
and Measurement Technologies Program, demonstrates and evaluates innovative technologies to meet
these needs.

Candidate technologies can originate from within the federal government or from the private sector.
Through the SITE Program, developers are given the opportunity to conduct a rigorous demonstration of
their technology’s performance under redlistic field conditions. By completing the evaluation and
distributing the results, the Agency establishes a baseline for acceptance and use of these technologies.
The Monitoring and Measurement Technologies Program is managed by ORD's Environmental Sciences
Division in Las Vegas, Nevada.

Gary J. Foley, Ph.D.

Director

National Exposure Research Laboratory
Office of Research and Development
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Abstract

In April 1995, the U.S. Environmental Protection Agency (EPA) conducted a demonstration of field
portable X-ray fluorescence (FPXRF) analyzers. The primary objectives of this demonstration were (1)
to determine how well FPXRF analyzers perform in comparison to standard reference methods, (2) to
identify the effects of sample matrix variations on the performance of FPXRF, (3) to determine the
logistical and economic resources needed to operate these analyzers, and (4) to test and validate an SW-
846 draft method for FPXRF andysis. The demonstration design was subjected to extensive review and
comment by the EPA’s National Exposure Research Laboratory, EPA Regiona and Headquarters
Superfund technica staff, the EPA’s Office of Solid Waste-Methods Section, and the technology
developers.

Two sites were used for this demonstration: RV Hopkins and the ASARCO Tacoma Smelter. RV
Hopkins is an active steel drum recycling facility and a former battery recycling operation. It is located
in Davenport, lowa. The ASARCO site is a former copper and lead smelter and is located in Tacoma,
Washington. The samples analyzed during this demonstration represented three distinct soil textures:
sand, loam, and clay. The reference methods used to evaluate the comparability of data were EPA SW-
846 Methods 3050A and 60I0A, “Acid Digestion of Sediments, Sludges, and Soils’ and “Inductively
Coupled Plasma-Atomic Emission Spectroscopy,” respectively.

The FPXRF analyzers were designed to provide rapid, rea-time analysis of metals concentrations in soil
samples. This information will dlow investigation and remediation decisions to be made on-site more
efficiently and can reduce the number of samples that need to be submitted for confirmatory analysis. Of
the seven commercidly available analyzers tested, one is manufactured by Niton Corporation (the XL
Spectrum Analyzer); two are manufactured by TN Spectrace (the TN 9000 and TN Pb Analyzer); two are
manufactured by Metorex Inc. (the X-MET 920-P Analyzer and the X-MET 920-MP Analyzer); one is
manufactured by HNU Systems, Inc. (the SEFA-P Analyzer); and one is manufactured by Scitec
Corporation (the MAP Spectrum Anayzer). The X-MET 940, a prototype FPXRF anadyzer developed
by Metorex, was given specia consideration and replaced the X-MET 920-P for part of the RV Hopkins
sample analyses. This environmental technology verification report (ETVR) presents information
regarding the X-MET 920-P and X-MET 940 anayzers. Separate have been published for the
other analyzers demonstrated.

Some operational downtime was experienced by the X-MET 920-P during periods of heavy rainfdl,
resulting in hardware problems which limited the use of the X-MET 940 at the RV Hopkins site. Some
data loss occurred at both sites. Although the cause of this data loss cannot be determined, it is likely
that with additional experience and familiarity with the analyzers, the operator could have reduced this
data loss.

During operations, quantitative data was provided by both analyzers on a real-time basis. The X-MET
920-P and 940 analyzers reported arsenic, chromium, copper, lead, zinc, iron, nickel, cadmium, and
barium. These analyzers used total source count times of 240 live-seconds for this demonstration. These
count times resulted in a sample throughput averaging between 10 and 12 samples per hour.
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The X-MET 920-P and 940 analyzers provided definitive level data (equivalent to reference data) for
copper, arsenic, lead, and zinc. The analyzers produced required qualitative screening level data for
chromium and barium. No assignment of data quality could be made for nickel, iron, or cadmium due to
alack of sufficient data needed to calculate precision, accuracy, or the coefficient of determination.

The analyzers generally exhibited a precision similar to that of the reference methods. They exhibited
precision values ranging between 3 and 25 percent relative standard deviation at 5 times the method
detection limit (MDL) for all of the reported analytes. The analyzers quantitative results were based on
acalibration using the fundamental parameters method. The field-based MDLs were generally 2to 3
times higher than the precision-based MDLs. Except for nickel, the field-based MDLs were higher than
the developer’s published MDLs. This difference was most likely due to count-time differences and to
the differences in the developer’s definition or the demonstration’s definition of MDLS.

This demonstration found that the X-MET 920-P and 940 analyzers were generally smple to operate in
the field. The operator required no specialized experience or training. Ownership and operation of this
analyzer may require specific licensing by state nuclear regulatory agencies. There are special radiation
safety training requirements and costs associated with this type of license. These analyzers can provide
rapid, real-time analysis of the metals content of soil samples at hazardous waste sites. Either analyzer
can quickly distinguish contaminated areas from noncontaminated areas, alowing investigation and
remediation decisions to be made more efficiently on-site which may reduce the number of samples that
need to be submitted for confirmatory analysis. The X-MET 920-P and 940 analyzers were found to be
effective tools for field-based analysis of metals contamination in soil.

viii



Table of Contents

Section Page
Nt . . ettt i
Verification Statement - . . . . ..o iii
FOrEWOId . . ot e Vi
Y 011 Vii
LISt Of FIQUIES  + i ittt e ettt e e e e et e e e e e e Xi
List Of Tables ... Xii
List of Abbreviations and ACroONYMS - . . . Lo i e e Xiii
ACKNOWIEAgMENTS.. . . o e XV
I EXECULIVE SUMMAIY iiiiiiiiiis cr v tnroenossonnasanesssssnnsanasnnsesnnsss 1
2 INrOdUCHION .. e 3
Demonstration Background, Purpose, and Objectives . ... ... .. ..o ... 3
Reference Methods . ... ..o 4
SiteSeleCtiON .. e 5
Predemonstration Sampling - -« oo oo i e 7
Experimental Design . ... ...t 8
Qualitative FaCtors - .- oo i e i e e e e e 10
Quantitative FaCtors . . .o oo e e 10
Evaluation of Analyzer Performance . .. .. ... oo e 13
Deviations from the Demonstration Plan - . . ... .. .. 19
Sample Homogenization . .. ..o ieaaiaaa 21
3 Reference Laboratory ResuUlts . . . ... i i aiaaaan 23
Reference Laboratory Methods - - .. .o i 23
Reference Laboratory Quality Control - . .. ... 24
Quiality Control Review of Reference LaboratoryData . ... ... ... . .. ... ._.... 25
Reference Laboratory Sample Receipt, Handling, and Storage Procedures .. 25
Sample Holding Times . .. ... i i e i 26

Initial and Continuing Calibrations ............ ... .. ... ... 26

Detection LimitS - - - .o i e e e 26
Method Blank Samples .. ... . i 27

Laboratory Control Samples - - ..o o i 27
Predigestion Matrix Spike Samples . ... ... .. i 27
Postdigestion Matrix Spike Samples ... ... ... .. ... 28

Predigestion Laboratory Duplicate Samples .......................... 29

Postdigestion Laboratory Duplicate Samples . ......................... 29

Performance Evaluation Samples ........... ... .. ... .. . . 29
Standard Reference Material Samples. . ... ... ... . .. .. ... .... 30

Data Review, Validation, and Reporting . . . . . . ... ... ... ... ..., 30

iX



Section Paae

Quality Assessment of Reference Laboratory Data - - --------cevmmenaaaon. 31
PrECISION .« oot e 31
ACCUFACY - - - e c e e e e e e o e e e e e e e e e e e e aaaaas 32
REPreseNntatiVeNesS . .. ... vttt 34
COMPIBLENESS . . oottt et e e e e e 34
Comparability - - - - v e 37

Use of Qualified Data for Statistical Analysis . ..., 38

4 X-MET 920-P and 940 ANAlYZErS . ......oouuuniiiiiiii i 41

Theory of FPXRF Analysis - - oo oo e e e e e e 41

Background . ......... ... 42

Operational Characteristics - - - - - - v v v o e e ce e 44
Equipment and ACCESSOMES - -« -+« + v vvv v 44
Operation of the Analyzers - -« ..o a7
Background of the Technology Operator - - - .- --cooummmmmnnana... 47
L5111 T e 47
Reliability - .- 48
Health and Safety . ..........co i e 50
LSt ittt 51

Performance Factors - - - ..o e 52
Detection LimitS - . oot e e e e 52
Throughput - oo e o4
DIt L o4

Intramethod ASSESSMENt - -« o« v v v 54
BlanKS - - - o e o4
COMPIBIENESS . . oottt et e e 35
PrECISION o 35
ACCUIACY - - e s e ee e ee o eee e cae o cae e S7
Comparability - - -« - e e m e 61

Intermethod ASSESSMENt - - - - oo oo e e e eeeiaecaaaaa 62

5 Applications Assessment and Considerations - - - - -« - - - e e e 71

General Operational GUIdaNCE - - - - -« v e i i e e 75

6 References



Figure

2-1

31
3-2
3-3
4-1
4-2
4-3

4-5
4-6
4-7

List of Figures

Page
Sample Preparation and Analysis .. ... 9
Linear and Log-log Data Plots-X-MET 920-P and 940 Analyzers .. ... ... ...... 14
Pre- and Postdigestion Duplicate Samples - - - .« .o i . 32
Reference Method PE and CRM Results - . ... .. oo 35
Reference Method SRM ResUltS . ... ... e 39
Principle of Source Excited X-ray Fluorescence ................c.coiiiinon... 42
Analyzer Comparison Data . ...........e i 50
Critical Zone for the Determination of a Field-based Method Detection Limit
fOr COopper .. 53
Precision vs. Concentration-X-MET 920-P and 940 Analyzers ................ 56
Site-specific PE Sample Results-X-MET 920-P and 940 Analyzers ............. 59
SRM Results-X-MET 920-P and 940 Analyzers ... .. ... .. .. . . . ... 60
PE and CRM Results-X-MET 920-P and 940 Analyzers ..................... 64
Sample Preparation Effect on Lead Results ... .. .. ... ... 7O

Xi



Table

2-1
2-2
31
3-2

3-4
3-5
4-|

4-3
4-4
4-5

4-7
4-8
4-9

4-10

List of Tables

Performance and Comparability Variables Evaluated - ---------oemoaoooon
Criteria for Characterizing Data Quality - - -« -« «ccemaeamma oot
Reference Laboratory Quality Control Parameters - - - -« -covommaa .
SW-846 Method 6010A LRLs for Target Analytes - -----nvmmmmmmmmnaa .
Reference Laboratory Accuracy Data for Target Analytes - -------commnnaaoo..
SRM Performance Data for Target Analytes - - - - -« commm
Leach Percent Recoveries for Select NISTSRMS ...t
X-MET 920-P Instrument Specifications - - - - - -« cmmmmm i n s
X-MET 940 Instrument Specifications - - - -« -« -ceemmmmmmmo
Instrument and Field Operation COStS - - -« -« -« - e v o m i et

Method Detection Limits-X-MET 920-P and 940 Analyzers ..................

Precision Summary-X-MET 920-P and 940 Analyzers - ------ca-ooanaoo..

Accuracy Summary for Site-Specific PE and SRM Results-X-MET 920-P and
940 Analyzers

PE and CRM Results-X-MET 920-P and 940 Analyzers - ----«---ccoaaoao-..
Regression Parameters by Primary Variable-X-MET 920-P and 940 Analyzers - - - -

Regression Parameters for the Sample Preparation Variable and Soil Texture-

X-MET 920-P and 940 Analyzers - - - - -mmmmmme e e

Regression Parameters for the Sample Preparation Variable and Site Name-

X-MET 920-P and 940 Analyzers - - - - - oo
Summary of Data Quality Level Parameters - - -« -« v e umom oot
Summary of Test Results and Operational Features- - - - - - <« - - oo oo iiao oot

Effects of Data Correction on FPXRF Data Comparability to Reference Data
for All In Situ-Prepared Samples . . ...

Xii



List of Abbreviations and Acronyms

a alpha

B beta

ACES automated contaminant evaluation software
Am?*! americium-241

CCB continuing calibration blank

ccv continuing calibration verification

Cd'® cadmium-109

Cl confidence interval

CLP Contract Laboratory Program

cm centimeter

cm? centimeter squared

cm?® cubic centimeter

CRM certified reference material

EPA Environmental Protection Agency

ERA Environmental Resource Associates

ETVR environmental technology verification report
eV electron volt

Fe® iron-55

FP fundamental parameters

FPXRF field portable X-ray fluorescence

ICAL initial calibration

ICP-AES inductively coupled plasma-atomic emission spectroscopy
ICS interference check standard

ICV initial calibration verification

IDW investigation-derived waste

keV kiloelectron volt

LCS laboratory control samples

LED light-emitting diode

100 base 10 logarithm

LRL lower reporting limit

MCA multichannel analyzer

mCi millicurie

MDL method detection limit

mg/kg milligram per kilogram

mE milliliter

mm millimeter

MMTP Monitoring and Measurement Technologies Program
mrem/hr millirems per hour

MRI Midwest Research Institute

NDD Norton Disk Doctor

NERL-ESD National Exposure Research Laboratory-Environmental Sciences Division

Xiii



NIST National institute of Standards and Technology

osw Office of Solid Waste

PAL performance acceptance limit

PARCC precision, accuracy, representativeness, completeness, and comparability
PC personal computer

PE performance evaluation

ppm part per million

PRC PRC Environmental Management, Inc.

psi pounds per square inch

QA quality assurance

QAPP quality assurance project plan

QC quality control

r correlation coefficient

r? coefficient of determination

RCRA Resource Conservation and Recovery Act
RPD relative percent difference

RSD relative standard deviation

RTC Resource Technology Corporation

SD standard deviation

Si(Li) silicon lithium

SITE Super-fund Innovative Technology Evaluation
SOP standard operating procedure

SRM standard reference material

SSPS solid state probe system

TC toxicity characteristic

USGS United States Geological Survey

XPCS X-MET PC System

XRF X-ray fluorescence

Xiv



Acknowledgments

The U.S. Environmental Protection Agency (EPA) wishes to acknowledge the support of all those who
helped plan and conduct this demonstration, interpret data, and prepare this report. In particular, for
demonstration site access and relevant background information, Tom Aldridge (ASARCO) and Harold
Abdo (RV Hopkins); for turnkey implementation of this demonstration, Eric Hess, Patrick Splichal, and
Harry Ellis (PRC Environmental Management, Inc.); for editorial and publication support, Suzanne
Ladish, Anne Witebsky, Karen Bollinger, and Ed Hubert (PRC Environmental Management, Inc.); for
technical and peer review, Paula Hirtz, David Famam, and Alan Bymes (PRC Environmental
Management, Inc.); for analyzer operation, Nate Meyer (PRC Environmental Management, Inc.); for
sample preparation, Scott Schulte, Keith Brown, and Curt Enos (PRC Environmental Management, Inc.);
for EPA project management, Stephen Billets, National Exposure Research Laboratory-Environmental
Sciences Division; and for peer review, Sam Goforth (independent consultant), John Wallace (Wallace
Technologies), Shirley Wasson (National Risk Management Research Laboratory), Brian Schumacher
(National Exposure Research Laboratory), and Bill Engelmann (National Exposure Research
Laboratory). In addition, we gratefully acknowledge the participation of Oliver Fordham, EPA Office of
Solid Waste; Piper Peterson, EPA Region 10; Brian Mitchell, EPA Region 7; and James R. Pasmore,
Metorex, Inc.



Section 1
Executive Summary

In April 1995, the U.S. Environmental Protection Agency (EPA) sponsored a demonstration of field
portable X-ray fluorescence (FPXRF) analyzers. The primary objectives of this demonstration were to
evaluate these analyzersfor: (1) their analytical performance relative to standard anaytical methods,
(2) the influence of sample matrix variations (texture, moisture, heterogeneity, and chemical
composition) on performance, (3) the logistical and economic resources necessary to operate these
technologies in the field, and (4) to test and validate an SW-846 draft method for FPXRF analysis.
Secondary objectives for this demonstration were to evaluate FPXRF analyzers for their reliability,
ruggedness, cost, range of usefulness, data quality, and ease of operation.

This demonstration was intended to provide users a reference measure of performance and to act as a
guide for the application of this technology. In this demonstration, the reference methods for evauating
the comparability of data were SW-846 Methods 3050A and 6010A, “Acid Digestion of Sediments,
Sludges, and Soils’ and “Inductively Coupled Plasma-Atomic Emission Spectroscopy (ICP-AES),”
respectively.

The EPA requested that PRC Environmental Management, Inc. (PRC) assist in the planning,
execution, and reporting on a demonstration of FPXRF analyzers. This demonstration was conducted
under the EPA’s Super-fund Innovative Technology Evaluation (SITE) Program and managed by the
National Exposure Research Laboratory-Environmental Sciences Division (NERL-ESD) under the
Monitoring and Measurement Technologies Program (MMTP), Las Vegas, Nevada.

The FPXRF anayzers tested in this demonstration were designed to provide rapid, rea-time anaysis
of metals concentrations in soil samples. This information will alow investigation and remediation
decisions to be made on-site more efficiently, and it should reduce the number of samples that need to be
submitted for confirmatory analysis. Of the seven commercially available analyzers evaluated, two are
manufactured by Metorex Inc. (the X-MET 920-P Analyzer and the X-MET 920-MP Analyzer); two are
manufactured by TN Spectrace (the TN 9000 and the TN Pb Analyzer); one is manufactured by Niton
Corporation (the Niton XL Spectrum Analyzer); one is manufactured by HNU Systems, Inc. (the SEFA-P
Analyzer); and one is manufactured by Scitec Corporation (the MAP Spectrum Analyzer). The X-MET
940, a prototype FPXRF analyzer developed by Metorex, was given special consideration and replaced
the X-MET 920-P for part of the RV Hopkins sample analyses. The X-MET 920-P and 940 are
essentidly the same instruments, only their physical characteristics differ. This report presents data on
the X-MET 920-P and 940 analyzers. Separate ETVRswill be published for the other analyzers that
were demonstrated.



The target analytes for this demonstration were selected from the Resource Conservation and
Recovery Act's (RCRA) Toxicity Characteristic (TC) list, analytes known to have a high aquatic toxicity,
and analytes likely to produce interferences for the PPXRP analyzers. The primary anaytes for these
comparisons were arsenic, barium, chromium, copper, lead, and zinc; nickel, iron, cadmium, and
antimony were secondary analytes. Because of design considerations, not all of the target analytes were
determined by each instrument.

To demonstrate the analyzers, hazardous waste sites in lowa (the RV Hopkins site) and in the State
of Washington (the ASARCO site) were selected. These sites were selected because they exhibit a wide
range of concentrations for most of the target anaytes, are located in different climatologica regions of
the United States, and combined, they exhibit three distinct soil textures: sand, loam, and clay.

This demonstration found that the two analyzers were smple to operate in the field. However,
unexpected software and hardware problems caused data loss and project downtime. The developer had
provided a training course for the operator that was similar to that provided to a purchaser of the
instrument. The training encompassed enough PPXRP theory and hands-on analyzer use to alow the
operator to manipulate the data collection software and to adjust instrument parameters such as count
times and target analytes. Some of the downtime and data loss encountered could have been avoided
with increased operator experience; however, Metorex provided accessible and timely field support. The
analyzers were portable and capable of operating continuously over a 12-hour work day with appropriate
battery changes. The amost continuous rain encountered at the ASARCO site caused an operational
downtime for the X-MET 920-P Analyzer. Moisture entered the probe causing a source controlling
electronics malfunction, as well as fogging of the source detector window.

The analyzers reported results for lead, arsenic, zinc, copper, nickel, iron, cadmium, barium, and
chromium. Antimony was the only target analyte not reported by the analyzers. The analyzers used two
radioactive sources coupled with a silicon-drifted lithium (Si[Li]), semiconductor, crystal diode detector.
The type and strength of the radioactive sources allowed each instrument to produce religble data at
count times as short as 100 live-seconds. The count times used in this demonstration resulted in a sample
throughput averaging 10 to 12 samples per hour.

The X-MET 920-P and 940 andyzers produced data meeting definitive level criteria (equivalent to
reference data) for arsenic, copper, lead, and zinc. The analyzers produced qualitative screening level
data for chromium and barium. Assignment of data quality levels for cadmium, nickel, and iron could
not be made due to insufficient data.

The analyzers exhibited a precision similar to the reference methods. The chromium data generally
showed the lowest precision of the primary analytes. Site and soil texture did not appear to affect data
comparability. This conclusion is based on data associated with lead and zinc, the two target analytes
evenly distributed, over awide range of concentrations, at al sites and in all soil textures. The use of
fundamental parameters (PP) cdibration seemed to minimize any impact of inter-element interferences.

Based on performance, this demonstration found both the Metorex 920-P and 940 to be effective
tools for characterizing the concentration of metalsin soil samples. Aswith all of the PPXRP analyzers,
unless a user has regulatory approval, confirmatory (reference) sampling and data correction is
recommended when using this technology for Site characterization or remediation monitoring.



Section 2
Introduction

This environmental technology verification report (ETVR) presents information from the
demongtration of the X-MET 920-P and 940 analyzers. These two analyzers, as designed by Metorex,
are identical with the exception of their size and weight. The design of the 940 is based on advances in
microelectronics which alows the data collection, interpretation, and storage unit to be more compact
and lighter. At the time of the demongtration, the X-MET 920-P was commercidly avallable, while the
X-MET 940 was a prototype unit. This ETVR presents information relative to the X-MET 920-P and
940 analyzers. The X-MET 920-P and 940 analyzers use a Si(Li) detector and any combination of three
radioactive sources. cadmium-109 (Cd'®), americium-241 (Am?*!), and iron-55 (F€"). The andyzers
used in this demonstration were equipped with the Cd'® and Am**! sources only. The andyzers can be
operated in an in Situ or intrusive mode. The in Stu mode is commonly called “point-and-shoot”. In this
mode of operation, the point of measurement on the soil surface is cleared of loose debris and organic
matter, the analyzer probe is placed in direct contact with the soil surface, and a measurement is taken.

In the intrusive mode of operation, a soil sample is physicaly collected, dried or sieved, and placed into a
sample cup. The sample cup is placed into an anaysis chamber on the probe and a measurement is taken,

This section provides general information about the demonstration such as the purpose, objectives,
and design. Section 3 presents and discusses the qudlity of the data produced by the reference methods
against which the analyzer was evaluated. Section 4 discusses the X-MET 920-P and 940 analyzers
capabilities, reliability, throughput, accuracy, precison, comparability to reference methods, and other
evaluation factors. Section 5 discusses the potentia applications of the analyzer, presents a method for
data correction, and suggests a framework for a standard operating procedure (SOP). Section 6 lists
references cited in this ETVR.

Demonstration Background, Purpose, and Objectives

The demongtration was conducted under the Monitoring and Measurement Technologies Program
(MMTP), a component of the SITE Program. MMTP is managed by NERL-ESD, Las Vegas, Nevada.
The god of the MMTP is to identify and demonstrate new, innovative, and commercialy available
technologies that can sample, identify, quantify, or monitor changes in contaminants at hazardous waste
gtes. This includes those technologies that can be used to determine the physical characteristics of a dite
more economicaly, efficiently, and safely than conventiona technologies. The SITE Program is
administered by the Nationad Risk Management Research Laboratory, Cincinnati, Ohio.

The purpose of this demonstration was to provide the information needed to fairly and thoroughly
evaluate how well FPXRF analyzers identify and quantify concentrations of metals in soils. The primary
objectives were to evduate FPXRF andyzers in the following aress. (1) their accuracy and precision



relaive to conventional analyticad methods; (2) the influence of sample matrix variations (texture,
moisture, heterogeneity, and chemical composition) on their performances,; (3) the logisticd and
economic resources needed to operate these analyzers; and (4) to test and vaidate an SW-846 draft
method for FPXRF andysis.

Secondary objectives for this demongtration were to evaluate FPXRF andyzers for their reliability,
ruggedness, cost, and range of usefulness, data quality, and ease of operation. The performances of the
FPXRF analyzers were not compared against each other. Instead, the performance of each andyzer was
independently and individually compared to that of conventiona anayticad methods commonly used in
regulatory enforcement or compliance activities. In addition, each analyzer’s performance was assessed
relaive to measurements of standard reference materials (SRM), performance evaluation (PE) samples,
and other quality control (QC) samples.

A special request was made by Mr. Oliver Fordham, the demonstration’s technical advisor, EPA
Office of Solid Waste (OSW), for Midwest Research Ingtitute (MRI) to analyze some of the soil samples
to vaidate the performance of draft Method 3052 “Microwave Assisted Acid Digestion of Ash and Other
Siliceous Wastes.” Thirty percent of the soil samples were extracted using draft Method 3052 and then
analyzed by Method 6010A. The data generated from the draft Method 3052 and Method 6010A
anaysis were not used for comparative purposes to the FPXRF data in this demonstration.

Reference Methods

To assess the performance of each anadyzer, FPXRF data was compared to reference data. The
reference methods used for this assessment were EPA SW-846 Methods 3050A/6010A, which are
considered the standards for metals analysis in soil for environmental applications. For purposes of this
demondtration, the term “reference” was subgtituted for “confirmatory” since the data were used as a
baseline for comparison. In accordance with Federal Acquisition Regulations, MRI was awarded a
subcontract to analyze soil samples using the reference methods. The award was made based on MRI's
costs, ability to meet the demonstration’s quality assurance project plan (QAPP), requirements, and its
position as the only commercia laboratory identified that could perform all the analyses in the required
timeframe.

Method 3050A is the standard acid extraction procedure for determining metals concentrations in
soil samples. It is not a tota digestion method, and it potentially does not extract al the metals in a soil
sample. Method 6010A is the standard method used to andyze Method 3050A extracts. Both of these
methods are described in Section 3.

High quality, well documented reference laboratory results were essentia for meeting the objectives
of the demonstration. For an accurate assessment, the reference methods have to provide a known level
of data quality. For al measurement and monitoring activities conducted by the EPA, the Agency
requires that data quality parameters be established based on the end uses of the data. Data qudity
parameters usually include five indicators of data quality referred to as the PARCC parameters.
precision, accuracy, representativeness, completeness, and comparability. In addition, method detection
limits (MDLs) are often used to assess data quality.

Reference methods were evduated using the PARCC parameters to establish the qudity of data
generated and to ensure that the comparison of FPXRF analyzers to reference methods was acceptable.
The following paragraphs provide definitions of each of the PARCC parameters.



Precision refers to the degree of mutual agreement between replicate measurements and provides an
estimate of random error. Precision is often expressed in terms of relative standard deviation (RSD)
between replicate samples. The term relative percent differences (RPD) is used to provide this estimate
of random errors between duplicate samples.

Accuracy refers to the difference between a sample result and the reference or true value. Bias, a
measure of the departure from perfect accuracy, can be estimated from the reference or true vaue.
Accuracy and bias for the reference laboratory were assessed by evaluating calibration standard linearity,
method blank results and the percent recoveries of matrix spike samples, laboratory control samples
(LCY), standard reference materids (SRMs), and PE samples.

Representativeness refers to the degree to which data accurately and precisely measures the
conditions and characteristics of the parameter of interest. Representativeness for the reference
laboratory was ensured by executing consistent sample collection procedures including sample locations,
sampling procedures, storage, packaging, shipping, equipment decontamination, and proper laboratory
sample handling procedures. Representativeness was ensured by using the appropriate reference method
at its optimum capability to provide results that represented the most accurate and precise measurement it
was capable of achieving. The combination of the existing method requirements supplemented by the
demonstration QAPP provided the guidance to assure optimum performance of the method.
Representativeness was assessed by evaluating caibration standards, method blank samples, duplicate
samples, and PE samples.

Completeness refers to the amount of data collected from a measurement process compared to the
amount that was expected to be obtained. For the reference data, completeness referred to the proportion
of valid, acceptable data generated.

Comparability refers to the confidence with which one data set can be compared to another. Data
generated from the reference methods should provide comparable data to any other laboratory performing
andysis of the same samples with the same analyticd methods. Comparability for the reference methods
was achieved through the use of standard operating procedures (SOPs), EPA-published analytical
methods, and the demonstration QAPP. QC samples that were used to evaluate comparability include:
calibration standards, method blank samples, matrix spike samples, replicate samples, LCSs, SRMs, and
PE samples.

Site Selection

PRC conducted a search for suitable demonstration sites between September and November 1994.
The following criteria were used to select appropriate Sites:

« The site owner had to agree to alow access for the demonstration.

« The site had to have soil contaminated with some or al of the target heavy metds. (Slag, ash, and
other deposits of mineralized metals would not be assessed during the demonstration.)

. The site had to be accessible to two-whed drive vehicles.
« The site had to exhibit one or more of the following soil textures. sand, clay, or loam.
. The gte had to exhibit surface soil contamination.

. The stes had to be sStuated in different climatologica environments.
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PRC contacted NERL-ESD, regiona EPA offices, state environmenta agencies, metals fabrication,
and smelting contacts to create an initia list of potential demonstration sites. PRC received considerable
assistance from the EPA RCRA and Superfund branches in Regions 4, 6, 7, 8, 9, and 10. PRC aso
contacted the Montana Department of Health and Environment, the Nevada Bureau of Mines and
Geology, the Oklahoma Department of Environmenta Quality, the Arizona Department of
Environmental Quality, the Missouri Department of Natural Resources, the Arizona Bureau of Geology,
and the New Mexico Bureau of Mines and Minera Resources. PRC surveyed its offices in Kansas City,
Kansas;, Atlanta, Georgia; Denver, Colorado; Dallas, Texas, Albuquerque, New Mexico; Helena,
Montana; Chicago, lllinois;, Seattle, Washington; and San Francisco, California, for information
regarding potential sites. These PRC offices have existing RCRA, Superfund, or Navy environmental
contracts that allow access to regiona, state, and federal site information. PRC also used the Record of
Decision Scan database (Morgan and others 1993) to search for appropriate Sites.

PRC screened 46 potential Sites based on the site-selection criteria with the assistance of the various
contacts listed above. Based on this screening, PRC and EPA determined that the RV Hopkins and
ASARCO sites met most of the Site-selection criteria, and therefore, would be the sites used for the
demonstration.

The ASARCO site consists of 67 acres of land adjacent to Commencement Bay. The site is marked
by steep dopes leading into the bay, a dag fill that was used to extend the original shoreline, a cooling
water pond, and the various buildings associated with the smelting process. Partid facility demolition
was conducted in 1987. Most of the buildings were demolished between 1993 and 1994. The only
buildings remaining are the Fine Ore Building, the Administrative Building, and a Maintenance Garage.

Past soil sampling results have targeted four genera aress of the Site as acceptable candidates for this
demonstration: the plant administration area, the former cooling pond, the 1987 demolition area, and
certain off-site resdential areas adjacent to the smelter stack. Previous sampling has shown surficial
soils to be more contaminated than subsurface soils. Arsenic, copper, and lead are the predominant
contaminants in the local soils. The highest arsenic concentrations were found in the soils around the
former arsenic kitchen, aong with cadmium and mercury. The soils around the former cooling pond
contained the highest copper concentrations and high levels of silver, sdenium, barium, and chromium.
Lead concentrations are highest northeast of the arsenic plant.

Much of the smelter site is covered with artificia fill material of varying thickness and composition.
Two general types of fill are found on-site: granular and sag. The composition of the granular fill
material ranges from sand to silt with demolition debris and Slag debris mixed throughout. The dag fill
is a solid, fractured media restricted to the plant site. The surface soil in the plant administration area has
alayer of dag particles on top, ranging from 1 to 3 inches thick. Surficial materia in the parking lot area
and southwest of the stack is mostly of glacia origin and composed of various mixtures of sand, gravel,
and cobbles. The soils around the former cooling pond are fine-grained lacustrine slts and clays.
Alluvium upgradient of the former cooling pond has been amost entirely covered with granular fill
materid. Generally, soils in the arsenic kitchen and stack hill areas are sand mixed with gravel or sandy
clay mixed with cobbles. No dag was analyzed as part of this demonstration.

The RV Hopkins site is located in the west end of Davenport, lowa. The facility occupies
approximately 6.68 acres in a heavy industrial/commercial zoned area. Industrial activities in the area of
the RV Hopkins property included the manufacture of railroad locomotive engines during the mid-1800's.
The RV Hopkins property was a rock quarry during the late 1800's. Aerid surveys beginning in 1929
show that the rock quarry occupied the mgjority of the ste initially, gradualy decreasing until it was
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completely filled by 1982. It was reported that the site was used to dispose of demoalition debris,
automotive, and scrap metal. The Site also has been used by a company that recycled lead acid batteries.

RV Hopkins began operating as a drum reconditioner in 1951 across the street from its current
location. In 1964, the site owner reportedly covered the former quarry area of the site with foundry sand.
No foundry sand was analyzed as part of this demonstration. RV Hopkins receives between 400 and 600
drums per day for reconditioning, accepting only drums that meet the definition of “empty” according to
40 Code of Federal Regulations 261.7. Most of the drums received at the facility come from the paint,
oil, and chemical industries. The surrounding area is reported to be underlain by Devonian-aged
Wapsipinicon Limestone, and gray-green shale, lime mud, and sand stringers dating back to the
Pennsylvanian age.

The RV Hopkins property is composed of five buildings: the office and warehouse, a warehouse
used to store drums of hazardous waste and a waste pile, a manufacturing building, a drum reclamation
furnace, and a cutting shed. The office and the warehouse are located on the southwest comer of the site.
Areas investigated on each site include the furnace area, the old and new baghouses, the former drum
storage area on the north end of the facility, the former landfill, and a drainage ditch. Mgor
contaminants include barium, lead, chromium, and zinc, as well as lesser concentrations of other metals,
such as copper and nickel, pesticides, and volatile organic compounds.

Based on historical data, the most concentrated contaminants in the furnace area are chromium, lead,
and zinc. The highest concentrations of these elements are at the furnace entrance, as opposed to the
furnace exit. The concentrations of lead are higher in the old baghouse than in the new, while the new
baghouse exhibits a higher concentration of chromium, as well as high iron, lead, and barium
concentrations. The former landfill has concentrations of barium, chromium, lead, nickel, and zinc
greater than 1,000 mg/kg. Lead is the most prevalent contaminant in the former drum storage area with
lesser concentrations of barium, chromium, and zinc.

Predemonstration Sampling

Predemonstration sampling was conducted a both Sites between December 5 and 14, 1994. These
sampling events had the following objectives:

. To provide data on, or verify, the extent of surface contamination a each Site and to locate
optimum sampling areas for the demonstration.

. To dlow the developers to analyze samples from the demonstration sites in advance of the
demonstration, and if necessary, refine and recalibrate their technologies and revise their operating
instructions.

. To evaluate samples for the presence of any unanticipated matrix effects or interferences that might
occur during the demonstration.

« To check the quality assurance (QA) and QC procedures of the reference laboratory.

One hundred soil samples were analyzed on each site by the FPXRF analyzers during the
predemongtration  sampling activities. The samples represented a wide range in the concentration of
metals and soil textures. Thirty-nine samples were submitted for reference method analysis using EPA
SW-846 Methods 3050A/6010A. Twenty-nine of these samples were split and sent to the developers.
Nine field duplicates were collected and submitted for reference method analysis to assess proposed
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sample homogenization procedures. One purchased PE sample dso was submitted to the reference
laboratory to provide an initial check of its accuracy.

Additionaly, three samples representing low, medium, and high concentrations were collected at
each dte. These samples were dried, ground, and then analyzed by six independent laboratories before
the demonstration began to create site-specific PE samples. These samples were analyzed with
laboratory-grade X-ray fluorescence (XRF) anayzers.

Experimental Design

The experimenta design for this demonstration was developed to meet the primary and secondary
objectives stated above, and was approved by al demonstration participants prior to the start of the
demondtration. The design is detailed in the demonstration plan and is summarized below.

Approximately 100 soil samples were collected from each of three target soil textures: clay, loam,
and sand. This variety of soil textures alowed the examination of the effect of soil texture on data
comparability. Splits of these samples were analyzed by al FPXRFs and by the reference methods.

The X-MET 920-P and 940 analyzers can be operated in either the in Situ or intrusive mode. The
two modes of FPXRF anaysis involve dightly different measurement and sampling procedures (Figure
2-1). Each procedure was designed to reflect common applications of FPXRF analyzers. For in situ
anayss, an area 4 inches by 4 inches square was cleared of al vegetation, debris, and gravel larger than
2 millimeters (mm) in diameter. Each analyzer then took one in Situ measurement in the middle of each
sample area. This data point represented FPXRF in situ measurements for unprepared soils (in situ-
unprepared). Replicate measurements were taken a 4 percent of these locations to assess analyzer
precision. All replicate measurements were taken from the same spot in the sampling area.

After the in situ-unprepared analysis was complete at a given location, the soil within the 4-inch by
4-inch square was removed to a depth of 1 inch and homogenized in a plastic bag. This produced a soil
sample of approximately 375 grams or 250 cubic centimeters (cm®). Sample homogenization was
monitored by adding 1 to 2 grams of sodium fluorescein salt (which fluoresces when exposed to
ultraviolet light) to the sample homogenization bag. During the predemonstration, it was determined that
sodium fluorescein did not affect the FPXRF or reference method analysis. Sample homogenization took
place by kneading the sample and sodium fluorescein sdt in a plastic bag for 2 minutes. After this
period, the sample preparation technician examined the sample under ultraviolet light to assess the
distribution of sodium fluorescein. If the sodium fluorescein salt was not evenly distributed, the
homogenization and checking process were repeated until the sodium fluorescein was evenly distributed.
This monitoring process assumed that thorough distribution of sodium fluorescein was indicative of good
sample homogenization. The effectiveness of this homogenization is discussed later in this section.

The homogenized sample was then spread out inside a I-inch-deep petri dish. Each FPXRF analyzer
took one measurement from this homogenized materia. This represented the homogenized sample
anaysis for the in situ anayzers (in stu-prepared). This approximated the common practice of sample
homogenization in a plastic bag and subsequent sample measurement through the bag. Replicate
measurements were also collected from 4 percent of these samples to assess analyzer precison. These
replicate measurements were made on the same soils as the unprepared precison measurements.
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Figure 2-1. Sample Preparation and Analysis: This flowchart depicts the handling procedures for each
sample taken during the demonstration.



Following the in situ-prepared procedure, the sample material was passed through a No. 10 mesh
seve (2-mm openings) and approximately 10 grams of this material was placed in a sample cup for
analysisin an intrusive mode. The same sample cup was used for each FPXRF analyzer. Replicate
measurements were collected from 4 percent of these samples to assess analyzer precision. These
replicate measurements were made on the same soils as thein situ-prepared precision measurements,
These data represented FPXRF intrusive mode measurements on soils with no sample preparation
(intrusive-unprepared). Sample material from this preparation step was collected and submitted to the
reference laboratory for analyss.

Following the intrusive-unprepared procedure, a portion of the soil sample was dried in a convection
oven at 110°C for 1 hour and ground with a mortar and pestle until it passed through a No. 40 stainless-
steel sieve (0.425mm openings). These samples were then analyzed in the intrusive mode. Four percent
of these samples underwent replicate measurements to evaluate analyzer precision. These replicate
measurements were performed on the same soils as in the intrusive-unprepared precision measurements.
This data represented FPXRF intrusive measurements on prepared soils (intrusive-prepared).

These preparation procedures allowed the evaluation of the effects of sample preparation on FPXRF
comparability to reference data.

Qualitative Factors

There are a number of factors important to data collection that are difficult to quantify and must be
evaluated qualitatively. These are considered qualitative factors. One such factor was the amount of
learning required to operate a given FPXRF analyzer. To assess this factor, PRC operators were trained
by the developers on how to operate their respective FPXRF analyzers. All operators met or exceeded
the developers minimum requirements for education and previous experience. Demonstration
procedures were designed to simulate routine field conditions as closely as possible. The developers
trained the operators using their respective operator training manuals. Based on this training and field
experience, the operators prepared a subjective evauation assessing the training and technology
operation during the demonstration (Section 4).

Many analytical methods exhibit significant “operator effects," in which individual differences in
sample preparation or operator technique result in a significant effect on the numerical results. To reduce
the possible influence of operator effects, a single operator was used to operate each FPXRF analyzer.
While this reduced some potential error from the evaluation, it did not alow the anayzers to be
evaluated for their susceptibility to operator-induced error. A single operator was used to analyze all of
the samples at both sites during this demonstration. Sample preparation variation effects were minimized
in the field by using the same personnel to prepare samples. To eliminate the influence of operator
effects on the reference method analysis, only one reference laboratory was used to analyze the samples.
Based on this design, there can be no qualitative estimate of the “operator” effect.

Quantitative Factors

Many factors in this demonstration could be quantified by various means. Examples of quantitative
factors evaluated during this demonstration include analyzer performance near regulatory action levels,
the effects of sample preparation, effects of microwave sample drying, count times, health and safety
considerations, costs, and interferences.
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The data developed by the FPXRF analyzers were compared to reference data for the following
primary analytes: arsenic, barium chromium, copper, lead, and zinc; and for the following secondary
analytes: nickel, iron, cadmium, and antimony. The X-MET 920-P and 940 reported all of these analytes
except antimony.

Evaluations of analyzer data comparability involved examining the effects of each site, soil texture,
and sample preparation technique on performance and comparability (Table 2-1). Two sites were
sampled for this demonstration and, therefore, two site variables were examined (RV Hopkins and
ASARCO sites). These sites produced samples from three distinct soil textures and, therefore, three soil
variables were examined (clays, sands, and loams). Four sample preparation steps were used: (1)in situ-
unprepared, (2) in situ-prepared, (3) intrusive-unprepared, and (4) intrusive-prepared. These variables
were nested as follows: each site was divided into RV Hopkins and ASARCO data sets; the RV Hopkins
data represented the clay soil texture, and the ASARCO data was divided into sand and loam soil
textures; then each soil texture was subdivided by the four soil preparations. These variables allowed the
examination of particle size and homogenization effects on data comparability. These effects were
believed to have the greatest potential impact on data comparability.

Table 2-1. Performance and Comparability Variables Evaluated

Site Name (315) Soil Texture (315) | Preparation Step [1,260]

ASARCO (215) Sand (100) in situ-unprepared [I00]
in situ-prepared [I00]
intrusive-unprepared [I00]
intrusive-prepared [l00]
Loam (115) in situ-unprepared [115]
in situ-prepared [115]
intrusive-unprepared [115]
intrusive-prepared [115]
RV Hopkins (100) Clay (100) in situ-unprepared [l100]
in situ-prepared [l00]
intrusive-unprepared [100]
intrusive-prepared [I00]
Notes: () Total number of sample points.

[] Total number of measurements taken.

Of greatest interest to usersis analyzer performance near action levels. For this reason, samples were
approximately distributed as follows: 25 percent in the 0 - 100 mg/kg range, 50 percent in the 100 - 1,000
mg/kg range, and 25 percent in the greater than 1,000 mg/kg range. The lower range tested analyzer
performance near MDLs; the middle range tested analyzer performance in the range of many action
levels for inorganic contaminants; and the higher range tested analyzer performance on grossly
contaminated soils. All samples collected for the demonstration were split between the FPXRF analyzers
and reference laboratory for anaysis. Meta concentrations measured using the reference methods were
considered to represent the “true” concentrations in each sample. Where duplicate samples existed,
concentrations for the duplicates were averaged and the average concentration was considered to
represent the true value for the sample pair. Thiswas specified in the demonstration plan. If one or both
samples in a duplicate pair exhibited a nondetect for a particular target anayte, that pair of data was not
used in the dtatistical evaluation of that analyte. The reference methods reported measurable
concentrations of target analytes in al of the samples analyzed.
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In addition to the quantitative factors discussed above, the common FPXRF sample preparation
technique of microwave drying of samples was evaluated. Sample temperatures during this procedure
can be high enough to melt some mineral fractions in the sample or combust organic matter. Severa
metals that present environmental hazards can volatilize at elevated temperatures. Arsenic sublimes at
188 “C, within the potential temperature range achieved during microwave drying of samples. To assess
this effect, 10 percent of the homogenized, crushed, oven-dried, and sieved samples were split and heated
in a microwave oven on high for 3 minutes. This time was chosen to approximate the common
microwave drying times used in the field. These split samples were then submitted for reference
analysis. The reference data for these samples were compared to the corresponding reference data
produced from the convection oven-dried sample. These data showed the effects of the microwave
drying variable on analyte concentration. This was aminor variable and it was only evaluated for the
reference laboratory in an attempt to identify any potential effect on data comparability.

Another quantitative variable evauated was the count time used to acquire data. During the formal
sample quantitation and precision measurement phase of the demonstration, the count times were set by
the developers and remained constant throughout the demonstration. Count times can be tailored to the
best results for specific target analytes. The developers, however, selected count times that produce the
best compromise of results for the entire suite of target analytes. To alow a preliminary assessment of
the effect of count times, select soil samples were analyzed in replicate using count times longer and
shorter than those set by the developers. This alowed the evaluation of the effects of count times on
analyzer performance. Since sample throughput can be affected by adjusting count times, operators used
only the developer-specified count times throughout the demonstration.

An important hedlth and safety issue during the demonstration was the effectiveness of radioactivity
shielding of each FPXRF anayzer. Occasiona radiation readings were quantitatively made with a
gamma ray detector near each analyzer to assess the potential for exposure to radiation.

A compilation of the costs associated with the use of each FPXRF analyzer was another important
evaluation factor. Cost includes analyzer purchase or rental, expendable supplies, such as liquid nitrogen
and sample cups, and nonexpendable costs, such as labor, licensing agreements for the radioactive
sources, operator training costs, and disposal of investigation-derived waste (IDW). Thisinformation is
provided to assist a user in developing a project cost analysis.

Factors that could have affected the quantitative evaluations included interference effects and matrix
effects. Some of these effects and the procedures used to evaluate their influence during this
demonstration are summarized below:

. Heterogeneity: For in situ-unprepared measurements, heterogeneity was partially controlled by
restricting measurements within a 4-by-4-inch area. For measurements after the initial point-and-
shoot preparation, heterogeneity was minimized by sample homogenization. This effect was
evaluated through the sample preparation data.

. Particle Size: The effect of particle size was evaluated with the two intrusive sample preparations.
Theoreticaly, precision and accuracy should increase as particle size decreases and becomes more
uniform.

« Moisture Content: It has been suggested that major shifts in sample moisture content can affect a
sample’s relative fluorescence. This effect could not be evauated as thoroughly as planned
because of the small difference in sample moisture content observed a the two sites. This effect
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was partialy examined in the comparison of analyzer performance between intrusive-unprepared
and intrusive-prepared analyses. This step in sample preparation involved drying and grinding.

. Overlapping Spectra of Elements: Interferences result from overlapping spectra of metals that emit
X-rayswith similar energy levels. The reference method analysis provided data on the
concentration of potential interferants in each sample.

Evaluation of Analyzer Performance

Metals concentrations measured by each analyzer were compared to the corresponding reference
laboratory data, and to the QA/QC sample results. These comparisons were conducted independently for
each target analyte. These measurements were used to determine an analyzer’s accuracy, data quality
level, method precision, and comparability to reference methods. PE samples and SRM samples were
used to assess analyzer accuracy. Relative standard deviations (RSD) on replicate measurements were
used to determine analyzer precision. These data were also used to help determine the data quality of
each PPXRP analyzer's output. The data comparability and quality determination was primarily based
on a comparison of the analyzer’s data and the reference data. Linear regression and a matched pairt-
test were the statistical tools used to assess comparability and data quality.

A principal goal of this demonstration was the comparison of PPXRP data and the reference
laboratory data. EPA SW-846 Methods 3050A/6010A were selected as the reference methods because
they represent the regulatory standard against which PPXRP is generally compared. In comparing the
PPXRP data and reference data, it is important to recognize that, while similar, the process by which the
data are obtained is not identical. While there is significant overlap in the nature of the samples being
measured, there are al'so major differences. These differences, or “perspectives,” allow the user to
characterize the same samplein slightly different ways. Both have arolein site characterization and
remediation. It is important to consider these differences and the measurement error intrinsic to each
method when comparing the PPXRP method against a reference method.

The reference methods chosen for this analysis involve wet chemical analysis and partial digestion of
approximately 1 to 2 grams of sample (approximately 0.25 cubic centimeters (cm®) depending on sample
bulk density). The digestion process extracts the most acid-soluble portion of the sample, which
represents the material from most surfaces, and clay and carbonate minerals. Since the digestion is not
complete, the less acid-soluble components are not digested and are not included in the analysis. These
components may include the coarser-grained quartz, feldspar, lithic components, and certain metal
complexes. In contrast, PPXRP analyzers generally produce X-ray excitation in an area of approximately
3 cm? to a depth of approximately 2.5 centimeters. This equates to a sample volume of approximately 7.5
cm®. X-rays returning to the detector are derived from all matrix material including the larger-grained
quartz, feldspar, lithic minerals, metal complexes, and organics. Because the PPXRP method analyzes all
material, it represents a total analysis in contrast to the reference methods, which represent a select or
partial analysis. This difference can result in PPXRP concentrations that are higher than corresponding
reference data when metals are contained within nonacid soluble complexes or constituents. It is
important to note that if metals are contained in nonacid soluble complexes, a difference between the
PPXRP analyzers and the reference methods is not necessarily due to error in the PPXRP method but
rather to the inherent differences in the nature of the analytica methods.

The comparison of PPXRP data and the reference data employs linear regression as the primary

dtatistical tool. Linear regression analysis intrinsically contains assumptions and conditions that must be
valid for the data set. Three of the most important assumptions are: (1) the linearity of the relationship,
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(2) the confidence interval and constant error variance, and (3) an insignificant measurement error for the
independent variable (reference data).

The first assumption requires that the independent variable (reference data) and the dependent
variable (FPXRF data) are linearly related and are not related by some curvilinear or more complex
relationship. This linearity condition applies to either the raw data or mathematical transformations of
the raw data. Figure 2-2 illustrates that FPXRF dataand reference data are, in fact, related linearly and
that this assumption is correct.
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Figure 2-2. Linear and Log-log Data Plots-X-MET 920-P and 940 Analyzers: These graphs
illustrate the linear relationship between the X-MET 920-F and 840 analyzer data and the reference
data. The linear data plots illustrate the concentration dependence of this relationship with
increased scatter at higher concentrations. The log-log plots eliminate this concentration effect.
Scatter is relatively constant over the entire plot.

The second assumption requires that the error be normally distributed, the sum to equal zero, be
independent, and exhibit a constant error variance for the data set. Figure 2-2 illustrates that for raw
data, this assumption is not correct (at higher concentrations the scatter around the regression line
increases), but that for the logarithmic transformation (shown as a log-log plot) of the data, this
assumption is valid (the scatter around the regression line is relatively uniform over the entire
concentration range). The change in error distribution (scatter) evident in the untransformed data results
in the disproportionate influence of large data values compared with small data values on the regression
anaysis.

The use of least squares linear regression has certain limitations. Least squares regression provides a
linear equation, which minimizes the squares of the differences between the dependent variable and the
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regression line. For data sets produced in this demonstration, the variance was proportiona to the
magnitude of the measurements. That is, a measurement of 100 parts per million (ppm) may exhibit a 10
percent variance of 10 ppm, while a 1,000 ppm measurement exhibits a 10 percent variance of 100 ppm.
For data sets with a large range in values, the largest measurements in a data set exert disproportionate
influence on the regression analysis because the least squares regression must account for the variance
associated with the higher valued measurements. This can result in an equation that has minimized error
for high values, but amost neglects error for low values because their influence in minimizing dependent
variable error is smal or negligible. In some cases, the resulting equations, biased by high-value data,
may lead to inappropriate conclusions concerning data quality. The range of the data examined for the
analyzers spanned between 1 and 5 orders of magnitude (e.g., 10 - 100,000 ppm) for the target analytes.
This wide range in values and the associated wide range in variance (influenced by concentration)

created the potentia for this problem to occur in the demonstration data set. To provide a correlation that
was equaly influenced by both high and low values, logarithms (logw) of the dependent and independent
variables were used, thus, scaling the concentration measurements and providing equal weight in the least
squares regression analysis to both small and large values (Figure 2-2). All statistical evaluations were
carried out on loguw transformed data.

The third assumption, requiring an insignificant measurement error in the reference data, was not true
for al analytes. The consequences of measurement error vary depending on whether the error is caused
by the reference methods or the FPXRF method. If the error is random or if the error for the reference
methods is small compared to the total regression error, then conventiona regression analysis can be
performed and the error becomes a part of the random error term of the regression model. This error
(based on the loguo transformed data) is shown in the regression summary tables in Section 4 as the
“standard error.” In this case, deviations from perfect comparability can be tied to an analyzer’s
performance. If the error for the reference methods is large compared to the total error for the correlation
of the FPXRF and the reference data, then deviations from perfect comparability might be due in part to
measurement error in the reference methods.

It is a reasonable assumption that any measurement errors in either the reference or FPXRF methods
are independent of each other. This assumption applies to either the raw data or the log,, transformed
data. Given this assumption, the tota regression error is gpproximately the sum of the measurement error
associated with the reference methods and the measurement error associated with the FPXRF method.
The reference methods' precision is a measure of independent variable error, and the mean square error
expressed in the regression analysis is a relative measure of the total regression error that was determined
during the regression analysis. Precision data for the reference methods, obtained from RPD analyses on
the duplicate samples from each site, for each analyte, indicated the error for the reference methods was
less than 10 percent of the total regression error for the target analytes. Subsequently, 90 percent of the
total measurement error can be attributed to measurement error associated with the analyzers. Based on
these findings, the reference data does adlow unambiguous resolution of data quality determination.

The comparison of the reference data to the FPXRF data represents the intermethod comparison. All
reference and QA/QC data were generated using an EPA-approved definitive level analytical method. If
the data obtained by an analyzer were statistically similar to the reference methods, the analyzer was
considered capable of producing definitive level data. As the statistical significance of the comparability
decreased, an anayzer was considered to produce data of a correspondingly lower quality. Table 2-2
defines the criteria that determined the analyzer's level of data quaity (EPA 1993).

Data from this demonstration were used to assign analyzer data into one of three data quality levels
asfollows: (1) definitive, (2) quantitative screening, and (3) qualitative screening. Thefirst two data
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quality levels are defined in EPA guidance (1993). The qualitative screening level criteria were defined
in the demonstration plan (PRC 1995) to further differentiate the screening level data

Table 2-2. Criteria for Characterizing Data Quality

Data Quality Level Statistical Parameter®®

Definitive Level ?=0.85t0 1.0. The precision (RSD) must be less than or equal to
10 percent and inferential statistics indicate the two data sets are statistically
similar.
Quantitative = 0.70 to 1 .0. The precision (RSD) must be less than 20 percent, but the
Screening Level inferential statistics indicate that the data sets are statistically different.
Qualitative = less than 0.70. The precision (RSD) is greater than 20 percent. The data
Screening must have less than a 10 percent false negative rate.
Notes: * The statistical tests and parameters are discussed in Section 4, Intermethod Comparison.”

* The regression parameters apply to either raw or logwo transformed data sets. The precision
criteria apply to only the raw data.

 Coefficient of determination.
RSD Relative standard deviation.

Definitive level data are considered the highest level of quality. These data are usually generated
from rigorous analytical methods such as those approved by the EPA or ASTM. The datais
analyte-specific with confirmation of analyte identity and concentration. In addition, either analytical or
total measurement error must be determined. Definitive data may be generated in the field, as long as the
QA/QC requirements are satisfied.

Quantitative screening data provide unconfirmed analyte identification and quantification, athough
the quantification may be relatively imprecise. It is commonly recommended that at least 10 percent of
the screening data must be confirmed using analytical methods and QA/QC procedures and criteria
associated with definitive data, The quality of unconfirmed screening data cannot be determined.

Qualitative screening level data indicates the presence or absence of contaminants in a sample, but
does not provide reliable concentration estimates. The data may be compound-specific or specific to
classes of contaminants. Generaly, confirmatory sampling is not required if an analyzer’s operation is
verified with one or more check samples.

At the time of this demonstration, approved EPA methods for FPXRF did not exist. As part of this
study, PRC prepared draft Method 6200 “Field Portable X-Ray Fluorescence Spectrometry for the
Determination of Elemental Concentrations in Soil and Sediment.” The draft method has been submitted
for inclusion in Update 4 of SW-846 scheduled for approva in FY-97. For purposes of this
demonstration, the absence of a current EPA-approved finad method did not preclude the analyzers data
from being considered definitive. The main criterion for data quaity level determination was based on
the comparability of each anayzer's data to the data produced by the reference methods, as well as
analyzer-specific criteria such as precision as defined in Table 2-2.

The comparability data set for each analyzer consisted of 1,260 matched pairs of reference method
datafor each target analyte. This data set was analyzed as a whole and then subdivided and analyzed
with respect to each of the variableslisted in Table 2-1. This nesting of variables allowed the
independent assessment of the potentia influence of each variable on comparability.
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To obtain an adequate data set to evaluate the performance of the anayzers, atotal of 315 soil
samples was analyzed by the reference laboratory. These samples were analyzed by the Metorex
analyzers for each of the four sample preparation steps. This produced an equivalent set of 1,260 data
values, 630 in each mode in situ or intrusive. Seventy of the 315 samples submitted to the reference
laboratory were split and submitted as field duplicates to assess the sample homogenization process.
Thirty-three of the 315 samples were aso split and microwave-dried, then submitted for reference
method analysis to assess the effect of microwave drying. Of the 315 samples submitted for reference
method analysis, 215 were collected from the ASARCO site and 100 were collected from the RV
Hopkins site. Approximately twice as many samples were collected at the ASARCO site because two of
the target soil textures (sands and loams) were found there. Only one target soil texture (clay) was found
at the RV Hopkins site.

Evaluation of the influence of the site and soil variables was limited to the examination of the lead
and zinc data. These were the only primary analytes that exhibited a wide distribution of concentrations
across all sites and soil textures. The effects of sample preparation variables were evaluated for all target
analytes. If the evaluation of the influence of a given variable did not result in a better correlation, as
exhibited by a higher coefficient of determination () and smaller standard error of the estimate (using
logwo transformed data), then the influence was considered to be insignificant. However, if the correlation
worsened, the cause was examined and explained. If the correlation improved, resulting in a higher
value and reduced standard error of the estimate, then the impact of the variable was considered

significant. For example, if the £ and standard error of the estimate for a given target analyte improved
when the data set was divided into the four sample preparation steps, the sample preparation variable was
determined to be significant. Once this was determined, the variables of site and soil texture were
evaluated for each of the four sample preparations steps. If the site or soil texture variable improved the
regression parameters for a given soil preparation, then that variable was also considered significant.

After the significant variables were identified, the impact of anayte concentration was examined.
This was accomplished by dividing each variable’s logwo transformed data set into three concentration
ranges. 0- 100 mg/kg; 100- 1,000 mg/kg; and greater than 1,000 mg/kg. Then, linear regression
analysis was conducted on the three data sets. If this did not result in improved r? values and reduced
standard errors of the estimate, the relationship between the analyzer’ s loguo transformed data and the
logwo transformed reference data was considered linear over the entire range of concentrations
encountered during the demonstration. This would mean that there was no concentration effect.

Numerous statistical tests have been designed to evauate the significance of differences between two
populations. In comparing the performance of the FPXRF analyzers against the reference methods, the
linear regression comparison and the paired t-test were considered the optimal statistical tests. The
paired t-test provides a classic test for comparing two populations, but is limited to anaysis of the
average or mean difference between those populations. Linear regression analysis provides information
not only about how the two populations compare on average, but also about how they compare over
ranges of values. Therefore, this statistical analysis provides information about the structure of the
relationship; that is, whether the methods differ at high or low concentrations or both. It also indicates
whether the FPXRF data is biased or shifted relative to the reference data.

Linear regression provides an equation that represents aline (Equation 2-1). Five linear regression
parameters were considered when assessing the level of data quality produced by the FPXRF analyzers,
This assessment was made on the loguo transformed data sets. The five parameters were the y-intercept,
the dope of the regression line, standard error of the estimate, the correlation coefficient (r), and 2. In
linear regression analysis, the r provides a measure of the degree or strength of the correlation between
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the dependent variable (log,, transformed FPXRF data), and the independent variable (log,, transformed
reference data). Ther® provides a measure of the fraction of total variation which is accounted for by the
regression relation (Havlick and Crain 1988). That is, it is ameasure of the scatter about a regression
line and, thus, is a measure of the strength of the linear association.

Y=mX + b
where

b is the y-intercept of the regression line, m is the slope of the regression line,
and Y and X are the log,, transformed dependent and independent variables, respectively

Values for r vary from 1 to -1, with either extreme indicating a perfect positive or negative
correlation between the independent and dependent variables. A positive correlation coefficient indicates
that as the independent variable increases, the dependent variable also increases. A negative correlation
coefficient indicates an inverse relaionship, as the independent variable increases the dependent variable
decreases. An ¢ of 1.0 indicates that the linear equation explains all the variation between the FPXRF
and reference data. As ther? departs from 1.0 and approaches zero, there is more unexplained variation,
due to such influences as lack of perfect association with the dependent variable (loguwo transformed
FPXRF data), or the influence of other independent variables.

If the regression correlation exhibited an r* between 0.85 and 1.0, the FPXRF data were considered to
have met the first requirement for definitive level data classification (Table 2-2). The second criteria,
precision was then examined and was required to be equa or less than 10 percent RSD to retain the
definitive data quality level. If both these criteria were not satisfied, certain inferential statistical
parameters were then evaluated. First, the regression line's y-intercept and slope were examined. A
dope of 1.0 and a y-intercept of 0.0 would mean that the results of the FPXRF anayzer matched those of
the reference laboratory (logio FPXRF=loguwo reference). Theoretically, the more the slope and y-intercept
differ from the values of 1.0 and 0.0, respectively, the less accurate the FPXRF analyzer. However, a
dope or y-intercept can differ dightly from these values without that difference being statistically
significant. To determine whether such differences were statistically significant, the Z test statistics for
parallelism and for a common intercept was used at the 95 percent confidence level for the comparison
(Equations 2-2 and 2-3) (Kleinbaum and Kupper 1978). This procedure was used to assign an overall
data quality level for each analyte.

Slope Test for Significant Differences

7 om-1
‘/SEM + 0
where

m is the slope of the regression line, SE is the standard error of the slope,
and Z is the normal deviate test statistic.

The matched pairs t-test was also used to evaluate whether the two sets of loguwo transformed data
were significantly different. The paired t-test compares data sets, which are composed of matched pairs
of data. The significance of the relationship between two matched-pairs sets of data can be determined by
comparing the calculated t-statistic with the critical t-value determined from a standard t-distribution
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table at the desired level of significance and degrees of freedom. To meet definitive level data quality
requirements, both the slope and y-intercept had to be statistically the same as their ideal values, as
defined in the demonstration plan, and the data had to be statistically similar as measured by the t-test.
Loguwo transformed data meeting these criteria were considered statistically equivalent to the logio
transformed reference data.

Y-intercept Test for Significant Differences {2-3)
b -0

JSE, - 0

Z g

where

b is the y-intercept of the regression line, SE is the standard error of the slope,
and Z is the normal deviate test statistic.

If ther? was between 0.70 and 1, the precision was less than 20 percent RSD, and the slope or
intercept were not statistically equivalent to the ideal values, the analyzer was considered to produce
quantitative screening level data quality (Table 2-2). Results in this case could be mathematicaly
corrected if 10- 20 percent of the samples are sent to areference laboratory. Reference |aboratory
analysis results for a percentage of the samples would provide a basis for determining a correction factor.

Data placed in the qualitative screening level category exhibit r values less than 0.70. These data
either were not statistically similar to the reference data based on inferential statistics or they had a
precision greater than 20 percent RSD. An analyzer producing data at this level is considered capable of
detecting the presence or lack of contamination, above its detection limit, with at least a 90 percent
accuracy rate, but is not considered suitable for reporting of concentrations.

MDLs for the analyzers were determined in two ways. One approach followed standard SW-846
protocol. In this approach, standard deviations (SD) from precision measurements for samples exhibiting
contamination 5 to 10 times the estimated detection levels of the analyzers were multiplied by 3. The
resultant represented the precision-based MDL for the analyzers.

In a second approach, MDLs were determined by analysis of the low concentration outliers on the
logo transformed FPXRF and loguo transformed reference method data cross plots. These cross plots for
al analytes characteristicaly exhibited a region below the MDL where the linearity of the relationship
disintegrated. Above the MDL, the FFXRF concentrations increased linearly with increasing reference
method values. Effectively, the linear correlation between the two methods abruptly changes to no
correlation below the MDL. The vaue of the MDL was assigned by determining the concentration
where the linear relationship disintegrates and reporting a value at two SDs above this concentration.

This MDL represented a field- or performance-based MDL.

Deviations from the Demonstration Plan
Seven deviations were made from the demonstration plan during the on-site activities. The first dealt
with determining the moisture content of samples. The demonstration plan stated that a portion of the

original sample would be used for determining moisture content. Instead, a small portion of soil was
collected immediately adjacent to the originad sample location and was used for determining moisture

19



content. This was done to conserve sample volume needed for the reference laboratory. The moisture
content sample was not put through the homogenizing and sieving steps prior to drying.

The second deviation dealt with the sample drying procedures for moisture content determination.
The demonstration plan required that the moisture content samples be dried in a convection oven at
150 °C for 2 hours. Through visual observation, it was found that the samples were completely dried in
1 hour with samples heated to only 110 +C. Therefore, to conserve time, and to reduce the potential
volatilization of metals from the samples, the samples for moisture content determination and the
intrusive-prepared samples were dried in a convection oven at 110 °C for 1 hour.

The third deviation involved an assessment of analyzer drift due to changes in temperature. The
demonstration plan indicated that at each site, each analyzer would measure the same SRM or PE sample
at 2-hour intervals during at least one day of field operation. However, since ambient air temperature did
not fluctuate more than 20 °F on any day throughout the demonstration, potential analyzer drift due to
changes in temperature was not assessed.

The fourth deviation involved the drying of samples with a microwave. Instead of microwaving the
samples on high for 5 minutes, as described in the demonstration plan, the samples were microwaved on
high for only 3 minutes. This modification was made because the plastic weigh boats, which contained
the samples, were melting and burning when left in the microwave for 5 minutes. In addition, many of
the samples were melting to form a dag. PRC found (through visual observation) that the samples were
completely dry after only 3 minutes of microwaving. This interval is within common microwave drying
times used in the field.

An analysis of the microwaved samples showed that this drying process had a significant impact on
the analytical results. The mean RPD for the microwaved and nonmicrowaved raw data were
sgnificantly different at a 95 percent confidence level. This suggests that the microwave drying process
somehow increases error and sample concentration variability. This difference may be due to the
extreme heat and drying altering the reference methods' extraction efficiency for target anaytes. For the
evaluation of the effects of microwave drying, there were 736 matched pairs of data where both element
measurements were positive. Of these pairs, 471 exhibited RPDs |ess than 10 percent. This 10 percent
level is within the acceptable precision limits for the reference laboratory as defined in the demonstration
QAPRP. Pairs exhibiting RPDs greater than 10 percent totaled 265. RPDs greater than 10 percent may
have causes other than analysis-induced error. Of these 265,96 pairsindicated an increasein metals
concentration with microwaving, and 169 pairs indicated a reduction in metals concentration. The RPDs
for the microwaved samples were 2 to 3 times worse than the RPDs from the field duplicates. This
further supports the hypothesis that microwave drying increases variahility.

The fifth deviation involved reducing the percentage of analyzer precision measuring points. The
demonstration plan called for 10 percent of the samples to be used for assessment of analyzer precision.
Due to the time required to complete analysis of an anayzer precision sample, only 4 percent of the
samples were used to assess anayzer precision. This reduction in samples was approved by the EPA
technica advisor and the PRC field demonstration team leader. This eliminated 720 precision
measurements and saved between 24 and 240 hours of andysis time. The final precision determinations
for this demonstration were based on 48 sets of 10 replicate measurements for each analyzer.

The sixth deviation involved method blanks. Method blanks were to be analyzed each day and were

to consist of a lithium carbonate that had been used in al sample preparation steps. Each analyzer had its
own method blank samples, provided by the developer. Therefore, at the ASARCO site, each analyzer
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used its own method blank samples. However, at the RV Hopkins site, each analyzer used lithium
carbonate method blanks that were prepared in the field, in addition to its own method blank samples
Both types of method blank analysis never identified method-induced contamination.

The seventh deviation involved assessing the accuracy of each analyzer. Accuracy was to be
assessed through PPXRP analysis of 10 to 12 SRM or PE samples. Each analyzer measured atotal of 28
SRM or PE samples. Instead, PE samples were used to evaluate the accuracy of the reference methods,
and SRMs were used to evaluate the accuracy of the analyzers. Thisis because the PE concentrations are
based on acid extractable concentrations while SRM concentrations represent total metals concentration.
SRM data was used for comparative purposes for the reference methods as were PE data for the PPXRP
data.

Sample Homogenization

A key quality issue in this demonstration was ensuring that environmental samples anadyzed by the
reference laboratory and by each of the PPXRP analyzers were splits from a homogenized sample. To
address this issue, sample preparation technicians exercised particular care throughout the field work to
ensure that samples were thoroughly homogenized before they were split for analysis. Homogenization
was conducted by kneading the soil in a plastic bag for a minimum of 2 minutes. If after thistime the
samples did not appear to be well homogenized, they were kneaded for an additiona 2 minutes. This
continued until the samples appeared to be well homogenized.

Sodium fluorescein was used as an indicator of sample homogenization. Approximately onequarter
teaspoon of dry sodium fluorescein powder was added to each sample prior to homogenization. After the
homogenization was completed, the sample was examined under an ultraviolet light to assess the
distribution of sodium fluorescein throughout the sample. If the fluorescent dye was evenly dispersed in
the sample, homogenization was considered complete. If the dye was not evenly distributed, the mixing
was continued and checked until the dye was evenly distributed throughout the sample.

To evaluate the homogenization process used in this demonstration, 70 field duplicate sample pairs
were analyzed by the reference laboratory. Sample homogenization was critical to this demonstration; it
assured that the samples measured by the analyzers were as close as possible to samples analyzed by the
reference laboratory. This was essential to the primary objectives of this demonstration, the evauation
of comparability between analyzer results and those of the reference methods.

The homogenization process was evaluated by determining the RPD between paired field duplicate
samples. TheRPDs for the field duplicate samples reflect the total error for the homogenization process
and the analyticad method combined (Equation 2-4). When tota error was determined for the entire data
set, the resultant mean RPD total (error) and 95 percent confidence interval was 9.7 £ 1.4, for al metals
reported. When only the primary analytes were considered, the RPD total (error) and 95 percent
confidence interval was 7.6 £ 1.2, including the secondary analytes in the RPD calculation which
produced a mean RPD total (error) and a 95 percent confidence interval of 9.3 £ 1.6.

Total Measurement Error = y[(Sample Homogenization Error)*+ (Laboratory Error)?] (2-4)

Using internal QA/QC data from 27 analyses, it was possible to determine the reference laboratory’s
method error. The reference anaytical method precision, as measured by the 95 percent confidence
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interval around the mean RPDs (laboratory error) of predigestion duplicate analyses, was 9.3 £ 2.9 for
the target analytes.

To determine the error introduced by the sample homogenization aone, the error estimate for the
reference methods was subtracted from the tota error (Equation 2-5). Based on the data presented
above, the laboratory-induced error was less than or approximately equal to the total error. This
indicates that the sample homogenization (preparation) process contributed little or no error to the overall
sample analysis process.

Sample Homogenization Error = \/ [(Total Measurement Error)* — (Laboratory Error)?) (2-5)

Although the possibility for poorly homogenized samples exists under any routine, at the scale of
analysis used by this demonstration, the samples were considered to be completely homogenized.
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Section 3
Reference Laboratory Results

All soil samples collected from the ASARCO and RV Hopkins sites were submitted to the reference
laboratory for trace metals analysis. The results are discussed in this section.

Reference Laboratory Methods

Samples collected during this demonstration were homogenized and split for extraction using EPA
SW-846 Method 3050A. Thisis an acid digestion procedure where 1 to 2 grams of soil are digested on a
hot plate with nitric acid, followed by hydrogen peroxide, and then refluxed with hydrochloric acid. One
gram of soil was used for extraction of the demonstration samples. The final digestion volume was 100
milliliters (mL). The soil sample extracts were analyzed by Method 6010A.

Method 60I0A provides analysis of metals using Inductively Coupled Plasma-Atomic Emission
Spectroscopy (ICP-AES). This method requires that a plasma be produced by applying a radio-frequency
field to a quartz tube wrapped by a coil or solenoid through which argon gasis flowing. Theradio-
frequency field creates a changing magnetic field in the flowing gas inside the coil, inducing a circulating
eddy current on the argon gas that, in turn, heats it. Plasma is initiated by an ignition source and quickly
stabilizes with a core temperature of 9,000 - 10,000 degrees Kelvin.

Soil sample extracts are nebulized, and the agrosol is injected into the plasma. Individual anaytes
introduced into the plasma absorb energy and are excited to higher energy states. These higher energy
states have short lifetimes and the individual elements quickly fall back to their ground energy state by
releasing a photon. The energy of the emitted photon is defined by the wavelength of electromagnetic
radiation produced. Since many electronic transitions are possible for each individual element, several
discrete emissions at different wavelengths are observed. Method 6010A provides one recommended
wavelength to monitor for each analyte. Due to complex spectrawith similar wavelengths from different
elements in environmental samples, Method 6010A requires that interference corrections be applied for
quantification of individual analytes.

Normal turnaround times for the analysis of soil samples by EPA SW-846 M ethods 3050A/6010A
range from 21 to 90 days depending on the complexity of the soil samples and the amount of QC
documentation required. Faster turnaround times of 1- 14 days can be obtained, but at additional cost.

Costs for the analysis of soil samples by EPA SW-846 Methods 3050A/6010A range from $150 to
$350 per sample depending on turnaround times and the amount of QC documentation required. A
sample turnaround of 28 days, a cost of $150 per sample, and a CLP documentation report for QC were
chosen for this demonstration.
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Reference Laboratory Quality Control

The reference laboratory, Midwest Research Institute (Kansas City, MO), holds certifications for
performing target analyte list metals analysis with the U.S. Army Corps of Engineers-Missouri River
Division, the State of Cdifornia, and the State of Utah. These certifications include on-site laboratory
audits, data package review audits, and the analysis of PE samples supplied by the certifying agency. PE
samples are supplied at least once per year from each of the certifying agencies. The reference
laboratory s results for the PE samples are compared to true value results and certifying agency
acceptance limits for the PE samples. Continuation of these certifications hinges upon acceptable results
for the audits and the PE samples.

The analysis of soil samples by the reference laboratory was governecc

criteriain its SOPS,

Method 6010A ,and the demonstration QAPP. Table 3-1 provides QAPP QC requirements that were
monitored and evaluated for the target analytes. Method 6010 AQC guidelines also are included in Table
3-1. Due to the complex spectra derived from the analysis of the demonstration samples, the QAPP QC
requirements were applied only to the primary analytes. The QAPP QC requirements also were

monitored and evaluated for the secondary analytes and other analytes reported by the reference
laboratory. However, corrective actions were not required for the secondary analytes.

Table 3-1. Reference Laboratory Quality Control Parameters®

Reference Method

Parameter Frequency Requirement QAPP Requirement
tnitial Calibration With sach initial +10 percent of true value +10 percent of true value
Verification (ICV) calibration

Standard

Continuing Calibration After analysis of every 10 | 210 percent of true value +10 percent of true value
Yerification (CCV) samplas and at the end

Standard of analytical run

Initlal and Continuing
Calibration Blanks (10B)
and (CCB)

With each continuing
calibration, after analysis
of every 10 samples, and
at the end of analytical
un

+3 standard deviations of
the analyzer background
mean

No target analvies at
concentrations graater than
2 times the lower reporting
limmit (LRL)

Interference Chack
Standard (108)

With every initial
calibration and after
analysis of 20 samples

20 percent of true value

%20 percent of true value

High Level Calibration
Check Standard

With every Initial
calibration

+5 percent of true value

+10 percent of true value

Method Blanks

With each batch of
samples of a similar
matrix

No QC requirement
specified

No target analytes at
concentrations greater than
2 times the LAL

Laboratory Control
Samples

With each baich of
samples of a similar
matrix

No QG requirement
specified

80 - 120 percent recovery

Pradigestion Matrix
Spike Samples

With each bateh of
samples of a similar
rmatrix

80 - 120 percent recovery

80 - 120 percent recovery

Postdigestion Matrix
Spike Samples

With each batch of
samples of a similar
matrix

75 - 125 percent recovery

80 - 120 percent recovery
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Table 3-1. Continued

Reference Method ‘
Parameter Frequency .Requirement QAPP Requirement

Performance Evaluation | As submilted during No QU requirement 80 - 120 percent racovery
Samples demonstiration specified within performance
acceptance limits (PAL)

Pradigestion Laboratory | With each batch of 20 percent relative 20 percent RPDF
Duplicate Samples samples of a similar percent difference (RPDY

matrix
Postdigestion With each batch of No QO requirement 10 percent RPD®
Laboratory Duplicate samples of a similar specified
Samples matrix
Notes: * Cuality control parameters were evaluated on the raw reference data.

RPD control limits only pertain to original and laboratory duplicate sample results that were greater
than 10 times the instrument detection limit (1DL).

° RPD control fimits only pertain to original and laboratory duplicate sample resulis that were greater
than or equal to 10 times the LRL.

PRC performed three on-site audits of the reference laboratory during the analysis of pre-
demonstration and demonstration samples. These audits were conducted to observe and evaluate the
procedures used by the reference laboratory and to ensure that these procedures adhered to the QAPP QC
requirements. Audit findings revealed that the reference laboratory followed the QAPP QC require-
ments. It was determined that the reference laboratory had problems meeting two of the QAPP QC
requirements: method blank results and the high level calibration check standard's percent recovery. Due
to these problems, these two QAPP QC requirements were widened. The QC requirement for method
blank sample results was changed from no target analytes at concentrations greater than the lower
reporting limit (LRL) to two times the LRL. The QC requirement for the high level cdibration standard
percent recovery was changed from 5 to 10 percent of the true value. These changes were approved
by the EPA and did not affect the results of the demonstration.

The reference laboratory internally reviewed its data before releasing it. PRC conducted a QC
review on the data based on the QAPP QC requirements and corrective actions listed in the demon-
stration plan.

Quality Control Review of Reference Laboratory Data

The QC data review focused upon the compliance of the data with the QC requirements specified in
the demonstration QAPP. The following sections discuss results from the QC review of the reference
laboratory data. All QC data evaluations were based on raw data.

Reference Laboratory Sample Receipt, Handling, and Storage Procedures

Demonstration samples were divided into batches of no more than 20 samples per batch prior to
delivery to the reference laboratory. A total of 23 batches containing 315 samples and 70 field duplicate
samples was submitted to the reference laboratory. The samples were shipped in sealed coolers at
ambient temperature under a chain of custody.

Upon receipt of the demonstration samples, the reference laboratory assigned each sample a unique
number and logged each into its laboratory tracking system. The samples were then transferred to the
reference laboratory’s sample storage refrigerators to await sample extraction.

25



Samples were transferred to the extraction section of laboratory under an internal chain of custody.
Upon completion of extraction, the remaining samples were returned to the sample storage refrigerators,
Soil sample extracts were refrigerated in the extraction laboratory while awaiting sample analysis.

Sample Holding Times

The maximum allowable holding time from the date of sample collection to the date of extraction and
analysisusing EPA SW-846 Methods 3050A/6010A is 180 days. Maximum holding times were not
exceeded for any samples during this demonstration.

Initial and Continuing Calibrations

Prior to sample analysis, initia calibrations(ICAL) were performed. ICALs for Method 6010A
consst of the analysis of three concentrations of each target analyte and a calibration blank. The low
concentration standard is the concentration used to verify the LRL of the method. The remaining
standards are used to define the linear range of the ICP-AES. The ICAL is used to establish calibration
curves for each target analyte. Method 6010A requires an initial calibration verification (ICV) standard
to be analyzed with eachICAL. The method control limit for the ICV is£10 percent. An interference
check sample (ICS) and a high level calibration check standard is required to be analyzed with every
ICAL to assess the accuracy of thelCAL. The control limits for the ICS and high level calibration check
standard were+20 percent recovery and+10 percent of the true value, respectively. All ICALS, ICVs,
and 1CSs met the respective QC requirements for all target analytes.

Continuing calibration verification (CCV) standards and continuing calibration blanks (CCB) were
analyzed following the analysis of every 10 samples and at the end of an analytical run. Analysis of the
ICSwas aso required after every group of 20 sample analyses. These QC samples were analyzed to
check the validity of thelCAL. The control limits for the CCVs were £10 percent of the true value. The
control limits for CCBs were no target analyte detected at concentrations greater than 2 times the LRL.
All CCVs, CCBs, and ICSs met the QAPP requirements for the target analytes with the exception of one
CCV where the barium recovery was outside the control limit. Since barium was a primary analyte, the
sample batch associated with this CCV was reanalyzed and the resultant barium recovery met the QC
criteria

Detection Limits

The reference laboratory LRLs for the target analytes are listed in Table 3-2. These LRLs were
generated through the use of an MDL study of a clean soil matrix. This clean soil matrix was aso used
for method blank samples and LCSs during the analysis of demonstration samples. The MDL study
involved seven analyses of the clean soil matrix spiked with low concentrations of the target analytes.
The mean and standard deviation of the response for each target analyte was calculated. The LRL was
defined as the mean plus three times the standard deviation of the response for each target analyte
included in the method detection limit study. All LRLs listed in Table 3-2 were met and maintained
throughout the analysis of the demonstration samples.

The reference laboratory reported soil sample results in units of milligram per kilogram wet weight.
All reference laboratory results referred to in this report are wet-weight sample results.
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Table 3-2. SW-846 Method 6010A LRLs for Target

Analytes
Analyte | LRL(mg/kg) | Analyte | LRL (mg/kg)
Antimony 6.4 Copper* 1.2
Arsenic” 10.6 fron 800"
Barium® 5.0 Lead” 8.4
Cadmium 0.80 Nickel 3.0
Chromium* 2.0 Zine” 2.0
Notes: * LRL elevated due to background
interference.

* Primary analyte.
mg/kg Milligrams per kilogram.

Method Blank Samples

Method blanks were prepared using a clean soil matrix and acid digestion reagents used in the
extraction procedure. A minimum of one method blank sample was analyzed for each of the 23 batches
of demonstration samples submitted for reference laboratory analysis. All method blanks provided
results for target analytes at concentrations less than 2 times the levels shown in Table 3-2.

Laboratory Control Samples

All LCSs met the QAPP QC requirements for all primary and secondary analytes except those
discussed below.

The primary analytes copper and lead were observed outside the QC limits in one of the 23 batches
of samples analyzed. Reanalysis of the affected batches was not performed by the reference laboratory.
These data were qualified by the reference laboratory. Copper and lead data for al samples included in
the affected batches were rejected and not used for demonstration statistical comparisons.

Concentrations of secondary analytes antimony, nickel, and cadmium were observed outside the QC
limits in the LCSs. Antimony LCS recoveries were continually outside the control limits, while nickel
and cadmium LCS recoveries were only occasionaly outside QC limits. Antimony was a problem
analyte and appeared to be affected by acid digestion, which can cause recoveries to fall outside control
limits. Antimony recoveries ranged from 70 to 80 percent. Since secondary analytes were not subject to
the corrective actions listed in the demonstration QAPP, no reanaysis was performed based on the LCS
results of the secondary target analytes. These values were qualified by the reference laboratory. All
other secondary analyte LCS recoveries fell within the QAPP control limits.

Predigestion Matrix Spike Samples

One predigestion matrix spike sample and duplicate were prepared by the reference laboratory for
each batch of demonstration samples submitted for analysis. The predigestion matrix spike duplicate
sample was not required by the QAPP, but it is a routine sample prepared by the reference laboratory.
This duplicate sample can provide data that indicates if out-of-control recoveries are due to matrix
interferences or laboratory errors.
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Predigestion spike recovery results for the primary analytes arsenic, barium, chromium, copper, lead,
and zinc were outside control limits for at least 1 of the 23 sample batches analyzed by the reference
method. These control limit problems were due to either matrix effects or initial spiking concentrations
below native analyte concentrations.

Barium, copper, and lead predigestion matrix spike recovery results were outside control limits in
sample batches2, 3, and 5. In all of these cases, the unacceptable recoveries were caused by spiking
concentrations that were much lower than native concentrations of the analytes. These samples were re-
prepared, spiked with higher concentrations of analytes, reextracted, and reanalyzed. Following this
procedure, the spike recoveries fell within control limits upon reanalysis.

One predigestion matrix spike recovery was outside control limits for arsenic. The predigestion
matrix spike duplicate sample also was outside of control limits. This sample exhibited an acceptable
RPD for the recovery of arsenic in the predigestion matrix spike and duplicate. A matrix interference
may have been responsible for the low recovery. This sample was not reanalyzed.

Chromium predigestion matrix spike recoveries were outside control limitsin 7 of the 23 batches of
samples analyzed. Five of these seven failures exhibited recoveries ranging from 67 to 78 percent, close
to the low end of the control limits. These recoveries were similar in the predigestion matrix spike
duplicate samples prepared and analyzed in the same batch. This indicates that these five failures were
due to matrix interferences. The predigestion matrix spike duplicate samples prepared and analyzed
along with the remaining two failures did not agree with the recoveries of the postdigestion matrix spike
samples, indicating that these two failures may be due to laboratory error, possibly inaccuracies in
sample spiking. These seven predigestion matrix spike samples were not reanalyzed.

The zinc predigestion matrix spike recovery data were outside control limits for four batches of
samples analyzed. In three of the spike recovery pairs, recoveries ranged from 70 to 76 percent, close to
the lower end of the control limits. The fourth recovery was much less than the lower end of the control
limits. All of the predigestion matrix spike duplicate samples provided recoveries that agreed with the
recoveries for the predigestion matrix spike sample recoveries indicating that the low recoveries were
due to matrix effects. These predigestion matrix spikes and associated samples were not reanayzed.

The secondary anaytes, cadmium, iron, and nickel, had predigestion spike recoveries outside control
limits. Cadmium spike recoveries were outside control limits six times. These recoveries ranged from
71 to 85 percent. Iron spike recoveries were outside of control limits once. Nickel spike recoveries were
outside control limits four times. These recoveries ranged from 74 to 83 percent. Antimony spike
recoveries were always outside control limits. No corrective action was taken for these secondary target
analytes.

Demonstration sample results for all target analytes that did not meet the control limits for
predigestion matrix spike recovery were qualified by the reference laboratory.

Postdigestion Matrix Spike Samples

All postdigestion matrix spike results were within the control limit of 80 - 120 percent recovery for
the primary analytes.

Secondary analytes, antimony, and iron were observed outside the control limits. However, no
corrective action was taken for secondary analytes as stated in the demonstration QAPP. All
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postdigestion spike recoveries for target analytes met the QA/QC requirements of the QAPP and were
considered acceptable.

Predigestion Laboratory Duplicate Samples

Predigestion laboratory duplicate RPD results were within the control limit of 20 percent for analyte
concentrations greater than 10 times the LRL except for the following instances. RPDsfor primary
analytes barium, arsenic, lead, chromium, and copper were observed above the control limit in five
predigestion laboratory duplicate samples. These samples were reanalyzed according to the corrective
actions listed in the QAPP. The reanalysis produced acceptable RPD results for these primary analytes.

RPD results for the secondary analytes antimony, nickel, and cadmium were observed outside the
control limit for anumber of sample batches. No corrective action was taken for secondary analytes that
exceeded the RPD control limit.

Postdigestion Laboratory Duplicate Samples

All primary analyte postdigestion laboratory duplicate RPD results were less than the 10 percent
control limit for analyte concentrations greater than 10 times the LRL.

The RPDs for secondary analytes antimony and iron were observed above the 10 percent control
limit in two sample batches. No corrective action was taken for secondary target analytes that exceeded
the RPD control limit.

Performance Evaluation Samples

PE samples were purchased from Environmental Resource Associates (ERA). The PE samples are
Priority PollutnT™/Contract L aboratory Program (CLP) QC standards forinorganics in soil. This type
of sample is used by the EPA to verify accuracy and laboratory performance. Trace metal values are
certified by interlaboratory round robin analysesERA lists performance acceptance limits (PAL) for
each analyte that represent a 95 percent confidence interval (Cl) around the certified value. PALS are

generated by peer laboratoriesin ERA’s InterLaB™ program using the same samples that the reference
laboratory analyzed and the same analytical methods. The reported value for each analyte in the PE
sample must fall within the PAL range for the accuracy to be acceptable. Four PE samples were
submitted “double blind” (the reference laboratory was not notified that the samples were QC samples or
of the certified values for each element) to the reference laboratory for analysis by EPA SW-846
Methods 3050A/6010A. Reference laboratory results for al target analytes are discussed later in this
section.

Four certified reference materials (CRM) purchased from Resource Technology Corporation (RTC)
also were used as PE samples to verify the accuracy and performance of the reference laboratory. These
four CRMs were actual samples from contaminated sites. They consisted of two soils, one sludge, and
one ash CRM. Meta values in the CRMs are certified by round robin analyses of at least 20 |aboratories
according to the requirements specified by the EPA Cooperative Research and Development Agreement.
The certified reference values were determined by EPA SW-846 Methods 3050A/6010A. RTC provides
a 95 percent PAL around each reference value in which measurements should fall 19 of 20 times. The
reported value from the reference laboratory for each anayte must fal within this PAL for the accuracy
to be considered acceptable. Aswith the four PE samples, the four CRMs were submitted "double blind"



to the reference laboratory for analysis by EPA SW-846 Methods3050A/6010A. The reference
laboratory results for the target anaytes are discussed later in the Accuracy subsection.

Standard Reference Material Samples

As stated in the demonstration plan (PRC 1995), PE samples also consisted of SRMs. The SRMs
consisted of solid matrices such as soil, ash, and sludge. Certified analyte concentrations for SRMs are
determined on an andyte by analyte basis by multiple analytical methods including but not limited to
ICP-AES, flame atomic absorption spectroscopy, |CP-mass spectrometry, XRF, instrumental neutron
activation analysis, hydride generation atomic absorption spectroscopy, and polarography. These
certified values represent total analyte concentrations and complete extraction. This is different from the
PE samples, CRM samples, and the reference methods, which use acid extraction that alows quantitation
of only acid extractable analyte concentrations.

The reference laboratory analyzed 14 SRMs supplied by the Nationa Institute of Standards and
Technology (NIST), U.S. Geological Survey (USGS), National Research Council Canada, South African
Bureau of Standards, and Commission of the European Communities. The percentage of analyses of
SRMs that were within the QAPP-defined control limits of 80- 120 percent recovery was calculated for
each primary and secondary analyte.

Analyses of SRMs were not intended to assess the accuracy of EPA SW-846 Methods3050A/010A
as were the ERA PE or RTC CRM samples. Comparison of EPA SW-846 Methods 3050A/010A acid
leach datato SRM data cannot be used to establish method validity (Kane and others 1993). Thisis
because SRM values are acquired by analyzing the samples by methods other than the ICP-AES method.
In addition, these other methods use sample preparation techniques different from those for EPA SW-846
Methods 3050A/6010A. Thisis one reason no PALS are published with the SRM certified values.
Therefore, theSRMs were not considered an absolute test of the reference laboratory’s accuracy for EPA
SW-846 Methods 3050A/6010A.

The SRM sample results were not used to assess method accuracy or to vaidate the reference
methods. This was due to the fact that the reported analyte concentrations for SRMs represent total
analyte concentrations. The reference methods are not an analysis of total metals; rather they target the
leachable concentrations of metals. This is consistent with the NIST guidance against using SRMs to
assess performance on leaching based analytica methods (Kane and others 1993).

Data Review, Validation, and Reporting

Demonstration data were internally reviewed and validated by the reference laboratory. Vdidation
involved the identification and qualification of data affected by QC procedures or samples that did not
meet the QC requirements of the QAPP. Validated sample results were reported using both hard copy
and eectronic disk deliverable formats. QC summary reports were supplied with the hard copy results.
This qualified data was identified and discussed in the QC summary reports provided by the reference
laboratory.

Demongtration data reported by the reference laboratory contained three types of data qualifiers: C,
Q, and M. Type C qudifiers included the following:

« U - the analyte was analyzed for but not detected.
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« B - the reported value was obtained from a reading that was less than the LRL but greater
than or equal to the IDL.,

Type Q qualifiers included the following:
* N - spiked sample recovery was not within control limits.
= * . duplicate analysis was not within control Hmits.

Type M qualifiers include the following:
+ P - analysis performed by ICP-AES (Method 6010).

Quality Assessment of Reference Laboratory Data

An assessment of the reference laboratory data was performed using the PARCC parameters
discussed in Section 2. PARCC parameters are used as indicators of data quality and were evaluated
using the review of reference laboratory data discussed above. The following sections discuss the data
quality for each PARCC parameter. This quality assessment was based on raw reference data and the
raw PE sample data.

The quality assessment was limited to an evaluation of the primary analytes. Secondary and other
analytes reported by the reference laboratory were not required to meet the QC requirements specified in
the QAPP. Discussion of the secondary analytesis presented in the precision, accuracy, and
comparability sections for informationa purposes only.

Precision

Precision for the reference laboratory data was assessed through an evaluation of the RPD produced
from the analysis of predigestion laboratory duplicate samples and postdigestion laboratory duplicate
samples. Predigestion laboratory duplicate samples provide an indication of the method precision, while
postdigestion laboratory duplicate samples provide an indication of instrument performance. Figure 3-I
provides a graphica summary of the reference method precision data

The predigestion duplicate RPDs for the primary and secondary analytes fell within the 20 percent
control limit, specified in the QAPP, for 17 out of 23 batches of demonstration samples. The six results
that exceeded the control limit involved only 11 of the 230 samples evaluated for predigestion duplicate
precision (Figure 3-1). This equates to 95 percent of the predigestion duplicate data meeting the QAPP
control limits. Six of the analytes exceeding control limits had RPDs |less than 30 percent. Three of the
analytes exceeding control limits had RPDs between 30 and 40 percent. Two of the analytes exceeding
control limits had RPDs greater than 60 percent. These data points are not shown in Figure 3-1. Those
instances where the control limits were exceeded are possibly due to nonhomogeneity of the sample or
simply to chance, as would be expected with a normal distribution of precision analyses.

The postdigestion duplicate RPDs for the primary and secondary analytes fell within the 10 percent
control limit, specified in the QAPP, for 21 out of 23 batches of demonstration samples. The two results
that exceeded the control limit involved only 3 of the 230 samples evaluated for postdigestion duplicate
precision in the 23 sample batches (Figure 3-1). This equates to 99 percent of the postdigestion duplicate
data meeting the QAPP control limits. The RPDs for the three results that exceeded the control limit
ranged from 11 to 14 percent.
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Pradigestion Duplicate Samples
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Figure 3-1. Pre- and Postdigestion Duplicate Samples: The top graph illustrates the
reference laboratory's performance on analyzing predigestion duplicate samples. Twenty
percent RPD represents the predigestion duplicate control limits defined in the demonstration
QAPP,. Two points were deleted from this top graph: barium at 65 percent RPD and copper at
138 percent RPD. The bottom graph illustrates the reference laboratory’s performance on
analyzing postdigestion duplicate samples. Ten percent RPD represents the postdigestion
duplicate control limits defined in the demonstration QAPP,

Accuracy

Accuracy for the reference laboratory data was assessed through evaluations of the PE samples
(including the CRMs), LCSs, method blank sample results, and pre- and postdigestion matrix spike
samples. PE samples were used to assess the absolute accuracy of the reference laboratory method as a
whole, while LCSs, method blanks, and pre- and postdigestion matrix spike samples were used to assess
the accuracy of each batch of demonstration samples.

A total of eight PE and CRM samples was analyzed by the reference laboratory. These included four
ERA PE samples and four RTC CRM samples. One of the ERA PE samples was submitted to the
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reference laboratory in duplicate, thereby producing nine results to validate accuracy. The accuracy data
for al primary and secondary analytes are presented in Table 3-3 and displayed in Figure 3-2. Accuracy
was assessed over a wide-concentration range for al 10 analytes with concentrations for most analytes
spanning one or more orders of magnitude.

Reference laboratory results for all target anaytes in the ERA PE samples fell within the PAL. In
the case of the RTC CRM PE samples, reference laboratory results for copper in one CRM and zinc in
two CRMs fell outside the published acceptance limits. One of the two out-of-range zinc results was
only dlightly above the upper acceptance limit (811 versus 774 mg/kg). The other out-of-range zinc
result and the out-of-range copper result were about three times higher than the certified value and
occurred in the same CRM. These two high results skewed the mean percent recovery for copper and
zinc shown in Table 3-3. Figure 3-2 shows that the remaining percent recoveries for copper and zinc
were al near 100 percent.

Table 3-3 shows that a total of 83 results was obtained for the 10 target analytes. Eighty of the 83
results or 96.4 percent fell within the PALs. Only 3 out of 83 times did the reference method results fall
outside PALs. This occurred once for copper and twice for zinc. Based on this high percentage of
acceptable results for the ERA and CRM PE samples, the accuracy of the reference methods was
considered acceptable.

Table 3-3. Reference Laboratory Accuracy Data for Target Analytes

I ?

L | Mean | Rangeof | SDof |
! | PercentWithin | Percent | Percent | Percent | Concentration
I n- f Acceptance Range | |

Analyte n Recovery | Recovery : Recovery . ‘Range (mg/kg)
Antimony B 100 104 83 - 125 15 50 - 4,955
Arsenic 8 100 106 80 - 160 22 25 - 397
Barium ) 100 105 83 - 139 21 19 - £86
Cadmium 9 100 84 63 - 93 10 1.2 - 432
Chromium | 9 100 a1 77 - 101 B 11 - 187
Copper 1 88 123 90 - 332 79 144 - 4,792
lron 7 100 o8 78 - 113 12 6,481 - 28,664
Lead 8 87.5 B6 35 - 108 22 52 -5,184
Nickel g 100 895 79 - 107 10 13- 13,279
Zinc 9 78 120 78 - 309 7a 76 - 3,021
Notes: n Number of samples with detectable analyte concentrations.

SD Btandard devigtion.
mofkg Milligrams per kilogram,

LCS percent recoveries for al the primary anaytes were acceptable in 21 of the 23 sample batches.
Lead recovery was unacceptable in one sample batch and lead results for each sample in that batch were
rejected.

Copper recovery was unacceptable in another sample batch, and copper results for each sample in

this batch also were rejected. Percent recoveries of the remaining primary analytes in each of these two
batches were acceptable. In all, 136 of 138 LCS results or 98.5 percent fell within the control limits.
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Method blank samples for al 23 batches of demonstration samples provided results of less than 2
times the LRL for al primary anaytes. This method blank control limit was a deviation from the QAPP,
which had originally set the control limit a no target analytes at concentrations greater than the LRL.
This control limit was widened at the request of the reference laboratory. A number of batches were
providing method blank results for target analytes at concentrations greater than the LRL, but less than 2
times the LRL. This ateration was alowed because even at 2 times the LRL, positive results for the
method blank samples were still significantly lower than the MDLs for each of the FPXRF analyzers.
The results from the method blank samples did not affect the accuracy of the reference data as it was to
be used in the demonstration statistical evaluation of FPXRF analyzers.

The percent recovery for the predigestion matrix spike samples fell outside of the 80 - 120 percent
control limit specified in the QAPP in several of the 23 batches of demonstration samples. The
predigestion matrix spike sample results indicate that the accuracy of specific target anaytes in samples
from the affected batches may be suspect. These results were qualified by the reference laboratory.
These data were not excluded from use for the demonstration statistical comparison. A discussion of the
use of this qualified data is included in the “Use of Qualified Data for Statistical Analysis’ subsection.

The RPD for the postdigestion matrix spike samples fell within the 80 - 120 percent control limit
specified in the QAPP for al 23 batches of demonstration samples.

The QA review of the reference |aboratory data indicated that the absolute accuracy of the method
was acceptable. Based on professional judgement, it was determined that the small percentage of outliers
did not justify rejection of any demonstration sample results from the reference laboratory. The accuracy
assessment dso indicated that most of the batch summary data were acceptable. Two batches were
affected by LCS outliers, and some data were qualified due to predigestion matrix spike recovery
outliers. This datawas rejected or qualified. Rejected data was not used. Qualified data were used as
discussed below.

Representativeness

Representativeness of the analytical data was evaluated through laboratory audits performed during
the course of sample analysis and by QC sample analyses, including method blank samples, |aboratory
duplicate samples, and CRM and PE samples. These QC samples were determined to provide acceptable
results. From these evaluations, it was determined that representativeness of the reference data was
acceptable.

Completeness

Results were obtained for al soil samples extracted and analyzed by EPA SW-846 Methods
3050A/6010A. Some results were rejected or qualified. Rejected results were deemed incompl ete.
Qualified results were usable for certain purposes and were deemed as complete.

To calculate completeness, the number of nonrejected results was determined. This number was
divided by the total number of results expected, and then multiplied by 100 to express completeness as a
percentage. A total of 385 samples was submitted for analysis. Six primary analytes were reported,
resulting in an expected 2,310 results. Forty of these were rejected, resulting in 2,270 complete results.
Reference laboratory completeness was determined to be 98.3 percent, which exceeded the objective for
this demonstration of 95 percent. The reference laboratory’s completeness was, therefore, considered
acceptable.
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Flgure 3-2. Reference Method PE and CRM Results: These graphs illustrate the relationship
between the reference data and the true values for the PE or CRM samples. The gray bars represent
the percent recovery for the reference data. Each set of three bars (black, white, and gray) represents a
single PE or CRM sample. Based on this high percentage of acceptable results for the ERA and CRM
PE samples, the accuracy of the reference laboratory method was considered acceptable.
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Figure 3-2 {Continued). Reference Method PE and CRM Results: These graphs illustrate the
relationship between the reference data and the true values for the PE or CRM samples. The gray bars

represent the percent recovery for the reference data. Each set of three bars (black, white, and gray)

represents a single PE or CRM sample. Based on this high percentage of acceptable results for the
ERA and CRM PE samples, the accuracy of the reference laboratory method was considered

accepiable,

36




Comparability

Comparability of the reference data was controlled by following laboratory SOPS written for the
performance of sample analysis using EPA SW-846 Methods 3050A/6010A. QC criteria defined in the
SW-846 methods and the demonstration plan (PRC 1995) were followed to ensure that reference data
would provide comparable results to any laboratory reporting results for the same samples.

Reference results indicated that EPA SW-846 Methods 3050A/6010A did not provide comparable
results for some analytes in the SRM samples. SRM performance data for target analytesis summarized
in Table 3-4 and displayed in Figure 3-3. As with the PEs, the analyte concentrations spanned up to 3
orders of magnitude in the SRMs. The percentage of acceptable (80- 120 percent recovery) SRM results
and mean percent recovery was less than 50 percent for the analytes antimony, barium, chromium, iron,
and nickel. The low recoveries for these five analytes reflect the lesser tendency for them to be acid-
extracted (Kane and others 1993).

Under contract to the EPA, multiple [aboratories analyzed NIST SRMs 2709,2710, and 2711 by
EPA SW-846 Methods 3050A/6010A. A range, median value, and percent leach recovery based on the
median value for each detectable element were then published as an addendum to the SRM certificates.
These median values are not certified but provide a baseline for comparison to other |laboratories
analyzing these SRMs by EPA SW-846 Methods3050A/6010A. Table 3-5 presents the published
percent leach recovery for the 10 primary and secondary analytes and the reference laboratory’s results
for these three NIST SRMs Table 3-5 shows that the results produced by the reference laboratory were
consistent with the published results indicating good comparability to other laboratories using the same
analytical methods on the same samples.

Table 3-4. SRM Performance Data for Target Analytes
| Percent Within | Mean | Rangeof | SD of

Acceptance | Percent | Percent | Percent | Concentration

| Analyte » Range | Recovery | Recovery | Recovery | Range (mg/kg)
Antimony 5 0 22 15 - 37 9 3.8-171
Arsenic 11 72 84 B7 - 106 10 18 - 626
Barium 8 12 41 21 - 89 21 414 - 1,300
Cadmium 10 50 80 43 - 95 15 24-72
Ohrormium 10 o 45 14 - 67 16 36 - 509
Copper 17 88 82 33-94 17 35 - 2,950
fron 7 14 62 23-84 25 28,800 - 84,000
Lead 17 82 83 37 - 99 17 19 - 5,532
Nickel 16 19 87 25 - 9 17 14 - 299
Zinc 16 75 81 32-93 14 81 - 6,952
hotes: n Number of SEM samples with detectable analyie concentrations,

S0 Standard deviation.
mafkg Milligrams per kilogram.

37



Table 3-5. Leach Percent Recoveries for Select NIST SRMs

NIST SRM 2710 NIST SRM 2711
| Reference | ( Reference
Published | Laboratory | Published | Laboratory | Published Laboratory
Analyte Result"  Result | Result® | Result | Result" | Result
‘Antimony - - 21 - - 20
Arsenic - 106 94 87 86 91
Barium 41 37 51 45 28 25
Cadmium - - 92 84 g6 87
Chromium 61 - 48 - 43 49
Copper 92 85 92 92 88 g0
fron 86 84 80 78 76 66
Lead 69 87 92 96 95 90
Nickel 89 76 71 £9 78 70
Zinc 94 78 85 a8 84 85
Notes: ' g;.xﬁi&hed results found in an addendum to SRM cedificates for NIST 8RMs 2708, 2710, and

NIST National institute of Standards and Technology.
SRM Standard reference materials.
-~ Analyte not present above the method LRL.

The inability of EPA SW-846 Methods 3050A/6010A to achieve the predetermined 80- 120 percent
recovery requirement indicated that the methods used to determine the certified values for the SRM
samples were not comparable to EPA SW-846 Methods 3050A/60I0A. Differencesin the sample
extraction methods and the use of different analytical instruments and techniques for each method were
the major factors of this noncomparability. Because of these differences, it was not surprising that the
mean percent recovery was less than 100 percent for the target analytes. The lack of comparability of
EPA SW-846 Methods3050A/6010A to the total metals content inthe SRMs did not affect the quality of
the data generated by the reference laboratory.

The assessment of comparability for the reference data revealed that it should be comparable to other
laboratories performing analysis of the same samples using the same extraction and analytical methods,
but it may not be comparable to laboratories performing analysis of the same samples using different
extraction and anaytical methods or by methods producing total analyte concentration data.

Use of Qualified Data for Statistical Analysis

As noted above, the reference laboratory results were reported and validated, qualified, or rejected
by approved QC procedures. Data were qualified for predigestion matrix spike recovery and pre- and
postdigestion laboratory duplicate RPD control limit outliers. None of the problems were considered
sufficiently serious to preclude the use of coded data. Appropriate corrective action identified in the
demonstration plan (PRC 1995) was ingtituted. The result of the corrective action indicated that the poor
percent recovery and RPD results were due to matrix effects. Since eliminating the matrix effects would
require additional analysis using a different determination method such as atomic absorption
spectrometry, or the method of standard addition, the matrix effects were noted and were not corrected.
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PARCC parameters for the reference laboratory data were determined to be acceptable. It was
expected that any laboratory performing analysis of these samples using EPA SW-846 Methods
3050A/6010A would experience comparable matrix effects. A primary objective of this demonstration
was to compare sample results from the FPXRF analyzersto EPA SW-846 Methods 3050A/6010A, the
most widely used approved methods for determining metal concentrations in soil samples. The
comparison of FPXRF and the reference methods had to take into account certain limitations of both
methods, including matrix effects. For these reasons, qualified reference data were used for statistical
analyss.

The QC review and QA audit of the reference data indicated more than 98 percent of the data either
met the demonstration QAPP objectives or was QC coded for reasons not limiting its use in the data
evaluation. Less than 2 percent of the data were rejected based on QAPP criteria. Rejected data were
not used for statistical analysis. The reference data were considered as good as or better than other
laboratory analyses of samples performed using the same extraction and analytical methods. The
reference data met the definitive data qudlity criteria and was of sufficient quality to support regulatory
activities. The reference data were found to be acceptable for comparative purposes with the FPXRF
data.
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Figure 3-3. Reference Method SRM Results: These graphs illustrate the relationship between the
reference data and the true values for the SBM samples. The gray bars represent the percent
recovery for the reference data. Each set of three bars (black, white, and gray) represents a single
SHEM sample.
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Figure 3-3 (Continued). Reference Method SRM Results: These graphs illustrate the relationship
between the reference data and the true values for the SRM samples. The gray bars represent the
percent recovery for the reference data. Each set of three bars (black, white, and gray) represenis a
single 5RM sample.
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Section 4
X-MET 920-P and 940 Analyzers

This section provides information on the Metorex's X-MET 920-P and 940 Analyzers including
theory of FPXRF, operational characteristics, performance factors, a data quality assessment, and a
comparison of results with those of the reference laboratory.

Theory of FPXRF Analysis

FPXRF analyzers operate on the principle of energy dispersive XRF spectrometry. Thisisa
nondestructive qualitative and quantitative analytica technique that can be used to determine the metals
composition in a test sample. By exposing a sample to an X-ray source having an excitation energy close
to, but greater than, the binding energy of the inner shell electrons of the target element, electrons are
displaced. The electron vacancies that result are filled by electrons cascading in from outer shells.
Electrons in these outer shells have higher potentia energy states than inner shell electrons, and to fill the
vacancies, the outer shell electrons give off energy as they cascade into the inner shell (Figure 4-1). This
release of energy resultsin an emission of X-raysthat is characteristic of each element. This emission of
X-raysis termed XRF.

Because each element has a unique electron shell configuration, each will emit unique X-rays at
fixed wavelengths called “characteristic” X-rays. The energy of the X-ray is measured in electron volts
(eV). By measuring the peak energies of X-rays emitted by a sample, it is possible to identify and
quantify the elemental composition of a sample. A qualitative analysis of the sample can be made by
identifying the characteristic X-rays produced by the sample. The intensity of each characteristic X-rays
emitted is proportional to the concentration of the source and can be used to quantitate each target
element.

Three electron shells are generaly involved in the emission of characteristic X-rays during FPXRF
analysis. theK, L, and M shells. A typical emission pattern, also called an emission spectrum, for a
given element has multiple peaks generated from the emission X-rays by the K, L, or M shell electrons.
The most commonly measured X-ray emissions are from the K and L shells; only elements with an
atomic number of 58 (cerium) or greater have measurable M shell emissions.

Each characteristic X-ray peak or line is defined with the letter K, L, or M, which signifies which
shell had the origina vacancy and by a subscript alpha (a) or beta (B), which indicates the next outermost
shell from which electrons fell to fill the vacancy and produce the X-ray. For example, aka-lineis
produced by avacancy in the K shell filled by an L shell electron, whereas a Ks-line is produced by a
vacancy in the K shell filled by an M shell electron. The Ka, transition is between 7 and 10 times more
probable than the Ks, transition. The Ka-line is approximately 10 times more intense than the &-line for
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a given element, making the K -line analysis the preferred choice for quantitation purposes. Unlike the
K-lines, the L-lines (L, and Lg) for an analyte are of nearly equal intensity. The choice of which one to
use for analysis depends on the presence of interfering lines from other analytes.
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Figure 4-1. Principle of Source Excited X-ray Fluorescence: This figure illustrates the dynamics
of source excited X-ray fluorescence,

An X-ray source can excite characteristic X-rays from an analyte only if its energy is greater than the
electron binding energies of the target analyte. The electron binding energy is adso known as the
absorption edge energy, represents the amount of energy an electron has to absorb before it is displaced.
The absorption edge energy is somewhat greater than the corresponding line energy. Actually, theK-
absorption edge energy is approximately the sum of the K-, L-, and M-line energies of the particular
element, and the L- absorption edge energy is approximately the sum of the L- and M-line energies.
FPXRF analytical methods are more sensitive to analytes with absorption edge energies close to, but less

than, the excitation energy of thesource. For example, when using a Cd'® source, which has an
excitation energy of 22.1 kiloelectron volts (keV), an FPXRF analyzer would be more sensitive to
zirconium, which has a K-line absorption edge energy of 15.7 keV, than to chromium, which has a K-line
absorption edge energy of 5.41 keV.

Background

Metorex is an international supplier of advanced equipment for metal detection, materias testing,
and chemica analysis. It offers a wide range of products from field portable and laboratory-grade metals
and alloy analyzersto in-line (process) analyzers. It has more than 20 years of experience in developing
X-ray analyzer technologies.

Metorex developed the X-MET 920 line as a modular system, which users can configure for their
specific analytical problem. This line includes the X-MET 920-P and 940 analyzers.
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The basic configuration of the analyzers includes. a disk operating system-based persona computer
(PC) with Metorex electronics added in the form of a board that plugs directly into the computer
expansion dot identified as the X-MET PC System (XPCS), Metorex proprietary XRF software, and the
Metorex XRF analysis probe. The data acquisition, storage, and processing systems are housed in the
XPCS module independent of the analysis probe which contains excitation sources as well as the X-ray
detector. The X-MET 920 line uses IBM compatible computers so that the analyzers can be configured
with desktop, laptop, or portable computers. The XPCS contains a 2,048 multichannel analyzer (MCA)
that is used to collect the spectra. The MCA portion of the technology is contained on a single electronic
board that is plugged into one of the expansion slots of the XPCS. Menudriven software guides the user
through routine analysis and calibration, and is used to generate and display the data.

With the X-MET 920 line, Metorex offers severa analytical probes. The probes contain the
excitation sources and either a silicon (drifted with lithium) Si(Li) detector or a gas-filled proportiona
counter detector.

Metorex developed the X-MET 920-P and X-MET 940 to perform elemental analysis in the
petroleum and petrochemical industry, the mining and minerals industry, and the environmental field.
The X-MET 920-P and 940 are field portable technologies that can be operated in the in situ, or intrusive
mode. At the time of this demonstration, the X-MET 920-P was commerciadly available; the X-MET 940
was a prototype. The X-MET 920-P and 940 are Metorex's “portable” versions on the X-MET 920 line.
The X-MET 940 is a smaller, lighter version of the X-MET 920-P. Other than the difference in the size
and weight of the XPCS, these instruments are identical in function. Both analyzers use energy
dispersive XRF spectroscopy to determine the elemental composition of soils and other solid waste
materials as well as liquids and durries. The X-MET 920-P and 940 can identify and quantify the
concentrations of 70 elements, 32 of which can be identified and quantified simultaneously. Metorex
offers three excitation sources, Fe*, Cd'®, and Am**!, and two detectors(Si(Li) and gas-filled
proportiona counter) in its various probes. For this demonstration, both analyzers used the “solid state
probe system” (SSPS) equipped with the Cd'® and Am**! sources and aSi(Li) detector. The SSPSis
designed to house two excitation sources. The choice of sources is determined by the user depending on
the target analytes.

For in situ analyses using either analyzer, the probe is pointed downward and placed flat against the
soil surface to alow the probe window to come into contact with the soil surface. For intrusive analyses,
the probe is pointed upward and a protective sample cover is attached over the probe window. The soil
samples are placed in sample cups and the sample cups are placed inside the protective sample cover for
analysis. In either mode, sample measurement is initiated by depressing a button located underneath the
handle a the window end of the probe. This exposes the sample to primary radiation from the two
excitation sources, sequentially: fluorescent and backscattered radiation reenters the probe through the
source-detector window and is counted by the Si(Li) detector, which passes on the electronic pulses to
the MCA for processing.

The X-MET 920-P and 940 can be operated and calibrated using either the X-MET software or
Automated Contaminant Evaluation Software (ACES). The X-MET software is used to analyze samples
using an empirica calibration, The ACES software is used to analyze samples with a fundamental
parameters (FP) calibration. During this demonstration, the ACES software was used to run the X-MET
920-P and 940. The X-MET 920-P was used to analyze al samples from the ASARCO site and about
haf of the samples from the RV Hopkins site. The X-MET 940 was used to analyze the in situ samples
at the RV Hopkins site. Equipment failure precluded its use for all the RV Hopkins samples.



Operational Characteristics

This section discusses equipment and accessories, operation of the anayzers in the field, description
of the operator training requirements, reliability of the analyzers, health and safety concerns, and
representative operating costs.

Equipment and Accessories

The X-MET 920-P and 940 come with all of the accessories necessary for both in situ and intrusive
operation. Metal, foam-padded carrying cases are provided for storage of the XPCS units and the
analysis probe. Specifications for the X-MET 920-P and the 940 used during this demonstration are
provided in Tables 4-1 and 4-2, respectively.

Table 4-1. X-MET 920-P Instrument Specifications

Characteristic Specification

Resolution 170 eV (Mn-K,)
Sources 20 mCi Cd'® and 30 mCi Am®*' (Fe™ also available)
Detector Si(Li) - Liquid nitrogen cooled
(gas-filled proportional also available)
Analyzer Size 20cmx 10 cmx 25 cm
Probe Weight 4.1 kilograms (with liquid nitrogen)
Computer Size 3Bemx45cemxBom
Computer Weight 5.5 kg (without external battery); 11.5 kg (with external battery)
Computer Configuration Central processing unit 3865X 25 megahertz with a math

coprocessor; 2 MB RAM; 80 MB hard disk; VGA graphics;
color screen; 3.5-inch floppy disk; two serial ports and a
printer port; 2,048 channel MCA

Power Source 120V (AC), internal or external batteries
Qperational Checks Pure lead check sample
Intrusive Operation Attachment of protective sample cover

Contact: Jim Pasmore
1900 NE Division Street
Bend, OR 87701
1-800-225-9209
{503) 385-6750 (FAX)

Three main components comprise the anaytical system of each instrument: the computer, electronics
unit, and probe. With the X-MET 920-P, the PC and 2,048-channel MCA are packaged together in a
weatherproof plastic enclosure. The X-MET 920-P features a handle which swings to the back of the
unit to hold it at an angle for use on the ground or on a table. The keyboard is covered with a form-fitted
soft rubber cover to prevent water from entering the unit. All ports are fitted with watertight caps. The
bottom of the unit is fitted with grooves that accept an external battery pack for use in the field. The unit
also contains an internal battery that is capable of powering the system for a short time. The X-MET
920-P has been given a National Electrical Manufacturers Association No. 4 enclosure rating. The
external battery for the X-MET 920-P dlides onto the bottom of the unit. A short power cord that is
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permanently attached to the battery case plugs into the side of the X-MET 920-P. The battery is the same
width and depth as the X-MET 920-P and is about 5 cm (2 inches) in height. The external battery weighs
6 kilograms (kg) (13 pounds). During the demonstration, the battery lasted about 5 to 7 hours when fully
charged. To fully charge, the external battery is plugged into the combination AC adaptor and battery
charger overnight. The combination AC adaptor and battery charger can be used to simultaneously
power the X-MET 920-P and charge a battery.

Table 4-2. X-MET 340 Instrument Specifications

Characteristic Specification

Resolution 170 eV (Mn-K_)

Sources 20 mCi Cd'® and 30 mCi Am**' (Fe® also available)

Detector Si{Li) - Liguid nitrogen cooled
{gas-filled proportional also available)

Analyzer Size 20 em x 10 cm x 25 cm

Probe Weight 4.1 kilograms (with liquid nitrogen)

Computer Size 3Bemx38emxScom

Computer Weight 4.7 kg (without external battery); 6.4 kg (with external
battery pack)

Computer Configuration Central processing unit 386SX 25 megahertz with a math

coprocessor; 4 MB RAM; 10 MB flash disk; CGA graphics;
a monochrome screen; connector for an external
keyboard; serial, printer, and external floppy disk drive
pors; 2,048 channel MCA

Power Source 120V (AC), internal or external battery pack
Operational Checks Pure lead check sample
Intrusive Operation Attachment of protective sample cover
Contact; Jim Pasmore

1900 NE Division Street

Bend, OR 87701
1-800-229-9209
(503) 385-6750 (FAX)

The X-MET 940, which was used to analyze a portion of the samples at the RV Hopkins site, is a
smaller, lighter version of the X-MET 920-P. It also features a handle which swings to the back of the
unit to hold it at an angle for use on the ground or on atable. The keyboard on this unit was a prototype
version of what will be found on production models. One feature of its layout was the addition of several
keysto the right of the screen. These keys, which are separate from the rest of the keyboard, are used to
operate some of the basic functions in taking measurements. All ports are fitted with watertight caps.
The unit contained an internd battery that is capable of powering the unit for up to 2.5 hours. A nylon
carrying bag with shoulder straps was provided for analysesin the field. Metorex provided a prototype
externa battery for the X-MET 940. In the production model, Metorex plans to design the battery to
dide onto the bottom of the unit as with the X-MET 920-P. The prototype model, however, did not have
this feature. A short power cord, which is permanently attached to the battery, plugs into the side of the
X-MET 940. The battery is the same width and depth as the X-MET 940 and is about 3.8 cm (1.5
inches) in height. The prototype external battery weighed about 2 pounds. During the demonstration,
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each battery lasted at least 2.5 hours when fully charged. To fully charge, the prototype external battery
needed to be plugged into the X-MET 940 while the unit was plugged into an AC outlet. The prototype
battery required about 8 hours to fully charge.

The high resolution probe used with both analyzers is the solid state probe system (SSPS); it is a
hand-held, compact unit that contains aSi(Li) detector. The detector achieves a manganese Ka X-ray
resolution of 170 eV. The detector is cooled by a 0.5-liter liquid nitrogen dewar built into the probe,
which alows for 8 - 12 hours of field use. A dewar is sSmilar to a Thermos except that it is used to
store super-cooled liquids such as liquid nitrogen. This probe can be used as a surface probe to perform
in situ analyses by pointing downward at the soil surface, or with the attachment of a protective sample
cover, the probe can analyze soil samples intrusively from a sample cup. The protective sample cover is
easily removed or mounted on the probe with two hex-key screws. The probe dewar can be filled with
liquid nitrogen before each measurement session or can remain connected to the “mother” dewar (30-liter
capacity). During this demonstration, PRC supplied the 30-liter dewar; however, a dewar can be
purchased or leased from Metorex. Metorex provided a funnel assembly to fill the probe dewar from the
mother dewar. Metorex provided a leather glove and safety glasses for protection from liquid nitrogen
when it disconnected the funnel assembly from the probe dewar. Approximately 10 minutes is required
to fill the probe dewar with liquid nitrogen and an additional 45 minutes to alow the Si(Li) detector to
cool and stabilize each day prior to use.

The probe used during the demonstration contained the dual radioactive source configuration of a 20-
millicurie (mCi) Cd'® and 30 mCi Am*! source. Thisisthe most common configuration of sources for
environmental work. The probe can only contain atotal of two sources. These radioactive sources arein
the form of an 8-mm-diameter by 5-mm-thick capsule. Both sources in the probe used during the
demonstration were installed in February 1995. The sources are pneumatically driven and shifted into
the measurement position using pressure produced from liquid nitrogen off-gassing in the probe's dewar.
This off-gassing creates a pressure of 10 pounds per square inch (psi). The probe is equipped with an
interlock mechanism to prevent operator exposure to the radioactive sources. When not in the
measurement position, the radioactive sources are retracted into a tungsten shield.

One side of the probe contains a window, which displays a red color when the Cd'® source is in the
measurement position and a green color when it is retracted into its tungsten shield. The other side of the
probe contains a similar window that indicates the position of the Am**! source. The probe contains two
buttons. One button, which is located underneath the handle at the window end of the probe, begins a
measurement. The other button, a reset button located beneath the other end of the handle, causes the
exposed source to be retracted into its tungsten shield. The probe's sample window is environmentally
sealed by a25-mm-diameter window of clear Kapton™ film.

The probe is connected to the analyzers with a coiled, flexible cord that is about 5 or 6 feet long.
When fully extended, the cord reaches about 15 feet. The cord is permanently attached to the probe.
Metorex provided a cardboard box with a fitted, protective foam insert for storing and shipping the
probe. Wipe test results for the probe’s sources were shipped with the analyzers. Semiannual wipe tests
are required to monitor for source leakage.

Metorex brought pure element standards to the training sessions at the ASARCO site in Tacoma,
Washington, and to the RV Hopkins site in Davenport, lowa. To perform either an empirical calibration
or aFP calibration, a pure element standard for each target analyte is required. These pure element
standards are in the shape of a coin about the size of a $0.50 piece. They are large enough to completely
cover the probe’s Kapton™ window. Other equipment and supplies that are helpful when using the
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X-MET 920-P or 940, which is not supplied by the developer, include protective gloves, paper towels,
and a permanent marking pen.

Operation of the Analyzers

Three steps were involved in operating the analyzers: (1) performing the calibration, (2) taking
measurements, and (3) managing data. The X-MET 920-P and 940 can be calibrated empirically or
through the use of FPs. An FP calibration was performed using the ACES software. There were three
steps in calibrating the analyzers using the ACES software.

In the first step, the operator inputs concentration data from one fully-characterized sample, which is
referred to as the standard sample. Metorex recommends that the standard sample be collected at the site
of interest. However, an NIST or similar standard could be used if a site-specific sample has not been
analyzed. The more accurate the data for the standard sample, the better the results At both sites,
Metorex helped the operator decide which concentrations to use for these analytes. The same computer
screen which contains the standard sample data will also display the abbreviated chemical names of the
target analytes, the source to be used to excite each target analyte, and the peak(Ka, La, Ls, €tc.) to be
used for quantification. This step requires some knowledge of XRF theory to properly select the
appropriate source and peak. This step of choosing the source and peak is no longer necessary in the
latest ACES software Version 2.0.

In the second step, the operator corrects for any X-ray spectral overlaps for the target analytes. This
is done by acquiring spectra from pure element standards for al of the target anaytes. Once the spectra
of pure elements are acquired, the software prompts the operator to create overlap tables. This requires
highlighting the target analytes on a periodic table and pressing a key to begin the calculation of the
overlap tables.

The fina step involves analyzing the standard sample to generate response factors for each target
analyte. Metorex suggested a count time of 200 seconds for each source to acquire these spectra. Once
the three steps were completed, the analyzer is calibrated and ready to use. The operator noted that
setting the correction factors were a trial-and-error process that would become simpler with experience.

Background of the Technology Operator

The operator chosen for analyzing soil samples using the X-MET 920-P and 940 has been a PRC
employee for more than 4 years. He holds a bachelor’s degree in biology and a minor in chemistry and a
master's degree in environmental science. While a PRC, he has worked on projects involving site
investigation and hazardous waste management. Prior to working for PRC, he spent 1 year working as an
environmental scientist for the Site Investigation Section of the Indiana Department of Environmental
Management, where he conducted preliminary assessments and Site investigations of potential hazardous
waste sites for the Superfund program.

Training

The operator received 2 days of training by the developer at the start of the demonstration.
Approximately a half day of the training was dedicated to the theoretical background of XRF and the
remaining 1.5 days were spent on specific operation and hands-on training for the X-MET 920-P. The
hands-on training covered test measurements using the pure element samples, empirica calibrations, FP
cdibrations, the analysis of various standards and soil samples, and the steps for saving spectra and
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quantitative results. The developer indicated that the standard training course is 3 days. The devel oper
stated that the PRC operator received more one-on-one instruction in 2 days than users normally receive
in astandard 3-day course. The courseis designed for users with experience ranging from little or no
scientific background to scientists with many years of experience. Metorex tailors its training course to
match the level of user experience and the primary intended use of its equipment.

Two Metorex representatives stayed at the ASARCO site throughout the first day of in situ analysis
and assisted the PRC operator that evening with calculating concentrations and downloading the spectra
and resultsfilesto afloppy disk. They departed the next morning. One Metorex representative came to
the RV Hopkins site for 2 days prior to the start of the field work to review the procedures with the
operator.

Reliability

More than 1,800 individua measurements were collected with the X-MET 920-P and 940 analyzers
using the high-resolution probe and the Si(Li) detector. This included the measurement of soil samples
using the four sample preparation steps (1,260 measurements), 10 replicate measurements on 48 samples
for a precision assessment (480 measurements), the measurement of QC samples such as blanks, PE
samples, and SRMs, and multiple measurements of the same samples while varying count times. While
collecting these measurements over a period of 20 working days, several operational problems were
encountered. These problems can be divided into two categories: (1) mechanical, or (2) electronic or
software. These problems are discussed below.

The first mechanical problem was encountered with the probe of the X-MET 920-P at the ASARCO
gte. During the third day of field work at this Site, it rained much of the day and the probe got wet.
Throughout the morning, one of the two pressure release valves on the probe dewar kept frosting up.
Eventually, the probe stopped functioning. Thinking that the pressure in the dewar was getting low, the
operator refilled the probe dewar with liquid nitrogen. After waiting for the probe to stabilize, the
operator again began taking measurements. Within a few minutes, the pressure release valve began
releasing nitrogen gas because the valve could not close completely due to the frost. The measurement
stopped after the LED warning light came on. The operator refilled the probe dewar with liquid nitrogen,
but the problem occurred once more. A call was then made to Metorex technical support for assistance.
It was suggested that the operator cover the pressure release vaves with a plastic bag to prevent
condensation from the humid environment. The operator did this and was able to continue taking
measurements. Metorex also suggested that, in the evening, the operator use a hair dryer to dry the
pressure release valves.

On the morning of the fourth day of field work at the ASARCO site, a small brass nut fell out of the
probe dewar when the operator opened the dewar for filling. The operator again called Metorex for
assistance. The operator was instructed to remove the pressure release valves with a wrench and replace
the small nut. When the operator removed the valves, he saw that a nut was missing. The operator put
the nut on the end of the piston and replaced the pressure release valve. This was an easy procedure that
took about 10 minutes. It is possible that this missing nut caused some of the problems encountered
during the afternoon of the third day of field work.

The next problem occurred at the second sample location on the fourth day, when the data
acquisition process stopped. After trying severa troubleshooting measures, it was concluded that the
dewar was holding pressure but there was a problem with the source logic within the software. The

operator informed Metorex that there was some moisture under theKapton™ window and on theSi(Li)



detector that had accumulated from the day before while measurements were being taken in a light rain.
Metorex informed the operator that there was a photosensor beneath the window that controls source
logic, which in turn affects the switching of sources during a measurement. If water droplets
accumulated on the photosensor, the computer software system would be unable to tell which source was
exposed and the probe would stop functioning. Metorex suggested placing the probe next to a heater to
evaporate the moisture from under the Kapton™ window.

To remedy this problem, the probe was placed next to a portable heater. After several hours,
moisture accumulated on the underneath side of the window but could not escape. It was decided to cut
the Kapton™ window out of the probe to let the condensation escape. The following morning, the fifth
day of field work at the ASARCO site, the inside of the probe was dry. The operator then placed a sheet

of Mylar XRF film over the window since the Kapton™ window had been removed. This solved the
problem and the probe functioned properly for the remainder of the demonstration. These problems
resulted in one day of downtime and prevented the PRC operator from collecting data for 67 in situ
samples at the ASARCO site.

While using the prototype model of the X-MET 940 for three days at the RV Hopkins site, the PRC
operator encountered three problems. The first minor problem was that the number "1" key on the X-
MET 940’ s keypad did not work. Metorex had anticipated keypad problems with its prototype model and
had brought an external keypad to use with the X-MET 940. The operator connected the external keypad
to the X-MET 940 and the problem was solved.

A software problem occurred during the late afternoon on the third day of using the X-MET 940.
During an analysis, the measurement stopped after the probe switched from source A, the Cd'*® source, to
source B, the Am*! source. The following message appeared on the screen: “Unable to proceed with
this operation. Disk write error. Please press enter.” The operator started the measurement again, but
the same message appeared. He repeated the measurement two additional times, but the same message
appeared. The PRC operator then tried to calculate concentrations from spectra acquired up to that point.
The same message appeared on the screen. The operator ran Norton Disk Doctor (NDD) on the X-MET
940 but was unable to correct the problem. The PRC operator called Metorex, but Metorex was unable
to recommend a fix for the problem over the phone. The developer instructed the operator to return the
X-MET 940 to Metorex. After Metorex received the X-MET 940 and tried to run the ACES software, it
diagnosed that the X-MET 940’ s hard drive was full. Metorex informed the PRC operator that each time
the X-MET 940 is shut off, afile is created that stores information about the X-MET 940 and the probe.
After three days of using the X-MET 940, these self-creating files had used up all of the memory on the
hard drive. Metorex said it would change the error message from “Disk write error” to something like
“hard drive full.” Metorex also said that it would inform future technology users of this self-creating file
and how to remove it. No data was lost as a result of this problem because the PRC operator did not save
any spectra or results files on the hard drive.

When the X-MET 940 was returned to Metorex, the operator resumed RV Hopkins sample analyses
with the X-MET 920-P. When the RV Hopkins calibrations were set up on the X-MET 920-P, correction
factorsfor zinc and nickel produced erroneous data for these analytes: All of the RV Hopkins samples
analyzed by the X-MET 920-P were biased high for nickel and zinc by approximately 600 mg/kg and 800
mg/kg, respectively. Thisbiasis shown in Figure 4-2. The cause of thiserror could not be established.
This problem caused the loss of zinc and nickel data for samples 380 - 399 for the in Situ-prepared
analysis, and all of the intrusive zinc and nickel data at the RV Hopkins site. This data loss was not
considered in the discussion of analyzer data completeness, since this did not reflect an analyzer-induced
data loss.
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When the operator began acquiring spectra with the X-MET 920-P at the RV Hopkins site, severa
error messages appeared. One of the messages read: “Sector not found reading drive C.” NDD was used
to diagnose the problem and encountered several bad sectors and marked them so they would not be
used. Similar problems were encountered during the following 2 days. Eventually, enough bad sectors
were encountered on the X-MET 920-P's hard drive that they could not be fixed with NDD.

Metorex sent a new X-MET 920-P XPCS unit, the PRC operator removed the MCA card from the
nonfunctional X-MET 920-P, and placed it in the new X-MET 920-P. Thiswas arelatively easy process
that took about 30 minutes. The operator then copied the software and all files containing the ASARCO
calibration onto the new X-MET 920-P. Thiswas an easy process that took about 30 minutes. The
operator then finished analyzing all the samples without any problems.
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Figure 4-2. Analyzer Comparison Data: These graphs illustrate the shift in analyzer data that
occurred when the X-MET 940 was replaced with the X-MET 920-P at sample number 380 during
the in situ-prepared analysis. The nickel data appears to have generally increased by approximately
600 my/kg and the analyzer's zine data clusters around 1,000 mg/kg over a wide range of reference
data concentrations,

Health and Safety

The potential for exposure to radiation from the excitation source was the largest health and safety
consideration while using the analyzers. The X-MET 920-P and the 940 are sold under a generd license,
meaning that the analyzers are designed and constructed in such a way that while in use, per the
instruction manual, an operator would not accumulate a radiation dose higher than that from naturally
occurring radiation. One objective of the demonstration was to evaluate radiation exposure to operators
from the analyzers. Radiation was monitored with a gammarray detector radiation survey meter.
Background radiation at the two sites was between 0.006 and 0.012 millirems per hour (mrem/hr).
Radiation was monitored in the in situ and intrusive modes while the probe’s source was exposed (during
a measurement), obtaining a worst-case scenario. The radiation was measured within 5 cm of the probe
face while analyzing a sample. Radiation exposure also was monitored at a point on the probe where the
operator’s hand was located during analysis to provide arealistic value of operator exposure. Although
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the X-MET 920-P and the 940 are sold under a general license, meaning that they have met all safety
requirements according to the Nuclear Regulatory Commission, many states still recommend that
radiation from survey instruments be below a certain level. For example, in the State of Kansas, the
permissible occupationa exposure is 5,000 millirems per year, which equates to approximately 2 to 3
mrem/hr assuming constant exposure for an entire work year.

While taking in situ measurements (probe pointing down), maximum radiation values of 0.15 - 0.20
mrem/hr and 1.2 to 1.5 mrem/hr at the probe face were obtained with theCd'® source and Am**! source
exposed, respectively. The radiation values dropped to 0.020 - 0.030 mrem/hr at the probe handle when
either of the two sources was exposed. While collecting intrusive measurements (probe pointing up),
radiation values of 0.15mrem/hr at the side of the protective sample cover and 0.015- 0.020 mrern/hr

above the protective sample cover were obtained with the Cd'® source exposed. With theAm*"!
exposed, radiation vaues of 2.3 to 2.5 mrem/hr at the side of the protective sample cover and 0.015 -
0.020 mrem/hr above the protective sample cover were obtained. Background radiation levels were
obtained a the trigger under the handle with either source exposed. All radiation values at the probe
handle were below the occupational level of 2.0 mrem/hr.

Transferring liquid nitrogen from an external dewar to the internal dewar of the SSPS used for both
the X-MET 920-P and 940 was another health and safety consideration. Due to the extremely low
temperature of liquid nitrogen, the operator must take care to avoid contact during the filling operation.
Safety goggles and gloves must be worn during this process. It is also recommended that a laboratory
coat be worn when filling the SSPS with liquid nitrogen.

cost

The primary cost benefit of field analysisis the quick access to analytical data. This allowsthe
process depending on the test results to move efficiently to the next stage. Costs associated with field
analysis are very dependent on the scope of the project. Since most of the mobilization costs are fixed,
analyzing alarge number of samples usually lowers the per sample cost. Thisis akey advantage that
field analysis has over a conventiona |aboratory. Furthermore, more samples are usually taken for field
analysis since questions raised in the preliminary finding may be resolved completely without the need to
return for another sample collection event.

A representative list of costs associated with the Metorex 920-P is presented in Table 4-3. Also
included in this table is the measured throughput and the per sample charge of the reference laboratory.
Given the specid requirements of this demonstration, it was not considered fair to report a per sample
cost for the field analysis. However, some estimate can be derived from the data in this table.

Since it was tested as a prototype, no-cost data was available for the X-MET 940. At the time of the
demonstration, the X-MET 920-P and SSPS with two radioisotope sources cost $52,470. This includes
the X-MET and ACES software, eight pure element standards, a liquid nitrogen dewar, and 3 days of
training for two people a Metorex. Travel and accommodation costs for the training are not included.
Spare batteries are available for $425 and spare battery chargers are available for $340. Periodic
maintenance includes replacement and disposal of the Cd'® source every 2 years at a cost of $4,500 with
an additional $500 disposal fee.

The X-MET 920-P can be rented from Metorex. Thereis al-month minimum rental. The cost is 10
percent of the purchase price per month, and al shipping costs. Users have a choice of training options.
The first is a 3-day class offered at Metorex’s facility a $685 per person plus travel and lodging
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expenses. On-site training classes are also available. Metorex must be contacted for details regarding
the on-site training classes.

Table 4-3. Instrument and Fleld Operation Costs

Item : | Amount
X-MET 920-P $ 52,740 Purchase Price
5,500 Per Month Lease

Replacement Source 5,000 For Cd'®

Operator Training (Vendor Provided) 685 e

Radiation Safety License 500 (State of Kansas)

Field Operation Costs ‘ . ’

Supplies and Consumables (Sample cups, 300 - 500 {Varies, depending
window film, sieves, standards) on sample load)

Field Chemist (Labor Charge) 100 - 150 Per day

Per diem 80-120 Per day

Travel 200 - 500 Per traveler

Sample Throughput 10-12 Samples per hour

Cost of Reference Laboratory Analysis 180 Per sample

Performance Factors

The following paragraphs describe performance factors, including detection limits, sample
throughput, and drift,

Detection Limits

MDLs, using SW-846 protocols, were determined by collecting 10 replicate measurements of site-
specific soil samples with metals concentrations 2 to 5 times the expected MDLs. These data were
obtained during the measurement of instrument precision. Based on this precision data, a standard
deviation was calculated and the MDLs were defined as 3 times the standard deviation for each target
analyte. All the precision-based MDLs were calculated for soil samples that had been dried, ground, and
placed in a sample cup, the highest degree of sample preparation. The precision-based MDLs for theX-
MET 920-P and 940 are shown in Table 4-4.

The precision-based MDLs were obtained using a 140-second count time for the Cd'® source and a
100-second count time for the Am'* source. Table 4-4 also lists MDLs reported by the developer. The
developer’ sMDLs were acquired using a200-second count time for each source. The counting statistics
for FPXRF analysis indicate that it would take a fourfold increase in count time to increase the precision
and therefore reduce MDLs by 50 percent.

Another method of determining MDLs involves the direct comparison of the log,, transformed
FPXRF data and the log,, transformed reference data. When these sets of data were plotted against each
other, the resultant plots were linear. As the plotted line approached zero for either method, there was a
point a which the FPXRF data appeared to respond to the same reading for decreasing concentrations of
the reference data. Figure 4-3 illustrates this effect for copper. This point was determined by
observation and was somewhat subjective; however, a sensitivity analysis showed that even a 25 percent
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error in identifying this point resulted in up to 10 percent changes in MDL calculation. By determining
the mean values of this FPXRF data and subsequently two standard deviations (SD) around this mean, it
was possible to determine afield or performance-based MDL for the analyzer. For the X-MET 920-P
and 940 analyzers, these field-based MDLs are also shown in Table 4-4.

Table 4-4, Method Detection Limits—X-MET 920-P
and 940 Analyzers

Developer-based | Precision-based | Field-based

Analyte MDL (mg/kg) ' MDL (mg/kg) | MDL (mg/kg)
Arsenic 75 55 20
Barium 20 30 1,320
Chromium 200 210 470
Cadmium 25 25 55
Copper 80 75 210
fron 85 Not determined | Not determined
Lead 60 45 45
Nickel 80 120 200
Zinc 75 70 120
Note: mg/kg Milligrams per kilogram
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Figure 4-3. Critical Zone for the Determination of a Field-
based Method Detection Limit for Copper: Between 100 and
200 mg/kg for the reference data, the linear relationship
hetween the two data sets changes. This point of change
identified the point at which field-based MDLs for the analyzer
were determined.

Because iron was generally present at tens of thousands of milligrams per kilogram, reasonable field-
based detection limits could not be calculated. For the other elements, the precision-based MDLs were
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very similar to the developerMDLs. The field-based MDLs for most of the analytes were 1.5 to 3 times
higher than the developer’s or precision-based MDLs. The field-based and precision-based MDL for
lead were the same.

Antimony, a secondary andyte for this demonstration, was not reported by this analyzer, athough it
isin the analyzer's range and can be determined. At the time of the demonstration, a standard with a
certified value for antimony was unavailable. Antimony can be analyzed by the X-MET 920-P and the
940 when they are equipped with an Am*! source.

Throughput

Both analyzers used a total source live-second count time of 240 seconds. With the additiona
“dead” time of the detector and the time required to label each sample and store data between sample
measurements, the time required to analyze one soil sample was 5 to 6 minutes. This resulted in a
throughput of approximately 10 to 12 samples per hour in the intrusive mode. The throughput for the in
Situ samples was 8 to 10 measurements per hour which includes the time required to walk to the next
sample location.

The sample analysis time did not include the time required for sample handling and preparation, or
for data downloading, printing, and documentation. Considerable time was spent preparing the in situ
homogenized samples and the intrusive samples. Homogenization required an average of approximately
5 minutes per sample (in situ-prepared), 20 minutes per sample was required for No. 10 sieving
(intrusive-unprepared), and 10 minutes per sample was required for grinding and sieving (intrusive-
prepared). The operator noted that it took about 10 - 15 minutes to fill the probe dewar with liquid
nitrogen and 45 minutes for the probe to cool and stabilize. This time was used to calculate
concentrations from spectra collected the previous day and to perform data management tasks such as
printing a hard copy of the data. On average, it took about 1 hour after arriving at the site before the
operator could start taking measurements.

Drift

Drift is a measurement of an analyzer's variability in quantitating a known amount of a standard over
time. Normally drift is evaluated by reviewing results from the periodic analysis of an SRM or other
check samples. No data was produced by either analyzer to assess drift.

Intramethod Assessment

Intramethod assessment measures of the anayzer's performance include results on analyzer blanks,
completeness, intramethod precision, intramethod accuracy, and intramethod comparability. The
following paragraphs discuss these characteristics.

Blanks

Analyzer blanks consisted of pure lithium carbonate. The blanks were placed directly in a sample
cup after adl four sample preparation steps like the dried and ground soil samples. The blanks were used
to monitor for contamination of the probe by material such as residual soil left on the probe face. Four
blanks were analyzed at the ASARCO site using the ASARCO site-specific FP calibration model. Four
blanks also were anadyzed at the RV Hopkins site using the RV Hopkins site-specific FP calibration
model. Iron was detected in all blanks at levels ranging from 237 to 304 mg/kg. These concentrations



were above the MDL listed by the developer; however, they were not of concern as most of the soil
samples contained iron concentrations exceeding 20,000 mg/kg. Copper also was detected in all blanks
at levelsranging from 85 to 103 mg/kg. These levels were dlightly above the developer and precision-
based MDLs, but were below the field-based MDLSs.

Completeness

The analyzers produced data for 1,192 out of the 1,260 samples for a completeness of 94.6 percent,
dightly below the demonstration objective of 95 percent. Data was not obtained for 68 samples at the
ASARCO site. The mechanical problems with the probe while using the X-MET 920-P caused the loss
of data for 67 in situ-unprepared samples, most of which were in the loam textured soil. The remaining
missing data point was for one in situ-prepared ASARCO soil sample. This omission was caused by an
oversight of the operator.

Precision

Precision was expressed in terms of the percent RSD between replicate measurements. The precision
datafor the target analytes detectable by the analyzers are shown in Table 4-5. The precision data
reflected in the 5 to 10 times the MDL range reflects the precision generaly referred to in analytical
methods manuals such as SW-846.

These analyzers performed 10 replicate measurements on 12 soil samples that had analyte
concentrations ranging from less than 50 mg/kg to tens of thousands of milligrams per kilogram. Each of
the 12 soil samples underwent the four sample preparation steps. Therefore, there was a total of 48
precision points for the analyzers. The replicate measurements were taken using the same source count
times used for regular sample analysis. For each detectable analyte in each precision sample, amean
concentration, SD, and RSD were caculated. The percent RSD is defined as the SD divided by the mean
concentration times 100.

In this demonstration, the analyzer's precison RSD for a given analyte had to be less than or equd to
20 percent to be considered quantitative screening level data and less than or equal to 10 percent to be
considered definitive level data. The results, reflected by the precision data in the 5 to 10 times MDL
range, were al below the 10 percent RSD required for definitive level data quality classification with the
exception of chromium and nickel. Cadmium and iron did not have sufficient data to allow data quality
conclusions based on precision. Table 4-5 shows that chromium and nickel precision was dlightly greater
than 20 percent, placing the chromium and nickel results in the qudlitative level data quality
classification based solely on precision. The lower precision for chromium was expected because
chromium is a problematic analyte in FPXRF analysis. The lower precision for nickel may be an artifact
of the low concentrations of nickel in the soil samples and the influence of iron interference in the
samples.

There was no observable effect of sample preparation on precision. This was expected because the
method used to assess precision during this demonstration assessed analyzer precision and not total
method precision. These samples were purposely chosen to span a large concentration range to test the
effect of analyte concentration on precision. As the concentration of the target analyte increased, the
precision improved. Figure 4-4 shows an asymptotic relationship between concentration and precision.
In this figure, precision shows little improvement at concentrations greater than 400 mg/kg; however, a
concentrations below 400 mg/kg, precision is highly concentration dependent. Although lead is shown in
Figure 4-4, a similar trend was exhibited by the other target analytes. Table 4-5 shows that the RSD
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values were less than 10 percent for all analytes except chromium and nickel at concentrations greater
than 500 mg/kg.
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Table 4-5. Precision Summary—X-MET 920-P and 940 Analyzers

Mean % RSD Values by Concentration Range

5«10 Times

; 50 - 500 500 - 1,000 % »>1,000

MDL® (mg/kg) | (mg/kg) (mg/kg) | (mg/kg)

Arsenic 3.36 (B) 10.48 (12) 3.04 (4) 1.28 (4)
Barium 3.38 (24) 3.16 (32) 2.34 (12) 2.46 (4)
Chromium 22.72 (4) 35.21 (4) 29.56 (8) 22,72 (4)
Copper 7.80(8) 11.35 (28) 3.95 (8) 270(12)
lron ND ND ND 1.43 (48)
Lead 4.80 (12) 11.18 (24) 3.62 (8) 1.87 {(16)
Cadmium ND 24.95 (48)° ND WD
Nickel 24.92 (16) 27.35(8) 22.53 (8) WD
Zinc 4.26 (16) 9.18 (24) 4.12 (20) 2.65 (4)
Notes: * The MDLs referred to in this column are the precision-based MDLs
\ shown in Table 4-4.
This value may be biased high because the cadmium concentration
in the soif samples was near the detection mit.
mglkg Milligrams per kilogram,
ND No data.

{) Number of samples, including the four sample preparation steps,
each consisting of 10 replicate analyses. Numbers do not always
add up to 48 because some samples had analyte concentrations
below the analyzer's MDL.
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Figure 4-4. Precision vs. Concentration—X-MET 920-P and 940 Analyzers: This graph illus-
trates the analyzers’ precision as a function of analyte concentration.
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Accuracy

Accuracy refers to the degree to which a measured vaue for a sample agrees with a reference or true
value for the same sample.

Intramethod accuracy was assessed for the analyzers using site-specific PE samples and SRMs.
Accuracy was evaluated through a comparison of percent recoveries for each primary and secondary
analyte reported by the analyzers. The analyzers measured six site-specific PE samples and 14 SRMs.
The operator knew the samples were PE samples or SRMs, but did not know the true concentration or the
acceptance range. These PE samples and SRMs were analyzed in the same way as al other samples.

The six site-specific PE samples consisted of three from each of the two demonstration sites that
were collected during thepredemonstration activities and sent to six independent |aboratories for analysis
by laboratory-grade XRF analyzers. The mean measurement for each analyte was used as the true value
concentration. The 14 SRMs included seven stream or river sediments, two ash, and one sludge SRM.
The SRMs were obtained from NIST, USGS, Commission of European Communities, National Research
Council-Canada, and the South African Bureau of Standards. The SRMs contained known certified
concentrations of certain target analytes.

These PEs and SRMs did not have published acceptance ranges, As specified in the demonstration
plan, an acceptance range of 80 - 120 percent recovery of the true value was used to evaluate accuracy
for the six site-specific PEs and 14 SRMs. Table 4-6 summarizes the accuracy data for the target
analytes in these samples. Figures 4-5 and 4-6 show the true value, the measured value, and percent
recovery for the individual site-specific PEs and SRMs, respectively. Although nickel was reported by
the X-MET 920-P, no nickel datais presented or discussed in this accuracy assessment. There was an
error in the nickel calibration that caused this data to be unusable. No figureis presented for the
cadmium data for the site-specific PEs or for the chromium data for the SRMs because there were two or
less detects in both cases.

Based on the 80 - 120 percent recovery acceptance range, the analyzers accuracy varied from O
percent for barium and cadmium to 100 percent for arsenic, copper, iron, and lead in the site-specific
PEs. Overdl, the analyzers produced 28 out of 38 results or 73.7 percent within the 80 - 120 percent
recovery acceptance range for al analytesin the six PEs Nine out of the 10 results falling outside of the
acceptance range were below the lower limit of 80 percent recovery. Only a 140 percent recovery for
chromium in one PE sample was above the upper limit of 120 percent recovery. Table 4-6 shows that the
mean percent recoveries for seven of the eight analytesin the PEs were less than 100 percent. The mean
percent recoveries and range of percent recoveries indicate that, in general, the analyzers were producing
results that were biased dlightly low for iron, lead, and zinc, and substantially low for barium. The
analyzers were underestimating barium concentrations by afactor of 2 to 3. This underestimation of
barium is somewhat difficult to explain because the site-specific PE samples were used to assist in the
calibration of both analyzers and, therefore, the barium results should have been similar to the true value.
The cadmium data for the site-specific PEs were inconclusive with only two data points and one of those
samples having a true cadmium value of 27.9 mg/kg, which was very close to the precision-based MDL
of 25 mg/kg. The one chromium result above the acceptance range was for a sample with a chromium
concentration near the precision-based MDL and below the field-based MDL. The one zinc result that
fell below the 80 percent acceptance range was only dightly below with a 78 percent recovery.
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Table 4-6. Accuracy Summary for Site-Specific PE and SBM Results—X-MET 920-P and 940
Analyzers

Percent | !

Within |  Mean | Range mf% 8D of

Acceptance | Percent | Percent ‘ Percent | Concentration
Range | Recovery | Recovery | Recovery | Range (mg/kg)

|
!
z

Analyte

Slte-Specific Performance Evaluation Samples

Arsenic 4 100 95 89 - 108 B.7 892 - 22,444
Barium & 0 40 21-57 13 792 - 7,240
Cadmium 2 0 64 57 -72 NA 27.9 - 353
Chromium 3 687 117 92 - 140 24 247 - 3,800
Copper 5 100 89 91 - 109 7.9 300 - 7,132
fron 51 100 86 gt-9 3.3 27,320 - 70,500
Lead 8 100 85 80 - 92 4.6 282 - 14,663
Zinc 6 83 88 78 - 94 6.9 164 - 4,205
Soll Standard Reference Materiais
Arsenic 3 33 50 0-91 58 105 - 626
Bartum 5 20 70 47 - 117 29 TO7 - 2,240
Cadmium 3 100 100 81- 115 18 21.8-71.8
Copper 4 25 162 100 - 210 53 76 - 2,850
fron 3 100 97 893103 5.8 28,800 - 35,000
Lead 5 80 80 44 - 84 21 101 - 5,532
Zine 7 86 111 96 - 161 23 81 - 6,852
Sediment Standard Reference Materials
Arsenic 1 0 71 71 NA 211
Barium 3 67 84 63~ 108 20 335 - 414
Chrormium 1 0 22 22 NA 509
Copper 4 25 83 10175 73 99 - 452
fron 1 100 94 94 NA 41,100
Lead 4 25 72 61 - 81 9.2 161 - 5,200
Zine 4 75 81 46 - 102 25 264 - 2,200
Ash and Sludge Standard Reference Materials
Arsenic 2 0 128 126 - 131 NA 136 - 145
Barium 2 0 59 55 - 63 NA 708 - 1,500
Copper 3 67 120 116 - 125 4.2 113 - 696
fron 2 100 84 84 MNA 77,800 - 94,000
Lead 3 33 46 0-84 53 68 - 286
Zing 3 100 106 99 - 112 8.7 210- 2,122
Notes: n Number of samples with detectable analyte concentrations.

S0 Standard deviation.
mgfkg Milligrams per kilogram.
NA Mot applicable, standard deviation not calculated for less than three results.
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Figure 4-5. Site-specific PE Sample Results—X-MET 920-P and 940 Analyzers: These
graphs Hlustrate the relationship between the analyzers’ data (measured values) and the true
values for the site-specific PE samples. The gray bars represent the percent recovery for the
analyzers. Each set of three bars (black, white, and gray) represents a single site-specific PE
sample.
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Figure 4-6. SRM Results—X-MET 920-P and 940 Analyzers: These graphs illustrate the
relationship between the analyzers’ data (measured values) and the frue values for the SRMs.,
The gray bars represent the percent recovery for the analyzers. Each set of three bars (black,
white, and gray) represents a single SRM sample,
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Table 4-6 provides asummary of the accuracy data for the SRMs. A more detailed analysis of the
SRM datais presented in Figure 4-6. The analyzers accuracy for the SRMs varied from O percent for
arsenic and chromium in the sediment SRMs and arsenic and barium in the ash and dudge SRMs to 100
percent for iron in all SRMs, cadmium in the soil SRMs, and zinc in the ash and sludge SRMs. Theiron
concentrations were in the tens of thousands of milligrams per kilogram, which is in a concentration
range that the analyzers should perform well. Some analytes such as copper, lead, and zinc had
concentrations spanning 1 or more orders of magnitude in al SRMs. Overall, for all analytesin all
SRMs, the analyzers produced 35 out of 63 results within the 80 - 120 percent recovery acceptance range
for an accuracy of 55.5 percent.

A more detailed analysis of the SRM data showed that there was a matrix effect on the analyzers
accuracy. The analyzers produced 19 out of 30 results or 63.3 percent within the acceptance range for al
target analytes in the seven soil SRMs; eight out of 18 or 44.4 percent within the acceptance range for all
target analytes in the four sediment SRMs; and eight out of 15 results or 53.3 percent within the
acceptance range for all target anaytes in the ash and sludge SRMs. This demonstrated that the
analyzers were more accurate when measuring SRMs of a soil matrix, than sediment, sludge, or ash.
This was expected because the soil SRMs more closely matched the matrix of the site-specific ol
samples used to calibrate the anayzers.

Although, in general, the analyzers displayed greater accuracy for the soil SRMs, the trend was not
consistent among analytes. The accuracy for arsenic and lead was greatest for the soil SRMs. The
accuracy for copper and zinc was greatest for the ash and sludge SRMs. Barium accuracy was greatest
for the sediment SRMs. Iron accuracy was 100 percent for all SRMs.

The X-MET 920-P and 940 displayed similar or greater accuracy for all analytes except barium and
cadmium for the site-specificPEs as compared to the soil SRMs. These results were expected for three.
reasons. First, site-specific PEs were used to calibrate the X-MET 920-P. Second, the analytical
technique (laboratory-grade XRF) used to determine the true analyte concentrations in the site-specific
PEs was similar to the FPXRF technique. As described in Section 3, varying analytical techniques were
used to determine the total analyte concentrations in the SRMs. Third, the analyte concentrations were
often higher in the site-specificPEs versus the soil SRMs. This data supported the developer’s
contention that a site-specific PE sample is a better assessment of accuracy than an SRM for these
analyzers.

Comparability

Intramethod comparability for the analyzers was assessed through the analysis of four ERA PEs and
four CRM PEs. This was done to present users additional information on data comparability relative to
different commercially available QC samples. The eight PEs were analyzed in the same way as al other
samples. As described in Section 3, these eight PES had certified analyte values determined by Methods
3050A/6010A. Therefore, since these methods do not necessarily determine total metals concentrations
in soil, it was expected that the analyzer would overestimate analyte concentrations relative to PALSs.
The ability of the analyzers to produce results within the PALS and the percent recovery for each of the
analytes was used to evaluate intramethod comparability. Aswith the site-specific PEs and SRMs, the
arsenic, cadmium, copper, iron, lead, and zinc data generated from the ASARCO calibration application
and the chromium data generated from the RV Hopkins calibration application were used for the
comparability assessment. A combination of both applications data was used in an assessment of the
barium data. No nickel data is presented or discussed because of the problem with the nickel calibration.
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The analyzers performance data for all target analytes for the eight CRMs and PES are summarized
in Table 4-7. The measured values, true values, and percent recoveries for all detectable anaytes are
shown in Figure 4-7. No figure is shown for chromium because there was only one detect. For the ERA
PEs, the analyzers produced 15 out of 28 results or 53.6 percent within the acceptance range. For the
CRM PEs, the analyzers produced 13 out of 21 results or 61.9 percent within the acceptance range.

With the ERA and CRM PEs combined, the analyzers produced 28 out of 47 results or 59.6 percent

within the acceptance range. Based on the data presented in Table 4-7, the andyzers' results were

dightly more comparable to the CRM PEs than the ERA PEs. The better comparability to the CRM PEs
was expected because the ERA PEs had lower analyte concentrations than the CRM PEs With the
exception of iron, the analyte concentrations in the ERA PEs were all less than 350mg/kg, which was
less than 5 times the MDL for most of the analytes. The arsenic and zinc data were more comparable for
the ERA than the CRM PEs, while the barium, copper, and iron data were more comparable for the CRM
than the ERA PEs. Lead and cadmium comparability were the same for the ERA and CRM PEs. The
chromium data were inconclusive.

The anayzers overestimated barium, copper, iron, lead, and zinc concentrations in the ERA PEsby a
factor of 1.3 to 2.0, shown by the mean percent recoveries in Table 4-7. The anayzers produced only six
out of 28 calculated percent recoveries for the ERA PEs less than 100 percent and four of these were for
cadmium. This is consistent with the fact that FPXRF method analysis is a total metal technique whereas
EPA SW-846 Methods3050A/6010A used to certify the resultsin the ERA PEs are not. The poor
comparability for some analytes in the ERA PES may be an artifact of analyte concentration. All copper
concentrations were less than 3 times the precision-based MDL and less than the field-based MDL. All
iron concentrations were 3 to 4 times less than the iron concentrations in the site-specific PEs used to
calibrate both analyzers. The one lead result outside of the acceptance range was for a sample with 52.4
mg/kg lead, which was dlightly above the precision and field-based MDL of 45mg/kg. The one zinc
result outside of the acceptance range was for a sample with 101 mg/kg zinc, which was above the
precision-based MDL of 70mg/kg but less than the field-based MDL of 120 mg/kg.

Aswith the ERA PEs, the barium results in the CRM PEs were severely overestimated. The
comparability of the analyzers' results to the certified values in the CRM PEs was sample dependent.
Seven of the eight results outside of the acceptance limits were found for the two soil CRM PEs. This
was not expected since the matrix of these CRM PEs more closely matched the matrix of the site-specific
PEs than did the sludge or ash CRM PEs. It is possible that interferences were causing the poor
comparability in these two CRMs. One soil CRM PE contained nearly 20 percent iron which was greater
than the normal 2 - 10 percent iron found in most soil samples. The other soil CRM PE contained nearly
15 percent lead. The recoveries of arsenic, copper, lead, and zinc in these CRM PEs may have been
affected by the high concentrations of iron or lead. In both CRM PEs, it is possible that the FPs may not
have been able to compensate for the high concentrations of iron or lead.

Intermethod Assessment

The comparison of the X-MET 920-P and 940 results to those of the reference method's was
performed using the statisticadl methods detailed in Section 2. The purpose of this statistical evaluation
was to determine the comparability between data produced by the analyzers and that produced by the
reference laboratory. If thelogiwo transformed FPXRF data were statistically equivalent to the logio
transformed reference data and had acceptable precision (10 percent RSD), the data met the definitive
level criteria If the data did not meet the definitive level criteria but could be mathematically corrected
to be equivalent to the reference data, they met the quantitative screening level criteria. If the analyzer
did not meet the definitive level criteria, and the statistical evaluation could not identify a predictable



bias in the data, but the analyzer identified the presence or absence of contamination with at least a 90
percent accuracy rate, the data was classified as qualitative screening level.

The regression analysis of the entire log,, transformed data set for the primary analytes showed that
arsenic, copper, and lead had values at or above 0.93.Barium, chromium, and zinc hadr® values
ranging from 0.86 to 0.43. Based on a comparison of the raw data, the analyzers tended to overestimate
concentrations of all the target analytes except lead. Section 5 discusses the average relative bias of the
analyzers and how confirmatory analysis and data correction reduces FPXRF bias.

The next step in the data evaluation involved the assessment of the potential impact of the variables:
site, soil type, and sample preparation on the regression (Table 4-8). The effect of the site variable was
assessed for lead and zinc only. These were the only target analytes exhibiting awide and similar
concentration distribution at each site. The evaluation of the soil variable is presented in Table 4-9.

Table 4-7. PE and CRM Results—X-MET 920-P and 940 Analyzers

I

Percent |

. Within | Mean | Rangeof  SDof

, | Acceptance = Percent | Percent = Percent = Concentration

Analyte | Range . Recovery | Recovery | Recovery | Range (mg/kg)
ERA Performance Evaluation Samples
Arsenic 4 100 102 92 - 114 9.16 65 - 349
Barium 4 25 186 107 - 308 a8 111- 319
Cadmium 4 100 79 64 - 86 10.3 47 - 131
Chrornium 0 NA NA NA NA NA
Copper 4 0 202 178 - 247 32 88 - 196
Iron 4 O 177 153 - 232 a7 7,130 - 10,400
Lead 4 75 134 92 - 212 54 52 - 208
Zing 4 75 138 127 - 160 15.3 76 - 259
Certified Reference Materials

Arsenic 1 0 19 19 NA aay
Barium 2 50 514 180 - 848 NA 342 - 588
Cadrnium 2 100 94 88 - 100 MNA 362 - 432
Chromium 1 100 103 103 NA 161,500
Copper 4 50 80 20-129 49 279 - 4,792
Iron 3 100 81 52 - 100 25 6,481 - 191,650
Lead 4 75 100 23-185 67 120 - 144,740
Zinc 4 25 96 6.4 - 181 76 546 - 22,217
Notes: n Number of samples with detectable analyte concentrations,

8D Standard deviation.
mg/kg Milligrams per kilogram,
NA Not applicable, analyte not present above LRL.
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Figure 4-7. PE and CRM Results—X-MET 920-P and 940 Analyzers: These graphs illustrate the
relationship between the analyzers' data (measured values) and the true values for the PE and CRM
samples. The gray bars represent the percent recovery for the analyzers. Each set of three bars
{black, white, and gray) represents a single PE or CRM sample.
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Table 4-B. Regression Parameters® by Primary Variable-X-MET 820-P and 940 Analyzers

| f
‘ s Arsenic Variable . _Barium

| Std. Err. | Y-Int. | Slope

9o3 1 0.941 0.24 0.11 .96 All Data 8911 043 0.23 148 | 052
7T 0.964 0.13 0.27 | 0.91 ASARCO Site 746 1 0.04 v.e2 207 | 018
248 1 0.088 (.54 0.06 | 085 RV Hopkins Site 172 097 0.10 2145 1 0.34
384 . 0.9864 0.14 0.31 (.89 Sand Soil 368 0.00 0.14 238 0 003
391 0.861 0.12 0.21 .54 Loarn Boil 380 014 (.28 1.56 + 0.41
248 | 0.086 0.54 008 | 085 Clay Soil 388 1 0.66 0.15 204 1 0,38
218 1 0.913 0.33 0.04 | 0.95 In Situ-Unprepared 2281 073 017 1.49 0.56
266 1 0.957 0.21 -0.11 1.03 in Situ-Prepared 2581 035 0.34 1,31 .58
264 | 0.964 0.17 016 | 0.84 | Intrusive-Unprepared 308 1 0.61 0.21 1.36 .81
258 1 0.954 0.20 0.27 1 09895 Intrusive-Prepared 208 | 082 0.19 1.52 (.56

St ] van | Siope |

All Data 1147 | 0.93 0.19 082 | 075
771 0000 0.18 242 | 0.02 ASARCO Site 7ie | 0487 0.12 044 | 0890
a87 1 0.665 0.24 1.62 | 053 RV Hopking Site 371 007 .21 1.87 | 017
378 0 0.030 012 276 | 019 Sand Soll a8t 095 0.12 053 | 0.86
382 1 0.083 0.13 210 1 020 Loam Soil 385 0.97 0.1 037 | 0482
387 0 0.665 0.24 1,62 1 0.53 Clay Soil 371 007 0.21 1.87 + 017
237 1 0.558 0.21 1.83 1 042 in Situ-Unprepared 234 0.86 0.21 .18 1 0.83
308 0.594 019 177 | 044 In Situ-Prepared 298 1 095 017 085 | 077
308 0 0753 015 1.69 0.52 | Intrusive-Unprepared 303 086 016 0.86 0.76
3040 0774 0.15 1.66 | 058 Intrusive-Preparad a7 0.94 0,18 (.88 0.79

Variable Zinc

d Oe

1147 | 0.945 0.18 0.08 | 0.96 All Data 860 | 0.860 0.18 0.45 | 0.88
744 1 0.959 0.14 006 | 1.01 ABARCO Site 747 | 0.808 0.14 0.38 | 087
ag6 - 0.906 0.18 0,39 | 0.85 RV Hopking Site 1411 0.710 0.23 118 | 067
3731 0.958 0.14 0.06 | 095 Sand Soll 380 1 0.941 012 0.41 0.87
378 0,959 0.14 -0.19 | 1.06 Loam Soil 358 | 0.844 0,18 0.29 1 0.89
396 | 0.908 0.18 0.39 | 0.85 Clay Soil 141 0710 0.23 1.18 + 0.67
233 0.868 0.24 035 1 0856 In Situ-Unprepared 2141 0770 0.23 0.83 (0.79
306 | 0.9685 0.12 0.08 | 085 in Situ-Prepared 2531 0.810 0.20 0.51 0.83
303 0871 012 <040 | 1.00 | intrusive-Unprepared 186 | 0.960 0.10 0.23 0.93
307 0.968 0.13 0.02 101 Intrusive-Prepared 195 1 08580 0,11 0.35 1 0.91

Motes: ) Regression parameters based on log,, transformed data. These parameters were
calculated for FPXRF data as the dependent variable, and thus, cannot be used to correct
FPXRF data, Ses Section B,

* Zinc results for intrusive-unprepared and intrusive-prepared do not include samples from the
RV Hopking site.

n Mumber of data points.
Yelnt. Y-Intercept.
Std. Err. Standard error,
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Table 4-9. Regression Parameters® for the Sample Preparation Variable and Soil Texture—
X-MET 920-P and 940 Analyzers

Arsenic N B I §mariumm
| Std. Err. ; Y-int. s Slope n | 0 i Std. Err. ‘ Y-int. iﬁmpe

In Situ-Unprepared Soll Texture In Situ-Unprepared
9510933, 0.18 043 | 0.81 Sand Soil 85 | 0.037| 008 |228 |0.10
50 | 0.877| 0.21 038 | 085 Loam Soil 48 | 0678, 012 |1.36 | 053
71 | 0.074| 0.53 0.05 | 0.88 Clay Soil 97 10774 011 [2.08 | 0.37

In Situ-Prepared Soil Texture in Situ-Prepared
95 | 0.989| 0.08 0.16 | 0.95 Sand Soil 97 | 0,004 033 [1.89 |0.15
114 | 0.989| 0.06 015 | 095 Loam Soll 112 | 0.053| 036 |1.51 |0.30
66 | 0.089| 0.53 -017 | 0.95 Clay Soil 75 | 0.798, 0.08 [2.25 |0.31
Intrusive-Unprepared Soil Texture Intrusive-Unprepared

96 | 0.984| 0.10 0.16 | 095 Sand Soil 91 | 0.031| 0.08 |2.34 |0.07
113 | 0.986| 0.07 0.11 0.96 Loam Soil 111 | 0568, 0.14 |1.30 | 054
53 | 0.033| 0.56 039 | 058 Clay Soil 100 | 0.636| 0.19 [1.82 | 047

intrusive-Prepared Soll Texture intrusive-Prepared
96 | 0.980| 0.11 039 | 0.90 Sand Soil 98 | 0.104| 0.06 (223 |0.14
114 | 0.985| 0.08 029 | 095 Loam Soil 110 | 0.423| 0.11 1.88 | 0.33
59 | 0.034| 0.59 033 | 0.64 Clay Soil 97 10784 008 [224 035

Chromium

et S S— S———

n | r | Std.Erm. |

Y-int. | Slope

in Situ-Unprepared Soll Texture In Situ-Unprepared
94 | 0.048| 0.08 277 | -0.15 Sand Soil 94 | 0809 0.14 [(0.78 074
49 | 0.005! 0.14 2.28 | 011 Loam Soil 50 | 0.840| 0.18 049 |0.87
92 1 0715 0.25 1.27 | 0.63 Clay Soil 87 | 0215, 019 [1.72 |0.32
in Situ-Prepared Soil Texture in Situ-Prepared
95 | 0.035, 0.14 282 | -025 Sand Soil 96 | 0.963| 0.10 |0.50 | 0.87
111 | 0.028, 0.10 223 | 0411 Loam Soil 114 | 0.985| 0.07 |040 | 0.90
97 | 0.618| 0.26 1.67 | 0.52 Clay Soil 87 | 0053, 022 |1.82 |0.16
Intrusive-Unprepared Soil Texture intrusive-Unprepared
94 | 0.046| 0.13 283 | -0.24 Sand Soil 96 | 0.972| 0.09 1034 |0.93
14 | 0.082| 0.10 2.1 0.19 Loam Soil 114 | 0.990| 0.06 (032 | 0.92
100 | 0.752| 017 1.81 0.48 Clay Soil 95 | 0034, 017 [1.96 | 0.09
intrusive-Prepared Soil Texture Intrusive-Prepared
93 | 0.016| 0.10 265 | -0.11 Sand Soil 97 | 0.961 0.10 |0.48 | 0.91
111 | 0.074| 0.12 209 | 0.21 Loam Soil 14 | 0990, 0.06 043 | 093
99 | 0.790| 0.17 1.74 | 0.53 Clay Soil 98 | 0.030| 0.22 [2.00 |0.11
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Table 4-9, Conlinued

T RS

i

r* | Std. Err. | Y-Int. | Slope

In Situ-Unprepared Soil Texture in Situ-Unprepared
86 | 0.833] 020 044 | 075 Sand Soll 94 1 0837, 011 (056 | 078
48 | 0.848, 023 038 | 084 Loam Soil 48 1 0.762) 019 (048 | 0.81
98 | 0.833 022 0731 075 Clay Soll 83 | 0.717] 023 (118 [ 0.68
in Situ-Prepared Soil Texture In Situ-Prepared
85 | 0.985, 0.08 0.02 | 097 Sand Soil 95 10865, 010 (035 |089
111 ) 0986 0.08 0191 1.08 Loam Soil 103 | 0850 015 (024 {090
100 | 0.931] 0.15 0.50 | 0.81 Clay Soil 58 10728) 022 [191 10863
Intrusive-Unprepared Soil Texture intrusive-Unprepared
97 | 0.980, 0©.10 003 1 098 Sand Soil 85 | 0977, 008 (022 (094
113 | 0973 012 -0.40 1 111 Loam Soil 103 1 08137 011 1028 | 080
99 | 09581 0.15 -0.03 | 0.96 Clay Soil ND | ND ND ND | ND
intrusive-Prepared Soll Texture Intrusive-Prepared
96 | 0870, 012 0.01 1.00 Sand Soil 87 1 0873, 009 1039 | 051
11110975, 011 -0.18 | 110 Loam Soil 101 | 0.862, 015 (030 082
98 | 0988 011 028 | 092 Clay Soil ND | ND ND ND | ND
Notes: ’ Regression parameters based on log,, transformed data. These parameters were calculated for

FPXRF data as the dependent variable, and thus, cannot be used to correct the FPXHF data,
See Section 8,

’ Zinc results for intrusive-unprepared and intrusive-prepared do not include samples from the RV
Hopking site.

Y-l Y-Intercept,
Std. Err. Standard Error,
n Number of data points.
ND Analytes not present in significant quantities to provide meaningful regression,

Copper, arsenic, and cadmium did not exhibit a wide concentration distribution in the clay soil.
Therefore, the effect of soil type on the quantitation of these analytes was restricted to sand and loam
soil. Barium, chromium, and nickel did not exhibit a wide concentration distribution in either the sand or
loam soil. Therefore, the effect of soil type on the quantitation of these analytes was restricted to loam
soil only. This single soil type evauation could not be used to assess the potentia effect of soil type on
analyzer performance. Based on this evaluation, there was no apparent impact of either the site or soil
variables on the regression. The sample preparation variable exhibited the greatest impact on the
regression (Table 4-10). Generally, the largest shift in the > was exhibited between the insitu-
unprepared and in situ-prepared analyses (Figure 4-8); this step represents sample homogenization.
Generally,r* values increased with increasing sample preparation. Except for zinc, sample
homogenization accounted for between 80 and 100 percent of the total increase in the r* experienced
across all sample preparation steps. Zinc exhibited its greatest increase in comparability after the
intrusive-unprepared analysis. This sample preparation effect makes sense due to the fact that the
homogenization step assured that the analyzers and the reference methods were analyzing essentialy the
same sample. The initial sample homogenization (in situ-prepared) improved the comparability for
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arsenic and zinc between the two loguo transformed data sets to the point that the analyzers met the
definitive level criteria. Lead data produced by the analyzers met definitive level criteria after the final
sample preparation step. The analyzer data for copper met the definitive level quality criteria at the
initial sample preparation step. Increasing sample preparation increased comparability for barium;
however, the data for this analyte never met a higher level criteria. Chromium failed to meet quantitative
screening level criteriafor the regression analysis and its precision data, slightly greater than 20 percent,
placed it in the qualitative screening level category.

Table 4-10. Regression Parameters® for the Sample Preparation Variable and Site Name~
X-MET 920-P and 940 Analyzers

| Std. Err. - | Yeint. | Q Std. Err. | Y-int, * Slope
in Situ-Unprepared Site Name In Situ-Unprepared
145 | 0.925 0.19 0.3¢ 0.83 ASARCO 132 1 0151 0.10 2.09 0.19
T 0.074 0.53 0.05 | 0.88 RV Hopkins 87 | 0.774 0.11 208 | 037
in Situ-Prepared Site Name In Situ-Prepared
208 | 0890 0.07 0.14 | 085 ASARCO 213 | 0.005 0.38 200 1 010
66 | 0.089 0.53 047 | 085 RV Hopkins 75 | 0.798 0.08 225 | 0.3
Intrusive-Unprepared Site Name intrusive-Unprepared
208 | 0.985 0.08 0.13 | 0988 ASARCO 206 | 0.219 0.14 1.85 0.30
53 | 0.033 0.56 0.39 0.58 RV Hopking 100 | 0.686 019 1.82 0.47
Intrusive-Prepared Site Name intrusive-Prepared
210 | 0.981 0.09 035 ¢ 092 ABARCO 207 | 0.306 0.08 209 | 022
59 | 0034 0.59 033 0.64 RV Hopkins 97 | 0.784 0.09 224 1 0358

| Std.Err. | Y-Int. | Slope | Std.Err. | Y-int. | Slope

In Situ-Unprepared Site Name In Situ-Unprepared
146 | 0.038 0.12 284 | -0.28 ASARCO 147 | 0.888 0.17 070 1 079
92 | 0.715 0.25 127 | 083 RV Hopking 87 | 0.215 0.19 1.72 | 0.32
In Situ-Prepared Site Name In Situ-Prepared
207 | 0.001 0.13 247 | <0.03 ASARCO 209 | 0.984 0.08 044 | 089
87 | 0.618 0.26 1.57 | 052 RV Hopkins 87 | 0.053 0.22 1.82 | 016
intrusive-Unprepared Site Name intrusive-Unprepared
207 | 0.003 0.12 237 | 005 ASARCO 210 | 0.9886 0.08 035 | 092
100 | 0.752 0.17 1.81 | 0.48 RV Hopkins 95 | 0.034 0.17 1.96 0.09
intrusive-Prepared Site Name Intrusive-Prepared
204 | 0.0114 0.12 231 009 ASARCO 211 | 0.984 0.08 044 | 082
99 | 0.790 017 1.74 | 0.53 RV Hopkins a8 | 0.030 022 200 ¢ 0N
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Table 4-10. Continued
Lead

n f r , Std. Err. %Wnt,i Slope

© | Std.Err. | Y-int. |- Slope |

In Situ-Unprepared Site Name in Situ-Unprepared
182 | 0.892 0.20 0.30 1 0.84 ASARCO 144 | 0890 0.18 0.56 | 0.78
a9 | 0.833 0.22 073 078 RV Hopkins 85 | 0.686 0.25 112 0 0
in Situ-Prepared Site Name in Situ-Prepared
207 | 0.983 0.08 <007 | 1 ASARCO 200 | (.864 017 028 | 089
100 | 0.831 0.15 050 1 0.81 RV Hopking 83 | 077 0.23 1.18 | 0.69
Intrusive-Unprepared Site Name Intrusive-Unprepared
206 1 0977 0.10 017 | 1.08 ASARCO 196 | 0.8957 0.10 023 | 083
99 | 0.951 0.18 -0.03 | 0.96 RV Hopkins ND | ND NI ND ND
intrusive-Prepared Site Name Intrusive-Prepared
208 | 0.968 0.13 -0.11 1.08 ABARCO 169 | 0.927 0.13 0.38 | 080
a8 @ 0.968 a1 026 | 082 RV Hopkins ND | ND ND ND ND
Notes: ' Regrassion parameters based on log,, transformed data. These parameters were calculated for
ggﬁgﬁ ?fta a8 the dependent variable, and thus, cannot be used to correct the FPXRF data. See

’ Zinc results for intrusive-unprepared and intrusive-prepared do not include samples from the RV
Hopking site.

Y-lnt. Y-Intercepl.
St Err. Standard Error.
n Number of data points.
NI Analytes not present in significant quantities to provide meaningful regression,

Within the sample preparation steps, the effect of contaminant concentration was also examined.
The logw transformed data sets for the primary analytes were sorted into the following concentrations
ranges. 0- 100 mg/kg, 100 - 1,000 mg/kg, and greater than 1,000 mg/kg. The regression analysis for
each target analyte and for each sample preparation step was rerun on these concentration-sorted data

sets. A review of these results showed general improvement in the r? and standard error with increasing
concentration. The 0- 100 mg/kg concentration range showed the poorest comparability. Thisis most
likely due to this range generally occurring just above or below the analyzers field-based MDLs. The
analyzers precision and accuracy are lowest in this concentration range. This proximity to MDLs was
also exhibited for most of the target analytes in the 100-1,000mg/kg range. Generally, the r? values
improved between 5 and 30 percent between 100 and 1,000 mg/kg and greater than 1,000 mg/kg ranges.
This effect was minimized by examining the loguwo transformed data and the dlight effect appears to be
linked to the general proximity of a measurement to its associated MDL. The further away from the
MDL, the less effect concentration will have on quantitation and comparability.

A fina decision regarding the assignment of data quality levels derived from this demonstration
involves an assessment of both £ and the precision RSD. Using the criteria presented in Table 2-2, a
summary of the Metorex X-MET 920-P and 940 data quality performance in this demonstration is
provided in Table 4-11.
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Figure 4-8. Sample Preparation Effect on Lead Results: These log-log plots illustrate the change
in comparability with changes in sample preparation step.

Table 4-11. Summary of Data Quality Level Parameters

I Precision (mg/ky) Method Detection |

Coefficient of |

|
|
|

I |

Target 920-P/940 ‘ Mean % RSD | Limits (mog/kg) \ Determination Data Quality
Analytes Analytes | 5-10 X MDL | (Precision-based) g (r? All Data) Level
Arsenic Arsenic 3.36 55 (.94 Definitive
Barlum Barium 3.38 30 0.43 Qualitative
Chromium | Chromium 22,72 210 0.67 Qualitative
Copper Copper 7.80 75 0.83 Definitive
Lead L.ead 4.80 45 0.94 Detinitive
Zing Zing 4.26 70 0.86 Definitive
Nickel Nickel 24.92 120 Not Determined | Insufficient Data
fron lron Not Determined Not Determined Not Determined | Insufficient Data
Cadmium | Cadmium Not Determined 25 Not Determined | Insufficient Data
Antimony | Not Reported e e - e
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Section 5
Applications Assessment and Considerations

The Metorex X-MET 920-P and 940 analyzers are designed to analyze for metalsin soils. Developer
provided ACES software was used for calibration and quantitation to maximize instrument performance
and account for common soil-related matrix interferences. In addition, the calibrations can be fine tuned
using site-specific samplesto further improve data comparability. These analyzers were designed for
field use and exhibited ruggedness through a variety of environmental operating conditions. The
analyzers experienced two failures resulting in downtime and lost data during the field demonstration.
During the demonstration, more than 1,260 samples were analyzed by these instruments. The training
provided by the developer was sufficient to alow basic field operation of the anayzers;, however,
developer assistance was required to address software and equipment problems. The developer provided
highly accessible and timely field support.

The X-MET 940 was lighter and more compact than the X-MET 920-P. The data storage problems
associated with the X-MET 940's hard drive need to be resolved, allowing a greater number of samples to
be analyzed and reducing the potential for data loss or equipment downtime. A summary of the
operational features of both instruments is shown in Table 5-I.

Comparison of the logw transformed FPXRF data to the loguw transformed reference data indicated
that the FPXRF and reference data are logio-loguo linearly related. Based on this relationship, both
analyzers can produce definitive level data for lead, arsenic, copper, and zinc. This indicated that the
logw transformed FPXRF data were statistically equivalent to the logwo transformed reference data for
these analytes. For the target analytes barium and chromium, the analyzers produced qualitative
screening level data. These andyzers, for the above eements, exhibited instrument precison similar to
the reference methods, indicating high measurement reproducibility.

Both analyzers can use up to two radioactive sources alowing analysis of a large number of metals in
soils. The analyzers generally use count times 100- 240 live-seconds. Longer count times and multiple
sources generaly increase accuracy, the number of analytes and lower the detection limits but decrease
sample throughput.

There were no apparent effects of site or soil type on instrument performance. Both analyzers can be
applied in anin situ or intrusive mode. This demonstration identified sample preparation as the most
important variable with regard to comparability of the data from analyzers to the reference methods. The
data from this demonstration indicated that when operated in the in situ mode, the user most probably
would not be able to show a strong correlation between FPXRF and reference data. This may not be due
to instrument error, but rather to inherent spatial variability of contamination, even within an area as
small as the 4-inch by 4-inch grid sampled during this demonstration. The greatest increase in
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correlation between the FPXRF and reference data for the analyzers was achieved after the initial sample
preparation step (sample homogenization). Further sample preparation, such as sieving or drying and
sieving, in most cases did improve the comparability; however, relative to the demonstration-defined data
quality criteria, no increases in data quality level occurred. Based on the comparability study, the
analyzers produced field-based MDLs 2 to 3 times greater than the developer-supplied or precision-based
MDLs. This difference may have been due to differences in the definition of MDLs used by the
developer and the demonstration.

Table 5-1. Summary of Test Resulls and Operational Features

+ 820-P: Computer weighs 25 pounds, probe weighs 9 pounds, battery life of 510 7 hours

» 940: Computer weighs 14 pounds, probe weighs 9 pounds, battery life of 2 to 3 hours

Sample throughput of 10 to 12 samples per hour

Three radicactive sources available

Up to two sources can be fitted on an analyzer's probe increasing the number of potential analytes

Si(Li} or gas-filled proportional detectors available

Arsenic, lead, copper, and zing-definitive level data
Barium, chromium~—qualitative screening level data

Fundamental parameters calibration can be fine tuned with site-specific samples (optional empirical
calibration available)

Fracision—parcent RSD values less than 10 percent at 5 10 10 times the MDL for all analyles except
nicket and Cr for those reported (Cd and Fe NR)

Can be used on soils exhibiling up to 30 percent water saturation by weight

Can conduet in situ or intrusive measurements

Based on this demonstration, both analyzers are well suited for the rapid real-time assessment of
metals contamination in soil samples. This demonstration indicated that the use of these analyzers in a
rainy environment requires special handling to keep the probe dry. In addition, more extensive training
or operator experience would be needed to reduce the potential for data loss and downtime associated
with software problems. The addition of calibration check samples would aso reduce the potentia for
dataloss. Although in several cases the analyzers produced data statistically equivalent to the reference
data, generally confirmatory analysis would be required or requested for FPXRF analysis. Ten to 20
percent of the samples measured by the analyzers should be submitted for reference method analysis;
then instrument bias relative to standard methods such as 3050A/6010A could be determined. This
would only hold true if the analyzers and the reference laboratory measure similar samples. Thiswas
accomplished in this demonstration by thorough sample homogenization. Bias correction alows FPXRF
data to be corrected so that it approximates the reference data. The demonstration showed that both
analyzers exhibit strong loguoe-logo linear relationships with the reference data over a concentration range
of 5 orders of magnitude. For optimum correlation, samples in the high, medium, and low concentration
ranges should be submitted for reference method analysis.



The steps to correct the FPXRP measurements to more closely match reference data are as follows:
1. Conduct sampling and FPXRP anaysis.

2. Select 10 - 20 percent of the sampling locations for resampling. These resampling locations can be
evenly distributed over the range of concentrations measured or they can focus on an action level
concentration range.

3. Resample the selected locations. Thoroughly homogenize the samples and have each sample
analyzed by FPXRP and a reference method.

4, Tabulate the resulting data with reference data in the x-axis column (dependent variable) and the
FPXRP datain the y-axis column (independent variable). Transform this data to the equivalent log,,
value for each concentration.

5. Conduct a linear regression analysis and determine the r, y-intercept, and slope of the relationship.
The r? should be greater than 0.70 to proceed.

6. Place the regression parameters into Equation 5-1:
Y (loguw corrected FPXRF data) = slope* (logio) FPXRF data) + Y-intercept (5-1)

7. Use the above equation with the logw transformed PPXRP results from Step 4 above and calculate
the equivalent logwo corrected FPXRP data.

8. Takethe anti-logio(10 [logo transformed corrected FPXRP data) Of the equivalent logio corrected FPXRP data
calculated in Step 7. Theseresulting values (in milligrams per kilogram) represent the corrected
PPXRP data.

To show the effect of correcting the FPXRP data, the change in average relative bias and accuracy
can be examined. The average relative bias between the FPXRP data and the reference data is a measure
of the degree to which the FPXRP over- or underestimates concentrations relative to the reference
methods. Therelative biasis an average number for the entire data set and may not be representative of
an individual measurement. An example of this can be seen in the analyzers data where measurements
are underestimated at low concentrations but overestimated at high concentrations. On average, the
relative bias for this analyzer is zero; however, this bias is not representative for high or low
concentration measurements. To avoid this dilemma, three approaches can be taken: (1) the evauation
of average relative bias can be focused on a narrow concentration range, (2) the analyzers data can be
corrected using the regression approach described above, or (3) average relative accuracy can be
calculated. Average relative accuracy represents the percentage that an individual measurement is over-
or underestimated relative to a reference measurement. Table 5-2 shows the average relative bias and
accuracy exhibited by the FPXRP, before and after data correction using the eight-step approach
previously discussed.

The average relative bias and accuracy for the analytes which fell into the definitive level data
quality category were generally small. The analytes falling into the quantitative and qualitative screening
level data quality categories had generally larger average relative bias and accuracy.

Once the FPXRP data is corrected using the regression approach presented earlier, both the average
relative bias and accuracy were reduced. These numbers are no longer strongly influenced by
concentration effect since the regression approach used to correct the data used logiwo transformed data.
The average relative bias and accuracy for the corrected data are similar to the acceptable average
relative bias between the reference data and PE samples (true values), as shown by the last column in
Table 5-2.
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Table 5-2. Effects of Data Correction on FPXRF Data Comparability to Reference Data for All In
Situ-Prepared Samples

. Average | Acceptable
Average | Average Relative Relative

Average | Relative Bias | Relative | Accuracyon Accuracy
Relative Bias , on Corrected ‘ Accuracy on Corrected { Based on PE

Target Analyte | on Raw Data® | Data® | Raw Data® | Data® = | Samples®
Antimony 4.60 1.19 10.40 2.685 2.94 0,56
Arsenic 1.07 1.05 2.47 2.42 1.76 £ 0.28
Barium 3.21 1.31 9.21 2.76 1.36 £ 0.06
Chromium 8.18 1.27 18.19 3.04 1.55 % 0.15
Copper 2.18 1.13 6.33 2.66 1.18 £ 0.47
fron 1.28 1.02 1.69 1.40 1.54 £ 0.14
Lead 1.92 1.03 1.54 1.62 1.63 £ 0.23
Nickel 3.81 1.30 14.18 3.48 1.56 x 0.14
Zinc 1.67 1.20 508 2.41 1.84 0,12

Notes: ° A measurement of average relative bias, measured as a factor by which the FPXRF, on average,
over- or underestimates resuits relative o the reference methods. This measurement of bias is
based on raw (not log,, transformed) data. This average relative bias does not account for any
concantration effect on analyzer performance.

A measurement of average relative bias on the FPXRF data after it has been corrected using the
gight-step regression approach,

A measurement of average relative accuracy at the 85 percent confidence interval, measured as a
factor by which the raw FPXRF, on average, over- or underestimates individual results relative to the
reference methods. This measurement of accuracy is based on raw (not log,, transformed) data.
This average relative accuracy is independent of concentration effects.

A measurement of average relative accuracy at the 95 percent confidence interval, of the corrected
FPXRF data obtained using the eight-step regression approach,

A measurement of accuracy represents a factor and 95 percent confidence interval that define the
acceptable range of differences allowed hetween the reference method reported concentrations and
the true value concentrations in the PE samples. This bias is included only as a general reference
for assessing the improvement on comparability of FPXRF data and reference data after FPXRF
data correction.

The average relative bias is caloulated as follows:
Average relative blas = ({1 [FPXRF/Referance])/number of paired samples)-1

This value represents the percentage that the FPXRF over- or underestimates the reference data, on
average, for the entire data set. To convert this calculated value 1o & factor, 1.0 is added to the calculated
average relative bias. The above table presents the average relative bias as a factor,

The average relative accuracy is calculated as follows:
Average relative accuracy =SQRT (¥ ([FPXRF/Reference]-1)2/number of paired sample)

This value represents the percentage that an individual FPXRF measurement over- or underestimates the
reference data. The relative accuracy numbers in the table are calculated at the 85 percent confidence
interval. This is accomplished by adding two standard deviations to the above formula before the square
root is taken. To convert this calculated value to a factor, 1.0 is added to the calculated average relative
accuracy. The above table presents the average relative bias as a factor.
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Both anayzers can provide rapid assessment regarding the distribution of metals contamination in
soil a a hazardous waste Site. This data can be used to characterize general site contamination, guide
critical conventional sampling and analysis, and monitor remova actions. This demonstration suggested
that in some applications and for some analytes, the FPXRF data may be statistically similar to the
reference data. The approval of Method 6200 will help in the acceptance of FPXRF data. FPXRF data
can be produced and interpreted in the field on a daily or per sample basis. This rea-time analysis alows
the use of contingency-based sampling for any application and greatly increases the potential for meeting
project objectives on a single mobilization. Both analyzers are powerful tools for site characterization
and remediation. They provide a faster and less expensive means of analyzing metals contamination in
soil, relative to conventional approaches.

General Operational Guidance

The following paragraphs describe general operating considerations for FPXRF analysis. This
information is derived from SW-846 Method 6200.

Generd operation of FPXRF instruments will vary according to specific developer protocols. For dl
environmental applications, confirmatory or reference sampling should be conducted so that FPXRF data
can be corrected. Before operating any FPXRF instrument, the developer’s manua should be consulted.
Most developers recommend that their instruments be allowed to warm up for 15 - 30 minutes before
analysis of samples. This will help aleviate drift or energy calibration problems.

Each FPXRF instrument should be operated according to the developer's recommendations. There
are two modes in which FPXRF instruments can be operated: in situ and intrusive. Thein situ mode
involves analysis of an undisturbed soil or sediment sample. Intrusive analysis involves collecting and
preparing a soil or sediment sample before analysis. Some FPXRF instruments can operate in both
modes of analysis, while others are designed to operate in only one mode. The two modes of analysis are
discussed below.

For in Situ analysis, one requirement is that any large or nonrepresentative debris be removed from
the soil surface before analysis. This debris includes rocks, pebbles, leaves, vegetation, roots, and
concrete. Another requirement is that the soil surface be as smooth as possible so that the probe window
will have good contact with the surface. This may require some leveling of the surface with astainless-
steel trowel. Most developers recommend that the soil be tamped down to increase soil density and
compactness. This step reduces the influence of soil density variability on the results. During the
demonstration, this modest amount of soil preparation was found to take less than 5 minutes per sample
location. The last requirement is that the soil or sediment not be saturated with water. Developers state
that their FPXRF instruments will perform adequately for soils with moisture contents of 5 - 20 percent,
but will not perform well for saturated soils, especially if ponded water exists on the surface. Datafrom
this demonstration did not see an effect on data quality from soil moisture content. Source count times
for in situ analysis usually range from 30 to 120 seconds, but source count times will vary between
instruments and depending on required detection limits.

For intrusive analysis of surface soil or sediment, it is recommended that a sample be collected from
a4- by 4-inch square that is 1 inch deep. Thiswill produce a soil sample of approximately 375 grams or
250 cm?®, which is enough soil to fill an 8-ounce jar. The sample should be homogenized, dried, and
ground before anadysis. The data from this demonstration indicated that sample preparation, beyond
homogenization, does not greatly improve data quality. Sample homogenization can be conducted by
kneading a soil sample in a plastic bag. One way to monitor homogenization when the sample is kneaded
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in a plastic bag is to add sodium fluorescein dye to the sample. After the moist sample has been
homogenized, it is examined under an ultraviolet light to assess the distribution of sodium fluorescein
throughout the sample. If the fluorescent dye is evenly distributed in the sample, homogenization is
considered complete; if the dye is not evenly distributed, mixing should continue until the sample has
been thoroughly homogenized. During the demonstration, the homogenization procedure using the
fluorescein dye required 3 to 5 minutes per sample.

Once the soil or sediment sample has been homogenized, it can be dried. This can be accomplished
with atoaster oven or convection oven. A small portion of the sample (20- 50 grams) isplaced in a
suitable container for drying. The sample should be dried for 2 to 4 hours in the convection or toaster
oven at atemperature not greater than 150+ C. Microwave drying is not recommended. Field studies
have shown that microwave drying can increase variability between the FPXRF data and reference data.
High levels of metals in a sample can cause arcing in the microwave oven, and sometimes slag will form
in the sample.

The homogenized, dried sample material can also be ground with a mortar and pestle and passed
through a 60-mesh sieve to achieve a uniform particle size. Sample grinding should continue until at
least 90 percent of the origina sample passes through the sieve. The grinding step normally averages 10
minutes per sample.

After a sample is prepared, a portion should be placed in a 3 [-mm polyethylene sample cup (or
equivalent) for analysis. The sample cup should be completely filled and covered with a 2.5-micrometer
Mylar™ (or equivalent) film for analysis. The rest of the soil sample should be placed in ajar, labeled,
and archived. All equipment, including the mortar, pestle, and sieves, must be thoroughly cleaned so the
method blanks are below the MDLs of the procedure.
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