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INTRODUCTION and WELCOME

William Telliard

U.S. Environmental Protection Agency
Effluent Guidelines Division

MR. TELLIARD: Good morning.

There are a number of empty seats down here in

front. I guess those were some of the people that

are now in the Washington Post. So if you want to

move down you can use those seats.

Welcome to Norfolk, our third visit here, subject
the same, Priority Pollutant Analysis and their
kindred. I would like this morning to introduce
the Director of the Effluent Guidelines Division,
Jeff Denit, who would like to say a few things to
welcome you to this meeting. Jeff.

MR. DENIT: Thank you very much,
Bill. It is a personal pleasure and a pleasure for
the Division to once again be able to sponsor our
conference on analytical methods, this being the 6th
annual. We are looking forward to the exchange of
ideas and the dialogue as we mutually work to

advance the state of the art of analytical methods.




I am certainly looking forward to the conference.
I wish you all well, and please, by all means if
you have the opportunity, stop by and introduce
yourself if I haven't had the chance to meet you
of if you have any questions of me, and enjoy the
time that we can spend together to discuss any of
your ideas.

At this point I'll turn the program back over to
Bill for our morning session and, once again, best of
luck and thank you so much for coming.

MR. TELLIARD: Thank you, Jeff.
A couple of announcements; one, as usual, concern-
ing this evening. Right at the break Captain
Whitescarver will announce some arrangements we've
made for our usual soiree out to dinner tonight
with a cast of thousands.

At this time I would like to introduce our first

speaker, Bob Medz. Bob has addressed this group




on the same subject before and it's kind
of a continuing saga. Bob has been developing
a certain package now for a number of years,
and it feels like trying to guideline out, doesn't
it, Bob?

MR, MEDZ: It does.

MR. TELLIARD: Dr. Medz is
Associate Director of Water and Waste Management,
Monitoring Research Division, Office of Research
and Deve10pmenf, EPA. Bob's subject this morning
is the approved analytical methods, affectionately

referred to as 304-H. Bob.




STATUS OF ANALYTICAL METHODS FOR WASTEWATER
MEASUREMENT, CWA SUBSECTION 304 (h)

Robert B. Medz
U.S. Environmental Protection Agency
Office of Research and Development

MR. MEDZ: I think the last time
I addressed the group I said the regulations on
analytical methods would probably come out within
about three to six months and that was two years
ago. They still haven't come out, but they'll be
out, and again I'll say, in three to six months.
But this time I think we're closer than that.

First of all, what are these analytical methods
we're talking about? In Subsection 304(h) of the
Clean Water Act (CWA) Congress said that the Admini-
strator would develop and promulgate guidelines
establishing test procedures for the analysis of
pollutants. These test procedures are intended
to be used in any certification made under Section
401 of the Act or any permit application under

Section 402 of the Act. Now, those requirements




have quite a scope of application for these analy-
tical methods. The analytical methods are to be
used in any enforcement and compliance action that
is dependent upon any of the regulations that go
into permits.

The 304(h) regulations are promulgated at Part
136 of Title 40 of the Code of Federal Regulations.
The first regulations under this Part 136 were
published in the Federal Register on October 16th,
1973 (38 FR 17318). They were first amended on
December 1lst, 1976 (40 FR 52780). The basic thrust
of this regulation is to look at the available
analytical methodologies that have been developed
by concensus organizations, that have been devel-
oped by industrial groups, or that have been re-
ported in the analytical literature and to select
these analytical methods that have been so described
which meet the precision and accuracy requirements
and other criteria of the agency.

In 1976 a new condition was placed on the agency.
The regulations that were intended to implement

the toxics regulations of Section 307 of the Act




had been floundering. The new condition was es-
tablished in a lawsuit against the agency and in
a subsequent consent settlement in 1976, which
established the priority pollutants. I think you
are all familiar with the priority pollutants.

At that point, the analytical methods by which
trace organic pollutants could be analyzed in
industrial discharges just were not available in
the reported literature or the consensus manuals.
There were a few analytical procedures that had
been developed by single laboratories relative to
measurements of pesticides. EPA's Environmental
Monitoring and Support Laboratory in Cincinnati
had developed a few of these analytical methods
based on gas chromatography (GC) and thin layer
of chromatography, (TLC) but the wide testing of
these test procedures was just not available.

The type of validation that you would expect of a
concensus method was not available for the priority
pollutants. So the agency set out to develop

these methods. On December 3, 1979, the agency




proposed these analytical methods (44 FR 69464)
which had been developed to a point where, even
though they hadn't been fully validated by multi-
laboratory collaborative tests, the agency still
felt were sufficiently reliable for use in enforce-
ment and compliance measurements. The methods
that were proposed included 12 methods based on
gas chromatography or high pressure liquid chroma-
tography (HPLC) and three methods based on gas
chromatography with the mass spectrometric detec-
tion (GC/MS).

Methods 601 through 612 were the GC or HPLC
methods. Method 613 was a high performance GC/MS
method. Method 624 and Method 625 were based on
the quadrupole GC/MS. The methods were proposed
and the performance criteria that were included
in the methods were based on single laboratory
experience. The GC/MS test protocol that was
proposed wasn't significantly different from

the screening GC/MS test protocol that had been




used by the Effluent Guidelines Division (BGD) in
their industrial survey work. So we had some in-
formation on the applicability of the GC/MS test
procedures to industrial wastewaters. But the
experience with the GC/HPLC methods was restricted
to the experience of our contractors and some of
the work done in house at EMSL-Cincinnati and

some of EPA's regional laboratories.

Proposed at the same time with the trace
organics pollutant test procedures was a test
procedure for carbonaceous biochemical oxygen
demand (CBOD). The CBOD test procedure was being
proposed because it was becoming more and more
apparent that in many instances the traditional
five-day BOD might not be the most appropriate
measure of performance of control technology
for secondary treatment plants, i.e., the biologi-
cal treatment plants. Nitrification was becoming
a problem after treatment had been completed and

was giving abnormally high BODg readings because




of the oxygen demand of nitrifying bacteria.

So the CBOD five-day test procedure was proposed
in order that a nitrogen bacteria inhibitor could
be used to prevent nitrification in the test that
was being used to show that the proper control
technology had been applied.

Additionally, the inductively coupled plasma
optical emission spectroscopic test procedure (ICP)
was proposed for trace metal analysis. ICP is
probably one of the more powerful state-of-the-art
instruments by which trace metals can be rapidly
and reliably analyzed.

The final item that was included in the proposal
was a table of mandatory requirements addressing
sample container material, sample preservation,
and maximum allowable sample holding times. The
preservation requirements are for samples which
are taken from industrial wastewaters to a labora-~
tory for the measurement at some later time. The

holding times are the length of time that such
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samples can be held before analyses without losing
their integrity.

Now, those were the things that were included
in the proposed regulations. Everyone has been
quite anxious to know exactly when the final
regulations will come out. The multi-laboratory
validation studies that were initiated in the
1979-1981 time frame for the GC and HPLC test
procedures have been completed. These valida-
tion studies include Methods 601, 602, and 604
through 612. The validation of the GC/MS test
procedure defined in Method 613 for dioxin is
also completed. Incidentally, the raw data from
these validation studies are available at Environ-
mental Monitoring and Support Laboratory in
Cincinnati in case anyone has occasion to want to
see the raw data. The raw data has been reduced
and has been used for calculating the mean recover-
ies of spikes, the standard deviation of recoveries

of spikes for the overall study, and the standard
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deviation for single analyst performance. The
validation studies were conducted in six differ-
ent matrices: distilled water, tap water, one
surface water known to be prone to contamination
by organic pollutants, and in three different
industrial wastewaters in which it was highly
likely priority pollutants in the particular
categories covered by the methodolgy would be
regulated.

The validation test procedures were designed
after the procedure developed by Youden. Youden
is a statistician and I think he still is at the
National Bureau of Standards. In his approach
samples of a given pollutant in closely matched
concentrations are analyzed by the participants
in the validation study. These particular tests
were conducted under the auspices of EPA's Environ-
mental Monitoring and Support Laboratory in Cin-
cinnati (EMSL-Ci). Incidentally, the names that

are critical in these studies are Jim Longbottom
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and Jim Lichtenberg of that laboratory. They have
been the principal investigators on these studies
together with Bob Graves who is here sitting right
next to me. The Youden test was designed to have
the lowest concentration pair slightly above the
detection limit. The second Youden pair was at a
mid-range concentration and the third Youden con-
centration was at the upper end of the concentra-
tion range that was being tested.

These concentration weren't the same for each
method and there were also some variations in
concentration ranges depending on the analyte.

The main conclusions of these tests was that the
means and the standard deviations, i.e., the over-
all study standard deviations and the single
analyst standard deviations over the concentra-
tion ranges studied could be expressed as linear
regression equations. Another conclusion that
came from these studies was that in the family

of linear regression equations for a given compound
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that were developed for the six different matrices,
the statisticians couldn't find any statistically
significant differences in the slopes and the
intercepts of each of the regression lines appli-
cable to the different matrices.

So the conclusion reached from these studies
is that in the methods themselves (and the methods
are being revised right now to include this new
information) the performance data for distilled
water is all that we need to require an analyst
to meet in order to establish that the analyst
can apply these methods within acceptable confi-
dence levels to industrial wastewater matrices.
Now, as chemists we feel or at least I feel
uneasy with that. I feel there are going to be
matrix effects. What the statisticians tell us
from these studies is that if you wanted to see
what these matrix effects really are, at least
in the scope of these studies you would probably

have to have many, many more data points in your
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study population to establish the means and the
standard deviations with a much higher degree of
confidence; I guess what the statisticians call
the central limits theoram. If you make a mea-
surement a sufficient number of times regardless
of whether it's being measured at two or more
significant figures, if within the population

that you are measuring, the number of observations
you make is large enough, the statisticians tell
us that there are equations by which you can
calculate the means to many, many more significant
figures for that particular population than any

of its individual measurements. In other words,
if your individual measurements have two signifi-
cant figures, if you had sufficient numbers of
measurements you could express the mean for that
particular population to as many significant
figures as you wanted to and it's statistically

valid.

So for the number of data points that we have
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in these studies and there were from 15 to 20
laboratories that participated in these studies,
the general conclusion is that we can use the
distilled water data to show that the analyst may
be competent to apply the methods to more compli-
cated matrices, such as treated industrial waste-
water effluents. Now, this statement is only
restricted to treated wastewater effluents.

The statement does not apply to the raw influent
wastewaters.

So now where are we within this particular
regulation and when is it going to come out? Right
now we are in the process of incorporating the
texts of the analytical methods within the regula-
tions by reference. Incorporation by reference is
an administrative term that is placed on us by the
Office of the Federal Register. When you incorporate
any material into a regulation by reference it means
that the material being incorporated has the full

effect of regulation as though it had actually been
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printed in the Federal Register. One of the
restrictions that is placed on incorporating by
reference is that the method is incorporated into
the regulatory language in exactly the text which
is submitted to the Federal Register. Any alter-
ations in that text in the future requires that

a new Federal Register notice be made to show

the alteration.

If you will remember, I said that only methods
601, 602, and 604 through 613 had been fully
validated and the performance criteria for those
methods would be incorporated within the analytical
method. Multi-laboratory performance criteria
for Methods 603, 624 and 625, and Bob Graves will
tell us more about the status of those validation
studies, are not available right now and so the
Methods 603, 624 and 625 will be incorporated
with the best single analyst data that is cur-
rently available to the agency; which means at

such a time as the data from the multi-laboratory
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validation studies are completed for Methods 624
and 625, i.e., the GC/MS test procedures, we
will have to go back with a Federal Register Notice
to indicate that the criteria in those methods
has been changed.

There are several reviews that have to be
made on this regulation once it leaves the agency.
The incorporation by reference by the Office of the
Federal Register is one of them. There is another
review which comes under the Paperwork Reduction
Act which is performed by the Office of Management
and Budget (OMB). Any regulation that requires
information to be provided by the community
which is affected by that regulation has to be
reviewed by OMB under the provisions of the
Paperwork Reduction Act. In Part 136 we have two
provisions where we ask the affected community for
information. One of these is in the equivalency
program where an instrument manufacturer might have

a new instrument system based on a principle




18

other than those that have been approved and
wishes to have it added to the approved list.
There we are asking for information that comes
under the Paperwork Reduction Act. The amount
of time that this request for information requires
of the respondents has to be estimated and sub-
mitted for OMB review and approval.

Another provision in the regulation is that
in the holding times and preservation techniques
there might be industrial discharges that because
they have limited interferents can have holding
times and preservation requirements other than
those that are being made mandatory in Table II.
For such discharges, the permittees can apply
for variances from the mandatorily prescribed
holding times and preservation requirements.
That also comes under the Paperwork Reduction
Act. The Paperwork Reduction Act review takes
two to three months, but it will not hold up

the regulation. Only those parts of regulation
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which require information to be furnished may
be delayed.

Then, we have another 20 days of review by
OMB for the regulatory reform review which every
regulation now has to undergo.

So my best estimate for publication of the
final regulation is based on the completion date
of EPA's internal "Red Border Review" which
should be finished in the next several weeks.

We then submit this reviewed regulation to OMB
where they will have 20 working days for the
regulatory reform review which means (and I hate
to make this prediction again), that in another
two to three months we'll have the regulation
published.

MR. TELLIARD: Thank you. Any

questions?
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QUESTIONS AND ANSWERS

MR. VINCENT: Frank Vincent.
This has to do with the Table II in the regulation.
If we can show that the sample arrives at our
laboratory in sufficient time that preservation is
not required, is it probably true that we could
establish a variance on that situation?

MR. MEDZ: I would say the answer
is affirmative on that. You would have to provide
the data that shows that this is the case.

MR. VINCENT: Sure.

MR. MEDZ: I would say if your
data bears this out, there would be a variance
to the preservation requirement that you have
demonstrated for your sample type. That's the
intent of this provision of the regulation.

MR. VINCENT: Thank you.
MR. STANKO: George Stanko, Shell

Development. Bob, could you identify the version
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of Methods 624 and 625 that will come out in the
regulation; is it the version that was in the
document from Cincinnati dated July, 19827

MR. MEDZ: There will be slight
changes from that. Let me tell you where the
changes will be.

Our general counsel tells us that regulations
have to stand on the text which is to be incor-
porated by reference. The text that is incor-
porated by reference cannot include regulatory
reqﬁirements which at some later time would
automatically change the text of the method with-
out further notice in the Federal Register. What
I'm talking about right now is the provisions in
Methods 624 and 625 that says, "Here are the
single laboratory performance criteria which you
will use until the Environmental Monitoring Sup-
port Laboratory establishes the multi-laboratory

performance criteria, and when these are available
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they will automatically be used in this method."
Our general counsel tells us we can't do that;
that is saying that there is going to be future
automatic regulatory revision that is being
predicted in the text right now. They say the
text has to be binding as of the date of the
promulgation. So that kind of language is going
to be deleted.

MR. STANKO: Could you tell me,
specifically, if Table 5 in the version published
in July, 1982 shows up in the final version?

MR. MEDZ: Will you refresh my
memory as to which Table 5 is; is that the
performance criteria?

MR. STANKO: That is the
performance criteria with respect to R and 5.

MR. MEDZ: That will remain the
same, but Bob Graves will be able to tell you more

about that.
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Let me make the statement, myself. The per-
formance criteria that was in the July 1982 re-
lease was the best single and multiple laboratory
data we have right now and that will stay in.

MR. STANKO: Thank you, Bob,
that's what I needed to know.

MR. TELLIARD: Any other
questions?

Thank you, Bob, look forward to having you
back next year to tell us when they're coming
out.

Our next speaker is Robert, commonly known
as Bob Graves from the Environmental Monitoring
and Support Laboratory in Cincinnati. Bob is the
project manager for the review and verification
of the GC/MS procedure, affectionately referred
to as 624 and 625. Bob is fortunate to be here
today because he wouldn't have to stay home in

Cincinnati for the EMSL program review. Bob.
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VALIDATION STUDY OF EPA METHODS 624 AND 625
Robert Graves

U.S. Environmental Protection Agency
EMSL-Cincinnati

Abstract

The Quality Assurance Branch, Environmental Moni-
toring and Support Laboratory, Cincinnati, Ohio, is
responsible for conducting interlaboratory method
validation studies for EPA analytical methodologies
as they pertain to measuring analytes in water media.
The study design and data analysis scheme used in
validating EPA's GC/MS Methods 624 (Purgeable) and
625 (Base/Neutrals, and Acids) will be discussed.
General areas to be covered include: selection of
participants, preparation of samples, selection of
water-types, rejection of outliers, calculation of
statistics, weighted linear least square regression
equations, correlation between surrogates and analy-
tes, false positives and false negatives, and com-

parison of method capability across water-types.
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Introduction

The Quality Assurance Branch, Environmental Moni-
toring and Support Laboratory, Cincinnati, Ohio, is
responsible for conducting interlaboratory method
validation studies for EPA analytical methodologies
as they pertain to measuring analytes in water media.
The impetus that drives the Environmental Protection
Agency to promulgate guidelines establishing test
procedures for the analysis of pollutants are Sec-
tions 304 (h) and 501(a) of the Federal Water Pollu-
tion Control Act of 1972 and the Clean Water Act of
1977. The document that delineated which organic
pollutants were to be initially studied is the so-
called "Consent Decree". On June 7, 1976, in the
United States District Court for the District of
Columbia, a settlement agreement was reached. The
litigants were as follows: Natural Resources De-
fense Council, Inc., et al. versus Russell E. Train
(Civil Action No. 2153-73); Environmental Defense

Fund, et al. versus Russell E. Train (Civil Action




No. 75-0172); Citizens for a Better Environment, et
al. versus Russell E. Train (Civil Action No.

75-1698); and the Natural Resources Defense Council,
Inc. versus James I. Agee, et al. (Civil Action No.

75-1267).

METHOD VALIDATION STUDY

Conducting interlaboratory studies involve
designing the studies and developing appropriate
data analysis techniques to process the data. The
study design and data analysis scheme specific to
validating EPA's GC/MS Methods 624 (Purgeables) and

625 (Base/Neutrals and Acids) are presented.

STUDY DESIGN

Participants, prior to their acceptance for this
study, were required to analyze a performance evalua-
tion sample. The sample was designed so as to pre-
sent an analytical challenge to the analyst. The
purpose of this preliminary study was to ensure that

the participants were familiar with the analytical
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methods, the sample handling procedures, and that
the analysts were competent. Previous studies have
shown that a screening process such as this leads
to more reliable data, and thus, the statistical
evaluation of the method becomes more indicative

of the method's true capability.

Samples were prepared to conform with Youden's
plan for collaborative evaluation of analytical
methods. The analytes were prepared as three You-
den pairs, one pair just above the detection limit,
one mid-level pair, and one pair near the upper
limit for use of these methods. A Youden pair
consists of two samples with analytes at similar,
but distinctly different concentrations. Analytes
were weighed out, dissolved in an organic solvent,
and shipped to participants as liquid concentrates
in sealed glass ampuls. As many analytes as possi-
ble, within any one group of compounds that are
analyzed together, i.e., purgeables, base/neutrals,

acids, and pesticides, were placed within the same
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ampul. Methods 624 and 625 require that surrogates
be dosed into each water sample prior to analysis.
Surrogates were also supplied to each participant
as liquid concentrates.

Caution was taken as to prevent problems with
the simultaneous qualitative and quantitative mea-
surement of any of the compounds dosed within a
water-sample. Purgeables were analyzed simultan-
eously; base/neutrals and pesticides were divided
into two sets, and acids were analyzed simul taneously.

Prior to distribution to participants, ampuls
were analyzed to assure that the added constituents
were present at the intended levels, and they were
analyzed periodically thereafter to assure stability.

Various water-types were studied, namely, rea-
gent water, drinking water, surface water, and in-
dustrial effluent. Reagent water represents the
control; it represents the primary matrix, i.e.,
WATER. The other water-types were chosen because

they effect the analytical procedures via other
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impurities being present in the water causing matrix
effects due to considerations other than water.
Participants secured their own water samples, thus
allowing each water-type to be tested by the methods
on a myriad of individual waters each possessing
varying interferences. The participants then pre-
pared their own samples by dosing a specified ali-
quot of liquid concentrate from the supplied ampuls

into their self-collected water-samples.

TREATMENT OF DATA

The primary purpose of conducting interlabora-
tory validation studies is to document the method's
capability, i.e., precision and accuracy, when a
competent analyst, practicing appropriate quality
control techniques, uses it. The operative ideas
here are competent analyst and appropriate quality
control techniques; these two factors define what a
laboratory, that will eventually conduct routine
analyses via this methodology, must possess. The

interlaboratory validation studies conducted by
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EMSL-Cincinnati are intended to define the accuracy
and precision of a method when in fact these two
items are operational.

Spurious data points are always a part of any
set of data collected. Some objective technique
must be performed to identify and to rid the data
set of these spurious data points. EPA, EMSL-
Cincinnati applies Youden's laboratory ranking pro-
cedure (1) at the 5% level of significance to iden-
tify outlying laboratories. However, the Youden
ranking procedure requires a complete set of data
from each laboratory within each water-type. There-
fore, missing data within a laboratory data set are
replaced by taking the natural logarithms of the
laboratory's available data and regressing it against
the natural logarithms of the true concentration
levels. The missing values are then estimated by
ey where Y is the predicted value from the regression
analysis corresponding to the missing value. (2)

After completing the laboratory ranking proce-

dure, zero, missing, "less than", and "nondetect"
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data are rejected as outliers (2). The data remain-
ing are now checked for individual outliers at the
5% level of significance using the outlier rejection
test constructed by Thompson (3), and recormmended hy
the ASTM Cormmittee D-19 on Water (4).

Surmmary statistics documenting the method's

capability are calculated using the retained data.

1 n
_ - _ _ =z X
Mean Recovery (X): X = n i=i i
Accuracy (% Relative Error):
X - True Value
%RE = True Value X 100
Overall Standard Deviation:
n _ 2
1 s (X3 - X)
S = n-1 i=i

Percent Relative Overall Standard Deviation:

S
%RSD = (x) X 100

Single-Analyst Standard Deviation:

m
1 Y (Dj - D)
Sy = o(n-1) i=i
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Percent Relative Single-Analyst Standard Deviation:

Sr

%RSD-SA = —— X 100
X *

where:

n = number of retained data points;

Xj = value for the ith retained data point;

n = number of retained Youden paired observa-

tions;
Dj = difference between the observation in the

ith Youdoun pair;

ol
[

average of the D values; and

>

* = gaverage of the two mean recoveries corres-
ponding to the two ampuls defining a par-
ticular Youden pair.

From the summary statistics EMSL-Cincinnati

develops statements, in the form of linear equations,

for each compound and each water-type delineating the
method's accuracy and precision across concentration

levels. Mathematical equations of the formy = ax + b

are generated, where for precision y = overall or

single-analyst standard deviation and x = mean
recovery,; for accuracy y = mean recovery and x =

true value; and the constants a and b represent the

slope and the intercept, respectively.
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In order to get a good fit of the linear

regres-—

sions to the low concentration points it was decided

to minimize the sum of squares of the percent differ-
ence between each of the points and the line. To
accomplish this the traditional least-squares algo-
rithm was applied to a modified data set (y/x as the
dependent data set and 1/x as the independent data
set).
Dependent Independent
Accuracy: mean recovery/ 1/true
true value value
Single~Analyst Precision: single-analyst 1/mean
std. dev./mean recovery
recovery
Overall Precision: overall std. 1l/mean
dev./mean recovery
recovery
The resulting regression is of the form y/x =

a + b (1/x) and can easily be converted to the desired

i

relationship y

®

equation y/x = + b (1/x) becomes the slope

the equation y

]
™

equation y/x

in the equation y = ax + b.

ax + b. The intercept (a) from the

(a) in

ax + b, and the slope (b) from the

+ b (1/x) becomes the intercept (b)
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The relationship (correlation) that exists be-
tween each surrogate and each priority pollutant
will be established. The intent is to statistically
establish which surrogates should be monitored to
assure that the data submitted for the priority pol-
lutants are of high quality.

The potential for these GC/MS methods to give
talse-positives and false-negatives is assessed in
this study by requiring each analyst to analyze a
real-world sample laden with priority pollutants and
interfering compounds. The output from this will be
a statement concerning the methods probability of
producing false-positives and/or false negatives.

Comparison of method performance vis-a'-vis
water-types tested is performed to determine if there
are differences in the method's capability across
water-types. A formal analysis of variance test for
dif ferences across water-types is performed. The
test is based on a regression model that directly
compares each water-type to reagent water, which

serves as a control (5).




The basic mnodel used to describe the data is given

by the multiplicative fornm

i=1,2,..., n
Xijk = Bj Ck Yj IJi.ele }J{': i’g’...’ g

where Bj and Yj are the fixed effects due to water-
types, Cx is the true concentration for ampul k, Lj
is the systematic laboratory effect for lab i, and

£ijk is the random within laboratory error. This

rnodel converts to a linear regression model on a

In - 1n scale.

11‘\(Xijk) = 1nBj + Yj InCy + 1InLj + 1n Eijk

The random error terms, namely, (L) and (E~ijk)»
are assurmed to be nmutually independent and to follow
a lognormal distribution. Therefore, 1n Lj and 1n
gijk are nornally distributed with constant variance.
Now hy transforming the data within each laboratory
by a set of independent contrasts, the laboratory
bias term Lj can he eliminated. The model now depends
only upon the water-types through the parameters

Bj and Yj.
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There is no differences across water-types if
InBj - 1nBy = O and Yj - Y7 =0 for j =2,3,4,5,6
where j = 1 refers to reagent water. In this case
the parameters By,..., Bg are all equal and Yj,...,Yg
are all equal.

The analysis of variance procedure tests at the
5% significance level the null versus alternative
hypothesis
Ho: 1nBj - 1nBy = O and Yy - Yy =0 for j = 2,3,4,5,6
versus

Hy: 1nBj - 1nBy # O and/or Y5 - Y3 # O for
sone j = 2,3,4,5,6

using a standard F-test,
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QUESTIONS AND ANSWERS

MR. STANKO: George Stanko,
Shell Development. Bob, I have a couple of
questions; one, deals with EMSL-Cincinnati
criteria. Does Cincinnati have a criteria for
the EPA standards priority pollutants that can
be expressed in plus or minus a certain amount
from the true value?

MR. GRAVES: For the standards
themselves?

MR. STANKO: Yes.

MR. GRAVES: Not that I am aware
of, no.

MR. STANKO: My second question
is, you talked about calculating a standard
deviation and also a mean value. Was the standard
deviation an estimate from the inter 50 percent

quartile of your data?
MR. GRAVES: Absolutely not.

MR. STANKO: Thank you, I
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needed...

MR. GRAVES: What you're refer-

ring to Windsorization.

MR. STANKO: That was my third

gquestion. Thank you.

MR. GRAVES: That was not done
in this case. The standard deviapions, the over-
all, and the single laboratory standard deviation,
were calculated with retained data in the normal
fashion (see Youden's statistical manual of the
AOAC).

MR. VINCENT: Frank Vincent.

I perceive a conflict and maybe it's because I
don't understand. I wonder if you would clarify
it. You said that it's up to the analyst to
decide if a method is applicable and I guess I
was under the impression that the published

methods are pretty much mandated and they are

defined to be applicable. Is that...am I wrong

somewhere?
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MR. GRAVES: Well, I'm speaking
strictly for myself, okay. The way I interpret it
is that it's up to the analyst to show that the
method works on the matrix to be analyzed.

Now, if one would pick a very messy matrix,
then gas chromatography, even when coupled to
something like an eletron capture detector, which
is quasi-specific, may not allow you to identify
or quantitate the analyte of interest. There
may be other interferring compounds in that par-
ticular matrix that co-elute with te analyte.
Now, if this is the case, then, obviously, the
GC method is not applicable.

Hopefully, the precision and accuracy state-
ments supplied in the method write-ups will help
you in determining if, in fact, that's the case.
You can do things such as standard addition to
help determine that the wastewater under study
is, in fact, applicable to the method then from

that point on you have no problem. However, 1if
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in fact, you find interferring substances, you do
not go willy-nilly ahead. You, in fact, say, okay,
let us try a different column or let us go to a
more universal method such as GC/MS; namely,
methods 624 and 625.

MR. VINCENT: What position
would we then be in as far as complying with the
regulations? 1 guess that's what I'm really
wondering about in any kind of compliance enforce-
ment situation. We have used a method which
basically is not in the regulations. We can
validate that the method is applicable, that it
gives the right result. I guess that's part of
where my confusion is right now.

MR. GRAVES: Dr. Medz seems to
want to answer this one.

DR. MEDZ: Let me get him off
of the hook on this one.

MR. VINCENT: Thank you.

DR. MEDZ: The methods as they
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are written are the yardstick by which all dis-
charges are being measured for compliance and
enforcement. We recognize there will be situations
where the methods because of interferring problems,
even though it's a treated wastewater where the
interferring problems may make the applicability
method a little difficult.

We have, in Cincinnati, a program which we are
funding at least through 1985 called the Correction
of Deficiencies Program. This is designed to be
an interactive program with the regulated commu-
nity, wherein when the regulated community finds
problems with the analytical method they get on
the phone and then talk with people in Cincinnati.
Jim Lichtenberg would be a point of contact on
this one; Jim Longbottom.

MR. VINCENT: I didn’'t get the

name, I'm sorry?

DR. MEDZ: Jim Lichtenberg or

Jim Longbottom would be the people.




MR. VINCENT: Lichtenberyg or
Longbottom.

DR. MEDZ: Or Longbottom; and,
the problem that is being encountered would be
discussed, analytical chemist, to try to resolve
where the difficulties were. If the difficulty
can be resolved and if there are sufficiently
important we would revise the method and repropose
the method.

MR. VINCENT: Thank you. Let
me congratulate you. I think that is an excellent
idea because when the analytical chemists can talk
to each other frequently the problems seem to
evaporate. So I'm very glad to hear that. Jim
Lichtenberg and Jim Longhbottom are the two indi-
viduals?

DR. MEDZ: And Bob Graves for
the GC/MS.

MR. VINCENT: All right. That

name, I think, I can get; thank you.
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MR. MADDALONE: Ray Maddalone
from TRW. I'm interested about the 15 industrial
wastewaters. Do you intend to test the variances
from each one of the individual wastewaters, each
one of the contractors wastewaters to see if there
is any significant difference in the precision
obtained from each of the waters?

MR. GRAVES: Right now we do
not. The 15 wastewaters give you a broad selection
of the type of effluents that are out in the real
world. The precision and accuracy for these 15
wastewaters as a group will give you an idea of
what other people performing these methods on
industrial wastewater get - regardless of the
water type that they are analyzing. But, to ans-
wer your question, no, there is no intent at this
time to take each individual laboratory as they
present their data and compare it to the other

14 laboratories.

MR. MADDALONE: So there will
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be a single operator and overall standard devia-

tion that will be pooled from those 15 different

wastewaters?

MR. GRAVES: Yes. The thought
right now, I think, is that GC/MS should be more
free of major interferring affects than the non-

GC/MS methods.
MR. TELLIARD: Anyone else?

MR. GRAVES: Well, thank you.

MR. TELLIARD: Thank you, Bob.
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OVERVIEW OF EFFLUENT GUIDELINE'S ANALYSTICAL
ACTIVITIES

William Telliard
U.S. Environmental Protection Agency
Effluent Guidelines Division

I just can't say enough about our next speaker.
Most of you know Bill Telliard as a serious,
studious, scientific chemist, but he can be a lot
more than that, isn't that true, Tonie?

This morning we would like to talk a little bit
about EGD's analytical program. It is changed a
little bit. As you notice, I'm not as tall as I
used to be and I don't wear a sheep's scowl. We
have changed a number of personnel over the last
couple of years and we have trimmed down. We're
doing less with less and I would like to introduce
the people that are now in the program. The first
one is Lynn Beasley. Lynn, would you stand up
to provide a picture for these folks when you talk
on the telephone. Next to her is Susan Hancock,

Sample Control Center - you know the one - you can
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never get the numbers you want from her; and, my new
Dean Neptune and Mike Carter all rolled into one,
Tom Fielding over here (indicating). Tom is also
the project officer in organic chemicals in his
spare time.

This morning I think it's important that we look
back to where we came from and where we're going.

As you know, we were assigned the small task of
writing regulations on a number of compounds, most
of which the engineers couldn't even pronounce,
and to come up with analytical methods that were
"useable" to develop a data base to do that.

When we started out it was a kind of rough
decision-making process, but through the efforts,
really, of a few people in our Athens Laboratory,
Ron Webb and Larry Keith, we sold the Agency on an
idea of using GC Mass Spec for looking at garbage.
We've taken the mass spectrometer out of the
closet and only because of the work of Larry

Keith and Ron Webb through the long term R&D
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project were we able to do that. . As Ron
pointed out to his management, "We've were sitting
down here for years and no one asked us what
to do. Now they are actually going to use some
of this stuff that we did."

We set out by using a mass spectrometer to
look at garbage, and we took a number of efforts,
realizing that we were on kind of a experimental
path, and out of it came a group of industrial work
groups, as we like to call them. Pulp and paper
people had one, Chemical Manufacturers' Association,
the iron and steel industry put forward one, the
Amercian Petroleum Institute put one through. I
remember our first meeting with them. We sat at
this big round table, the kid in the crowd was
about 68. He looked at us and said you all got a
big problem here, boy. We said, yes, we have to
be done in a year. Since then we have had numer-
ous meetings like this, which I think are important,

where all of us get together and lie to each other.
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We set out by doing a number of different
phases in this development. The first phase was
the one which we affectionately called screening,
which meant we didn't know enough to say how good
we were. After that we went back and did some
verification studies called precision and accur-
acy after the fact, using what is now basically 624
and 625 Method. What we found was that, basically,
in treated effluents, we really didn't have too much
of a problem. Now problem is defined by degree -

I will preempt Stanko - realizing that by "degree"
is meant varying degree.

Again, in an effort to get better quantification,
we went to a phase called verification, which used
surrogate spiking compounds to insure or try to do
some recovery corrections. As we all know, recov-
eries on things like phenol, particularly in
untreated or raw discharges, can vary somewhat,
from 22 to 94 percent, which gives you a rather
large window when you're trying to do some calcula-

tions.
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In an effort to keep growing we initiated the
use of stable labelled isotope dilution for GC/MS
about two and one-half years ago...and we used
this protocol particularly in looking at the
petroleum industry, offshore oil and gas, and some
work in the area of organic chemicals. That's
kind of where we are today. There are some defi-
ciencies in the program that we're going to try
to correct. One was the...when we started out
on the isotope dilution we were limited on the
available compounds to use, and we had to go through
the internal standard approach for those compounds
that weren't available.

In addition we expanded the use of the protocol.
For example, in the petroleum industry we did not
only look for the 129 compound, but for another
group of compounds affectionately referred to as
Appendix C. For those of you who aren't familiar
with Appendix C, there is another group of com-

pounds that the Agency is committed to do something
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about some day, and we incorporated those compounds,
both through the development of their analogs
and the procedure for identifying these compounds.
The third expansion was into an area which is
now extinct, the Synfuel industry, where we picked
out specific compounds, again, going through the
same workups that we did for developing the 129
original; the same standard criteria for selection
of compounds. The Appendix C compounds that I
spoke about are available now as spiking material.
We have had this ongoing development program.
What we're looking at here is a problem that
keeps creeping up which was addressed a little
earlier, the cookbook versus the protocol approach
to analytical chemistry. Being that most of us
here are chemists, no one likes to be handed the
method and told, you don't deviate, you don't do
it. It says shake it ten minutes by the clock and
stand under the clock and shake for ten minutes,

not nine, not seven; you do it that way. Of course,
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this stifles creativeness. We know we can get by
with five minutes under that clock; it stops
creative thinking. Three degrees a minute is
fine, 15 is better.

We have a small problem. We have a protocol
and we have takers, tuners, tighteners, fixers,
and we end up with some questions of what is the
gquality of the data we're generating with these
protocols. Now, we have built-in quality assur-
ance practices; that is to say, a written protocol
that we all know you won't deviate from. We have
check samples which we sneak in and you run over
and say that's a check sample, watch it. You can
tell that because they all look the same. We
have lab visits and lab reviews; that's where we
all show up and everybody has a new white lab
coat, all of the samples are in a row, all of the
extractors are clean, all of the people are smil-
ing. Nowadays you even have some people in the

lab, I think that's a new addition.
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So I think in this growth process our next step
is to try to quantitate and insure the quality of
the data we're getting: 1in one, timeliness; and,
in two, reproducibility or comparability, I guess
is a better term. Our group is now reduced both
in the engineering staff and in the analytical
staff, and we have to look at ways in which we
can expand this program under this handicap. That's
what I really want to talk about today.

We want to talk about a new program. The rea-
son we do this is so that when CMA catches up with
one protocol we can come out with another; got to
stay about six months ahead of them. Otherwise
Stanko would have to stay in the lab and work.

So what we're attempting to do here is to establish
a basic performance over an area of prerogatives
and we're going to take some prerogatives away;

I think it's important that we do so.
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The question is, what is this new gimmick?
Presently, we have a system where the laborator-
ies, for all of those out there who know, receive
their samples and their small amount of paper work
that goes with it, fill out these wonderful track-
ing forms, and mail them back to Susan who then
makes copies of them and sends and mails them to
the project engineer, who then makes copies of
them and mails them to the engineering contractor.
Meanwhile, the Sample Control Center punches up the
data in its computer. The engineering contractor
punches up the data in his computer; and, of course,
we have a few transitions or errors.

Then, a year later, after the study is done,
we do a statistical package of all of the data
run on various industrial categories, Oyster and
Other Shuckers, for example, and we'll tell you
how wrong you were a year ago. Of course, we're

all busy mailing in tracking forms.
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S0 what we're proposing to do is to cut out the
paperwork., Now, you know what that means in govern-
ment, you just generate more. The first thing
we're suggesting is a revision of 1624 and 1625
and update to it, which is going to require the
laboratories to report their data on nine track
mag tape. You would mail the tape to the Sample
Control Center and they would punch up the data.

We would call the engineering contractor and say
that the data is in the machine along with the
package we put together to give us real time
statistics. Therefore, the statistics would be
run on, say, an eight plant visit, or the affec-
tionate term, episode, whatever the hell that
is; and, at the same time, this would give us an
understanding that this data that we received is
acceptable. That is to say, you must report
performance. In the new protocol there will be
requirement of performance; no folks, if three

degrees is in the protocol, you can't run 15.
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If it says a 43 hold, you can't hold it 15. If
the eluting time is 12 minutes, it better come
out in 12 minutes because, guess what, if it
doesn't the data is not acceptable and you get to
do it over again. More importantly, you don't
get paid; harsh.

Now, I know you're all interested in this new
protocol and I think that what we're looking at
here is a step towards somewhat automating the
process; one, out of necessity, due to the lack
of people; and, two, out of the fact that we can
no longer wait and find out what we've done;
and, three, so as not to wait until the develop-
ment document is half written to find out that
the data is no good.

In addition to the GC/MS workup, we are also
looking at doing a similar effort for metals,

realizing that nine track tape for metals is not
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all that common right now. We have been talking
to manufacturers and some of the laboratories on
putting this program out. What we are trying to
do is to come up with a system of generating
quality assurance data for people to look at
which is better than that in the presently avail-
able records, whether it of the courts or of our
own people. Real time information to the project
engineer then thereby generates some effort and
real time statistics. We are looking at, also,
some more flexibility. We would like somehow or
other to automate the tracking forms, and we are
not too sure how that will happen.

Now, all of this effort has been going on for
a while, and I guess the question is where,
when, and how. We are presently...no, we can't
transpose the tape. As of yesterday we have made
the final the revisions in the new protocol, which

Dale Rushneck will address, and John Norris will




57

show you how the tape program is going to work.
Barry Eynon will tell you what the statistics are
going to look like. So all of the first three
parts as they relate to GC/MS are almost in
place, and we would hope that by the beginning of
the month we could have enough information to
have a number of laboratories try using the
method, which means that the next SAS (Special
Analytical Services) Contract will require that
the laboratory be able to perform these functions,
report on tape, and meet the statistical require-
ments. You will look for this in your new con-
tracts.

Also in the contracts you will find an under-
standing that if these criteria are not met,
a whistle goes off and a flare goes up and you
are told that it definitely impacts you where you
are most interested, in your pocket. The new
contracts will also contain a penalty clause for

late arrivals. Now, we all know that there are
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instrument problems, deaths in the family, more
expensive samples to come in -- therefore, I
realize that while you're making it really fat

on our dollar, here now and then you get an outside
sample where you can make a few more bucks and

my sample sits in the corner of the bench growing
hair. I get a phone call that says you wouldn't
believe what happened yesterday, that data all
set to go out, and you know that plane crash --
did you see that in the paper this morning? Your
data was in that plane crash, but don't worry, it
will get out next week; no problem.

So there is going to be a penalty clause for
time and for performance. I think we've come far
enough in this process that we are able to do this.
I don't think it's going to stifle the creative,
but somewhat blunt the crooked. The sole purpose
here is to give all of us a better handle on

where the data is and where it is coming from. I
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think it is important that we are the ones that
are going to do this. I hope that some of the
other programs in EPA might want to use a similar
system; and, of course, it's open to them. Again,
since we invented everything else, it's only
right that it should start in EGD. If there are
any questions on this methodology, 1'll be glad
to address them now. I'm off free; good.

A couple of announcements while I've got you.
Out in the registration desk is a setup of for-
mer historical documents, former Norfolk, Savannah,
Denver proceedings for those of you who have a
gap in your lives or really need something. 1If
you want any of these, there is a sign-up sheet
and we will make them available to you.

In addition, on the back table are the proceed-
ings from the Hershey meeting of a year and a
half ago, which I did not attend, for anyone who
didn't get them because there was restrictive print-
ing on those copies.

(WHEREUPON, a coffee break was taken.)




60

MR. TELLIARD: Our next speaker
is from Interface, Dale Rushneck, who has appeared
on a number of these programs before. Dale is
going to talk about the revised 1624, 1625. Those
of you who don't know the jargon, 624/625 is
the EMSL-Cincinnati GC/MS procedure. 1624/1625
is the EGD GC/MS procedure which is a thousand
times better, hence the number. I just wanted to
bring you up to speed.

At this time I would like to introduce Dale
and point out when Dale started in this program

he was only 5'1".
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REVISIONS A OF METHODS 1624 AND 1625
Dale Rushneck
Interface, Inc.
ABSTRACT
Methods 1624 and 1625 are protocols for analysis
of the volatiles and semi-volatiles fractions of
the organic priority pollutants by isotope dilution
gas chromatography-mass spectrometry (GCMS). This
paper presents improvements in these protocols,
directed mainly at quality assurance and quality
control (QA/QC) of the data the methods produce.
Copies of Revisions A of Methods 1624 and 1625 are
available from the EPA Sample Control Center,

P.O. Box 1407, Alexandria, Virginia 22313.

INTRODUCTION
Isotope dilution methods employ an isotopi-
cally labeled analog of each compound of interest
to track that compound through the analytical
process. Methods 1624 and 1625 employ stable iso-

topes of the organic pollutants for this purpose.




62

There are two major advantages to isotope dilution
methods over conventional analytical methods: first,
the labeled compound quantifies and compensates
pollutant loss in the analytical process; second, a
spike of the labeled compound into the sample obvi-
ates the need for a spike of the pollutant itself
in order to determine compound recovery. The first
advantage results in a more accurate analysis; the
second effects a cost savings by reducing the number
of analyses required.

The original versions of Methods 1624 and 1625
(1) were the first application of isotope dilution
methods on a large scale for a large number of pol-
lutants. Such application was possible because of
the availability of labeled analogs of the priority
pollutants, and the widespread use of GCMS for pol-
lutant analysis. Revisions A of these methods
incorporate more labeled compounds, not only of
the organic priority pollutants, but also of the

Appendix C and Synfuel pollutants. In addition,
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Revisions A incorporate the experiences of several

laboratories (2) in use of isotope dilution methods.

OVERVIEW OF METHODS IMPROVEMENTS
The major areas of methods improvement are listed
below and detailed in the sections following.
1. Provisions for analysis of complex samples.
2. Allowance for computerized data reduction
and reporting.
3. Use of fused silica capillary column for
semi-volatiles.
4. Standarized QA/QC.
9. Improved criteria for qualitative determi-
nation.
These improvements are directed at obtaining more
precise and accurate data and at providing well

defined levels of data quality.

Analysis of Complex Samples. Many of the waste-

water samples analyzed in support of effluent guide-

lines contain large quantities of dissolved minerals,
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suspended solids, polymeric compounds, and other
materials which can interfere with analysis of the
pollutants. Spike recoveries of the pollutants
range from zero to 400 percent in these samples
because the spike can be dissolved irreversibly

by the matrix, or the spike can liberate a pollu-
tant from the matrix. Use of the labeled pollu-
tants permits these effects to be quantified. The
isotope dilution method works well when greater
than ten percent of the labeled compound is recov-
ered. In the revised methods, data are acceptable
if recovery of the labeled compound is greater
than 10 percent of its recovery from reagent
water. If not, the volatiles fraction is diluted
by successive factors of ten and analyzed; the
semi-volatiles fraction is diluted by a factor of
100, then extracted and analyzed. As a result,
pollutants are accurately quantified in an analyti-

cal range in which the method is known to work.
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Further provisions in the revised methods for
analysis of complex samples are use of an alter-
nate quantitation mass or an internal standard
method if an interference is present at the pri-
mary mass, use of a lower GC column temperature
program rate as an option to resolve overlapped GC
peaks, and dilution of the water or extract to
bring high concentrations of pollutants within the

calibration range of the GCMS.

Computerized Data Reduction and Reporting. The

number of pollutants and labeled compounds in each
sample ranges from approximately 100 to 214, with
13 discrete pieces of information required for
rigorous gquality assurance of each pollutant or
labeled compound. Clearly, a computer is required
for storage and tracking of this information. The
methods were revised to permit maximum utilization
of computerized GCMS data systems for repetitive

operations, with the safeguard that all results
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must be verified manually by a qualified spectro-
metrist.

Modern GCMS instruments use a calibration curve
for those compounds which have a non-linear response,
or use an averaged calibration or response factor
for those compounds which respond linearly. The
revised methods employ a five-point calibration
(most methods use three) to better define the curve
over the calibration range. Once the curve is
defined, it is verified at a single point on each
shift. Other information stored for each pollutant
is the mass spectrum, retention time (absolute and
relative), quantitation mass, and peak area. These
data are used to search and locate each compound and
to identify and quantify it properly.

Quality control charts (3) are generated by the
GCMS computer to determine and assure a high level
of data quality. These charts are updated each

working shift.
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Data can be reported on magnetic tape to elimi-
nate transcription errors and reduce reporting

times.

Fused Silica Capillary Column. The advantages

of these columns for analysis of the semi-volatile
priority pollutants have been demonstrated by
Sauter, et al. (4). Method 1625A mandates the use
of capillary columns for the acid and base/neutral
fractions of the pollutants. The improved GC reso-
lution provided by a capillary column is required
for separation of the large number of compounds in
these fractions when the labeled compounds are

included.

Standarized QA/QC. The July 1982 Revisions of

the 600 series EPA Methods for analysis of priority
pollutants in waters (5) incorporate repetitive
analyses of the pollutants spiked into reagent
water for initial and on-going tests of laboratory

per formance. Methods 1624A and 1625A incorporate
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these tests, also. Additional tests required by

the revised Methods are summarized below:

1. Each working shift
1.1 Mass spectrometer
l1.1.1 Spectrum validity and resolution
1.1.1.1 Volatiles: p-bromofluorobenzene (BFB)

1.1.1.2 Semi~volatiles: decafluorotriphenyl-
phosphine (DFTPP)

l1.1.2 Absolute response (suggested)*

1.1.2.1 Volatiles: 80,000 to 150,000 area
for 100 ng toluene

1.1.2.2 Semi-volatiles: 20,000 to 50,000
area for 20 ng phenanthrene

1.1.3 Relative response (to isotopic diluent
or internal standard)*

1.1.3.1 Response ratios by isotope dilution:
+ 10 percent of initial calibration

1.1.3.2 Response factors by internal stan-
dard: + 20 percent of initial cali-
bration
1.2 Gas chromatograph

1.2.1 Resolution

1.2.1.1 Volatiles: <10 percent valley height
between toluene and toluene-d8

*¥* variables to be investigated in inter- and intra-
laboratory studies
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1.2.1.2
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Semi-volatiles: <10 percent valley
height between phenanthrene/anthra-
cene

1.2.2 Absolute retention times*

l1.2.2.1

1.2.2.2

1.2.2.3

Volatiles: chloromethane in 2-4
minutes; ethylbenzene in >30 minutes

Acids: phenol resolved from sol-
vent: pentachlorophenol >20 minutes

Base/neutrals: N-nitrosodimethylamine
resolved from solvent; benzo(ghi)-
perylene >40 minutes

1.2.3 Difficult compound detection¥*

102.3.1

1.2.3.2

1.2.3.3

Volatiles: 100 ng 2Z2-chloroethylvinyl

ether, bromoform, and 1,1,2,2-tetra-
chloroethane

Acids: 50 ng pentachlorophenol;
100 ng 2-methyl-4,6-dinitrophenol;
250 ng hexanoic acid

Base/neutrals: 50 ng benzidine;
100 ng di-n-butylamine, 10 ng
B-naphthylamine

Each sample
2.1 Internal standard peak area: + factor
of two of area in standard
2.2 Labeled compound recovery: >10 percent

of recovery from reagent water
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3. Each sample lot (samples analyzed on a
given 8 hour shift for volatiles; samples
started through the extraction process on
a given shift for semi-volatiles, to a
maximum of 20)

3.1 Blank: all pollutants <10 ug/L

3.2 Recovery of standards spiked into reagent
waterx*

3.2.1 Volatiles: 85-115 percent by isotope
dilution; 60-140 percent by internal
standard

3.2.2 Semi-volatiles: 85-115 percent by
isotope dilution; 40-160 percent by
internal standard

4, Miscellaneous

4.1 Sample carry-over (volatiles only):
<5 ug/L

4.2 Recording of extraction and concentration
variables (semi-volatiles only): initial
and final extraction and concentration
volumes

4.3 Manual examination of GC peaks greater
than height of internal standard peak(s)
The specifications above are being revised based on
inter- and intra-laboratory testing of the Methods,

so that final specifications will reflect performance
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actually achievable by analytical laboratories.
Where possible, these specifications are perfor-
mance based; i.e., they require that a laboratory
repetitively demonstrate the ability to analyze

the pollutants spiked into a reagent water matrix.

Improvements in Qualitative Determination. In

the original versions, methods 1624 and 1625 speci-
fied + 20 percent relative abundances of one to
three spectral masses plus relative retention time
for pollutant identification. Revisions A require
+ a factor of two in relative abundances of 5 masses
minimum, and all masses having abundances greater
than 10 percent of the base peak plus relative
retention time for pollutant identification. This
change is directed at reducing the number of false
positives reported and is based on the fact that
the presence or absence of a given mass is of
greater significance than its relative abundance.

The disadvantage to use of 5 masses is that some
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polliutants do not produce spectra with 5 masses
with 10 percent or greater relative abundance.

As a result, the detection limit for these pollu-
tants will be proportionately raised by the reduc-
tion in relative abundance below 10 percent. (Ten
percent was chosen based on experience with pollu-
tant spectra.) But it is better to know that the
actual pollutant was detected than achieve a low
detection limit with high risk of a false positive
A further requirement by the revised methods is
that a qualified spectrometrist must decide if the
spectrum is that of the pollutant; therefore, an
interference at one or two of the five minimum
masses does not preclude identification. A subse-
gquent revision of the methods will specify mass-

relative abundance data for the pollutants and

labeled compounds based on inter-laboratory studies,

but the requirement shall remain that each labora-

tory must obtain authentic spectra of the pollutants

on each instrument used for pollutant analysis
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under BFB or DFTPP tuning conditions. Understand-
ing these spectra is fundamental to pollutant
identification.

With isotope dilution methods, one of the most
important criteria for compound identification is
the relative retention time between the pollutant
and its labeled analog. This measurement is usu-
ally more accurate than the scan resolution speci-
fied for most GCMS methods. Revisions A specify
a retention time tolerance of + 6 seconds for vola-
tiles, and + 2 seconds for semi-volatiles, based
on relative retention time computations. The
exact tolerance in relative retention time will
be specified on a per compound basis as a result
of inter-laboratory studies in a subsequent revi-
sion to the methods. Relative time tolerances
between internal standard(s) and the labeled com-
pounds will also be specified as a result of inter-

laboratory studies, but are typically + 30 seconds.
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Of concern in the identification of a pollutant
by its relative retention time is the effect of
column overloads by a large concentration of the
pollutant or by other compounds, especially when
capillary columns are employed. The use of a
large window for the labeled compound, coupled
with a small window for the pollutant relative to
the labeled compound nearly precludes a false nega-
tive under these conditions. In addition, the
spectrometrist is required to examine manually all
GC peaks with heights greater than the internal

standard(s).

SUMMARY
The A revisions to Methods 1624 and 1625 have
been outlined above. Further revisions will be
made based on advances in GCMS technology and on
feedback from laboratories performing analyses
using the revised methods. QA specifications

will be revised to reflect performance obtainable
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by analytical laboratories. Revisions A reflect
the state-of-the-art in analysis of pollutants

by isotope dilution GCMS.
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QUESTIONS AND ANSWERS

MR. WALTERS: Gary Walters from
Jordan Labs. The use of five masses for compound
identification may increase the possibility of
false positives in complex samples, because the
greater the number of masses, the greater the
chance of interference at one of these masses.

Do you agree?

MR. RUSHNECK: I would not agree
with that as a general statement. Under certain
circumstances, what you say may be true, but these
protocols address the broadest number of circum-
stances.

MR. WALTERS: Well, it is my
contention that a limited number of masses might
permit measuring compounds which have one main
base peak with other peaks close to 10 percent
relative abundance at lower levels. For example,

The poly-nuclear aromatics.
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MR. RUSHNECK: If you drive that
to its logical conclusion, only one mass would be
best.

MR. WALTERS: I see your point.
You want to save time, but not make the mistake of
not seeing something that is really there.

In using a dilute aliquot for semi-volatiles,
is the decision to use the dilute aliguot based
on prior experience with the sample?

MR. RUSHNECK: Yes. For example,
if we know that untreated effluents from a given
industrial category have caused extraction or con-
centration problems in the past, the dilute ali-
quot would be required.

MR. WALTERS: How do you handle
complex samples? For example, a sample which con-
tains free 0il?

MR. RUSHNECK: I think a number
of people here have been exposed to that type of

sample. Several options are available: the sample
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can be processed as if it were water to see 1if

it can be extracted and concentrated; each phase
can be processed as a separate sample; or it can
be stirred vigorously while a representative ali-

quot is withdrawn.

MR. WALTERS: Thank you.

MR. DELLINGER: Bob Dellinger,
Effluent Guideilnes Division. What was the lower
end of acceptable recoveries for semi~-volatiles?

MR. RUSHNECK: For the labeled
compounds in any sample?

MR. DELLINGER: Yes.

MR. RUSHNECK: It was 10 percent
for volatiles or semi-volatiles when compared to

recovery from reagent water.

MR. TELLIARD: Thank you, Dale.
As you noticed, for those of you who were for-
tunate enough to be here yesterday we just had
one hell of a good time. Anybody want to talk

about how low we should scan.
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Our next speaker is Bruce Colby. Bruce has
also been a continuing appearing act on this
road show. Bruce is from what we used to call
S~-CUBED, now named SCUBED, and is going to talk
about something...what; see, I knew he was going

to remember. Bruce.
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OPTIMIZATION OF GC/MS ANALYSES
Bruce Colby
S-CUBED
DR. COLBY: The topic that I am
going to be addressing was initially described
as Optimization of GC/MS Analyses. For this
presentation this will be a description of some
of the kinds of information that has been devel-
oped and incorporated into the revision that
Dale was just speaking about. Historically, we
have called these acceptance criteria. The main
thrust of these criteria has centered around the
precision with which measurements should be made
in a laboratory on a very routine basis.
The first topic I am going to address is
the question 'when does a retention time for a
compound detected in a data file agree with the
retention time of a standard run previously.'
The major issue in this apparently trivial question

has to do with compound identification. If the
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retention time is not in agreement, even though
the mass spectrum is the same, it's improper to
make a positive identification of a compound.
Further, more precise the retention times result
in narrower windows within which identification
can be made, the less likely a false positive
identification will be generated.

The second topic I'm going to address is the

reproducibility of responses on a nominal one-month

basis. The data I'll show were acyuired over
approximately a four-week continuous activity.
The specific data are from standards analyzed on
a daily basis. The rest of the acquisition time
was devoted to analyses of samples from the
Synfuel industry. The samples were particularly

dirty. They were process waters, treated and

untreated effluents, and they contained percentage

quantities of some of the priority pollutants.
The impact that samples had on the data was

quite real and I'll try to point out some of
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the manifestations of running these "dirty" sam-
ples on a routine basis as I go along.

The first thing, then, that we will look at a
plot of the absolute retention time precision in
terms of percent standard deviation as a functional
retention time (top).

Below that is relative retention time preci-
sion, and finally the isotope dilution relative
retention time precision. What we desire for
predicting further retention times are the most
precise retention times. In other words, we have
run standards so we know the retention times. How
we can predict what that retention times will be
in a sample file when we inspect it. Clearly we
can see some interesting things in this slide.

Initially, in the run retention times is con-
siderably less precise than it is later on in
the run. This is true both for relative and abso-

lute retention times. I should point out that
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this is fused silica data; we'll get to the
packed-columns in a minute. We believe the

thing that causes this is lack of precision in re-
setting or reestablishing the initial chromato-
graphic conditions, particularly oven temperature
and carrier flow rate. We're near ambient temper-
ature, and most GC ovens don't control well in

that area unless they have a sub-ambient regulator.
In this situation we did not have that.

With the relative retention times, where an
internal standard present, we start to see one
other thing,; a significant dip right at the time
that the internal standard is eluted. This is
followed by a slow rise (decrease in precision)
as we go out to longer retention times. This
seems to say that if we put in more than one
internal standard which is something that cer-
tainly could be done, we could improve relative
retention time precision and consequently the

ability to predict them.
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This is consistent with short-term precision
data that Drew Sauter has published and is some-
thing that the hazardous waste people are currently
doing. The ultimate extention of using internal
standards, if you will, would be isotope dilution
where for each compound has a labeled analog pre-
sent. The result is exactly what you would
expect; it drops percent standard deviation right
down onto the baseline pretty near.

The predictability of isotope dilution rela-
tive retention times, if you will, is extremely
good. I have taken those points and expanded the
scale a little bit. The scale here (Slide 2)
instead of being 10 percent is now 1 percent and
you can see that precision is essentially constant
across the figure. Right in the beginning it's
not quite as precise, and I think this probably
has to do with the fact that the peaks are very
narrow at that point and that it is very easy

for a one scan difference to have a fairly signi-
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ficant impact on the ability to calculate the
relative retention times.

For packed-column work, this is the volatile
methodology. I have created a similar set of
plots (Slide 3). We see, roughly, the same be-
havior as with fused silica capillaries. That
is initial poorer precision compared to the pre-
cision later on in the run where the chromato-
graphic conditions become more reproducible.

When we go to internal standards and I have only
plotted data for two in order to keep it easy to
see, again there is a dip where internal standards
are eluded with best precision right at the inter-
nal standard elution point. This is true for

both internal standards, although the second dip
is much broader than the first. Again, with
isotope dilution we have the best case situation,
a closely eluted reference for each compound and
the retention times are guite precise. The slight

decrease in precision at short retention times
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we suspect has to do with peak width, the peaks
are more narrow in the beginning and a one scan
difference at 200 scans has a more significant
impact then a one scan difference in 1600.

Now if we take those precision data and use
them to identify what we really want to know, that
is the range of time within which we should look
for a spectral pattern in the data file, we get
a plot such as that in Slide 4. Here the search
windows are plotted as plus or minus three stan-
dard deviations in seconds for each compound.

With the absolute retention times we have
wider windows in the beginning. Then they become
relatively constant somewhere around 35, 36
seconds. The times plotted are the total win-
dow width you would expect to find the spectral
pattern in. When we go to relative retention
times we see a very marked dip in the curve
right at the elution point of the internal stan-

dard. Again, we could expand the internal
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standard technique to improve the retention

time or narrow the retention time windows down
by adding more internal standards. The ultimate
case, again, being isotope dilution where we
have specific internal standards present for
each compound.

The isotope dilution data plotted on a factor
of 10 different scales so that you can see more
closely what that looks like is shown in the
fifth slide.

The windows for searching or accepting a spec-
tral pattern for a postive identification in the
volatile fraction looks something like what I
have shown in these curves (Slide 6) with a 100
second full scale for the window width. Absolute
retention times are not much of a problem ini-
tially. I'm showing a dip and a rise in the curve,
but I may be overly optimistic in the shape and
may be weighing this last point a little too

heavily. Nominally, however, it's fairly constant
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across the retention time scale. When we go to
the internal standards, we see the dips at the
elution points for the internal standards.
Clearly, more than one internal standard improves,
i.e., narrows, the windows. We can reference the
early ones to correspond to the first internal
standard and the later ones to the second internal
standard. Historically, our lab had been using
the internal standard which is eluted most closely
to the compounds we are attempting to identify.
Now we know the cross-over is not as straight
forward as that, so we have moved the cross-over
point down to here, decreased the windows slightly
and believe we are doing a more credible job.
With isotope dilution, again, very, very narrow
windows can be used due to the highly reproducible
relative retention times.

In tabular form the plotted data looks some-
thing like this (Slide 7) for fused silica preci-

sion. The absolute retention times came out to
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be on the average about 2.27 percent deviation,
but keep in mind that there is a distribution

to these data which is not a normal random distri-
bution. There are significant trends within the
result so this is just a ballpark kind of number
to fall back on. Relative retention times are
roughly twice as precise using a single internal
standard and somewhere around 20 times is precise
using isotope dilution. The effect of precision
on the search windows within which one would ac-
cept agreement of a spectral pattern results in

a nominal 40 second window for absolute retention
times, and about half that (20 seconds) for rela-
tive retention times. This means that we have cut
down the quantity of data that must be processed
by a factor of two by using one internal standard.
We have also cut down the possibility that similar
spectral pattern will exist in the window and re-
sult in a false positive identification. We cut

the window down to a very, very small one by going
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to isotope dilution. With a one second scan you
are looking at a one standard deviations on the
order of a third of the scan or a little less.
Of course, we can't really make any technical
sense out of a partial scan.

For the pack-column VOA data, precisions are
nominally the same as they were with the fused
silica capillary data for absolute retention
time and relative retention time. Remember, how-
ever, we had a factor of 10 improvement with the
fused silica data. With packed columns we're
dealing with peaks which are much wider, we're
scanning slower, and this results in somewhat
lower precision.

The windows, again, are very similar to what we
had with fused silica, nominally 40 and 20 seconds
but not quite as narrow for the isotope dilu-
tion technique. We pretty much settled on the
plus or minus three standard deviation numbers

for acceptance criteria and, in a short term, we




92

would expect people to be able to do that. The
windows are sufficiently small so that even a
three sigma window is easy to work with from a
data handling standpoint.

The second area that we get into now has to do
with the response precision of the standards that
were analyzed. The data we see first is for fused
silica runs of the base/neutral and acid fractions.
With an external standard situation we see preci-
sions which are nominally the equivalent averaging
about 34 or 35 percent standard deviation for
either fraction.

When we go to a conventional internal standard,
in this case the difluorobiphenyl Dale mentioned
earlier, we see a considerable improvement, about
a factor of two for the base neutrals and not
quite that with the acids. I'1l1l get into some
of the difference that appears to exist here in
a moment. This is sort of like the retention

time precision improvement.
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With isotope dilution we see roughly another
factor of two improvement in terms of the response
reproducibility. We expect standard analysis
results to be this precise day-after-day-after-day,;
if it's not, something is wrong with the equipment,
the standard, the analyst, or possibly all three.

The interesting thing to note is that there
seems to be a fairly substantial difference in
the internal standard precision for base/neutral
and acid fraction compounds. The quick thing
to note, of course, is that our internal standard
is essentially a neutral compound and that perhaps
there is a relationship here. Consequently, we
took the data and re-normalized it to 2,4,6-tri-
cholorophenol. This compound is eluted right
next to difluorobiphenyl so its retention time
is the same. Also, its gquantitation mass is with-
in a few masses of the mass used with difluorobi-
phenyl so we expect no major spectral impact of

using the trichlorophenol. When we do that
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renormalization the acid fraction precision im-
proves markedly, roughly about a factor of 2.

In looking at these data it was pretty clear
that there were several other compounds that
seemed to behave more like the acids when we did
this renormalization. When we took those compounds
which are more precise with the trichlorophenol
as the normalizing response then we have got,
again, an improvement in the situation in both
cases. Now, we've taken some previously so-called
base/neutrals and treated them as if they were
acids and picked up some improvement. The degree
of improvement is shown here where all eight of
the phenols present improved on the average 37
percent by going to the trichlorophenol reference.
All of the phthalates present improved by 35 per-
cent. Isophorone improved 40 percent and nitro-
benzene improved 60 percent. These are all
compounds that are somewhat more polar due to

functional groups "hanging out" of them that
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probably tend to behave differently from the
difluorobiphenyl. ©So there appears to be some
sort of a chemical consideration here and that
is quite interesting. What it seems to say is
that in dealing with retention times, one would
like to use the reference most closely eluted in
time as the reference but for guantitation, to
use some other compound present in the run to do
response normalization calculations.

We also looked for a correlation between res-—
ponse precision and the difference between quanti-
tation mass of the reference compound and the tar-
get compound, for conventional internal standard
situation. We found what may be a weak but not
a very convincing correlation. We expected that
even if DFTPP criteria are met, there is still
room for a great deal of latitude in terms of
the response factors one would expect to get and
that as the difference in mass between target and

internal standard increases, we would expect
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response precision to become poorer.

From these data, it's not totally clear that
this is the case, but it is easy to argue that
it could. I was surprised that something much
more dramatic didn't show up here, but I think
it says is that tuning with DFTPP is useful.

Overall, the use of an internal standard im-
proves precision, but you have to give up a piece
of information in the process in that normalization
takes place and if the instrument's performance is
degrading in an absolute sense this might not be
detected.

When we go to isotope dilution there is about
a factor of three gain in precision and the pre-
cision for isotope dilution standards is extremely
good.

Finally, I took a quick look at the pack ver-
sus fused silica capillary column data. I'm not
sure this is really valid owing to differences in

method but I did it anyway.
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When we look at the retention time windows it
was rather striking to find them so close, both
for absolute area or external standard and for in-
ternal standard. Isotope dilution was not nearly
as comparable, perhaps because we are in an area
where scan rate and peak shape become the limiting
factors affecting precision. There was also fairly
good agreement between external standards or raw
area precision. The same is true for the internal
standard data. 1 was surprised to see these data,
but also encouraged to see them because I think
what it's saying is that we are looking at numbers
which represent what can be done with the methodo-
logy and not what a single operator or instrument
is doing. With isotope dilution relatively the
same kinds of precision again. It's interesting
to see that an external standard, an internal
standard, or an isotope dilution approach will
yield results not highly dependent upon whether

the approach is geared around pack columns or
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fused silica capillary columns.

The general conclusion we come up to, and I
brushed on these earlier, is that the data tend
to support the conclusion that one should calculate
relative retention times using the nearest eluted
internal standard, and that the relative response,
be it isotope dilution or internal standard be cal-
culated using an internal standard which is chemi~
cally similar to the target compound. Naturally,
in both of these cases the ultimate would be iso-
tope dilution. One can also make use of this
information with internal standard approaches
and expect some improvements.

This brings me to the end of my data. I would
be willing to address any questions that you may

have at this time.
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BNA-FSCC

MEAN TARGET COMPOUND

RETENTION TIME PRECISION

' METHOD

PRECISION (% SD)

+3SD WINDOW
(sec)

Absolute
Retention
Time

Relative
Retention
Time

Isotope
Dilution
Relative
Retention
Time

2.27

1.21

.085

39.4

23.9

1.8
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VOA - PACKED COL.

MEAN TARGET COMPOUND

RETENTION TIME PRECISION

PRECISION +3SD WINDOW

METHOD %SD (sec)
Absolute
Retention 1.30 39.1
Time
Relative
Retention 0.60 20.0
Time
Isotope
Dilution 0.25 8.4
Relative
Retention

Time
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VOA - PACKED COL.
MEAN MASS SPECTROMETER
RESPOSE PRECISION

METHOD %SD

External Standard 28.7
Internal Standard 10.6

Isotope Dilution 3.7
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CONCLUSIONS

o Calculate RELATIVE RETENTION TIMES
using NEAREST INTERNAL STANDARD

e Calculate RELATIVE RESPONSE using
MOST SIMILAR INTERNAL STANDARD
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QUESTIONS AND ANSWERS

MR. SAUTER: Drew Sauter with

the Environmental Monitoring Systems Lab in Las
Vegas. The only thing I would like to point out,
Bruce, when you talk for those others that are
using multiple internal standards, your internal
standard data which, you know, it was an interest-
ing present on that, is somewhat biased towards
the worst case of internal standardization. That
is, there is only one multiple internal standard
which approach isotopic dilution in infinite
extrapolation would provide in many cases better
relative retention time; I think that's really
the gist of what you're saying.

So that internal standard quantification and
relative retention time precision information
that's been given should be considered as a worst
case, internal standard comparison. Would that

be accurate?
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MR. COLBY: One internal stan-
dard is the worst case of an internal standard
technique; yes, definitely.

MR. BEIMER: Bob Beimer, TRW.

Did you try, in terms of the most similar chemi-
cally type of compound, to determine the effect

of the difference, the absolute delta in mass

from the quantitation mass of what you are analyz-
ing to the quantitation mass of the standard and
the internal standard to determine if the magnitude
of that difference has an absolute effect on the
ability to quantitate; did I make myself clear?

MR. COLBY: I think so. 1
think the answer is, yes, but that's a difficult
gquestion to address. Probably what we ought to
do is sit down and I can describe in more detail
what we really did.

We expected a large delta between the two masses
used to calculate a relative response, and that

large deltas would led to an equally large delta on
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a day-after-day basis. The changes in them, slight
changes in the tuning would yield measureable or
noticeable changes in the relative response; 1is
that what you're asking?
MR. BEIMER: Well, let me put

it in terms of an example. If you used phenol as
an internal standard for pentachlorophenol, would
you get a better number than if you used a compound
which had a mass more close to the pentachloro-
phenol quantitation massive 2667

‘ MR. COLBY: The data that I
have presented here supports the argument that
you would be better to use phenol as a reference
for pentachlorophenol even though the mass delta
is very large. I think if you made a point of
doing crummy DFTPP tunes so that you skewed in
one direction one day and skewed in the other
direction the next day, this would not hold.

MR. TAYLOR: Paul Taylor from

California Labs. All of this is all in the recs
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because you have polarity problems, chromatography
problems and it's not simple to separate the
example of phenol and pentachlorophenol is a
particular example of that where you are not only
dealing with difference in mass, difference in
retention time and perhaps an affinity for the
column.

So that's probably the reason you have a problem
with the correlation co-efficient for whether
there was a change in mass,; precision response
factor with delta mass.

MR. COLBY: In this particular
instance we had data and we just went back and
looked at them to see what we could do. If we
set out to prove that delta mass can have an
effect, certainly could establish it, but I agree
with you completely, there are a lot of things
that come to play in this and we're only trying to

sort out the ones that seem to have enough impact
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that we can clearly identify them as significant
and try to make the best of that information.

MR. TAYLOR: So basically your
most similar internal standard definition is
empirical, whatever works?

MR. COLBY: It definitely is.

MR. TAYLOR: And that's reason-
able.

MR. SAUTER: Drew Sauter, again,
with EPA, Las Vegas. I think what your data shows,
Bruce, is that effectively what it's saying and
we've discussed this before is, that the instru-
ment once tuned with some error.

Another point, though, with respect...it all
depends on how you want, I think how one wants to
look at the data and whether you are looking at
it through an inter and intra-laboratory perspec-
tive. I could see problems; and, other people

have published this.
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We approached GC/MS a long time ago on this
where relative response factor precision does
seem to expand away from the internal standard.
I think if you were...I could see some chemical
sense in some of the data that you give, obviously,
supports that similar compound classes should be
used as internal standards which is effectively
isotopic dilution. One might find a response
factor precision problem with phenol relative to
pentachlorophenol, for example, strictly because
the mass difference is large; but, within the
limits of DFTPP tune, I think your data shows
that that difference is not that great.

MR. RUSHNECK: Dale Rushneck,
Interface. In those instances in which you have
compared pack and fused silica capillary, were
the labeled compounds present as well as the
unlabeled compounds in all of the samples you
analyzed; that is, was there a carrier effect?

MR. COLBY: I am not totally
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sure I understand your guestion, but I don't
expect much of a carrier effect with a few hundred
nanograms of most labeled compounds. If we had
put a microgram in, perhaps.

Can you rephrase the question if I didn't ans-
wer it?

MR. RUSHNECK: Yes. When you
compare the capillary and the pack and you inject
the samples, were the labeled compounds always
present in those samples?

MR. COLBY: Always, yes.

MR. RUSHNECK: Well, I agree
with you. The carrier effect is most pronounced
at the higher levels, but even 100 nanograms is
sufficient, I think, and that accounts for what
surprises me is as to how good the pack column
data are.

MR. COLBY: Well, it is volatiles
data; if it were base/neutral fraction data, I ex-

pect it would be much worse.
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MR. TELLIARD: Any other qgues-
tions?
Thank you. We'll break for lunch and we are
due to reconvene at 1:30.
(WHEREUPON, the lunch recess was taken.)
MR. TELLIARD: I would like
to start the afternoon session of the continuing
saga, fun in the labs. In the afternoon session,
our first speaker is George Stanko from Shell
Development. George is one of the rare people
who have been with this ongoing scenario since
the very beginning. There was water, darkness
and George. Darkness didn't seem to bother
George at all.
When we started in this program, George was
one of the harder people to deal with because
he had data. Most of the other members of the
committee were your basic coffee cup chemists,
but George went out and did some nasty things,

he actually got some numbers. Therefore, it had
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made it a 1little bit more difficult for me to
deal with him. Today, George is also going to
show us some of his new data on 624 and 1624 on

the volatile fraction and the GC/MS procedure.
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ROUND ROBIN STUDY OF EPA METHODS 624 and 1624
FOR VOLATILE ORGANIC POLLUTANTS

George H. Stanko
Shell Development Company

ABSTRACT

A round robin study of EPA Methods 624 and 1624
for volatile organic pollutants was conducted at
eight laboratories. The study was designed to
determine interlaboratory and intralaboratory preci-
sions and accuracies of EPA Methods 624 and 1624:
to evaluate laboratory performance for EPA Standard
Samples; and to explore the use of methods of stan-
dard addition. The precision, accuracy, variability,
and uncertainty in the resulting data for the

methods studied are reported and discussed.
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INTRODUCTION

Previous experience with Gas Chromatography/
Mass Spectrometry (GC/MS) analytical methods for
priority pollutants in wastewater prompted a study
to evaluate the performance of a selected number of
industrial and contract laboratories that routinely
employ GC/MS methodology for the analysis of priority
pollutants in wastewater. The study was limited to
EPA Methods 624 and 1624 for a selected number of
volatile organic pollutants, and was designed to
determine the precision and accuracy of the metho-
dology, to compare Method 624 with Method 1624,
and to explore the use of method of standard addi-
tion with GC/MS methodology. The prime focus of
the study was directed toward the GC/MS methodology
by holding other variables associated with sampling,
sample preparation, preservation, and holding time
constant. The resulting data and the statistical
analysis of the data reflect only the variability

and uncertainty associated with the GC/MS methodol-

ogye
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Arrangements were made with eight industrial
and contract laboratories to analyze identical sam-
ples within a specified time and report the data
within 30 days. Each of the participating labora-
tories was furnished a set of nine samples, along
with instructions which outlined procedures and
goals of the study. Participants were advised that
each sample had been spiked with nine deuterated
compounds. The identities of the deuterated com-
pounds and the theoretical concentrations for each
of the components in a stock spiking solution were
provided, as well as a portion of the stock spiking

solution to facilitate calibration.
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TEXT

Samples for Study

A total of nine samples were prepared for the
study using an organic-free water (Super Q) or a
chemical plant effluent. Three of the samples
(1, 2, and 9) were prepared with Super Q water, and
six of the samples (3-8) were prepared with portions
of the same chemical plant effluent which was col-
lected as a single grab sample. Table 1 lists the
theoretical spike concentrations for the nine sam-
ples used for the round robin study.

Samples No. 1 and No. 2 were prepared in an
organic-free water matrix using EPA Standard No. 2.
The concentration range of the nine priority pollu-
tants ranged from 22ug/l to 228ug/l. These samples
also were spiked with the nine deuterated compounds,
all at the 100 ug/l level. Samples Nos. 3-8 were
prepared using the same chemical plant effluent.
Sample No. 8 was the chemical plant effluent that
was spiked only with the deuterated compounds.

Samples Nos. 3-7 were prepared with the same chemical
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plant effluent and by blind spiking with eight
selected priority pollutants, at three concentra-
tion levels ranging from 50 ug/l to 200 ug/1l.
Samples Nos. 3 and 6 and Nos. 4 and 7 were blind
duplicates. Sample No. 9 was prepared by spiking
the eight priority pollutants into an organic-free
water matrix at the 100-150ug/1l level plus spiking

with the nine deuterated compounds.

Purpose for Samples

Samples No. 1 and No. 2 were prepared to evalu-
ate laboratory performance using an EPA standard
(No. 2) and EPA Effluent Guidelines Division (EGD)
criteria for acceptable performance. The data for
Samples No. 1 and No. 2 were also included in the
evaluation of between-laboratory (inter-laboratory)
precision and accuracy. The blind duplicate pairs
(Samples Nos. 3 and 6 and Samples Nos. 4 and 7)
were prepared to assess within-laboratory (intra-
laboratory) precision on an individual laboratory
basis or on a pooled average basis. Samples Nos.

3, 4, 5, and 8 were used to evaluate the method of
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standard addition. The primary purpose for Sample
No. 9 was to identify any particular matrix problems
with the chemical plant effluent. Sample No. 8
represented the chemical plant effluent and the re-
sulting data were used to correct Samples Nos. 3-7
for background. All nine samples were used to com-
pare the precision and accuracy of EPA Methods 624

and 1624.

Initiation of the Round Robin Study

A single grab sample of a chemical plant efflu-
ent was collected and all samples were prepared at
Shell's Westhollow Research Center on July 19, 1981.
After preparation, the sample vials were divided into
sets of nine and each set was placed in one-pint
bottles with bakelite tops and aluminum foil liners.
The pint bottles were then packed in wet ice inside
of foam ice chests and sent by Federal Air Express
to the participating laboratories. The samples
were received by all participants within 24 hours
and were analyzed within 7 days of being shipped.

All of the data were returned within 30 days. The
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data obtained for the study are rather massive and
have not been furnished in this report. Engineering-
Science, Inc. (3109 North Interregional, Austin,
Texas 78722) was retained to statistically analyze
the resulting data and to prepare a technical report.
The information and results from the study provided
in this paper summarize the information from the

Engineering Science Report.

Data Analysis Methods

Most of the calculations involved with the data
analysis were performed on a WANG System 2200 compu-
ter. Statistical programs were written in BASIC to
calculate accuracy, interlaboratory and intralabora-
tory precision, and to check for outliers in sample
population distributions. Programs were also
written to determine the/points for plotting the
method of standard addition, and to perform linear
regressions.

Compounds reported by the laboratories only as
"detected" in any sample were not given a quantita-

tive value, and therefore were not included in any
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of the statistical calculations.

The criterion for identification of outliers
was set at the 90 percent confidence level. Checks
for outliers were made for interlaboratory precision
calculations with respect to the geometric mean con-
centration for a sample.

Outliers were not removed from the data sets
in the calculation of mean accuracies and related
precision estimates. It is believed the inclusion
of any outliers would present a more representative
picture of the average laboratory accuracy which
could be expected for the volatile pollutants analy-
zed in this study.

Interlaboratory (between) precision with res-
pect to the geometric mean concentration was calcu-
lated for each compound in a sample. The concen-
trations were assumed to follow a log-normal distri-
bution, as was assumed in previous and similar
studies. The pooled interlaboratory standard devia-

tion (sp) for each compound was calculated in the
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following manner:

n 1/2
Vi (s4)?
n
s Vi
L 1=1 -
where sj = the standard deviation for sanple i

Vi = the degrees of freedom associated with
the rnean for sample 1

n = number of samples

Interlaboratory (within) precision estimates
were mnade for those samples having replicate analy-
ses. Sanples No. 3 and and No. 6 were replicates
and Samples No. 4 and No. 7 were replicates. In
addi tion, replicate analyses data were provided hy
one laboratory for Sample No. 8 for deuterated con-
pounds, and in Sample No. 9 for both deuterated and
nondeuterated compounds. The intralabhoratory preci-
sion was calculated for each compound nmeasured by a
lahoratory in a sample, assuming a log-normal dis-

tribution.
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For any two replicate values (x1, x2) in a log-normal
distribution, the standard deviation(s) (loge base)

is:

7]
i
Do+

In (x31/x9)

The pooled intralaboratory precision (sp) for n

replicate pairs is:

Sp = i

Where si = standard deviation of the replicate pair
mean for a compound in sanmple i

Variability factors as used in this report define
the 95 percent confidence limits in relation to a
calculated mean from a data set. When the mean is
a geometric mean calculated from a log-normal dis-
tribution, the variability factor is multiplicative
rather than additive as with an arithmetic mean.
The upper and lower variability factors (Vy, Vi,
respectively) are defined for a geometric mean as

follows:
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Vg = exp (t « s)

= exp (~t « s) = 1 = 1
exp (t » s) Vu

<
(o
{

where t = value of Student's t distribution at
the 2.5 percent probability level
(two-tailed distribution for 95 per-
cent confidence level) for the degrees
of freedom associated with the sanmple
rean.

s = sanmple standard deviation
The upper and lower 95 percent confidence linmits

(U, L) are then:

U = xVy
L = xVi,
where x = sample geometric mean.

The meaning of upper and lower variability
factors is best illustrated by an example. The
upper interlaboratory variability for a sample with
a known mean pollutant concentration of 100 ppb was
determined to be 1.28. Based on this estimate of
interlaboratory variahility, 95 percent of analyses

from all lahoratories for this sarple would fall
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i
between 78 ppb (1.28 x 100 ppb), and 128 ppb
(1.28 x 100 pph).

The repeatability factors define the 95 per-
cent confidence interval for the difference between
two analyses when the mean of the sample is not
known. The variance related to the difference
between two values (x1, x2) with the same standard
deviation(s) is:

V(xy - x9) = 2s°
Therefore, the standard deviation related to the
average difference between two values is \/5—- S.
The repeatability factors for the upper and lower
95 percent confidence 1limits (Ry, Ry, respectively)
relative to x as defined above are:

Ry = exp (\/_" t o« s)

R, = exp (-2« t o )

To illustrate, a laboratory analyzes a samnple
and reports a concentration of 100 ppb. Based on
an interlahoratory repeatability factor (Ry) of 1.42,

95 percent of the values of a second analysis per-
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formed by any other laboratory would fall within
70 ppb  (1.42 x 100 ppb) to 142 ppb (1.42 x 100
ppb). The 95 percent confidence range as defined
by the repeatability factors is a good indication
of the range of values that can be expected when
only a single analysis is reported.

The recovery (accuracy) of each laboratory was
calculated for each compound in Sample Nos. 1 through
9. Accuracy was reported as a percent of the known
concentration. Interlaboratory and intralaboratory
mean accuracies were calculated as simple arithmetic
means. Standard deviations and pooled standard
deviations were also calculated in the usual manner.

Deuterated analogs of nine compounds were spiked
into all the sample solutions in order to compare
Methods 624 and 1624 in the analysis of these vola-
tile organic pollutants. Method 1624 is similar
to Method 624, except that the recovered fraction
of the deuterated analog spike of a compound is
used to adjust the analytical value. Recovery cor-

rection incorporated in Method 1624 is illustrated
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by the following equation:

Cie24 = Ce24
CDgo4/CDg
where Cyg24 = 1the recovery corrected concentra-

tion by Method 1624

the measured concentration of the
compound by Method 624

Ce24

the measured concentration of the
deuterated analog of the compound
by Method 624

]

CDhg24

CD = the theoretical (spiked) concentra-
tion of the deuterated analog of the
compound

Deuterated analogs were not spiked for six of
the compounds analyzed in this study. Only Samples
No. 1 and No. 2 contained these compounds; these sam-
ples were prepared from an EPA volatile pollutant
standard. Deuterated analogs of all the compounds
analyzed in the effluent matrix samples, however,
were spiked into the sample solutions. Therefore,
direct comparison of Methods 624 and 1624 relative

to the effluent matrix samples could be easily made.
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Spiking of the samples with nondeuterated com-
pounds was designed so that three spiked concentra-
tions of each compound were present in Samples Nos.
3, 4, and 5. This spiking arrangement allowed the
interlaboratory mean concentration for each spike
level of a particular compound to be plotted, ver-
sus interlaboratory mean measured concentrations in
the manner of the method of standard addition. Linear
regression was then performed on the data set.

The analysis of these plots can define: (1)
the relative response to spike addition; (2) the
expected range in measured values at a given confi-
dence level for a given spike concentration; (3) the
base level of the compound in the unspiked sample
(extrapolation to zero spike addition); and (4) the
expected range in values at very low concentrations
for a given confidence level.

Samples Nos. 3, 4, and 5 also were spiked with
deuterated analogs of the sample compounds so that
Method 624 could be compared to Method 1624 rela-

tive to the method standard addition.
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Eight compounds were analyzed in this manner.
They were:

Benzene
l,1-dichloroethane
1,2-dichloroethane
l,2-dichloropropane
Ethylbenzene
1,1,2,2-tetrachloroethane
Toluene
1,1,1-trichlorocethane

Laboratory Performance

There are a number of criteria that may be used
to assess the performance of laboratories. The EPA
EGD has considered a laboratory's performance ac-
ceptable for guideline development purposes when
standards in organic-free water are found to be
within the range of minus 50 percent and plus 100
percent of the true value. Samples Nos. 1 and 2
were prepared with EPA Standard Solution No. 2.

The resulting data from all laboratories for Samples
Nos. 1 and 2 easily met the EPA EGD criteria for
volatile priority pollutants. All of the observa-
tions for Samples Nos. 1 and 2 fell within minus 40%

to plus 25% of the true value. If one considers
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only the lowest and highest reported values (extremes)
from the eight laboratories for the nine components
in Samples Nos. 1 and 2, the range of low values
was from 9 - 40% with a mean of 23%, and the range
of high values was from 0 - 25% with a mean of 12%.
Sample No. 9 was similar to Samples Nos. 1 and 2,
since it was composed of standard compounds in an
organic-free water matrix. Again, all of the
laboratories met the EPA EGD criteria for acceptable

performance for Sample No. 9.

Precision of Method 624

The interlaboratory precision of Method 624 for
this study with respect to each compound in this
study is presented in Table 2. It should be noted
that the data summarized in Table 2 assume that
errors are independent of concentration. Table 2
also includes the calculated upper 95 percent conti-
dence level factors for variability (Vy) and repeat-
ability (Ryg) on a compound specific basis. Average

variability and repeatability factors were calculated
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for the deuterated and nondeuterated compounds as
independent groups. The assumption made in calcu-
lating such averages is that a homogeneous set of
variance exists (i.e., all compounds have the same
variabilities or errors).

The tabulated data show that the variability
factors (Vy) for nondeutrated compounds ranged from
1.14 for bromoform to 1.76 for 1,2-dichloropropane.
Variability factors (Vy) for the deuterated com-
pounds ranged from 1.30 for both 1,2-dichloroethane-
dg and 1l,2-dichloropropane-dg to 1.49 for 1,1,2,2-
tetrachloroethane-dg. The 1.49 and 1.76 values both
fall outside the calculated 95 percent confidence
range, via the Student’'s t confidence interval
for a normal distribution. The variabilities in
the analyses of 1,2-dichloropropane and 1,1,2,3-
tetrachloroethane-dg, appear to be significantly
larger than the rest of the compounds listed. The
reason for this is not clearly understood. The
mean interlaboratory variability factors (Vy's)

for nondeuterated and deuterated compounds is the
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same, 1.35, although the standard deviation for
deuterated compounds (0.063) is less than half
of the standard deviation for nondeuterated com-
pounds (0.145).

The variability factors (Vy's) and repeatability
factors (Ry's) listed in Table 2 define the inter-
laboratory precision of Method 624 for the compounds
listed, with the matrix studied, and as practiced
by the laboratories included in the study. For
example, the average mean variability factor (Vy)
listed in Table 2 for nondeuterated compounds is
1.35. If the known mean or true value of a compo-
nent is 100 ppb, 95 percent of the results for the
sample would fall in the range of 74 ppb (TT%E X
100 ppb) to 135 ppb (1.35 x 100 ppb). However, if
the true or mean value is not known, the 95 per-
cent confidence range to be expected relative to
a single observation can be calculated using the
average repeatability factor (Ry). Using the
average repeatability factor listed in Table 2 of

1.54, if the first determination yielded a value of
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100 ppb, 95 percent of the values for a second
detfrmination would fall in the range of 65 ppb
(T.54 x 100 ppb) to 154 ppb (1.54 x 100).

The intralaboratory (within) precision of
Method 624 with respect to each compound for which
replicate analyses were available is presented in
Table 3. Variability (Vy) and repeatability (Ry)
factors for the upper 95 percent confidence limit
are also included in the table.

The variability (Vy) factors for nondeuterated
compounds ranged from 1.16 for 1,2-dichloroethane
to 1.72 for 1,2-dichloropropane. As with the
interlaboratory variability, 1,2-dichloropropane
was found to be outside of the 95 percent confi-
dence interval for the mean Vy for nondeuterated
compounds (Student's t confidence interval for a
normal distribution). Intralaboratory Vy for deu-
terated compounds ranged from 1.16 for chloroform-
dy, to 1.28 for toluene-dg. All of the deuterated
compounds are within the 95 percent confidence

interval for the mean intralaboratory Vy. As
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noted in Table 3, the variance associated with the
average difference between mean Vy's for non-
deuterated and deuterated compounds is 4.49 x 10-3.
The difference between mean Vg's is 1.31 minus 1.22,

-3
or 0.09. Based on a variance of 4.49 x 10

, a
di fference between mean Vy's as great as 0,09 can
be expected to occur only 10 percent of the time.
This indicates that the mean intralaboratory
variahility of deuterated compounds for Method

624 is noticeably lower than that for nondeutcrated

corpounds.

Precision of Method 1624

The concentration values reported by all the
laboratories using Method 624 were recovery cor-
rected by the recovery percentages of the deu-
terated analogs to represent Method 1624, Preci-
sion calculations on the resulting values were
then made. The interlaboratory precision for
Method 1624 is surmmarized in Table 4, along with
the upper 95 percent variability (VU) and repeat-

ability factors (Ry). The Vyg range from 1.19 for
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1,2-dichloroethane to 1.67 for 1,1,2,3-tetra-
chloroethane. The average VU over all compounds
for Method 1624 is 1.35, plus or minus 0.152. 1In
comparison, the average Vy for the same nine com-
pounds with Method 624 is 1.37, plus or minus
0.171, indicating that variation between labora-
tories is not reduced by recovery corrected with
Method 1624. The largest difference between
Method 624 and Method 1624 on variability within
compounds is with 1,1,2,2-tetrachloroethane. With
Method 624, Vy is 1.49; whereas, Vy is 1.67 for
Method 1624. This increase in variability is due
in part to the relatively high Vy for the deu-
terated analog, 1.49 (Table 2), as compared to the
other deuterated compounds. Another source of in-
creased variability in Method 1624 with respect

to 1,1,2,2-tetrachloroethane results from the

fact that the recoveries of 1,1,2,2-tetrachloro-
ethane and its deuterated analog vary inversely.
That is, when 1,1,2,2-tetrachloroethane is mea-

sured at a value higher than the true mean, its
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deuterated analog is recovered at less than 100
percent.

As noted in Table 4 the variability (Vy) fac-
tor for 1,1,2,2-tetrachloroethane (1.67) falls
outside the 95 percent confidence interval of the
mean variability factor for all compounds for
Method 1624. Again, this implies that this value
is either an outlier (95 percent confidence) when
compared to the mean value for all compounds, or
that 1,1,2,2-tetrachloroethane may have a larger
error when analyzed by the method under the experi-
mental conditions used.

The intralaboratory precision of Method 1624
is presented in Table 5. The upper 95 percent
confidence level variability and repeatability
factors are included. The average Vy for eight
compounds (chloroform had no replicates with
Method 1624) is 1.27, plus or minus 0.215, not
greatly different from the mean intralaboratory
Vy for Method 624 for the same eight compounds

(1.31, plus or minus 0,186). The lowest intra-
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laboratory Vy with Method 1624 is 1.07 for ben-
zene; the highest is with 1,2-dichloropropane at
1.69. This compound also exhibited the highest
intralaboratory variability with Method 624.

The 1.69 Vy for 1,2-dichloropropane lies near
the upper limit of the 95 percent confidence for
the mean intralaboratory Vy with Method 1624

(0.84 - 1.70).

Accuracy of Method 624

The accuracy of Method 624 for the individual
compounds in this study is presented in Table 6.
The average accuracy (recovery) for all nondeu-
terated compounds in this study was found to be
94 percent, plus or minus nine percent. The range
of recovery was from 70 percent for 1,1,1-
trichloroethane to 106 percent for 1,2-dichloro-
ethane. The accuracies of all 15 nondeuterated
compounds fall within the 95 percent confidence
interval (77-111 percent) of the average mean
accuracy and for nondeuterated compounds except

for 1,1,1-trichloroethane (70 percent). The mean
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accuracy for all deuterated compounds of Method
624 was found to be 95 percent, plus or minus
six percent. The lowest mean recovery was 85
percent for ethylbenzene-djip, and the highest
mean recovery was 105 percent for 1,2-dichloro-
ethane-d4g. All mean accuracy values fell within
the 95 percent confidence interval of 83 to 107

percent.

The most recent version of EPA Method 624
(Ref. 1) includes a section identified as "8.
Quality Control". In Section 8.2 one is directed
"to establish the ability to generate acceptable
accuracy and precision, the analyst must perform
the following operations”. The data summarized
in Table 6 are virtually what one is directed
to obtain in Section 8.2.3 except it represents
an average of eight laboratories instead of a
single laboratory. Section 8.2.4 directs one to
compare their results with those expected for the
method for each method parameter given in Table 5

for the method. If two specified criteria cannot
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be met, one is directed to review potential prob-
lem areas and repeat the test., The data summarized
in Table 6 were subjected to the criteria listed

in 8.2.4. Criteria were not met for 8 of the 15
compounds included in the round robin study. The
eight laboratories which participated in the study

did not meet quality control conditions specified

in EPA Method 624, although they were able to meet

EPA EGD criteria.

Accuracy of Method 1624

The accuracy of Method 1624 for the individual
compounds in the study is summarized in Table 7.
The average accuracy (recovery) for the nine EPA
organic pollutants included in the study was 100
percent, plus or minus 10 percent. The range of
recovery was from 78 percent for 1,l,l-trichloro-
ethane to 109 percent for benzene. The accuracies
for all nine compounds fall within the 95 percent
confidence interval (80-120 percent) of the aver-

age mean accuracy, except for 1,l,l-trichloroethane
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(78 percent). Compared to the average mean accur-
acy for Method 624 (93 percent, plus or minus 11
percent) for the same nine compounds, the average
mean accuracy for Method 1624 (100 percent, plus
or minus 10 percent) represents an improvement

in the determination of the true concentration

on the average. The observed mean accuracy for

Method 1624 was identical with the true mean,
while the mean accuracy for Method 624 was 7 per-

cent less than the true mean.

Method of Standard Addition

The EPA has proposed (46 Federal Register

3033, January 13, 1981) quality control procedures
(Section 8) for Method 624 which call for the
determination of actual recovery levels for prior-
ity pollutants from a sample matrix. This is ac-
complished by first determining the background
level of a sample, then fortifying (spiking) the
same at two times the background level and reanaly-

zing. After correcting for the background, the
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percent recovery can be calculated. There also
has been some indication that the EPA has consi-
dered recovery correcting observed values on the
basis of the recovery data. This procedure was
attempted by the EPA during the long-term study
(Ref. 2) at Shell's Deer Park Chemical Plant,

but the EPA data indicated some serious problems
with the approach. The percent recovery was
quite variable and ranged from 0-576% for treated
effluent samples. Because of the Agency's inter-
est in this area of analyses, one portion ot the
study was designed to allow for the calculation
of eight priority pollutants by method of stan-
dard addition using a three-point plotted curve.
Samples Nos. 3, 4, and 5 were fortified (spiked)
at three different levels with the eight nondeu-
terated compounds in an attempt to quantify pollu-
tants present in the background sample (Sample
No. 8) by method of standard addition using both

Methods 624 and 1624. This part of the study was

only partially successful, primarily due to the




fact that Sample No. 8 contained virtually no
measureable concentration of priority pollutants.
Plots were constructed in the method of stan-
dard addition for the eight compounds spiked into
Samples Nos. 3, 4, and 5. Two plots were made
for each compound; one for concentrations as mea-
sured by Method 624, and the other for concentra-
tions as calculated by Method 1624, The actual
plots are included in Figures 1-4. A summary
table of the regression equations for each of the
plotted lines is presented in Table 8. It should
be noted that the plots, as well as the regression
equations, were derived from average measured con-
centrations from all laboratories. Normally, the
method of standard addition is done by a single
laboratory, and individual plots and regression
equations are prepared by the laboratory. Plots
and regression equations were prepared for the
data from each of the laboratories, and these
were compared with the plots shown in Figures 1-4

and the regression equations in Table 8. The result-




137

ing plots and regression equations were found to
be similar.

The regression equations resulting from the
plotted data for Samples Nos. 3, 4, and 5 can be
extrapolated to the point of zero spike addition
(x = 0) in order to estimate the concentration
level of the eight priority pollutants, or the
concentration can be read directly from the y-axis
intercept. Also included in Table 8 are the
numerical uncertainties at one standard deviation
associated with the various components of the
regression equations. This information can be
used to derive the range of uncertainty associated
with the y-axis intercept value. For example, the

regression equation for benzene by Method 624 is:
y = (1.02 + 0.21)x - (0.96 + 32.10),

where 0.21 is one standard deviation relative to
the slope value, 1.02 and 32.10 is one standard
deviation relative to the y-axis intercept, -0.96.

When x is zero, y is equal to -0.96, plus or minus
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32.10, and the range of values for a zero spiking
concentration is from -33 to 31 ug/l. The calcu-
lated range of values for all of the regression
equations are also included in Table 8. It is
immediately apparent from Table 8 that there is

a large uncertainty associated with measurements
of zero or near zero concentrations of priority
pollutants.

Using the method of standard addition for Sam-
ple No. 8, it was determined that most of the y-axis
intercept values were negative. Negative concen-
tration values have little meaning; however, they,
along with zero, are well within the 95 percent
confidence interval associated with the y inter-
cept. The ranges listed in Table 8 also indicate
that an analysis producing a4 positive value even
as high as 31 ppb (benzene) can, in fact, likely
have a true value of zero. For all practical
purposes, there is a high probability that the
compounds with negative intercept values are at

zero concentration, or nearly so. If one assumes
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that the observed negative values are indeed zero,
the method standard addition indicates that Sample
No. 8 contained virtually no measurable concentra-
tion of priority pollutants. These data are con—
sistent with the resulting data from the eight
laboratories for Sample No. 8 using Methods 624
and 1624. Only a few compounds were detected in
the sample, and those that were found were not
detected by every laboratory.

The range listed in Table 8 can be used to
assess the relative precision of Methods 624 and
1624. The data indicate again that the overall
precision of Method 1624 is not improved over
Method 624.

The results from the limited study show that
the method of standard addition has some promise
as an alternate procedure for the EPA recovery
correction by fortification. It should also be
recognized that the technique is more time~consuming
and costly, and might find utility for critical
Ssituations where the best estimate of true value

is required.
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The limited study demonstrated that the method
of standard addition was capable of establishing
that Sample 8 contained no measurable concentra-
tions of priority pollutants. No data resulted
from this study to show how well or how poorly
the method of standard addition works when a sam-
ple actually contains measurable levels of a num-

ber of priority pollutants.

Additional Observations

Methylene chloride was detected in Samples
Nos. 1 and 2 by some laboratories. This compound
is often detected in samples or standards prepared
in laboratories performing numerous extractions
associated with EPA Method 625. It is very likely
that the source of the methylene chloride was the
EPA Standard Solution No. 2, which is common to
both Samples Nos. 1 and 2. No values were reported
for methylene chloride (methylene chloride was
only reported as detected, "D"), and it was, there-

fore, not included in any of the data analyses.




141

Sample No. 8 was prepared as a matrix back-
ground for Samples Nos. 3 through 7, and was chemi-
cal plant effluent spiked only with the deuterated
compounds. One of the laboratories detected the
presence of five nondeuterated compounds. Four
other laboratories detected the presence of one
compound (1,2-dichloroethane), with three of these
laboratories having values listed. Review of the
data suggests that 1l,2-dichloroethane was probably
present at a nominal 10ug/l (ppb) level in Sample
No. 8. Because only five of the eight laboratories
were able to detect its presence, one might con-
clude that the minimum detection limit (99 percent
confidence level) for this compound in the chemi-
cal plant effluent (matrix) is somewhat higher
than 10 ppb.

It was very fortuitous that Sample No. 8, the
background matrix for Samples Nos. 3 through 7,
contained virtually no measurable concentration of
the EPA volatile organic pollutants. This allowed

the assessment of accuracy (recovery) for the
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spiked nondeuterated compounds with no background
correction. Because the values listed for 1,2-
dichloroethane were so low (approximately 10 ppb),
and came from only three of the eight laboratories,
these data were not included in any other data
analysis.

Sample No. 9 was prepared by spiking all of the
deuterated and nondeuterated compounds in organic-
free water. All of the laboratories detected the
presence of 1,1,2-trichloroethylene even though
the compound was not spiked into Sample No. 9.
Seven of the laboratories were able to guantify the
level present, which appeared to be a nominal
20ug/1 (ppb) concentration. Because all of the
laboratories were able to detect the presence of
the compound, it was believed to be a true contami-
nant in the organic-free water. Also, one might
conclude that 20 ppb is above the minimum detec-
tion limit (99 percent confidence level) for this
compound in the organic-free water matrix. Because

the values listed for 1,1,2-trichloroethylene were
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much lower than the 50 to 200ug/l spiking level
of the compounds of interest, the values were not
included in any of the data analysis.

Two laboratories also reported the presence
of chloroform in Sample No. 9. Chloroform was
also detected ("D"), but not quantified, in several
other samples. One laboratory reported a value of
3ug/1 in replicate Samples Nos. 3 and 6. This
value was considered not reliable, and was omitted
from the data analysis. Review of the data from
all laboratories did not reveal strong enough evi-
dence to indicate that chloroform was present in
any of the samples except Samples Nos. 1 and 2, in
which case chloroform was an added component at
measurable concentrations.

One of the major concerns with the analysis
of priority pollutants at or near detection limits
is false positive and negative identifications.
These problems are difficult to define for a single
laboratory, but become obvious when numerous labora-

tories analyze the same sample and in particular,
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when known concentrations of compounds are spiked
into samples. For this study, there was one case
of a false negative; that is, the compound should
have been detected but was not. This occurred with
blind duplicate Samples Nos. 4 an 7. 1,2-dichloro-
propane was spiked into Samples Nos. 4 and 7 at a
SVug/1l (ppb) level, and all laboratories except one
guantified its presence. The reason that one
laboratory was not able to detect the presence of

the compound has not been determined.
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CONCLUSIONS

All of the laboratories in the round robin
study easily met the EPA EGD performance criteria
for the two samples prepared with EPA Standard
Solution No. 2 as well as the sample prepared using
Shell's standards and organic-free water. This was
not surprising since all of the participating labora-
tories were experienced in the GC/MS methodology
studied.

The calculations revealed that the interlabora-
tory and intralaboratory precision for Method 16244
did not represent an improvement over the precisions
observed for Method 624. This observation is con-
sistent with the results from a previously reported
study (Ref. 3). The study demonstrated the uncer-
tainty in GC/MS data currently being generated by
qualified laboratories. The resulting average inter-
laboratory variability factor (1.35) and repeat-
ability factor (1.54) for the compounds included

in the study define the actual level of uncertainty
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for the GC/MS methodology exclusive of any vari-
ability associated with sampling. The range of
values one can expect when the true value of a pol-
lutant is 100 ppb is from 74 pph to 135 pph (95%
confidence interval). When the first analysis of
an unknown sanple yvields a value of 100 ppb, the
range of values expected for a second analysis is
fron 65 ppb to 154 ppb (95% confidence interval).
This degree of uncertainty associated with the
GC/MS methodology as well as that for sampling and
sample handling most certainly nust be addressed
in NPDES Permit limitations, as .well as in compli-
ance nonitoring and enforcement action.

The results of the study indicated that the
average mean recovery for Method 1624 (99.8% + 9.9%)
represented a small (>~ 7%) improvement in the
determination of true concentration as conpared
with the average mean recovery for Method 624
(92.8% + 10.8%). The study of recovery also re-
vealed that the eight laboratories could meet EPA

EGD performnance criteria bhut could not meet recovery
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criteria currently described in the July 1982 ver-
sion of Method 624 for approximately one-half of
the compounds studied.

The results from the limited study show that
the method of standard addition has some promise
as an alternative procedure for recovery correction
by fortification, and might be useful for critical
situations where the best estimate of true value
is required. One important observation resulting
from the method of standard addition study was the
definition of uncertainty associated with measurec-
ments of priority pollutants at zero or near zero
concentrations.

The problem of false positive and negative
identifications still persists. It does not appear
to be a major problem particularly if one totally
ignores all data below a 10 ppb and considers
these as unreliable. The documented case of d
false negative at the 50 ppb was startling; how-

ever, the reasons could not be established.




148

BIBLIOGRAPHY

"Test Methods - Methods for Organic Chemical
Analysis of Municipal and Industrial Waste-
water", EPA-600/4-82-057, July 1982.

Stanko, G. H., Szentirmay, R., "Analysis of
Petrochemical Wastewater for Volatile Organic
Priority Pollutants”, EPA Effluent Guidelines
Division Seminar for Analytical Methods for
Priority Pollutants, Hershey, Pennsylvania,
April 9, 1981, pp. 104-130.

"Refinery Waste Priority Pollutant Study -
Sample Analysis and Evaluation of Data",
API Publication 4346, December 1981.




149

ACKNOWLEDGEMENT

The author would like to recognize the contri-
bution of Dianna Kocurek of Engineering Science,
who was responsible for preparation of the Report
for Shell. I particularly appreciated her work and

help for the method standard addition data.




149a

ROUND ROBIN STUDY OF EPA METHODS 624 AND 1624
FOR VOLATILE ORGANIC POLLUTANTS

BY
GEORGE H. STANKO
SHELL DEVELOPMENT COMPANY



149b

0°001 0°001 07001 07001 0°001 0°001 07001  *-0°001 proot « Ep-aueyiacaoiud -1 1]

0°001 0°00I 07001 0°001 0° 001 0°001 0°001 0°001 0°001 8p-auanjoy
0°001 0°'001  0°001 0°001 0°001 0°001 0°001 07001 0°001  Cp-auRylI3040|4IRIII-22°1*]
0°001 0'00l  o0°001 0°001 0°001 0'001 0°001 0°001 0°001 01p-auazuaqihyi3
0°001 0°001 07001 0°001 0°00% 0°001 0°001 0°001 0°001 9p-auedoadoso(ydip-2*1
0°001 0'001 0°001 0°001 0°001 0°001 0°001 0°001 0°001 Pp-auryla0401ydyp=-2°]
0°001 0°001  0°00% 0°001 0°001 0°001 0°001 0°001 0°001 Vp-auey3 30401424 p-1* 1
0°001 0'00l  0°001 0°001 0°001 0°001 0°001 0°001 0°001 Ip-wa0j040}y3
0°001 0°001  0°001 0°001 0°001 0°001 0°001 0°001 0°001 9p-auazuang
spunodwo) pIe4dInag
- - - - - - - 0°S9 0°2§ W 4Y313040 1424 43-2° 1
0°051 - 0°001 0°0$ 0°0s1 0°001 0'0§ 0°0L 0°'9s WeYId040 Y2 3-1" 1"
0°001 - 0°051 0°002 0°001 0°0s1 0°002 - - auanjoy
- - .- - - - - 0°82 vz U3 4y330401 42R4333-2°2°1*1
0°0s% - 0°001 0°0§ 0°051 0°001 0°0§ - - BURYII0I0|YIRIIY-2*2* 1
0°001 . 0°0S1 0°002 0°001 0°0s1 0°002 - - wzUqIAy3
0°051 - 0°0S 0°001 0°0S1 0°0S_ 0°001 - - 3uedo.doJo|yd4p-2°1-
0°051 - 0°0S 0°001 0°051 0°05 0°001 0°001 0°08 aueylaoso|ydip-2*1
0°0s1 - 0°001 0°05 0°051 0°001 0°0§ - - PYII0L0144P-T']
- - - - - - - 0°09 0'8v LY w040 | Y20Wo4q} @
- - - - - - - 0°822 v 281 8404040142
- - - - - - - () 9'LE 3p}40(yd0433) uoque)
- - - - - - - 0°2§ 9y .10 jOwo.g
- - - - - - - o'ty v vE 3URYI w040 || powo.ag
0°001 - 0°0S1 0°002 0°001 0°051 0°002 - - auazuag
: spunodwo) pIIRAIINAPUOH
6 "oN 8 "ON £ "ON 9 “oN S ‘oN v "ON € "oN 2 "oN 1 "ON
BEITTR uoyinjos ajdueg 39360 D Jadng

0 avdng ANT 34T JUR g [BIWY) DWdD
4 X\uje ajdweg

SNOILNTOS IT1dWVS NI (3/67) SNOILVHLNIONOD 3INIMS IVIILIHOIHL
‘L 3718Vl



149c

VARTABILITY FACTORS

EXP (T « S)
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REPEATABILITY FACTORS

Ry = EXP (VZ « T ¢ 5)

R = EXP (-VZ =T .es) =4
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RECOVERY SAMPLES NOS. 1 AND 2

ALL WITHIN MINUS 40% TO PLUS 25% OF TRUE VALUE

RANGE OF RECOVERY LESS THAN TRUE VALUE S-40% WITH MEAN OF 23%

RANGE OF RECOVERY GREATER THAN TRUE VALUE 0-25% WITH MEAN OF 12%
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VARIABILITY FACTOR = 1.35

Vy = 100 pPB X 1.35 = 135 PPB
= 1 =
VL 100 pPB X T 35 74 PPB
REPEATABILITY FACTOR = 1.54
Ry = 100 ppB Xx 1.54 = 154 pPB
= 1 =
RL 100 PPB X 1 E4 65 PPB
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COMPARISON OF PRECISION FOR
METHODS 624 AND 1624 (Vu)

624 1624
1.2-DICHLOROPROPANE 1.76 % 1.51
1,1.2,2-TETRACHLOROETHANE 1.49 1.67*

*QUTLIERS



LYe'0 ¥ 2b°1 G12°0 ¥ [2°1 S£0°0 ¥ 80[°0 uotjetaaq puaepuels F abedaay

vl°1 8y 1 981°0 BURYIB040|YOLA3-T ']
S1°1 011 9%0°0 auan(oj
21 82°1 L11°0 BURY]B040|YdR433Y-242 1|
9e" 1 p21 £01°0 auazuaqjAyyj
- 14 69°1 6v2°0 duedoudoJdoyap-2*y
S (21 81" 1 080°0 3URYI3040|YILP-2°]
a 911 1088 6¥0°0 3UeYIBO0UO|YILP-T']
It (01 v€0°0 3udzuag
403204 A3t11qejeaday 403004 Aqt{tqetdep (21025 b07)
%66 43ddp %66 43ddp uoLleLAag paepuers
paloog

GNNOdWOO A8 ¥291 QOHLIW 10 NOISID3Hd AHOLVHOSYIVYHLNI
‘S 379Vl



149k

COMPARISON OF PRECISION FOR
METHODS 624 AND 1624 (Vu)

INTERLABORATORY INTRALABORATORY
METHOD 624 1.37 + (0.17D) 1.31 + (0.186)

METHOD 1624 1.35 + (0.152) 1.27 + (0.215)
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COMPARISON OF ACCURACY FOR
METHODS 624 AND 1624 (% RECQOVERY)

METHOD 624 92.8% + 10.8%

MeTHOD 1624 99.8% + 9.9%
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FIGURE 3.
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FIGURE 4.

!,2-DICHLOROPROPANE

1,2=-DICHLOROETHANE

149r

250

@ METHOD 624
QO METHOD 1624
T
200

150

100

(=]
Y I3
A\
&
N\

\Jo

e & & 8 &8 8 °

" o~ o~ - -—

CONCENTRATION OF ADDED SPIKE (yg/D

/80 NOLLIOOY 3MidS ¥3L4Y SBY1 TIV KO SNOILVEINIONOD Q3UNSVIN JO JOVHIAY

~—~ g
) WX ~
N\ sg' . N
.‘a}\\ $°
) 9
NN 88 Lz
N §g |[°

\ [ To)

\\

—R 5
=]
©
3

\\‘ ‘e
‘>.p>{
AN
e 8 g a 8 8 °
| ] ~ o~ - -

CONCENTRATION OF ADDED SPIKE (yg/N)

€/8%) NOIZIQOY INIdS ¥3L4V S8V TIV WONA SNOILYHLINIONOD O3UNSVIN JO 3OVH3AY



149s

*0432 s} (x) ayjds uaym 3darsdquy syxe-£
© qdd “awyds yj|m pappe uojIesIualua)
uoyjenbd jo adoys

qdd ‘uo§3e43uUIINN0I paunseaw

£ aaayn

q + xw = £ uojyendby :310M

v 03 22- € 0 ¢l- (91°6%62°€1-)4%(£0° 0%01" 1) ok (01°6v66"¥-) +¥(90°0¥¢6°0) K spunodwo) ||y
z o) y- 2- 0 6]- (68°1962°9-)+x(20°0%v2"0) =K (¥2°B¥1L°01-)+¥ (40" 0VBL " 0) >k JURYIDOI01 YD N -1 L]
02 03 g92- 9¢ 01 g2- (81°€¥pL 2-)+x(S1°0v80" 1)=A (€9°0c¥61°G)+x (02" 0¥16°0) =A auanjo
9- 03 gi- £- 01 §I- (v6°S¥OT"21-)+¥(S0°0¥L1" 1) =k (91" 9%¢e " 6-)+x(90°0FCY" 1)24 UPYID0401YI0AINI-2 2 1]
81 0 f2- 12 01 §2- (12°22¥1S° 9=)+x(ST°OFLI"1)=h  (B°22%66°1-)+X(ST1°0716°0) =K . wazuagfyy)
22 93 21- S2 01 02- (66°9TF11°G)+X(91°0¥68°0) =K (£9°22%16°1)+*(12°0¥06°0) =4 3uedoudoloyysyp-2*y
6103 ¢ ol 03 ¢- (b0°¢¥86° 11)+x((0°0¥68°0) =A (2€°9¥L€°¢)+x(90°0¥20° 1) =4 3uRY13040{Ya4p-2° |
9 0 2- v 0} 8- (26°€¥2€"2) +x(b0"0¥c8 0)=A (00°9¥16° 1) +x(90° 0¥58° 0) =4 3ueyyaoso1yd)p-1*]
(1 03 gy 1€ 03 €= (v 0e¥9L°21-)+x(02°0FL1°1)=h  (01°20%96°0-)+¥(12°0¥20° )=k zuag
291 POy ¥29 POYIM ¥291 PoyIaw v29 POYIa punadwo)

qdd *{o[¥)0 = ¥ 3y
abuey pajejodesyxny

UOLYLPPY PaPPURIS 4D
uojjenbl uoyssatbay

NOILIGAY QHVANVLS 40 QOHL3IW HLlIM vZ29L GNV $29 SAOHL3W 30 NOSIHVJIWOID

'8 3718Vl



149t

Y = (1.02 +0.2D)X - (0.96 *+ 32.10)
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QUESTIONS AND ANSWERS

MR. SAUTER: Drew Sauter with
EPA, Las Vegas. Did you allow...I was just
snowed by the presentation, excellent presenta-
tion, but I was snowed with the numbers.

Did I understand you to say that you allowed
the laboratories to utilize their own standards?

MR. STANKO: For the non-deu-
terated compound, yes. For the deuterated com-
pounds we provided the stock solution that had
been used to spike each one of the samples. Each
one of the samples actually was spiked at 100 parts
per billion level.

MR. SAUNTER: So in other words,
then, is it possible that what you saw was the
laboratories...in your isotopic dilution, saying
that...see, it just strikes me fundamentally
incorrect that isotopic dilution, GC/MS is not
better than internal standard GC/MS.

I am wondering, could someone ask the
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question that your study, while probably one of
the best I have ever seen presented at a meeting,
might have demonstrated that you can't trust
laboratories to make up their own standards?

MR. STANKO: To answer your
question, I think if you look at the variability
factors that we saw in this particular study, in
particular the relationship of the intralaboratory
variability factors with the interlaboratory
variability factors, it tells you that these
laboratories are doing an excellent job. I don't
think they could do any better. I think they
have very good standards. They were probably
not...

MR. SAUTER: But it was outside
of your control, then?

MR. STANKO: It was outside of

my control.

MR. SAUTER: I have done a few

studies like this; I mean, in the area of organic
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and analytical GC/MS and I have done probably 40
or 50 laboratory audits in regards to the hazard-
ous waste program and it is my unequivocal experi-
ence that it is not preferred to allow the labora-
tories to make up their own standards.
It might be worthwhile looking at the data in
that again; and, there are some other situations.
MR. STANKO: In this particular
case, we were trying to study the methodology as
applied by industrial and contract-type labora-
tories on samples of real world wastewaters.
MR. SAUTER: I understand that.
MR. STANKO: 1In that particular
case, they do use their own calibration standards
and curves to determine that and we thought it
would be unfair for me to provide that portion
of the standards as well.
The purpose for doing it with the deuterated
compounds was to insure that all laboratories used

the same source of deuterated material.
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MR. SAUTER: I still think,
although from the volume of the data you presented
it's difficult for me; that that study might have
shown that given the laboratory the freedom to
essentially make up their own standards, 1624 and
624 will give you approximately the same results.

I'm really wondering if that's not a real...
really what was presented and from the volume...
like I said, it was an excellent presentation,
but from the volume of the data I can't really
digest it at this point.

MR. COLBY: Bruce Colby, S-CUBED.
George, let me go back to the Table 1 you showed,
I didn't have this when you were telling which
samples were which. Is sample No. 8 your indus-
trial wastewater?

MR. STANKO: That's correct.

MR. COLBY: Were there any of

the priority pollutants in there?

MR. STANKO: To our knowledge,
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there really was one compound that we think was
there below what we call an operational limit of
detection; that particular compound was 1, 2-
dichloroethane. Four of the eight laboratories
said they detected it; three tried to quantify
it; four did not even see it. On that kind of a
basis, I would say that it was below the method
detection limit.

In one particular sample, sample No. 9, there
was a contaminate that showed up that we don't
know where it came from., All eight laboratories
were able to detect it; seven of them were able
to quantify it, and if you want to take the
average, it is somewhere between 20 and 22 ppb.
So here, again, I would say that's the limit of
guantification, which is above the operational
limit of detection.

MR. COLBY: Would it be fair to
conclude, then, that your conclusions are based
primarily on the analysis of reagent or very

clean water samples, rather than on typical
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industrial waste samples?

MR. STANKO: 1In this particular
case, the chemical plant effluent that we had
used was studied before by the EPA. In our data
it didn't show that there was any difference with
respect to precision or recovery with the matrix
sample versus the distilled water sample.

MR. COLBY: There was nothing
in that sample?

MR. STANKO: There was
nothing? No, I am not saying that. There
were no priority pollutants in that sample or

volatile priority pollutants.

MR. COLBY: All right, I think

my point has been made, George. Thank you.

MR. GRAVES: Bob Graves, EPA,
Cincinnati. If I understood you correctly you
did say...well, you used transform the data to

log data.
MR. STANKO: That's correct.
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MR. GRAVES: Can I ask you why
you did that?

MR. STANKO: I have given
several papers before. It has been a precident
used by Radian in the report on the EPA screening
phase (API), and the CMA report on the screening
phase. In the paper I presented at Hershey on
the five-~-plant study, it had also been used. In
this particular study, we preferred to go thét
way .

If you looked at the data, in a number of
cases and on a given sample, the data did look as
if it were normally distributed. If you use log-
normal statistics, and you can try this on a nor-
mal distribution, you will end up with a standard
deviation that is somewhat less than if normal
statistics were applied. So, using log-normal
statistics on normally distributed data results
in standard deviations that are conservative.

MR. GRAVES: Well, if they
are less I would say they are standard deviations

that are very...well, I guess you're right, okay,
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because from what we found is, normally log-normal
data comes from environmental samples.

If you are taking samples from a screen with
respect to time they would normally vary log-
normally to get them, you know, transform them
back; but, if you take a standard and have 10
labs analyze where there’s a set true value then
that normally will follow a non-transformed with
just random variation around the true value.

MR. STANKO: 1In this particular
study, if you took a given sample that had nine
compounds or 15 compounds and you looked at it on
a compound specific basis, for one compound, the
data were normally distributed. For several
others, it would have been log-normally distri-
buted. Even there, the difference was not all
that great.

MR. GRAVES: Thank you.

MR. STANKO: I don't think we
over-estimated the variability because of using
log-normal statistics. If anything, we have

slightly under-estimated it.
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Any further questions? Thank you.
MR. TELLIARD: Thank you,
George, up to your same old more data; I liked it
better the other way.
Our next speaker...that was a very good
presentation.
MR. STANKO: Thank you, Bill.
MR, TELLIARD: And I like the
way you made it clear enough that we couldn'f see
the numbers.
MR. STANKO: They are definitely
in the paper, though.
MR. TELLIARD: Yes, I understand,
George.
Our next speaker is Phil Ryan from S-CUBED in
La Jolla. Phil is a mass chrotomatogist with
S-CUBED and is going to make his presentation
now. Phil was fortunate enough to participate
yesterday in that exciting review that we went
over on all of the quality assurance stuff

and I think he's recovered.
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AUTOMATED IDENTIFICATION OF PRIORITY
POLLUTANTS FROM GC/MS DATA

Philip W. Ryan, S-CUBED

I am going to address the topic of automation
of data reduction from the point of view of a commer-
cial laboratory which has for several years faced
the necessity of automating in order to get its work
done in a cost-effective manner. In response to that
necessity, we have developed routines for automated
processing that really do work well and have allowed
us to operate with efficiency in a competitive field.
So I'm going to spend most of my time discussing our
particular routines, and also show a few comparisons
with some of the other automated reduction routines

that are available.

The first slide summarizes the problem we face
in data reduction, one which is particularly severe
in the case of isotope dilution work. The old
needle-in-a-haystack analogy is sometimes used with
this problem, but it really doesn't serve quite

adequately. With isotope dilution, we typically




160

have more like 100 needles to find, and for each
instrument being used, we have to do it a dozen or
so times each day.

This slide is designed to emphasize the time
constraints. The rate at which we need to process
GC/MS data leaves us with only 18 seconds alloted
for each target compound, and that rate can only be
achieved with extensive automation. There is no
chance of ever coming close to that rate with the
traditional user-interactive routines that most of
us learned in more research-oriented contexts.

There are a number of reasons for insisting on
such short times. These are both scientific and
economic, particularly as Bill Telliard tightens up
his demands for timely reporting and quality control.
The stringent time requirements are derived from the
imperative of getting the greater part of the data
reduction done in time for the operator to see his
results before he has moved on too far to make good
use of it. In practice, that means we need to get

that part done during the succeeding GC/MS data
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acquisition, and that is where these numbers come
from: at 18 seconds per compound, the typical iso-
tope dilution set of 100 or so target compounds can
be handled in the 30 or so minutes available during
the next acquistion.

The next slide lists the component parts of a
GC/MS analysis. The first part, automated data ac-
quisition, is something you always get done rather
well when you spend $200,000 for a GC/MS/DS instru-
ment. The last point, report preparation, is gen-
erally best done without too much reliance on com-
puters. But the other three points, qualitative
analysis, quantitative analysis and much of the
quality control activity, all ought to be done at a
rate which requires the kind of automated routine I
am going to describe shortly, preferably within the
30 minutes available during the succeeding acquisi-
tion.

In order to provide the analyst the information
he needs in a time which allows him to make use of

it, we need to accomplish the stepys detailed on the
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next slide, and we need to complete them at the

rate of 18 sec per compound. For each of the 100

or more compounds, we want to look through the

GC/MS data file and select the appropriate portion
of the file for more detailed inspection: 1in other
words, choose a retention time window in which to
search for the compound. Then we want to look at
the selected portion of the file in more detail to
decide whether the compound is present, is not pre-
sent, or might be present. If it is, or might be
there, we want to take a very close look at the mass
spectrum to be sure we can make a positive identifi-

cation of the compound.

Then we want to take the first steps toward
quantitative analysis. This means we want to measure
instrument response as peak area or peak height for
the selected quantitation mass chromatogram. Finally,
we want to present the analyst with all of the infor-
mation he needs in order to know how his analysis is
proceeding, what his results are and whether he needs
to take care of some kind of instrumental problem

or reanalyze a difficult sample.
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The scheme I have just sketched is the tradi-
tional one used in semi-automated as well as in
fully-automated approaches with differences primarily
in the order of specific operations. The usual
sequence of operations for automated reduction is
depicted in this slide. The sequence describes the
Finnigan/INCOS scheme as well as ours, and I am not
aware of any system which makes significant devia-
tion from it.

The program we use at S-CUBED follows the flow
diagram shown on the next slide. As you can see,
there are several decisions and selections to be
made, and this is where the difficulty comes in
reliably automating a data reduction. We must rely
on a computer to make decisions and to recognize
things which were formerly the responsibility of a
human being, presumably one with extensive experi-
ence and training in the nuances of mass spectral
data. For example, a computer will have to decide
whether the data justifies concluding that a com-

pound is, or is not, present, and we must come up
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with much better defined criteria for the computer
than we have available to characterize the user-
interative approach.

To see what's involved in automation of such
decisions, let's look more closely at the computer
implementation of some of them. Specifically, let's
look at the process of identifying a target compound
on the basis of GC/MS data.

We get some guidance from Method 625. Everyone
will probably recognize the contents of this slide,
which are taken directly from the method. The cor-
responding criteria for Method 1625 are in a state
of flux right now, but they will be similar when
the revised method is published. These instructions
are acceptable identification criteria from a
scientific point of view, and they fulfill an impor-
tant function in assuring that consistent criteria
are applied among various labs. They were formulated
in the earlier days of priority pollutant analysis
when user-interactive software was all we had to
work with, and they are best suited to that semi-

automated approach.




The user is given a library of identification
criteria, and displays data in such a way that he
can see whether the criteria are met. For example,
combining the instructions in this slide with library
information of the type shown in the next (7th) slide
(also from Method 625), and displaying the data as
in the following (the 8th) slide, the operator can
see quickly that the target compound probably was
eluted at scan No. 925. This slide portrays a
nearly ideal situation where the criteria are defini-
tive and nothing in the data is likely to confuse
the analyst's judgment. As we all know, not all
data is so clean-cut. The next slide shows the same
type of data display for less ideal data. A little
more thought is demanded of the analyst in this
case, and a little more chance of confusion is intro-
duced. This less ideal case will be used as an
example for the computer algorithm I'm going to dis-
cuss next.

The Method 625 criteria are actually a mechanism

for keeping the intuition of an expert analyst within
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defined bounds, particularly when poor data such as
this introduces ambiguity and calls for exercise ot
judgment. As such, they can be inappropriate for
other analytical endeavors and are not suitable for
adaptation to fully automated identification algo-
rithms.

More useful identification algorithms for tar-
get compound identification can be derived from the
conclusions of pattern recognition theory by using
computed similarity indices. These utilize most
of the information contained in the spectrum and
can be shown to be the best possible indicaters of
similarity between reference mass spectra and sam-
ple spectra.

Library search routines almost always generate
similarity indices and use them to rank possible
matches. Within the INCOS system, the fundamental
indices are called FIT and PURITY, and the strategy
for target compound location involves locating the
mass spectrum for which the index is a maximum. In
this slide, we take the same data as in the previous

one but we plot FIT and PURITY rather than char-
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acteristic ion intensity.

While the similarity parameters alone do not
seem to be strong indicators of compound presence,
the parameter plotted at the bottom is a pretty
clear marker of the correct elution time., That
parameter is a product of FIT, PURITY and the
quantitation mass intensity and is the parameter
used in our software. It typically displays very
sharp peaks with very good signal-to-noise even with
data for which other indicators are ambiguous. The
computer locates target compounds by locating peaks
in this search parameter, and in our experience,
that is the most reliable, least ambiguous identifi-
cation criterion for automated GC/MS data process-
ing.

Other criteria, based on other search parameters
are used as well. The next slide shows some of the
possibilities. This data is a case where benzene
is eluted between two major interfering components
so that it doesn't even produce a peak in the total

ion chromatogram. The third and fourth plots are




the options provided by the INCOS search program,
and the last trace is the one we use.

This case illustrates the special problems of
isotope dilution GC/MS. In isotope dilution, there
are always large peaks due to the labeled analogues,
which are eluted very close to the target compounds.
The failure of the INCOS options is due to their
being weighted with total ion intensity, and that
total ion intensity is dominated by labeled énalogues
and other interferences. The next slide summarizes
some of the special considerations imposed by isotope
dilution. The negative aspects of using total ion
weighted criteria have been discussed. Another
special problem with software which was not designed
for isotope dilution is the inflexibility of the
reference peak designation. Isotope dilution re-
quires that the data system be able to use different
peaks for retention time reference and for quanti-
tation internal standard.

In the context of target compound location al-

gorithms, I've shown some comparisons among our
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software, the standard INCOS software and the tradi-
tional user-interactive approach. Now let's return
to the consideration of data reduction pace and make
similar comparisons there. The next slide summarizes
the requirements for getting the reduction done in
time for the analyst to make efficient use of the
information., Also shown are the times required:
150 minutes and 50 minutes, respectively, for user-
interactive techniques and for standard INCOS proce-
dures. Only our SRCHMX approach, which takes only
5 minutes, allows any time for the operators to
look at results and act on them during the succeed-
ing run.

The last point I want to address is what kind
of results the operator gets, and what happens to
the data next. The diagnostic information shown
in this slide is available to the operator after com-
pletion of the automated data processing. This
happens to be data from a standard mixture, so it is
unacceptable that the 11th compound, pentachloro-

phenol, is not found. This is the kind of feedback
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the operator needs immediately because he has to
correct whatever problem has occurred before going
on. Remember, this diagnostic information is dis-
tilled from 2700 mass spectra, and only a fast
automated data reduction could do this in time.

There is a lot of other diagnostic information
here, too, including the pattern recognition para-
meters which are indicative of spectra quality, and
retention time data which reflect chromatography
performance. The operator using our software has
25 minutes to look at this reduced data and decide
whether he has some problem to correct. With slower
techniques, he may not know he has a problem until
the next day.

My last slide indicates the next stage of data
reduction as practiced in our laboratory. The prob-
lems identified by the diagnostic are reflected in
the reduced data included in this upper quantitation
report, We return to the user-interactive philosophy
at this point and use our own data editing software

to correct errors in the reduced data files. In
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this case, a tailing peak required re-integration

for compound No. 8 and an antiquated library was

responsible for not finding entry No.

11.
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Isotope Dilution
Priority Pollutant Analysis
45 minute FSCC GC/MS analysis
2700 spectra recorded

100 target compounds to be
determined

30 minutes per analysis for data
reduction to keep up with data

acquisition

18 seconds per compound
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For Each Analysis

Data acquisition and recording

Qualitative analysis: Search through
data file and identify target compounds

Quantitative analysis: Calculate
pollutant concentration in sample

Quality Control and Quality Assurance

Report generation
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For Each Target Compound

Select appropriate portion of data file

Inspect selected portion to determine
if target compound might be
represented

Analyze spectrum to make definitive
identification

Measure value of quantitation
parameters

Generate QC data (diagnostic
information)
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TARGET COMPOUND DATA REDUCTION

Get Target Compound Information
from Library

Decide whether Entry is an
internal standard

Define a search window

Search through window to locate
Target Compound

Measure amount of Target Compound
as quantitation mass area

Write information into quantitation list
and into scan list
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retrieve target

171e

compound info
from library

is
target
compound

internal std
?

no

reset search
window parameters

define search
window

!

locate all possible
target compound
peaks

Y
select best
possibilities
Y
measure areas

Y

quantitation list

output resulits

scan list

diagnostic print-out

retun to MSDS
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Qualitative Identification

14.1.1 The characteristic ions for each compound
of interest must maximize in the same or within one
scan of each other.

14.1.2 The retention time must fall within+30
seconds of the retention time of the authentic
compound.

14.1.3 The relative peak heights of the three ions
in the EICP’s must fall within+t20% of the relative
intensities of these ions in a reference mass spectrum.
The reference mass spectrum can be obtained by a
standard analyzed in the GC/MS system or from a
reference library.

EPA Method 625
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Identification Parameters

Purity
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o . ¥ ] ] 1} ] L 4 +
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Fit
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S-CUBED Parameter
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The Search Parameter
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Special Considerations
For Isotope Dilution

e TIC is always too complex to be a
useful search parameter factor

e Multiple internal standards in a single
library are desirable

o Different references for retention time
and for internal standard quantitation
in a single library are desirable



171m

Data Processing Pace

Data system must have the capability
to process one data file while another
is being acquired

30 minutes are available to process
a file for 100 target compounds

SRCHMX requires 5 minutes
INCOS procedures require 50 minutes

User-interactive technique requires
150 minutes
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MR. RYAN: I'1l be glad to answer
questions if anybody has some guestions on this
automated procedure.

MR. TELLIARD: Questions?

Anyone; last chance, he gets off free?

Thank you, Bill.

Our next speaker is John Norris from Viar and
Company. John is going to explain step two of
what we had discussed this morning about the
automated data system. He will carry on from

where Dale left off and John has been the project
manager on this project for about the last year;

John.
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RECEIPT AND TRANSCRIPTION OF QUANTITATIVE
DATA ON MAGNETIC TAPE AT THE
EPA SAMPLE CONTROL CENTER

John Norris, Viar and Company

MR. NORRIS: Good afternoon
ladies and gentlemen. 1 would like to take this
opportunity to briefly describe the Effluent
Guidelines Division's Program for the receipt of
guantitative data on magnetic tape. I kind of
feel like one of Bruce Colby's outliers standing
up here today because all of the previous speakers
have been pretty much chemically or lab oriented.
My area of expertise is the data processing field
and in this case I guess I'm representative of
Bruce's slide with its single outlier.

During this presentation I'll be covering the
topics as shown on this slide. First, we'll start
off the session with a quick overview of the EGD's
analytic process and briefly describe the role
that the Sample Control Center plays in it. Next,
we'll look at the actual collection and reporting
of quantitative data by the laboratorys, how it has

been done in the past and wmore importantly how it
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will be accomplished in the future. Since the
new media will be magnetic tape we'll look at the
elements of information that would be on the tape
and the formats that this data will be recorded
in. First let us look at the overall analytical
process that transpires prior to the institution
of effluent regulations,

The key players in this process are shown in
this slide. The EPA Project Officer for the
specific industry being regulated has overall
responsibility for developing the effluent regula-
tion. The Effluent Guidelines Division, Office
of Analytic Support has overall responsibility
for the analytical process. The Sample Control
Center assists the EGD's Office of Analytical
Support in carrying out its responsibilities.
We'll look at the role that the Sample Control
Center plays in this process in detail later.

The laboratories provide the staff and equipment
necessary for sample analysis and generally
perform under contract with the EGD.

As can been seen in this slide, the analytical

process is initiated by the EPA Project Officer




175

when specific analyses are requested to be per-
formed. These requests are forwarded to the
EGD's Office of Analytical Support for processing.
The Office of Analytical Support in conjunc-
tion with the Sample Control Center defines appro-
priate tests and selects the particular laboratory
best suited to perform them. Samples are then
collected by field sampling teams. These field
sampling teams are freguently agency contractors.
The samples they collect are shipped to the
appropriate laboratory for analysis. Once the
laboratory has completed its analysis of the
samples, it assembles its findings into data
packages and forwards them to the EGD Sample
Control Center. The guantitative results from
from the data packages are in turn presented to
the EPA Project Officer for review.

What I have just described is a very simplis-

tic view of the actual process that transpires prior

to regulation implementation. To reiterate, the
EGD's Office of Analytical Support has primary

responsibility for this process.
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The Sample Control Center assists the Office
of Analytical Support in this process and 1is
their primary arm for insuring that the process
works. The current slide shows some of the major
functions that this Center performs for them.

It is through the Sample Control Center that
actual samples are scheduled for analysis at
the specific laboratories; sampling progress
is monitored; and sample scheduling problems are

resolved.

Also, the Sample Control Center monitors labor-

atory progress and directs any technical and/or
scientific problems to appropriate EGD personnel
for resolution. The Center also maintains an
inventory of chemical standards and spiking
cocktails for use by the laboratories in the
sample analysis. The Sample Control Center also
functions as the EGD's focal point for

the receipt and management of data packages

from the laboratories. They are responsible
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for entering the majority of this quantitative
data into the EGD's data base. They are also
responsible for maintaining the data base

itself and using it to derive management infor-
mation for the EPA Project Officer. It is the
last three bullets on this slide, what I1'1l1l

call the collection and reporting of quantitative
data that I would like to focus attention on

at this time. Let's look at how this process

was performed in the past.

Collection and reporting of quantitative data
begins at the laboratory during sample analysis.
The laboratories are responsible for transcribing
all quantitative results onto data sheets once
sample analysis is completed. This is a very
time-consuming and exacting process for the
labs to perform. The laboratories then assemble
these data sheets into data package organized
by sampling visit or episode and forward them

to the Sample Control Center. Upon receipt of
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the data packages, the Sample Control Center
performs initial receipt and control procedures
to insure completeness of the data. If the
data sheets are missing the laboratory is
contacted and asked to supply the missing

data.

Once receipt problems are resolved, the hard
copy data is keyed into machine-readable format.
The data thus keyed is edited and verified to
insure exactness of the entry function. Next,
gquality control checks are applied to the data
and any discrepancies that are found are resolved
with the laboratory. Finally, the data is sum-
marized using various statistical routines and
presented to the EPA Project Officer for review.

The overall process of transcribing data onto
hard copy data sheets and eventually entering
this data into machine-readable format has been
at times a very costly, time-consuming and labor

intensive method for data collection. The
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process is costly, not only in terms of the
additional dollars reguired to transcribe the
data and key it, but also in terms of the
additional time that these steps add to the
process. In addition, this methodology presents
a high potential for injecting error into the
data that is being collected. Each time a
laboratory copies data for a report onto a

data sheet or a data entry person keys the
results from the data sheet there is a chance
that error could be made. Realizing these
deficiencies, the EGD looked at alternate
approaches for collecting and reporting of

this data. I would like to now describe the
methodology that's been adopted by the EGD for
collecting this guantitative data. This slide
shows what I call the analysis and confirmation

portion of the collection and reporting process.
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It depicts the actual steps that are performed
during the process, the center portion of the
slide; and, the actual flow of data represented
by the right-most portion of the slide.

This process is performed by the laboratory
for each blank, standard or sample fraction
it is required to analyze. The process begins
with the analysis of the sample fraction by
the laboratory. The raw data generated by
the GC/MS with computer interface is used to
produce a guantitation report, or quantitation
list as I have heard it called here today, for
each sample fraction analyzed. This quantitation
report is then subjected to a compound verifica-
tion process where the report should be reviewed
by a chemist. This review is necessary to insure
that appropriate compounds were determined and

to compare the mass spectrum for each compound
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against the standard. Once the guantitation
report is reviewed and approved by the chemist,
then a final report is produced. At this point,
the lab should have a quality assurance in-
spector review and verify the results on the
guantitation report. The QA Inspector verifies
that the appropriate method protocol was followed
and that the quality assurance specifications
were met during the analysis. The quality insur-
ance inspector then certifies the analysis by
a formal signoff procedure. Once the sample
analysis has been certified then a magnetic
tape copy of the Quantitation report is made and
sent to the Sample Control Center for processing.
This slide depicts the SCC validation por-
tion of the collection and reporting process.
It begins when the data tape is received at the
Sample Control Center. Each tape received is
logged in and several checks are made against

the tape to ensure all data is present. First,
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the files contained on the tape are verified
against a transmittal received with the tape.

A file in this case is the same as a single
guantitation report. Second, the actual com-
pound data within a file is read from the

tape and edited for completeness. If the

data on the tape passes these checks, it is

then subjected to the same quality control
checks that were applied at the laboratory.

Any problems noted in processing of the tapes
results in a discrepancy report as shown down

on the bottom right of the slide. This dis-
crepancy report becomes the basis for request-
ing the laboratory to reanalyze and/or resubmit
the quantitative data. All data that passes
these checks is then merged with sample infor-
mation derived from other sources and loaded
into an EGD data base for subsequent statistical
analysis and reporting. Once that is completed,

it is then summarized and presented to the
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to the Project Officer for his or her review
as was done in the previous method.

Submission of data by magnetic tape has
several advantages over the previous hardcopy
method of data collection. Some of the more
significant ones 1 have shown here (indicating).

First, the method streamlines the reporting
and collection process by eliminating the
transcription and data keying steps. This
elimination significantly decreases the time
required to place results into the hands of
the Project Officer and, more importantly,
decreases the overall cost of the collection
process.

Second, guality assurance is improved with
the certification process at the laboratory
and the automated quality control review of
the data at the Sample Control Center.

Third, the accuracy of the data is improved

with the automation of the collection function
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Automation also allows additional elements of
information about the sample fraction analysis
to be collected at no additional cost.

Let's now look at the types of information
that will be captured by this process. This
slide gives a general idea of the categories
of data that will be captured on the quantita-
tion tapes that are submitted. Sample number
and EGD compound numbers are some examples of
the types of data fields that we found in the
identification category. Extraction date and
date of analysis are examples of the date
information that will be captured. Fraction
type, that is, acid, base neutral, or volatile
and dilution or concentration factors are some
examples of those that we included under the

fraction category.

The next category, analytic conditions, would

include information about the column that was

used, the temperature information, and flow
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or velocity rates. Results such as retention
time, mass to charge ratio, or scan time would
be examples of the data fields that would be
reported for each compound under the results
by compound heading.

The library information that you use during
your analysis for the reference amount, response
factor, or reference peak would be examples of
data included under the QA category.

In summary, 26 unique elements of informa-
tion or data fields have been identified for
collection purposes. Some of these data fields
will be presented only once on the quantitation
report while some will be represented for each

compound that is determined.

The last topic that I would like to cover is
the actual format of the quantitative data on
magnetic tape. The format that has been adopted
by the EGD Division is the quantitation report

that is produced by the GC/MS now. This format
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is being developed for a variety of the GC/MS
machines. For purposes of discussion, the

report has been broken down into three main parts
as shown on the current slide.

Let us now look at the format of each of these
parts. The first part is the header segment.

The top portion of the slide gives you a visual
of what the data looks like on the tape and also
what the report looks like. The circled

numbers identify the data fields that are used
from this segment of the report. The names of
the data fields are identified at the bottom of
the slide.

This slide gives a visual of the data seg-
ment of the tape. The segment contains the
analysis results for each compound that was
determined. Notice item number 13 up there,
it points to something new (indicating).

What we're asking each lab to do is to precede

the compound name in the library with the EGD
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compound number for identification purposes.
The number beside the EGD number on the slide
is called a reference number and is used to
tie the data portion back to the actual name
and compound number identification. The com-
pound number is required to insure proper com-
pound identification and eliminate variances in
spelling.

This is the third portion of the report.
It is called the F-2 segment. This segment
basically provides library information from
the analysis. It is presented for each com-
pound analyzed.

This concludes my discussion. Are there
any questions?

Thank you.

MR. TELLIARD: Thank you,

John.

(WHEREUPON, a recess was taken.)
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MR, TELLIARD: Our next
speaker is from our Office of Research and
Development, our Athens Laboratory, Walt
Shackelford. Walt has been involved in a
number of parts of this program for the few
years, and, in particular, the tape program
we have been carrying out on spectral
matching; and, which is what Walter is going
to speak about today. I hope you can
understand him, he has a funny sound in his

voice, I understand, but...Walt.
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INCREASED CONFIDENCE IN SPECTRUM MATCHING
BY USE OF A RETENTION TIME LIBRARY

Walter M. Shackelford

U.S. Environmental Protection Agency
Athens Laboratory

ABSTRACT

To successfully extract the maximum amount of
information, all dimensions of the gas chromato-
graphy/mass spectrometry (GC/MS) data from a sample
run must be used. In this work, retention data
were combined with reference mass spectra for com-
puter-aided identification of organics in industrial
effluent. Use of retention data proved to be a
great help in increasing the analyst's confidence
in compound identifications from low uality spec-
trum matches. Even greater confidence will be
achieved when libraries that include capillary
column retention data and gas phase infra-red

spectra are available.
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Increased Confidence in Spectrum Matching
by Use of a Retention Data Library

Introduction. The data acquired in a scanned

gas chromatography/mass spectrometry (GC/MS) analy-
sis has three dimensions of qualitative information
(Figure 1). FEach dimension can provide the chemist
with varying degrees of confidence in identification,
but it is when these parameters are combined that
the power of GC/MS is evidenced. The elution time
of a component taken by itself provides useful
qualitative information only if the sample has no
interferences. Likewise, the masses recorded in a
given scan, while providing more ualitative infor-
mation than elution time, are of little value unless
coupled with intensities. The detector's response
to a compound without elution time or specific mass
data provides little in the way of qualitative infor-
mation.

Even if two dimensions are combined, the result-
ing qualitative information falls far short of the

total capabilities of GC/MS in qgualitative analysis.
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For instance, an extracted ion current profile (EICP),
which combines mass and retention data, while nar-
rowing a chemist's search for compounds having a
certain characteristic mass, still requires manual
search of each occurrence of that mass for compound
identification. Use of the full mass spectrum,

which includes mass and intensity for all masses
recorded, eliminates many of the ambiguities found

in using characteristic ions or retention times alone,
but requires that probability based matching (PBM),

an automated library search system, be used for
acceptable efficiency.

The use of automated spectrum search and re-
trieval systems is a great aid to qualitative analy-
sis of large numbers of unknowns, but the reliability
of such systems is suspect. For example, it is well
known that mass spectra, while highly characteristic
of a molecule, are not always unique. Also, when
dealing with real world data, one often finds con-
taminated spectra and spectra skewed from instru-

mental problems.
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In this work, elution time information was added
to full-scan mass spectra to increase the reliability
of automated spectrum matching. In this way, mass
spectrum ambiguities were alleviated by requiring
retention data matching. Retention data overlaps
were overcome by use otf mass spectral data. A dy-
namic historical library was managed that increased
in size as compounds were authenticated and more
retention data were added. The increase in confi-
dence of automated spectrum matching gained through
the use of retention data was measured. In Figure 2
the use of mass, intensity and retention data to
narrow the choices for identification is depicted as

a set of filters.

Experimental. This work is the result of a

study of wastewater from 21 industrial categories

and finished water from publicly owned treatment
works (POTW). The study encompassed some 4000 sam-
ples that were analyzed at 14 contract laboratories
and EPA regional laboratories. Details of the study,
computer system, and data reduction systems can be

found elsewhere.l
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To create the historical library, several homo-
logous series standards were analyzed to provide
retention data. The classes of compounds used are
shown in Table 1.

The logic of spectrum analysis is shown in
Figure 3. The library2 of reference mass spectra,
which contained more than 40,000 spectra, was
searched first. In this way, compounds for which no
retention data existed in this historical library
were not prematurely eliminated from the search
procedure.,

As compounds are tentatively identified using
spectra from different GC columns from different
laboratories, provision in the library must be made
to differentiate among retention data from different
columns. In addition, care must be exercised to
differentiate among the internal standards used for
reference in retention data.

A search was conducted in three steps:

1. The Chemical Abstracts Service (CAS)

number of the best acceptable spectrum match for
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the unknown was recorded, along with the GC column
identification number, relative retention time and
internal standard.

2. The historical library (ordered on
CAS number) was searched for the candidate's CAS
number. If the numbers matched, the GC column and
internal standard had to match as well.

3. The relative retention time of the
candidate compound and the retention window allowed
for the library entry were compared. If these two
were in accord a match was recorded. If the two
did not match, the next best acceptable spectrum
match was carried through. If no other spectrum
matches were acceptable, the computer program
flagged the spectrum so that a chemist could make
an appropriate decision on its identification.

The Probability Based Matching (PBM) system
has been reported by Pesyna and coworkers.3 Figure
4 depicts the matching parameters used in this study.
The measure of match overall quality, K, is theore-

tically unbounded, but, in practice depends on the
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number of peaks available for matching in a spectrun.
Thus, Kngx, the K for a perfect match, varies with
the number of fragments. This means that rather
than relying on K alone, A K, the algebraic differ-
ence bhetween Kngx and K, should be considered. To
consider K and A K sinultaneously, the ratio
A X/¥nmax can be used as a matching parameter that
reflects both positive and negative match qualities.
Confirmation of cormputer matches was aécon—
plished by reanalysis of sample extracts using
capillary column GC/MS4. More than 3000 computer-
natched identifications were studied in the confir-
mation process.

Results and discussion. In Table 2 are shown

the relations between the match parameters K and
K/¥max and the precision of relative retention data.
The standard deviation of the relative retention
data is expressed in relative retention units and is
calculated using data from the 14 participating
laboratories. The compounds shown here are repre-
sentative of commonly found compound classes for

each fraction or column. The fused silica capillary
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columnn data are from compounds not commonly found
on the acid or base/neutral packed colurms.

In comparing the relative retention times with
K values for each compound, one can see that whereas
retention data variance is very small, the K value
range is a factor of 2-5. The narrow retention time
windows allow greater confidence in poor spectrunm
match parameters as will he shown helow.

Note that the standard deviations of the fused
silica capillary column data are much smaller than
those of the other columns. Although a smaller nun-
ber of laboratories is represented in the fused
silica data (only 2 compared to 14 with the packed
colurin data), later work5 has shown the interlab
precision of retention data using fused silica
colurmns to be excellent also.

In Figure 5, the effect that retention data
has on matching confidence when using K as the
deciding match parameter is seen. The upper curves

refer to data collected in this work, where the

. =4
lower curve refers to Atwater's previous study?
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using spectrum data alone. As can be seen, although
the curves merge at high K, much higher confidence
can be placed in the matches from the present study
that have retention time corroboration at low K
values.

An anomaly can be seen in the two uppermost
curves. Whereas the confirmation rate should in-
crease with increasing K, one of the curves shows
a decrease in confirmation rate at high K. Examina-
tion of the data revealed that, although aliphatic
carboxylic acids were the largest group of compounds
at K>100, only 32 percent were confirmed. Likewise,
aromatic acids had a confirmation rate of only 37
percent. Results of the carboxylic acids were
deleted from the data set and replotted to obtain
the topmost curve, which follows closely that of
Atwaterd at high K.

Poor confirmation rates for the carboxylic acid
matches can be attributed to degradation of sample
extracts used for confirmation studies during storage.

To examine the confirmation characteristics of other
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compound classes, note Table 3. Even though the
ambiguity of matching results among hydrocarbons
should be high, hydrocarbons evidence the highest
confirmation rates. Perhaps storage stability ex-
plains this fact as well. Note that carboxylic
acid esters had a much greater confirmation rate
than the acids.

The data of Figure 5 show the fallacy of using
K value alone. Since K is unbounded (Figure 4), a
nolecule with many fragments will have a higher K
value in matching than a molecule with fewer frag-
rnents. Thus, the carboxylic acids of carbon length
212 have a high K value even when the match is not
good simply because of the number of fragments
natched. One nmust also look at the negative points
of the match.

In Figure 6 the relation between A K and con-
firmation can be seen. MNote that again the use of
retention data improves match confidence greatly at
low match quality (high A K in this case). Note
also that there is no anomalous bhehavior due to

the carboxylic acids. In this case, since the dif-
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ference between the calculated match and a perfect
match is represented, the effect of increased frag-
mentation due to increased molecular weight is not
seen.

Observations such as this led to the use of

K/K as the deciding match parameter. In this

max
way, both positive and negative match parameters

can be viewed in one term. In Figure 7, the rela-
tion of this parameter to match confirmation rate

is shown to be a function of the size of K/Kpax-

Conclusions. This study shows that the con-

fidence of poor spectra matches can be greatly in-
creased by using retention data as a match parameter.
The confidence of excellent spectra matches is not
affected by retention data -- probably because
closely eluting compounds with very similar spectra
begin to interfere at this level of confidence.

The building of larger retention data libraries and
the construction of an FT/IR segment to the histori-
cal library management program (Figure 8) are the
next steps in improving the analyst's confidence in

automated identifications.
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Figure 1. The three dimensions of GC/MS data.
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Figure 2. Mass, Intensity and Retention Time
Filters for spectrum matching.
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Figure 3. Logic of spectrum analysis in the
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MATCHING SYSTEM PARAMETERS
PBM

0 K=1 (Ui + Ai - D ~ Wi)

THEORETICALLY HAS NO LIMIT

0 AK = KmaX - K

0 K MINIMIZES BIAS TOWARD COMPOUNDS
Knax  WITH MANY FRAGMENTS

Figure 4. Probability based matching parameters.

Ui = empirically derived uniqueness; A, = empirically
derived abundance value; D = dilution ©f spectrum by
impurity; W = the tolerance allowed for abundance
match.
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FUTURE STUDIES

0] BUILD RT LIBRARY WITH CAPILLARY COLUMN
DATA

0] ADD IR SPECTRA

0] ADD SITE SPECIFIC DATA

Figure 8. Planned improvements to the historical
library for further selectivity.
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HOMOLOGOUS SERTES STANDARDS

Table 1.

Ce - Cqg N-ALKANES
C1g - Cyp N-ALKANES
Ce - Cqq ALKENES
Cg - Cpp ALKENES
Cy - Cyp N-ALCOHOLS
C3 - Cqg ALDEHYDES
Cyy = Cyyy PRIMARY ANINES
Cy - Cqg SECONDARY AND TERTIARY AMINES
BENZENOID HYDROCARBONS
DICARBOXYLIC ACIDS
DIMETHYL ESTERS OF DICARBOXYLIC ACIDS
C5 - Cqg FATTY ACIDS
C3 - C1p GLYCOLS
C3 - Cqq GLYCOL ETHERS
LON BOILING ESTERS
C3 - Cqg METHYL KETONES
PHENOLS

PHTHALATE ESTERS

Compound families used to initialize the historical library.
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QUESTIONS AND ANSWERS

MR. STANKO: George Stanko, Shell
Development. Walt, obviously, this work was done
with some of the data and some of the extracts
that had been sent to Athens as part of the

screening phase.

MR. SHACKELFORD: That's correct.
MR. STANKO: Could you tell us
what has happened with that program; where are you

in that particular program now?

MR. SHACKELFORD: Well, as far as
Athens is concerned, we have finished all of the
computer matching tests that we are going to do.
We have done the confirmation study and we were

able to confirm 435 compounds.

These are compounds that were found at a high
frequency., We also tried to confirm each com-
pound at least once in every industrial effluent

in which it was found. The library of unknowns

is presently being evaluated right now. We have
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some 55 or 60 candidates presently being studied
whose spectrum does not exist in our reference
library. For the final end of the data you have
to refer to the Effluent Guidelines Division.

MR. TELLIARD: I want to add
some toxics to the list, George, only in petro-
leum.

Thank you, Walter. We are going to try to
continue this program with the additional indus-
tries of offshore o0il and gas and organic chemi-
cals that will be coming up this year. We will
continue to use the tape program and the extracts,
with the new guality assurance built into the
data set, which will make Walter's life easier.
Of course, Walter is saying, "who's going to pay
me to do this".

Our next speaker is Paul Mills from Mead
CompuChem. Mead has spent some time in develop-
ing a quality assurance decision tree I guess is

the best way to describe it for real time quality
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assurance. This was developed primarily for

the garbage people, the solid waste people, but
I think a lot of these measurements decision can
be made applicable to the work we are doing. So
we have invited Paul to come today and explain

the system.
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QUALITY ASSURANCE DECISION MODELS
FOR HAZARDOUS WASTE ANALYSIS

Paul Mills, Mead CompuChem

MR. MILLS: Thank you. I
have asked Nancy to handle some transparencies
for me.
Now, this will be a multi-media show because

it deals not only with transparencies and slides,

but because it will also deal with soils, sludges,

solid and hazard waste as well as water that you
are primarily interested in.

Earlier in the program we have heard several
speakers talking about quality assurance and
what you do, for example, at the instrument, how
can an operator make decisions as to the quality
of the data that has been produced. I thought
for those people who may or may not have some
familiarity with quality assurance I would put
the obligatory quality assurance and quality

assurance definition up there; is that focused
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well? (Indicating.)

CompuChem is one of the largest analytical
facilities in the country. We have quite a few
GC/MS instruments and it poses some unique prob-
lems for me as Director, Quality Assurance, some
of which we will get into which led me to helyp
develop the model that I will be talking about.
Some of the things down here that I would like
to point out (indicating). We do hundreds of
samples a month, by a variety of methods, both
EPA and commercial methods for a variety of cus-
tomers and industries. We have three shifts,
24-hours a day, we never close. We have signi-
ficant computer capability so that we can pro-
cess the data that is generated and turn it
around quickly. We have a laboratory at Research
Triangle Park, North Carolina, and one in Cary,
Il1linois, near Chicago. We have 24 GC/MS
instruments and trying to keep track of the

data from all of those can be time-consuming.
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The manner and the size, the scope of
CompuChem is set up so that samples come in
on what amounts to an assembly line; no one
person sees the entire job on the sample from
extraction to concentration through clean-up,
through GC/MS analysis through data reporting.
So we found that it is critical that each
person who does a piece of that sample as it
is passed along knows how well that that job
has been done because they get immediate
feedback as to "Did I do my job correctly, or
did I screw it up, does it have to be done
again?" The person next in line that gets
that sample to be able to do his part of the
job with it, like an auto assembly plant,
needs to know that that job was done correctly
so that his piece will have value when it
is added as the product goes down the line.

So we must make sure that the quality

of the product that went out the door to the
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customer meets the standards that are demanded,
whether it is by contract or purchase agreement.
Also, to facilitate intralaboratory transfers
between departments and between people of pro-
ducts of known quality, we started by implement-
ing a system so that each person, each product,
each lab area was defined as to the type of
quality that was required.

May I have the next transparency, please,
Nancy. This you should have seen before, the
elements of quality assurance that are listed
in the EPA quality assurance guidelines. We
started to look at how are we organized and
who are responsible for what aspects of gquality
in the laboratory, what are the guality assurance
objectives for the data in terms of these
parameters.

In EPA contracts these are very well spelled
out in some regards with the number of definitive

criteria that are supposed to be applied:
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Surrogate recoveries, internal standard areas,
how well your spikes and duplicates are sup-
posed to be recovered and duplicated, things
like that. However, there are sections in the
contracts which read such as, '...If these cri-
teria are not met it is left up to the judgment
of the anlyst in order to take corrective ac-
tions'; it's not spelled out clearly what those
should be or how those should be implemented.
There are also procedures spelled out for how
sample custody should be handled, how do you
calibrate, how do you tell if your instruments
are properly calibrated, the methods that are
to be used. Some of the methods in the hazardous
waste program that we found have been developed
in advance of validation data because of the
urgencies for some of the data to be produced.
We find, not surprisingly, that the methods

don't work for all kinds of samples very well.
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Some they will work for very well, but some they
won't. Then, how do you produce and validate
your data, what checks are performed within the
laboratory on how well that data has been pro-
duced, and the procedures that are used,; in
particular, corrective actions and reports to
the management on the corrective actions.

May I have the next slide, please. I went
up to the mountain one day and came down with a
stone tablet with the Four Laws of Quality
Assurance engraved on it, which are not my
invention but they seem to make some kind of a
sense and at least the people that I work with
understand them. The first law, the most
important one is, 'Do it right the first time'.
If you are going to take the time to process
a sample and report it out, do it right the
first time so there are no mistakes. Secondly,
'Detect errors as soon as possible’'. If you

know that there was a mistake made in the
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or start the reprocessing of the sanple; don't
wait until it is ready to he reported out the
door to say there was a problem. You have lost
time and you have wasted a lot of energy. Again,
this gets back to one of the things Phil Ryan
said earlier, you want to correct the errvror
as close as possible to its source. If an
instrument operator can detect that there is a
problem with the surrogate recovery, that's
the time that something could be done ahout it.
It is also cheapest and quickest to do it that
way; and, from a quality assurance standpoint
I demand that all of the actions that have been
taken for problem data he documented. I want
to know what the corrective actions were, who
did them, what was their rationale, what was
the result.

On the next transparency, we started to huild

an exanmple criteria for building a decision
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model. How do you apply those four laws of
quality assurance so that you would apply
some sort of a logical or hierarchical frame-
work for making decisions based on problems
that you might see?

So we looked at, first, what data can be
examined by the analyst or someone who detects
the error. For example, you could look at it
as a GC/MS operator: Was the tune correct?
Was the blank run okay? Was the standard with-
in the criteria for calibration? Did all of
the pieces of information that were passed to
him concerning the preparation of that sample
match what it was supposed to be for that pro-
cedure? Were there other samples in that data
set, say if they came from a particular case,
that have similar problems that could account
for the problems that are being seen? Essen-
tially, what was the quality criteria for the

product and were they met?
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If some of these things are not correct then
in what order should you examine the possible
causes? You could look and say certain things
like the tune, the blank, the standard must
have been acceptable or the analyst would not
have run the sample. You can check internal
standard areas, you can check the worksheets,
you can check response factors, things like
that, and check to see whether there was
anything special about those samples. Was
there any additional data that may be necessary
to determine the source of the error? For
example, the data from other sets of samples.

In our set up, a particular operator may
not have analyzed all of these samples from a
particular case. They may have been prepared
at different times, they may have been done by
a different instrument, a different operator,
a different shift; but, the laboratory manager

in charge of that area can go back and
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determine they get simifar samples from the
same set of samples to have the same problems.
Are there additional people outside of that
laboratory that it may be necessary to determine
the source of the error, like the lab manager
or the QC Department? And what are the options
for taking corrective action? What are the ones
that are most prompt, likely to lead to the
solution and elimination of the errors and saving
costs, especially saving time in identifying and
correcting the problems?

It may be possible that a calculation error
was made in the information that was provided
to the analyst. If that is detected a calculation
correction can be made; that is quick, that is
simple, that does not effect the quality of the
data except to correct the mistake. You may be
able to reinject the sample, in the worst case
you may have to go back and reanalyze an entire

lot of samples. Then, how are the corrective
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actions documented? They are supposed to
be documented on the worksheet associated
with the sample in the laboratory files by
a personal memo to me, to the files, and in
the report to the customer.

The next slide, please. These are some of
the advantages and disadvantages of the
implementation of this system, at least as
it applies within CompuChem. It has shown
an improvement in the turn around time
because it will detect and correct problems
earlier and, I'm sure, avoid repetition.

It has improved the laboratory working
relationships. If you have established with
each part of the laboratory that you

expect a certain quality of product from
them, all of the little pieces of paper
completely filled out, and you don't get it,
then you turn it back to them or don't

accept it, they tend to get the message very
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gquickly when things pile up on them, that
it's got to be right or it won't be passed
along.

To reduce rework and the associated cost
with the rework because people are starting
to do things right more often, it has
improved our good will and our prestige to
the customers because you have decreased the
turn-around time and it improved the
quality of the product to the customer. It
tends to free higher level staff for planning
instead of problem-solving if things can get
solved at lower levels. You can document the
accountability for quality, something I am
particularly interested in. I am always trying
to establish that quality control and quality
assurance are really profit centers, they are
not cost centers or overhead; they contribute to
the value of the products. If you can document

what corrective actions were made and taken




216

and that you can reduce costs, you can show that
the quality departments are paying their way.
The detailed logic that goes into the
corrective actions for each area can be put into
the computer so that eventually there will be
no human intervention. Data can go directly from
the GC/MS instrument to a main-frame computer
that has the logic of the corrective actions and
decisions built into it so that those data can
be rejected or accepted right there. You save a
lot of manual intervention. We have this
currently in force for our biomedical area which
deals with much less complex samples than the
environmental ones. We are a few months away
from implementing it entirely for the environ-
mental, but the concepts in what we have learned
in biomedical will apply in environmental sam-
ples. Having the defined criteria we found
makes training of new staff quicker and more

effective. They know what is expected of them
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and they know what they have to do.

The system for documentation as required by
the customer for this product is on the computer
that allows ready access by managers, so if
there is a question: "How good does this piece
of information have to be?," it is spelled out
and it is readily accessible. It's nice to be
able to know how much things cost so that you
can bid on some of the new work, for example.

It is an excellent management tool for measuring
performance.

Some of the disadvantages are there are some
costs associated with implementation because
you have to make changes in how the laboratory
does some things. In the past, it has been
the policy of CompuChem to use code numbers so
that the analysts working in the laboratory do
not know which samples are duplicates, blanks,

or spiked samples. This is so that we can
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identify how well the laboratory does on all
kinds of samples. In order to make sure certain
kinds of information are detected at the
earliest possible level, the analysts need to
know the identities of those samples. If
someone thinks that that may distort the
performance, that if they know it is a QC sample
they are going to do even better than normal
on regular samples, there are still periodic
blind samples submitted that are doctored by
our gquality control and quality assurance
department which come in as true "blinds" and
will test how well people are doing. Those are
submitted for each of the analysts and operators
every month. As you will see later in the
presentation that data is available for their
managers to review, comment on, and correct if
performance is under par.

May I have the next slide, please. This is

just a brief summary of the decision model
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steps as applied to, for example, if you

are looking for contamination in a blank
associated with a set of soil samples that
has been prepared. You have to define the
product; usually that's defined by the
customer or in the contract. What are the
attributes that you want to be determined?
How much contamination do you want or how
little? How is the report to be delivered?
How do you make that product? 1Is it on the
GC/MS or do you want it on the GC? It is
usually defined by the contract for that
product. What quality of performance is
desired? For example, if something has failed
the criteria. How do you measure the product
quality? How often do you measure it? Who
is responsible for measuring it? Then,

this is where the managers and the actual
technical staff have to get heavily involved,

listing in detail all of the possible
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reasons why you might not be able to meet
that criteria; such as, contamination in
various parts of the laboratory. Then, how
would you test and document those...or
eliminate those sources of problems in a
logical manner. Describe the documentation,
correctiQe actions, train the staff, report
it, and then notify the customer if it is
necessary.

Some of the changes that we have come up
with, now, for example in the processing of
blanks for the volatiles we have changed
hoods, we have changed types of inpingers,
we have changed the location of sample
preparation based on the results of some
studies indicating there is some volatile
contamination in certain parts of the
laboratory. We have changed certain times
when we do things to limit the contamination

and have seen an overall improvement,
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for example, in the quality of the volatile
blanks.

Next slide, please. This is a listing of
the desired product quality; for example, from
the previous slide, our example of the volatile
soil blank. Most of this is taken straight
from the contracts that come from the Hazardous
Waste Program office, but it is translated into
saying "This for our laboratory is what has to
be produced." You have to say the RIC of the
sample doesn't end on an eluting peak, for
example. You have to have certain kinds of
information, document control number, you have
to label certain peaks, identify who did it,
when, how, what standards they used; all of
these kinds of things go into making up the
attributes of an acceptable product. If there
is any qualifying data it is important to put

footnotes in there so people understand it.
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Next slide, please. This is the example
for the volatile blank of what happens. There
are three different blanks made up to be able
to determine for a particular set of 20
samples where a contaminant might occur. If
you check the first blank and it is clean
then you move to check the second blank. If
that is clean you check the third blank.

If any of the blanks have a contamination
problem in them you can then narrow down
where the source of the contamination might
be coming from, go back and correct it;

or, you prepare the sample and do it until
you have gotten a clean blank and clean
samples associated with it. This is the kind
of logic that is being applied for other
types of samples in spikes, the duplicates,
as long as the blanks are in addition across
the laboratory.

Now, I would like to switch, if possible,
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back to the 35 millimeter slides and then
at the end of that I'll have about three more
transparencies.

Could someone turn on that slide projector,
please. In case you haven't seen a GC/MS
laboratory with a lot of instruments in it
that's what it looks like (indicating). This
is, for the example that I was using, the
volatile bottles are on the top and packed in
nice little Styrofoam containers so that
they don't break. There are four there, they
are contained in four volatile bottles.

That's CompuChem's...our EPA samples don't
come in nice containers like this. If they
did we wouldn't have as much breakage problems
as we see with them; in these we don't lose
samples for our commercial customers, they
come in like this (indicating).

As part of the laboratory quality control

some of these things...well, all of these
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things have to be met. These are pieces of
information that are reported to the customer,;
for this instance, in the Hazardous Waste
Program of EPA. I certainly echo, I nearly
stood up and applauded when I heard that the
Effluent Guidelines is trying to reduce the
amount of paper that is produced, they can

get more on tape because for several years

we have been trying to get the Hazardous

Waste Program to do that. All of our customers
are the regions so they are demanding
additional paperwork. Some of the tests that
are done in order to insure that there is no
contamination in the glassware, for example,
for every set of samples, say, for sample
containers that are prepared, a portion of them
are prepared for tests to determine if they
l1o0ok clean before they are used. We have
storage stability tests in order to monitor

the atmosphere in which...you walk in a
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refrigerator in which the volatiles that
are prepared are stored to make sure that
there is no contamination occurring from
the storage of the samples.

This is the purged water that is used
for the preparation of the samples so that
we can déemonstrate that we are not
contaminating the samples with the water.
The purge and trap, GC/MS, is where they
get analyzed. Some of the reports that we

put out to the managers to document how

well the decision models are being followed,

how well the people that they have for

their work are performing. We have computer-

generated reports which will show surrogate

recoveries by matrix, by level, by individual

extraction person, by GC/MS instrument, by
operater, by shifts; all of the different
ways so that the manager can actually

determine if somebody is out of line and
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what needs to be done about that. You have
this kind of information that is also useful
to determine how well the laboratory is
performing and all of that. Quarterly we
will take a look at our recoveries and
determine whether or not they need to be
tightened based on what we are seeing on
the results.

The thrust of what we are trying to do
is to establish if we find a problem is it
a problem with the laboratory in technique?
Is it a problem with the method and its
applicability for those samples so that we
can document for our customer it's our fault,
we screwed up, don't pay us for our mistakes?
Or, if it is not our fault we can present
that to the customer and say it is a problem
that either the method or the matrix causes
the data not to be acceptable to meet the

criteria as has been specified.
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This is the main frame of the computer or it
is back behind there that we use for processing
some of the reports (indicating). I1'll turn up
the lights again. There are just a few more
transparencies that I wanted to show which will
show the form of some of the reports that we
get.

This is an example of a pie chart that
essentially tells the managers, the people
that I work with how many repeat requests
for sample repreparation or, for an example,
reinjection that were done during February.

The pie chart is divided into different
sections depending on the type of fraction
which is analyzed. The volatiles over here,
acid, base neutrals, semi-volatiles is part
of the chart and that seemed to be where a
large number of the problems were.

If you are interested to know how big a

problem this represents, this is less than
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four percent of the total number of samples
that we processed for the month that
represented things that had to be reprepared.
The next one, please. An example of some
of the information, say, for surrogate
recoveries for volatile samples. A target
range is based or set up based on the criteria
that are in the EPA contracts that we have
saying, assuming a normal distribution of the
surrogate recoveries you would want to see
the same distribution up here (indicating).
This is the actual distribution that we are
seeing, to be able to see for the kinds of
samples that we are getting in, if we are
within the control limits for those types
of samples and on that particular indicator.
The last one, please. Here is an example
of tracking internal standard response
verifications. Here is an instance in which

suddenly something went way out of control
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down here, the instrument stopped, maintenance
was performed on the instrument and brought back
up (indicating); and, it's within the criteria.
That kind of information is available promptly
at the instrument, although the graph was not
made until later. The operator at the instru-
ment has to make decisions if he sees that
happen; that's 1it.

Thank you. I would like to thank Nancy.
I'm sorry you only got to see the back of her
head while she was doing that; the rest of
her is nice, too. That's the end of my
presentation. I would be glad to answer any
guestions that you may have.

MR. TELLIARD: Thank you,

Paul.
A couple of announcements.

* x kK kX
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QUALITY ASSURANCE DECISION MODEL
FOR
HAZARDOUS WASTE ANALYSIS

Paul E. Mills, Director

Quality Assurance

Mead CompuChem

P.0. Box 12652

Research Triangle Park, NC 27709

ABSTRACT:

Adopting a customer and service-orientation within a laboratory Quality
Assurance program provides better-defined product quality within laboratory
areas, and ultimately for the laboratory's customers. This presentation descri-
bes a quality assurance decision model which is being installed at Mead
CompuChem. The model defines the various products of the laboratory as
"analytical results" which are conveyed via paper or magnetic tape to each part
of the laboratory or to customers. Each product must meet a pre-defined set of
criteria; for EPA hazardous waste analyses, these are based on contract-
specified deliverable documentation. Each laboratory area is responsible for
the quality of its products. The Quality Control and Quality Assurance
Departments monitor product quality, and check that documentation of corrective
actions i1s complete and consistent with the model. The second generation of the
model will extend the concept to allow "quality-costing" to be applied to
finished and reworked products. The advantages of this decision model are:

1) It is accessible to each manager through a common file; 2) Corrective
actions are made consistently the same for similar problems; 3) Logic applied
can be used for automating review systems, and ultimately “"networking" to elimi-
nate the need for manual interventions; 4) Cost of producing products of
defined quality can be determined and used in assessing laboratory performance.

INTRODUCTION:

This paper provides a description of a management concept for improved product
quality from an analytical chemistry laboratory. I have provided a summary of
its development, and a description of the advantages of the system. Some
examples are provided of the logic applied, and the system performance data on
portions installed and currently operating.

Because of the size of Mead CompuChem (24 GC/MS instruments at 2 locations) and
the scope of the company's business, the concept of manufacturing centers has
been used in planning and production. Productivity is essential to warrant
capital investment. Specialization is applied to tasks such as sample receipt,
extractions, analysis, and data reporting. No one person does the “whole job"
ori a sample. Therefore, it is critical that information accompany the sample in
process down the “assembly line". Each lab area must check its products’
quality prior to transferring samples to another lab area.

The original concept for this paper developed from attempts to quantitate.the
contribution of QA and QC to profits. Several references are included which
provided assistance in this effort.
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The productivity of a quality system can be measured by its contribution to
business profits. It is desirable to develop a quality system to achieve and
maintain product quality and decrease variability. To accomplish this, it is
necessary to define the product, its quality, and the quality of the perfor-
mance necessary to make the product. The procedures or methods used in produc-
tion place constraints on the quality by specifying: Limits of detection,
sensitivity, safety, cost measurability, precision, accuracy, selectivity, and
specificity. It is important to identify areas of responsibility to be effec-
tively managed to obtain control of product quality. It is also important to
measure the performance of procedures and analysts for the samples being
analyzed.

The objective of CompuChem's system is to improve product quality for the
laboratory's customers. [ have suggested the definition that the lab's products
are “analytical results”. These products consist of information packaged in
customer-requested formats such as EPA deliverable paper, GC/MS magnetic tapes,
etc. A sub-objective is to improve the quality of information exchanged within
the laboratory used to produce the customer-reportable data; j.e., each area of
the laboratory is a customer for intra-lab data; QA uses it to determine how
well those areas are performing.

To attain the objective, at least the following goals must be met; they are
stated in the form of Quality Assurance Laws for impact and for easy remembering.
The First Law of Quality Assurance is "“Do it right the first time!" The Second
Law is “Detect errors as soon as possible!"” The Third Law is "Correct the error
as close as possible to its source!" The Fourth Law is “Document all actions
taken!"

The objectives and goals can be met if the following concepts are adopted for
the laboratory: 1) Each product of the laboratory must be a defined quality.

2) Criteria are established by Marketing and the customer for the products to be
delivered; criteria are established by QA for those products remaining inhouse.
Specifications for finished products must define the desired attributes and sub-
components. They must specify the inspection methods and frequencies and who is
responsible for inspections. Specifications must be expressed as “targets" and
“ranges". 3) Each 1ab area is responsible for the quality of its products, or
the product is returned for rework or explanation. Specifications for the
disposition of rejects (rework or scrap) must be made. No one should have to
look at bad data from another part of the lab! Each lab area should be viewed
as a “customer" for the products of the other lab areas. Each lab area has the
right as a customer to demand that the quality levels be met and maintained. 4)
Make QC samples, such as blanks, spikes, and duplicates, known to the analysts,
in the laboratory, to allow for prompt detection of problems. 5) Before changes
in product specifications or procedures are made, the approval of the Director,
Quality Assurance, is necessary. 6) Training and documentation are critical
steps to ensure quality. Figure 1 shows an example which summarizes the steps
in establishing the decision model.

While these system concepts were being developed for application at Mead
CompuChem, several EPA customers began requesting that the current set of hazar-
dous waste analytical contracts be modified to define more specifically the data
quality desired and corrective actions to be taken if acceptance criteria were
not met. EPA contract requirements would seem to imply that, by using the
required procedures for analyzing hazardous waste samples, it is possible to
produce data of acceptable quality on most samples, as determined by specified
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quality indicators. Unfortunately, insufficient data is available to prove this
is true for all samples to which the methods are being applied. For the
contracts, the nature of corrective actions has been left to the “judgment of
the analyst" without specifying that the same problems (i.e., exceeding accep-
tance criteria) should be treated in a standardized fashion for all who
experience the same problems. However, there may in fact be samples for which
the methods and therefore the quality criteria do not apply. The lab must
therefore demonstrate that the analytical procedure and the techniques of ana-
lysts are in control, or that the problems are inherent in the method or the
nature of the sample. This can be established, for example, by using duplicates,
spikes, blanks, and other test samples to evaluate lab performance.

Using the EPA contract-specified deliverables 1ist, I have produced a document
which defines the desired quality of the products (pieces of paper) which make
up the EPA data package. The criteria applied are either specified in the EPA
contract, or have been established by CompuChem in their absence in the
contract. It is the responsibility of the manager of each lab area that his
products meet the quality criteria. An example is provided in Figure 2 of the
criteria used in building the model. Each manager is responsible for rework
until the product is acceptable. The system for detection and correction of
such problems are established within a lab area by its manager, who presumably
knows its capabilities and resources best. Each manager goes through the logic
required to produced acceptable quality products. Quality of product should be
considered as well as the constraints of productivity and resources. Where
there are conflicts, top management must resolve them. This will give some
options to management in producing certain products. For example, if the pro-
duct is a "screening analysis" to determine approximate amounts of organics in a
sample, it may be that the screening data can be acceptably produced either by GC
or GC/MS. The system must define how many and what types of errors are to be
monitored and corrected, the frequency of testing, and what kinds of corrective
actions are appropriate. In addition, quality measures of performance are
required. An example of the product quality, procedure for production, and flow
chart of the decision model is shown in Figures 3, 4, and 5.

It is the responsibility of each 1ab manager to monitor for errors within his
area, to implement corrective actions, and to report the problem, its extent,
and the effectiveness of remedies, to QC and QA. If quality control samples are
outside control 1limits, the manager is informed by the QC Department, so that
the manager can correct the problems. QC and QA can assist and advise on the
appropriate actions. QC monitors the effectiveness of these actions, and
reports this to QA. Documentation of problems and actions must be made, either
by footnotes or written explanations within the body of the report. This docu-
mentation should provide adequate detail to state the problem, actions taken,
and their effectiveness, what data was affected, what dates these things
occurred, and the names of parties responsible, should there be questions. 1In
Figure 6 I have listed advantages and disadvantages of conversion to this
system.

The system described has demonstrated improved product quality and lowered costs
for those areas in which it has been installed. The system is being expanded
into other lab areas, and its operation continues to be refined with experience.
Figures 7, 8, and 9 show the type of management information generated.
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Appraisal of the effectiveness of the system will eventually be handled by
acceptance sampling at CompuChem during review processes. Currently, several
levels evaluate all the data prior to release to other lab areas and to custo-
mers. Acceptance sampling will be instituted as observed error rates fall.

I would like to acknowledge my colleagues who contributed their time effort and
study results to developing parts of the system: Mrs. Patty Ragsdale; Mr.
Robert Meierer; Mr. Robert Whitehead.
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FIGURE 1:

SUMMARY OF QA DECISION MODEL STEPS EXAMPLE OF VOA BLANK, SOIL SAMPLE

Define product (VOA blank)

Describe attributes to be determined (extent of contamination, form and con-
tent of report to be delivered)

Define how product is to be made (GC/MS output, contract method)

Define quality of performance desired (no blanks fail criteria)

Define product quality criteria (specified in contract, priority pollutants
less than half detection limits)

Determine measurements of product quality, frequency of measurement, and
responsibilities (each set of samples prepared, analyzed by GC/MS operator,
within acceptance criteria)

List in detail all possible problems which could cause unacceptable product
quality (contaminated standards, glassware, water, etc.)

For all problems, 1ist tests to determine source of problem in a logical,
heirarchical order (operator, manager check, reanalysis).

Describe documentation of corrective actions to be reported (reanalysis)
Implement system with training for staff responsible

Monitor and report on system effectiveness

Modify as necessary, and document changes (eg., change type of impinger,
change location of sample preparation).
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FIGURE 2:
EXAMPLE CRITERIA APPLIED TO BUILD A DECISION MODEL

What data can be examined by analyst who detects error? (For example, instrument
performance Tune, blank, standard data, worksheet, vials are all available for
inspection at the bench, as well as results of previous, related, samples, and
the quality criteria for the product)

In what order should it be examined? (Tune, blank, and standard must have been
acceptable, or no samples could be run; check internal standard areas, check
internal standard areas; check worksheets for amount of sample used, volume of
concentrates, surrogate and spike standards used, any nonroutine actions taken
or problems encountered in prep.)

What additional data may be necessary to determine the source of error? (Other
data from same set of samples)

What additional people may be necessary to determine the source of error? (Lab
manager, QC, etc.)

What options for corrective actions are most prompt, likely to lead to elimina-
tion of errors, save costs? (From least to most costly, identify and correct
calculation errors; reinject sample; reprepare and reanalyze samples.)

How are corrective actions documented? (In report, in lab files, by memo, etc.)
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FIGURE 3
DESIRED PRODUCT QUALITY: VOA SOIL BLANK

Desired Product:
The RIC must be normalized to the largest, non-solvent peak.
The RIC must cover the range of Hazardous Substances List compounds.
Internal and surrogate standards must be labelled on the RIC.

There should be no tailing or elevated baselines (the latter portion of the
baseline should not rise by more than 4X the midrange level).

The RIC must not end on an eluting peak; peaks must not be cut off by the
end of a page.

Contaminants must be less than l» the detection 1imits for HSL compounds, and
less than 25% the peak height of the nearest internal standard for others.
Contaminants must be accounted for.

There must be a document control number of the RIC, representing the EPA
case and sample numbers.

The RIC scan starts before the firt eluting HSL compound, and ends no sooner
than the latest eluting HSL compound.

File header information is included to identify the ID number, standards
used, operator, shift, instrument, and time.

Tabulated results (identification, quantity, scan number of retention time)
of the specified HSL compounds must be submitted, validated and signed in
original signature by the Laboratory Manager.

On the EPA reporting form, the appropriate units and detection 1imit factors
must be circled and/or adjusted.

Appropiate footnotes for qualifying data must be included.
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FIGURE 4
VOA SOLID SAMPLE PREPARATION

Three different laboratory areas are involved in preparation and analysis of VOA
solid samples: Glassware preparation; Inorganics lab hood for sample
preparation; GC/MS lab for addition of water, sample storage, and analysis.

Glass impingers are taken from the oven in Glassware preparation area and
transported to the Inorganics lab hood. Samples are transported to the lab area
for preparation, but kept outside the hood until each one's turn for preparation.
Only one impinger and one sample at a time are in the hood during preparation.

Water from the GC/MS lab (purged organic-free water) is taken into the hood for
filling the designated “A" and “B" blanks. A "C* blank is filled in the GC/MS
lab and makes the trip with the other samples, but is not opened in the hood; it
is similar to a trip blank.

The “A" blank is prepared first, by filling the impinger with the GC/MS water.
(This tests the hood area, to demonstrate it is clean before preparing other
samples).

20 samples are prepared, one at a time. Weighed quantities of samples are
transferred from jars into impingers with appropriate utensils, then capped.

After the 20th samples is prepared, the "B" blank is made, similarly to the "A"
blank. (This tests that there has been no contamination introduced into the
hood during sample preparation).

Prepared samples are taken into the GC/MS lab, filled with aliquots of GC/MS
water, and stored in the GC/MS lab refrigerator for VOA's only. It is equipped
with a charcoal scrubber.

The order of analysis for these samples and blanks is described on the following
flow chart.

LOGIC: The instrument blank shows that the internal surrogate standards were
not contaminated, and that the GC/MS lab air and water are clean, and that the
instrument is not contaminated.

The "A" blank will show is the hood area was contaminated prior to sample
preparation.

The “B* blank will show if there has been “cross-contamination during transit or
staorage due to faulty impinger seals, 1ab air, etc.

The latter three blanks will also show if there is contamination of syringes or
glassware.



229

S JWNO14

sa|dwes aaedauadau

sajdwes ;daad

azk{eue . 6utanp paoudu

0% < dd ¢-uequod daad 4oy

ON ANYTE WY e94e pooy ¥334d
asemsse|b aaemsse|b tiaaemsse|b
(s)8butafs
s3|dues daadau pue urebe sajdues JUBWUOALAUD qe|
uead(d ¢abeaols J0 douadaa g dnueayo Aiddns uajem
J1SURAY UL ‘wejuod tdoud burunp JulaWNJASUL
S{10S/4970M pooy up ‘wejuod Yuns 9 SI A84d

asemsse| b 0% < dd 0% < dd 0% < dd 1% < dd

ab s u
Frsues: uf INYIE WD INVIS WY INVTE w8 ANVTIE W1




229k

FIGURE 6
ADVANTAGES AND DISADVANTAGES

ADVANTAGES:
Improvements in turnaround time
Improved intralab working relationships
Reduced rework and associated costs
Improved goodwill and prestige with customers
Correction of problems at earliest stages
Higher-level staff are freed for planning, not problem-solving
Accountability for quality can be well-established
Detailed logic of corrective actions can be automated, “networked"
Defined criteria makes training quicker, more effective
Automated system allows prompt access, consistent responses
Costs of errors can be documented
Costs of corrective actions can be documented
Costs data assist in bidding new work, measuring performance, etc.

DISADVANTAGES:
Minor costs of implementation: Changes in paperwork, work flow, training
Allowing analysts to know identities of QC samples may distort true
performance; can be corrected by submitting true “blinds"
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REPEAT REQUESTS FOR FEBRUARY, 1983

GUALITY CONTROL CONFIDENTIAL

:0:0:0:0:0:0:0:0:0:0:0:0:0:0‘
000%0%0%0%0%0% %6 %2-2.

6202020 %40.8. 88 \\\\\ N

(88 TOTAL REPEATE, 78 RE-EXTRACTS @& 28 REINJECTE)

FIGURE 7
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PROCEEDTINGS

MR. TELLIARD: Good morning.
Contrary to the program, we have made a few
minor changes, there is no break this morning
so that we can stop about 11:30 for lunch
and people can check out.

Our first speaker this morning is Barry
Eynon from SRI. Barry is part three of the
continuing saga of the new procedure that we
are trying to enact and which we discussed
all day yesterday and which we will touch on
again today. Barry is going to discuss this
morning something we all want to listen to at
about quarter to 10, statistics; the joy and

fun of numbers.
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STATISTICAL METHODS FOR EFFLUENT GUIDELINES
Barrett P. Eynon
SRI International
MR. EYNON: Good morning, I
am glad to see we are all still here or at
least partly. Bill asked me to come down and
talk to you a little bit about what we at SRI
and other groups working with effluent guidelines
have been doing as far as the statistical
analysis of pollutant data for setting effluent
guidelines.

The statistical analysis of industrial waste
pollution data is an important step in the
determination of effluent water guidelines. A
number of different statistical techniques are
used to address the information needs of the
technical staff at EPA in setting limitations
guidelines. There is not time today to talk
about all of the different methodologies, but

what I will try to do is give a general review




of the circumstances, methods, and objectives
of some of these analyses.

SRI and myself, personally, have been
involved in three major industrial categories
over the past three years on both conventionals
and priority pollutants: pharmaceutical, petroleum
refining, and organic chemicals manufacturing.
This work has been in cooperation with Effluent
Guidelines and the Office of Analysis and
Evalution.

The data that we use in these analyses is
usually voluntary data submitted by the plants
and will consist of influent and effluent
treatment concentrations of pollutants. The
plants are selected from among the voluntary
participants to be those which have well-designed
and operating treatment systems of the
appropriate type for the regulatory package.

For instance, of the set of 22 pharamaceutical

plants which submitted data, 13 were judged to
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have well-designed and operating biological
treatment systems and were designated as BAT/
BCT plants for the purposes of constructing
regulations. A further subset of 10 plants
among the 13 were designed as NSPS plants for
setting NSPS limits. The characterization

of these plants represents the engineering and
technical evaluations of the plants by EPA.

The sampling and data handling for each study
proceeds through several stages to insure high
data quality. The samples are usually taken by
the plant according to a pre-determined sampling
plan. The sampling plan can be as straight-
forward as one sample taken each day or each
week at each sampling point; or, as extensive as
that in the first slide which is the sampling
design for the Organic Chemicals 5-Plant Study.

In this study at each of the participant plants
approximately 30 days of sampling were performed.

On each sampling day, one sample was taken at the
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pre-treatment and the post-treatment sampling
points. Each sample was analyzed by an EPA
contract laboratory for a specific set of
priority pollutants and the samples were

also analyzed by a Chemical Manufacturers
Association contract laboratory and also by
the participant plants.

The pollutants that were analyzed for were
chosen from one or more of the analytical
fractions of the organic priority pollutants
so as to reduce the number of analyses needed
on each sample and also to satisfy the
contidentiality restrictions of each of the
plants. In order to evaluate the accuracy
and precision of the priority pollutant
measurements several quality control measures

were included in the sampling design.

Approximately two-thirds of the samples were

spiked with known concentrations of priority

pollutants after their analysis and reanalyzed
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in order to measure the percent recovery ot
the analytical methods. The remaining one-third
of the samples were analyzed in duplicate in
order to measure laboratory precision. The
samples were also spiked with known amounts of
"surrogate" chemicals known not to be present
in the waste stream, in order to aid in measuring
the recovery of the analytical methods. Measure-
ments were also made on blank samples of distilled
water, some of which were shipped with the waste
samples to check for contamination.

Upon receipt of the laboratory reports on the
chemical analyses, the data from such studies
are coded and entered into the computer data base.
As we have heard today, hopefully some of this
stuff will be obviated in the future, but the
current work on this study we coded the data and
checked the data and then reviewed the data.

The data base that we have found to be very

effective for setting up data bases to handle
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complicated studies like this is the Statistical
Analysis System package, SAS, which we have
available on EPA's 1IBM computer and it runs on
IBM main frames. A very powerful and flexible
package for data processing that has data
management and reporting facilities and also

has the capabilities for sophisticated
statistical analyses.

Once the data is stored in the computer, data
listings and plots of the data can be generated.
These are checked for unusual or extreme values
which may indicate coding or transcription
errors. The values are reviewed with the
laboratory reports and with the laboratory to
correct any errors, In addition, concentrations
which are confirmed by the laboratory, but
which are attributable to known plant treatment
upsets, or deemed to show variation beyond that
associated with well-operated treatment systems,

can be removed from the analysis, in order 1o
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focus on the behavior of well-operating treatment
systems.

Figure 2 shows plots of the kffluent Total
Suspended Solids concentration versus time for one
of the plants in the pharmaceutical data base
before and after removal of an extreme value.

In the top picture we can see that one point just
sticks out like a sore thumb and we went back

and checked it out. I'm not sure exactly what
was going on in this one, it could have been a
typo or it was a value that just was an upset.

We reviewed the plant records and removed that
value from the data set and then we get...when

we replot the data and rescale it we getl a much
more reasonable looking view of the situation

at that plant.

So this is done for the set of data and the
tinal data set or edited data set is then
available for analysis by statistical methods.

So now we go into what is it that we are
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trying to determine from this data once it is

in the computer. There are two major

quantities of interest in all of these studies.
The first is to measure the average concentration
of each pollutant in the wastewater of each
plant, before and after treatment.

Why don't we put up the next slide. This can
be directly estimated from the data, using the
arithmetic averages of the measured concentrations
for each sample. If the set of plants for which
the data is available is deemed to be a
representative set of the set of all plants with
well-operating treatment systems for the
industry, then the average pollutant concentrations
can be taken across plants to estimate the
average effluent concentrations for the industry.
So we will start with an averaging, if we have
multiple analyses per sample we will start with
an average and come up with a number for each

sample. Then, we would take an average across
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those samples to come up with a value for the
plant and then an average across the plants to
come up with an overall concentration value.

In other situations similar to the organics
five-plant study where the plants were more on
the order of case studies with specific
pollutants ot interest there we want to actually
review the pollutants on a pollutant-by-
pollutant basis on a plant-by-plant basis to
look tor pollutants in each different kind of
effluent.

If both influent and effluent data are
available on a particular data base, a second
gquantity which can be calculated is the
percenfage reduction of the pollutant; and,
that is given in the format up there, influent
minus ettfluent divided by influent and
corrected by 100 to turn into a percentage.
This is used to quantify the effectiveness of

the treatment system by the plant.
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The second main quantity of interest is
to characterize the day-to-day variability
in the concentrations of a pollutant in a
waste stream. For regulatory purposes, the
gquantity of interest known as the variability
tactor is defined to be the Y9th percentile
of the distribution of daily concentrations
divided by their long term mean. This quantity
which is similar in concept to the usual
coefficient of variation, except we are aiming
at a different percentile; this is found to
be a reasonable stable measure of the amount of
day-to-day variation in a pollutant independent
of the overall level of the pollutant in the

effluent.

If the appropriate variability for a pollutant

is determined, then it could be multiplied by a
designated long-term plant mean concentration
for that pollutant such that if the plant is

discharging overall at the designated long-term
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mean concentration, then the rate of exceedance
of the limitation will be one day in 100. Long-
term mean effluent concentrations above the
designated mean level will show an exceedance
rate in excess of one in 100.

In order to calculate the variability factor
trom a set of data, an estimate of the 99th
percentile of the distribution is necessary.

This is a more complex problem than the
estimation of mean concentrations, since the

data at hand often only consist of 30 to 50
points, or less. Several statistical methods of
estimating the 99th percentile have been examined
in the course of these studies. Figure 3 shows
the models used in the three main methods, super-
imposed on a hypothetical data histogram.

If sutficient numbers ot points are available,
nonparametric estimates of the 99th percentile
can be calculated directly by looking at the

histogram. These estimates make no parametric




242

assumption about the shape of the distribution.
In particular, the specific which was used in
work where we have sufficient data is 50 percent
non-parametric tolerance estimator. 1 have the
reterence in the paper when it comes out. This
requires at least 69 data points to be calculated.
There is also another form of estimator known
as the tail-exponential estimator which makes a
parameteric assumption about the upper tail
of the distribution. That's the dotted curve up
there, and it assumes that beyond a certain
percentile, usually we take like a base 90 of
the percentile, that the tail of the distribution
falls off like an exponential distribution
(indicating). Taking only the data in the tail
we can construct a smooth...we smooth that out
and use that to estimate the 99th percentile.
Again, this requires about 70 data points to be
an effective method of calculation.

For cases with fewer data points, distributional
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models are necessary. The best general
distributional model that we have found
tfor low concentration pollutant data is the
log-normal distribution. The log-normal
distribution is the distribution of the
variable whose logarithm has a normal
distribution. Log-normal distribution is
appropriate for this type of data because
it does not assign any probability to
negative concentrations, and it has an
appropriate frequency distribution which
accords with the actual distributions
observed in the sample data.

The next figure shows a sample cumulative
distribution for an actual set of data along
with a titted cumulative distribution of log-
normal. As you can see, they fit each very
well...1'm afraid that's a little light, but
the jagged line is the frequency distribution

of the actual data. It's a rather large data
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set in this case. The smooth line is the

fitted log-normal distribution (indicating).

So they do appear to fit each other very well
and have the appropriate type of behavior.

To estimate the 99th percentile, the log-normal
distribution is fitted to the data and then

we obtain the 9Y9th percentile trom tables of the
titted distribution,

The concept of variability factor is also
applied to the situation of determining
limitations for average concentrations over
longer time periods. For instance, for the
pharmaceutical and petroleum studies, variability
tfactors were calculated for averages over 30
consecutive measuring days. The long-term
mean ot 30-day averages is egual to that of the
daily values, but the averaging decreases the
variability in the resulting measure.

Therefore, the appropriate variability factor

for 30-day average concentrations will be
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smaller than that for daily concentrations. It
the concentrations on each day were completely
independent, the appropriate formula for a
variability factor for these averages would be
as given in the first figure there. This comes
about through the central 1limit theory of
statistics which says that if we take X bar
here is the mean of the data from which we are
investing and S of X is the sample standard
deviation, that if we take averages of size 30
trom a process with this mean in standard
deviation they will tend to have the same mean
and a standard deviation which reduces by
rocot 30.

Actually, in practice, we find that the
concentration values on successive days tend
to be more similar than that which would be
suggested by independents. This is
presumably due to dependencies in the effluent

discharge trom the plant and mixing and
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holding systems in the treatment process.
Figure 5 shows some sample graphs
of the autocorrelation functions which we
calculate at...it doesn't...we can take
either half. These were calculated on some
pharmaceutical data where we had long-term
data and we could calculate the autocorrelation
which is the correlation between values, a
particular tixed number ot days apart. So the
autocorrelation of lag one is the correlation
between concentrations one day apart, an
autocorrelation of lag 30 is the correlation
between values 30 days apart. If we plot those
as a function of the lag going down,
correlétions running between minus one and one,
we see that we have for each of these
situations we have positive autocorrelations
and their positive and tail-off get smaller and
smaller as we get a longer and longer lag.

Of course, we would expect as the distance
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between any two measurements goes towards
infinity, that the correlation between those
measurements would tend to go to zero. The
ettect of this is that the averaging process
on consecutive days reduces the variability,
but not by as much as would be suggested by
independents.

Could we back up one slide; that's the one.
The calculated autocorrelation for lags up...
1 guess we need lags 1 to 29 in order to
calculate a 30-day variability tactor, then the
tormula for the appropriate variability
factor is similar, but it has another term in
it which depends on the autocorrelation. This
can be\used to calculate appropriate variability
tactors for 30-day averages for consecutive
days. For 4-day averages such as have been
suggested for priority pollutant limitations,
the appropriate variability factor would be

what we have got on the bottom because those
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are being suggested for non-consecutive days

of measurement. Also because when we look at
the priority pollutants we see less auto-
correlation than in the conventional pollutants.
This could be due to the eftect of analysis
variability or just that priority pollutants
work ditterently, but our preliminary look

at priority pollutants shows that there is less
evidence of autocorrelation present.

So that's really where we're coming from on
objectives and how we would calculate these
numbers 1t data were pertect, pertfect in the
sense of no reporting problems and no other
external considerations. Data, of course, all
laboratory data always, of course, are expected
to have some variability in them.

There are some special topics I would like
to mention. On things that are particularly
applicable to priority pollutants and the way

that they effect our statistical analysis. In




249

particular, there is the reporting and
handling of detection limit values. When
the concentration of the sample is too

small to measure, the laboratory will report
not detected. This is fine and very
appropriate as an analytical tool, but just
drives the statisticians nuts because it

is not a numerical value. Somehow in order
to do a calculation with these values we
have to come up with some sort of numerical
value to use. The first cut on this would
be to stick these values in at a concentration
ot zero. This is not bad, but it may
under-estimate the concentration of the

pollutant.

So what we want to do is, we would also
like to explore the sensitivity of our analyses
to the assignment of these values by also
assigning them to an upper value for the

concentration. This works best if we know
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the detection limit for the methodolgy; and,
that's not always true in the data that we see.
If we calculate a statistic with the data
assigned at zero and then assigned to the
detection limit, we get a sensitivity type of
analysis which will tell us how much the
means, for instance, could change between
these two values.

There are also other more sophisticated
techniques for handling these quantities
that deal with the detection limit data as
missing intormation or sensored data, not
in any majority of sense; simply, that the
concentration would be known to be below a
certain low but would not be known
gquantitatively further than that and that
that would be the kind of model.

The appropriate handling of detection
limit data is a yuestion that has to be

approached tfor each different technique,
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statistical technigue that we are going

to use. For the calculation of variability,
simply assigning the values to a

particular numerical concentration is not
gquite the right thing to do. We have

done a lot of work with what is called the
Delta log-normal model where we explicitly
give these concentrations their own
probability mass at zero and this allows...
and then we model the data above the
detection limit by a log-normal distribution.
This seems to work fairly well.

For other types ot considerations and
situations, has to be a continuing factor in
the statistician's mind as to how he is going
to handle these detection limit values. What
1 would also like to say is that continued
attention by analytical chemists to the
definition of reporting of detection limits

will be an important step in clarifying how
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these values should be used. I have seen
some American Chemical Society publications
and some ot the things that we talked

about in these conferences on clarifying
detection limits and defining them. I
would like to suggest that that always can
be carried fturther in terms of standards
and reporting practices for all of the
laboratories.

Another issue in the analysis of priority
pollutant data is inter-~laboratory and
intra-laboratory variation. The analysis
replication in the organic 5-plant study
allows an investigation of the sources of
variation in the concentration measurements
because the study includes multiple samples,
multiple laboratories analyzing each sample
and replicate analyses by laboratories on
at least a portion of the samples. Using

statistical variance components estimation
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techniques, the variability in these samples
can be broken down into four components.

There is the inter-sample variability which
would be the natural variability of the true
concentrations in each sample which we would
see 1f there were no analytical errors. This
would be representative ot time or sampling
variation in these samples. The second
tactor is the consistent inter-laboratory
variability which is, if we take a set of
samples and give them to a set of laboratories
and look at the mean concentration that each
laboratory gives, each laboratory will vary
slightly and the variation between laboratories
on that is another factor that can come out.
This could be called the inter-laboratory
accuracy or lab bias. 'The third factor is,
within-sample inter-laboratory variability
which has to do with the individual handling

of each sample by the laboratory; and, if we
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took one sample and gave it to & bunch of
laboratories they would also vary. This
could be thought of as the inter-laboratory
precision. The fourth factor is the
intra-laboratory variability which would be
the variability between pairs of replicates
run at the same laboratory. So this would
be the intra-laboratory precision.

These four components were estimated in
the organic study for each pollutant for which
there was sutfticient data and the model we
used was a slight modification on the ordinary
variance components model in that we applied
this to the log-normal model effectively
analyzing the logarithm to the concentrations
and what we end up with is a multiplicative
model rather than the ordinary additive model.
It seems to work fairly well with the log-
normal distribution and all of our other

assumptions in the analysis.
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We did run into some problems with lots
of detection limit data on some of this data.

A lot of the effluent data was consistently
down to detection limit. We can't really say
much about these sources ot variability in
such cases. That's why it's nice to have
studies like George's study with designed
levels of pollutant concentrations so you can
actually see what's going on there. So these
kinds ot factors can be quantified in cases
where we have sufficient data.

The last issue that 1 wanted to mention was
spike sample analysis. We had data in the
organic study for both priority pollutant
spiking and also surrogate chemicals, deuterated
or halogen substituted pollutants which were
added to the sample after the original analysis
and measured for their concentration.

The last slide here shows...just gives the
ordinary formula for percent recovery and here

we have the spike...we take the raw sample
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concentration, C, the spike level as L and
the spike sample concentration as S; we
calculate the percent recovery this way.

For the surrogate chemicals, C would be fixed
at zero because we know these chemicals

would not be present in the sample and we can
calculate the recovery.

Now, the important point here from a
statistician's point of view is that we can
assume fairly well that we know L because it
is a laboratory standard, but S and C are
both subject to analytical variation and,
therefore, tor a single sample the estimate ot
the recovery is subject to analytical
variation. Therefore, when we calculate these
recoveries we like to take an average over
many samples in order to evaluate the overall
recovery of the method; and, that's fine.

The other issue which comes up is the guestion
ot correcting individual sample values. We

decided that it was probably better not to do




that because while you are increasing the
accuracy, you are also decreasing the precision
of the concentration measurement. SO we
decided it was better in this case not to do
this on these samples.

There was also an additional consideration
in that not all samples were spiked and so we
couldn't...we wanted to make sure we were doing
everything the same on all samples. So we
evaluated that for each method, for each
chemical. We evaluated recovery and that's
part of our summary that we will be presenting
to the agency.

Hopefully, this has given an idea of some
of the types ot technigues and issues in the
statistical analysis of the data for effluent
guidelines, and 1 hope that continued cooperation
between statisticians and analytical chemists,

1 hope that will continue. I think it is
important in exploring all of the facets of this

complex subject. Thank you.
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Statistical Methods for Effluent Guidelines

Barrett P. Eynon

SRI International

I. Introduction

The statistical analysis of industrial waste pollution data
is an important step in the determination of effluent water
quality guidelines. A number of different statistical
techniques are used to address the information needs of the
technical staff at EPA in setting limitations guidelines.
There is insufficient time today for a detailed discussion
of all of these methodologies; what will be aimed for in
this talk is a general overview of the circumstances,
methods, and objectives of some of these statistical
analyses. SRI has been involved in the data analysis for
three major industrial categories over the past three years:
pharmaceutical manufacturing (1), petroleum refining (2) ,
and organic chemicals manufacturing industries (3). This
work has been performed under the auspices of the EPA Office
of Analysis and Evaluation. The topics presented here are
draun from our work on these projects, and are intended to

indicate some o0f the important concepts and methods in this
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work.
II. Description of Data

The basic data used in these projects consists of
measurements of pollutant concentrations in water samples
taken at the treatment influent and effluent points, at a
set of representative plants from the industrial category in
question. The plants involved in the study are generally
voluntary participants from among the set of plants having
well-designed and operating treatment systems of the
appropriate type for the regulatory package. For instance,
of the set of 22 pharmaceutical plants which submitted data,
13 were judged tec have well-designed and operating
biological treatment systems, and were designated as BAT/BCT
(Best Available Technologys/Best Conventional Technology)
plants for the purposes of constructing regulations. A
further subset of ten plants from among the 13 uere
designated as NSPS (New Source Periormance Standards) plants
for setting NSPS limits. The characterization of the plants
represents engineeering and technical evaluations of the

plants by EPA.

The sampling and data handling for each study proceeds
through several stages, to insure high data quality. The
samples are usually taken by the plant according to a

predetermined sampling plan. The sampling plan can be as
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straightforward as one sample taken each day or each week at
each sampling point over the sampling period, or as
extensive as that shown in Figure 1, the sampling design for

the Organic Chemicals 5-Plant Study.
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In this study, at each of the participant plants,
approximately 30 days of sampling were performed. On each
sampling day, one sample was taken at the bre—treatment and
the post~treatment sampling points. Each sample was analyzed
by an EPA contract laboratory for a specific set of priority
pollutants. The pollutants analyzed for were chosen from one
or more of the analytical subsets of the organic priority
pollutants, so as to reduce the number of analyses needed on
each sample, and to satisfy the confidentiality restrictions
of each of the participant plants. Approximately one—-fourth
of the samples were also analysed by a Chemical i
Manufacturers Association (CMA) contract laboratory, and the

participant plants were also encouraged to conduct their oun

analyses of the samples.

In order to evaluate the accuracy and precision of the
priority pollutant measurements, several quality control
measures were included in the sampling design. Approximately
two-thirds of the samples were spiked with knoun
concentrations of priority pollutants after their analysis,
then reanalyzed, in order to measure the percentage recovery
of the analytical methods. The remaining one-third of the
samples were analyzed in duplicate, in order to measure
laboratory precision. Samples were alsoc spiked with knouwn
amounts of "surrogate" chemicals known not to be present in
the waste stream, in order to aid in measuring the recovery

of the analytical methods. Measurements were also made on
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blank samples of distilled water, some of which were shipped

with the waste samples to check for contamination.

Upon recelipt of the laboratory reports on the chemical
analyses, the data .are coded and entered into a computer
data base for processing. An appropriate data base
structure is set up to incorporate the elements of the study
design. In our work at SRI, we have found the Statistical
Analysis System (SAS) computer package (U4), which 1is
available on EPA's NCC-IBM system, to be the most effective
system for flexible and efficient data processing, because
it both provides data management and reporting facilities,
and has the capabilities for sophisticated statistical

analyses.

Once the data is stored in the computer, data listings and
plots can be generated. These are checked for unusual or
eXxtreme values, which may indicate c¢oding or transcription
errors. These values are reviewed with the laboratory
reports and with the laboratory to correct any errors. In
addition, concentrations which are confirmed by the
laboratory, but which are attributable to known plant
treatment upsets, or deemed to show variation beyond that
associated with well-operated treatment systems, can be
remocved from the analysis, in order to focus on the behavior
of well-operating systems. Figure 2 shows plots of the

Effluent Total Suspended Solids (EFTSS) concentration versus



257g

time for one of the plants in the pharmaceutical data base,
before and after removal of an extreme value. Note that the
plots of the data atter correction have been rescaled, and

the data now exhibits much more homogenous behavior.
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Figure 2. Plot of Effluent Total Suspended Solids for a
pharmaceutical plant, before and after correction of an

cutlier.
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III. Statistical Analysis

After the data set is cleaned and checked, statistical
analyses are performed. There are two major quantities of
interest in all of these studies. The first is to measure
the average concentration of each pollutant in the
wastewater of each plant, before and after treatment. This
can be directly estimated from the data, using the
arithmetic average of the measured concentrations for each
sample. If the set of plants for which data is available is
deemed to be representative of the set of all plants with
well-operated treatment systems in the industry, then the
average pollutant concentrations for the industry can be
estimated by taking the average across plants of the average
concentrations for each plant. In other situations, such as
the organics study, where there are only a few plants, each
analyzed for a different set of pollutants, a case-by-case
analysis can bhe prepared for each plant, focusing on the
pollutants found to be present in large concentrations in

the effluent streams of specific plants.
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I1f both influent and effluent data are available for a
pollutant at a plant, the percentage reduction of the

pollutant can be calculated by:

(influent concentration - effluent concentration)

influent concentration

The second main quantity of interest is a characterization
of the day~-to—-day variability in the concentrations of a
pollutant in a waste stream. For regulatory purposes, the
quantity of interest, known as the variability factor, is
defined to be the 99th percentile of the distribution of
daily concentrations, divided by their long term mean. This
quantity, (which 1is similar in concept to the usual
coefficient of variation, the ratio of the standard
deviation to the mean), is found to be a reasonably stable
measure of the amount of day-to-day variation oif a
pollutant, independant of overall level of the pollutant
concentration. If the appropriate variability factor for a
pollutant is determined, then it can be multiplied by a
designated long-term plant mean concentration for that
pollutant at that plant, such that if the plant is
discharging overall at the designated long-term mean
concentration, then the rate of exceedance of the limitation
will be 1 day in 100. Long-term mean effluent

concentrations above the designated mean level will show an



257k

exceedance rate in excess of 1 in 100.

In order to calculate the variability factor from a set of
data, an estimate of the 99th percentile of the distribution
of daily values is necessary. This is a more complex problem
than the estimation of the mean concentrations, since the
data at hand often only consist of 30-50 points, or less.
Several statistical methods of estimating the 99th
percentile have been examined in the course of these
studies. Figure 3 shows the models used in the three main

methods, superimposed on a hypothetical data histogram.
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If sufficient numbers of points are available, nonparametric
estimates of the 99th percentile can be calculated. These
make no parametric assumption about the shape of the
distribution. In particular, the $50% nonparametric tolerance
estimator (5, pp 40-43), is a useful estimator, but requires
at least 69 data points to be calculated. Also, tail-
exponential estimators(5), which make assumptions about only
the shape of the upper tail of the distribution, have been
found to be effective, but require about 70 points to be
effectively calculated. In cases with fewer data points
available, distributional models are necessary. The best
general distributional model we have found for low
concentration pollutant data is the lognoermal distribution,
The lognormal distribution is the distribution of a variable
whose logarithm has a normal, or Gaussian distribution. The
lognormal distribution is appropriate for this type of data,
because it does not assign any probability to negative
concentrations, and it has a skewed frequency distribution,
which accords with the actual distributions observed in the
sample data. Figure 4 shows a sample cumulative
distribution, along with the cumulative distribution of a
fitted lognormal . To estimate the 99th percentile, the
lognormal distribution is fitted to the data, and the 99th
percentile of the fitted distribution, obtained from tables
0of the lognormal distribution, is used to calculate the

variability {factor.
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The concept of the variability factor is also applied to the
determination of limitations for average concentrations over
longer time periods. For instance, for the pharmaceutical
and petroleum studies, variability factors were calculated
for averages over 30 consecutive measuring days. The long-
term mean of 30-day averages is equal to that of the daily
values, but the averaging wWill decrease the variability of
the result. Therefore the appropriate variability factor
for 30-day average concentrations will be smaller than that
for daily concentrations. If the concentrations on each day
were completely independent, the appropriate formula for the

variability factor would be

X +2.%26 <%, /{30

w—

X

where X and S are the sample mean and standard deviation of
the daily concentrations. (The numerator is the 99th
percentile of the asymptotic distribution of 30-day averages
according to the Central Limit Theorem of statistics).
However, examination of the data reveals that concentration
values on successive days tend to be similar, presumably due
to dependencies in the effluent discharge from the plant,
and mixing and holding systems in the treatment process.
Figure 5 shows sampke graphs of autocorrelation functions
for effluent Bioclogical Oxygen Demand (BOD) and Total
Suspended Solids (TSS), measured in concentration and mass

discharge units, at a representative pharmaceutical plant.
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The autocorrelation aQ ’ 2 = 1,...,30 , represents the
correlation between concentration values measured 1 days
apart. Note that, in the figure, the calculated
autocorrelations are all positive and decrease with
increasing time lag, which is consistent with the physical
model proposed above. If agis calculated for a plant, then
the appropriate formula for the variability factor {for

30-day averages i

——

X +2320 O ((‘-"QE‘(“%O) %)/30

a——

X

See, for instance, Switzer (7).

For 4-day averages, as are under consideration for priority
pollutant limitations, the appropriate variahility factor

would be

X o+ 2,329, /Va

X

No autocorrelation correction would be used, because the
sets of four days are not consecutive. In addition,
preliminary analysis of priority pollutant data showus much

less autocorrelation than the conventional pollutants.
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ESTIMATED AUTOCORRELATION

PLANT 12022.
VARIABLE - TSS MG/L NXNM ~ 395
NOBSO - 395 NOBS - 396
MEAN -  84.846 VARIANCE -  2849.1
MAXLAG ~ 30
-1 0 +1
L NLAG  COVAR ACF | | | L
1 391 .190E+04 0.6670 J XXXHXXXKHXXXXK 1
2 390 .147E+04 0.5144 | XXKRXXXKHXX 2
3 389 .121E+04  0.4247 | XRXXKKRXX 3
4 338 .109E+04  0.3827 | XXXXKXXX 4
S 387 .101E+04 0.3532 | XXXXXXXK [
6 386 962. 0.3376 | XXXXXXX 6
7 385 .110E+04 0.3857 } XXXXXK KK 7
8 384 .111E+04 0.3899 | XXXXXXXX 8
9 383 .104E+04 0.3668 ] XXXXXXXX 9
10 382 .105E+04  0.3892 ] XXXXXXXX 10
11 381 .106E+04 0.3730 } XXXKXXXX 11
12 380 972. 0.3412 | XXXXXXX 12
13 379 8s2. 0.2991 L RRRRXK 13
14 378 837. 0.2939 | XXXXXX 14
1S 377 807. 0.2833 [ XXXXXX 15
16 376 .100E+04  0.3523 | XXXXXXXK 16
17 375 .119E+04 0.4171 | XXXXXXXXX 17
18 374 .1188+04 0.4133 | XXXXXXXXX 18
19 373 .116E+06  0.4072 XXXXXXXKX 19
20 372 .112E+04  0.3929 | XXXXXXXX 20
21 371 .100E+0%  0.3526 | XXXXXXXX 21
22 370 8&73. 0.3066 | XXXXXXX 22
23 369 847, 0.2973 | XXKKKK 23
2% 368 962. 8.3378 | XXXXXXX 26
25 367 .106E+04 0.3716 | XXXXXXXX 25
26 366 .105E+04 0.3679 [ XXXXXXXX 26
27 365 .111E+04  0.3906 | XXXXXXXX 27
28 364 .113E+04 0.3964 I XXXHXXXX 28
29 363 .110E+04 0.3877 I XXXXXXXX 29
30 362 .107E+04 0.3741 1 XXXXXXXX 30
ESTIMATED AUTOCORRELATION
PLANT 12036.
VARIABLE - BOD MG/L NXNM - 366
NOBSO - 366 NOBS - 366
MEAN -~ 33,041 VARIANCE -  604.25
MAXLAG - 30
-1 0 +1
L NLAG  COVAR ACF | { | L
1 385 274. 0.4529 | XXXXXXRXHK 1
2 3564 183. 0.3035 [ XXXXXXX 2
3 363 134, 0.2224 | XXXXX 3
4 362 132 $.2177 1XXXXX 4
5 361 93.3 0.1544 | XXXX 5
6 360 57.4 0.0950 XX 6
7 359 45.0 0.074% 1%% 7
8 1353 60.0 9.099% % s
9 357 58.7 0.0971 1xx 9
10 356 96.7 0.1601 | XXXX 10
11 355 121. 0.2007 [ XXXXX 11
12 354 166, 0.2748 | XXXXXX 12
13 353 1lal. 0.2327 1 XXXXX 13
14 352 131, 0.2160 1 XXXXX 14
15 351 128, 0.2127 [ XXXXX 15
16 350 111. 0.1843 | XXXX 16
17 34% 94.5 9.1564 e 17
18 348 62.2 0.1029 [ Xxx 18
19 347 27.4 0.0453 X 19
20 346 31.0 0.0512 xx 20
21 345 22.1 0.0366 1% 21
22 344 s52.0 0.0861 1xx 22
23 343 13.8 0.0229 | 23
24 362 19.3 6.0319 Ix 24
25 341 5.27 0.0087 | 25
26 340 30.5 0.050S 1xx 26
27 339 44,9 0.0743 IXX 27
28 338 27.6 0.0457 Ix 28
29 337 19.1 0.0316 1% 29
30 336 17.0 9.0282 1x 30

Figure 5. Estimated autocorrelation functions for BOD and

FUNCTIONS
PLANT 12022.
VARIABLE - TSS LB/DAY NXNH - 394
NOBSO - 395 NOBS - 396
HEAN - 990.97 VARIANCE -  .32852E+06
MAXLAG - 30
“1 [ [
NLAG  COVAR ACF | | i
390 .213E+06 0.6477 ] XXXXXXHIOOXHKK
389 .158E+06 0.4821 [ XXXXHKXXKXK
388 .133E+06  0.4058 | XHXXXXXXX
387 .122E+06  0.3709 ] XXXXXNXXX
386 .1106+06 0,3347 | XXXXXXX
385 .109€+06  0.3327 IXXXXXXX
384  .129E+06  0.3932 FXXRXXXXARK
383 .132E+06  0.4032 | XXXXXXXXX
382 .122E+06  0.3712 | XXXXXXKK
381 .120E+06  0.3665 | XXXXXXXX
380 .121E+06  0.3697 | XXXXXXXX
379 .113E+06  0.3440 1 XXXXXXX
378 .974E«05  0.2964 | KXXXXX
377 .924E+05  0.2816 | XXXXKX
376 .248E+05  0.2580 IXxxXXX
375 .104E+06  0.3178 | XXXXXXX
374 .126E+06  0.3763 | XXXXXXXX
373 .125E+06 0.3796 | XXXXXXXX
372 .128E+06  0.3896 | XXXXXXXX
371 .126E+06 0.3835 | XXXXXXXX
370 .112E+06 0.3416 | XXXXXXX
369 .894E+05 0.2720 | XXXXXX
368 .848E+05 0.2580 1 XXXXXX
367 .975E+05 0.2969 1 XXXXXX
366 .110E+06  0.3356 | XXXXXXX
365 .113E+06  0.3626 1 XXXXXXX
364 .120E+06  0.3641 1 XXXXXXXX
363 .125E+06 0,3817 | XXXXXXXX
362 .123E+06 0.3735 | XXXXXXXX
361 .117E+06 0.3560 | XXXXKXKX
FUNCTIONS
PLANT 12036.
VARIABLE ~ BOD LB/DAY NXNM - 345
NCBSS - 366 HOBS - 360
MEAN -~  2931.70 VARIANCE - 44255,
MAXLAG - 30
-1 0 I3
NLAG  CDVAR ACF 1 1 |
364  .218E+05  0.4922 | XXXXXXXXKX
363 .1S4E+05 0.3488 | XXXXHXX
362 .111E+05 0.2519 [pErseed
361 .868E+04 0.1962 | XxX%
360 .391E404  0,0883 1 xx
359 .304E+04 0.0688 X%
358 .200E+04 0.0453 Ix
357 .414E+0% 0,093 1XX
356 .392E+04  0.0886 1 X%
355 .828E+04 0.1872 B eed
354 .822£+04 0.1358 1 xxxx
353 .106E+05 0.2336 1 XXXXX
352 .732E404  Q.1654 XXX
351 .680E+04 0.1536 [Bev'ed
350 .640E+04  0.1446 Ixxx
349 .661E+04  0.1493 1xxx
348 .S21E+04 08.1178 1X%%
347 .263E+04  0.0595 XX
346 267. 0.0060 |
345 .172E404  0.0350 I1x
344 L 102E+04  0.0231 [
343 .116E+0% 0.0263 I
342 -809. -0.0183 |
341 677. 0.0153 |
340 -310. -0.0070 i
3319 317. 0.0072 |
338 .185E+04 0.0419 1x
337 .262E+04  0.0592 [ X%
336 .135E+06  0.0313 1%
335 -56.4 -0.0013 |

TSS in mg/l and 1lb/day at a pharmaceutical plant.
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IV. EXCEPTIONS AND SPECIAL TOPICS

The objective of calculating means and variability factors
can be accomplished as described above, for any set of
standard data. However, in many cases, there are side issues
and complications which affect the data analysis. Some of
them are particularly prevalent in the analysis of priority
pollutant data, due to the necessity of measuring
concentrations very near the limits of the measurement

technique.

One issue in particular is the reporting and handling of
detection limit values. When the concentration in a sample
is too small to measure, the concentration is reported as
"not detected™ (ND). This is fine as a descriptive.
statement, but causes problems for the statistician, because
statistical procedures must work with numerical
concentration values, and these measurements still reflect
va{id sahples and must be accounted for in calculations. For
even the usually straightfotﬁatd process o0of calculating mean
concentrations, the handling of these values can be
approached in several wWways. Using a zero concentration is a
reasonable first approximation, but may understate the
actual average concentration. If the analytical detection
limit for the particular method was supplied by the
laboratory, or can be assumed to be known, a sensitivity

analysis can be performed by also calculating statistics
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with ND values set to the detection limit, giving an upper
and lower limit to the "true" value. Compromise sclutians,
with ND values set to 172 the detection limit are also often
used. Houwever, all of these methods produce a somewhat
distorted estimate of variability, because all of the
detection limit values are being placed at the same point.
In our work, we have made extensive use of an extention of
the lognormal distribution, known as the delta-lognormal
distribution, in which the detection limit data are placed
in a separate probability spike at zero, or the detection
limit value, and the concentrations above the detection
limit are modeled with the lognormal distribution. This

allows calculation of appropriate variability factors.

However, the appropriate statistical handling of detection
limit data has to be addressed for each statistical
technique. Continued attention by analytical chemists to
the definition and reporting of detection limits, and
standardization of reporting formats and notation would be
of great aid in this task. Various recent American Chemical
Society papers and talks have addressed these questions
(8,38), but more needs to be done to implement standards in

practice.

Another issue in the analysis of priority pollutant data is
inter- and intra-laboratory variation. The analysis

replication in the organics 5-plant study allows an
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investigation into the sources of variation in the
concentration measurements, because the study includes
multiple samples, multiple laboratories analyzing each
sample, and replicate analyses by laboratories on some

. samples. Using statistical variance components techniques,

the variability can be broken dowun into four components:

- Inter-sample variabhility. Variation in the true
concentration of each sample (time and sampling

variation).

- Consistent inter—~laboratory variability. Variation
between the average concentrations measurements from
each laboratory (laboratory bias, or inter-laboratory

accuracy).

- Within-sample interlaboratory variability. Variation
between laboratories in the analysis of each sample.

(inter-laboratory precisionl.

- Intra-laboratory variability. Variation between
repeated measurements at the same laboratory (intra-

laboratory precision).

For the organics study, these analyses uwere performed in

terms of a multiplicative effiects model consistent with the
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lognormal distribution. These analyses were done for each
pollutant, at each samling point at each plant, for all

situations having sufficient data above the detection limit.

The final issue I Wwill mention is that of spiked sample
analyses. The organics study included both priority
pollutant and surrogate chemical spiking of samples. The
calculated percent recovery for a sample is:

—

10O X

where C is the raw concentration measurement, L is the spike
level, and S is the spiked concentration measurement. for
surrogate chemicals € is zero. these guantities can be
computed, and then averaged across samples, to give a
measure of the average recovery for each chemical by each

method.

Some consideration was given to the correction of individual
sample measurements according to the measured recovery in
that sample (10). While this method generally increases the
accuracy 0f the measurements, it also decreases the
precision of the measurements substantially. Because of
this, and because not all samples were spiked in the study.
it was decided to do all statistical analyses on the

uncorrected data.
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Y. CONCLUSTIONS

Hopefully, this has given an idea of ihe types of techniques
and issues in the statistical analysis of data for effluent
guidelines. Continues cooperation between the statistican
and the analytical chemist is important in exploring all

aspects of this complex subject.
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QUESTIONS AND ANSWERS

MR. MADDALONE: Ray Maddalone,
TRW. 1 actually have a comment and a yuestion.

MR. EYNON: Sure.

MR. MADDALONE: We run 1into
the problem of detection limits and the problem
of trying to determine what value to put into
the data base, and some of the reports have not
detected value. 1 don't think there's any
really good solutions when you don't have a
base of data to go back on.

My question is, when you don't have a base
of data, a historical base of data just a singile
number without a detection limit reported,
what do you recommend? Is it a zero, is it one-
halt of the value that the report has the less

than or non-detected?

MR. EYNON: 1I'll tell you what
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we did in the organics data base and that is,
we stored the number as a zero, but we also
kept a comment field associated with each entry.
Part ot that comment field was the tact that
this was really a non-detected value. Now,
that was actually the only way you could get an
actual zero concentration was to have a not
detect or a less than 10 or something like that
as the statement by the laboratory; but, we
kept the detection limit. If it was present

we knew the fact that these were not detected
values and there is no easy answer to this
question. 1 don't think there is any single
numerical value which is the correct value to
put in. 1t we knew the correct value we

would have detected, you know, we wouldn't be
worried about this detection question. I

think that what has to be done is, you have to
do some exploratory statistics on the effect

ot these values on your overall statistical
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analysis.

MR. MADDALONE: What about less
than numbers? I asked, actually, a two part
question. Less than, you have a number and that
really can't...

MR. BYNON: Well, let's say you
have a number; I found that the difference
between saying less than 10 and saying not
detected seems to be more of a phenomenon of the
laboratory reporting criteria than anything
else which is really going on with the data,.

So I think it would be unfair to treat those
any particularly ditterently.

1t would be nice to always have the detection
limit; and, if you have a not detect and you
have no other information about the upper limit
and you have to calculate a mean, I don't see
that you can have any argument for anything
other than this real value to put in. You

simply have to caveat your result and say, look,
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this is all we could do, we have no further
information about this value, we're going to
have to stick it into zero. The thing you can't
do is, you can't ignore that value because you
are told something positive, although not exact
about the concentration. You can't leave it

out of the calculation, you can't ignore it, you
can't put it as missing; so, you know, it's a
total lack of any sort of intormation about the
level of that pollutant, or about the detection
limit I would say, yes, you would have to put a

zZero.

MR. MADDALONE: My comment is,
is that as part ot the etfort that we did we
reviewed the various definitions of limit of
detection. 1 think one detinition has been
grossly overlooked by agencies and the people
using or setting detinitions for the limit of
detection is, are the ACS guidelines that

were published 1n Analytical Chemistry in 1980;
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it was Volume 52, page 2252. Those are
extremely good because they set three
different levels. They chose a three sigma
detection limit and they said if the values
are less than your three sigma detection
limit you report them as not detected with
the LOD. Now, that would solve part of

the problem that you get with these not

detected values.

Then if you have a value above your three
sigma you report it as a real value, but you
also, again, put the limit of detection in
parenthesis sO you know where you are 1in
relationship to that. I think that some sort
ot consistent use of a detinition ought to
be assigned; and, then, some explanation of
what the risk is associated with that
definition because it really varies and
whether you consider false positive or false

negative errors.
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MR. EYNON: I couldn't agree
with you more. In fact, I think I'm talking
about the...when I mentioned ACS I think I'm
thinking ot the exact same paper you are
talking about. So, yes, 1 think that that's
an important question to standardize the
laboratory reporting practices on these issues,

MR. DELLINGER: Bob UDellinger,
Effluent Guidelines Division. My questions on
the use ot autocorrelation in establishing 30
day variability factors. I was wondering if you
checked your 30-day, Y9th percentile estimates
on the data sets from which they were derived
to see it they were good estimators of the 99th

percentile?

MR. EYNON: We have in cases
where that's possible. Sometimes we can't
because we don't have complete sample
1ntormation on every day. Tlheretfore, we cannot

construct 30-day running averages from the
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daily data that we are given. There are
many cases in which we could estimate the
autocorrelation function and come up with
the variability factor without being able
to go back and check that.

However, there are a few cases that we
have, we have looked at some other smallier
data sets on...I think we looked at the
leather tanning and the iron industry and
the cases we have checked out, yes, much
better agreement than the central limit
theory in value would give, much more...much
closer agreement with the actual empirical.

l mean, it we had years and years and
years of data we could even think about
constructing the 30 days, then actually
using some sort of non-parametric estimate
or model the 30-day averages directly,
but that's well beyond any scope of any

data set we have,.
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MR. DELLINGER: Okay, bhecause
we have checked the central 1limit theory as a
predictor with biological treatment and it is
not very good at all. We get something like
20 percent of the values from the data set fron
which the number was derived at higher than
the 99th percentile.

MR. EYNON: I'm not surprised.
The correction for autocorrelation can actually
make a noticeable difference in the variability
factor that you would get and, indeed, they
have used the central limit theory that assunes
independence; actually central 1limit theory
underlies both these. The ordinary central
limit theory which is the independent one would,
indeed, give too small a variability factor.
If you went bhack and checked it, you would get
exactly what you're saying; which is, you would
get too many exceedances even in the data set

that you calculated it.




266

MR. DELLINGER: Now, we have
used things like taking the 30-day averages.
Let's say we had 12 or 14 or 16 30-days averages
on a set.

MH. BEYNON: 'That's a ditferent
question because there it you are calculating
your 30 day averages on less than 30 days data,
you are also going to get a larger variation
because...

MR. DELLINGER: No, these would
be straight 30 day values.

MR. BYNON: See, 1 mean, iif you
only measure 12 days out of the 30.

MR. DELLINGER: No, that's not
what | am...what I am saying is, we have used...
let's say we have had 12 sets of 30 day
averages.

MR. EYNON: Right, okay, that
Lives you 12 numbers.

MR. DELLINGER: That's right
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and we have checked for...

MR. EYNON: Just enough to look
at, to examine how many are exceedance.

MR. DELLINGER: And then we have
just checked for using parametric procedures and
establish variability factors that way.

ME. BYNON: You could do that
also, although 1 think that this method will be
stronger because you are using more of the
intformation in the data to actually calculate
the autocorrelation.

MR. DELLINGER: You are using

each individual data point as opposed to using...

MR. EYNON: Right, rather than

combining each...

MR. DELLINGER: .++30 day

average.

MR. EYNON: That's a tough
question; 1 think that's true. Yes, we have

done...we have our program that does this.
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I have been working...if you would like to
catch me later and you have your data set on
the PA System 1 can talk to you about maybe
our stutf through 1f you are interested in
seeing 30 day numbers based on the stutf;

it's not too hard to do.

MR. DELLINGER: Sure.
MR. TELLIARD: Anyone else?
Thank you, Barry.
Our next speaker is from Battelle, Columbus.
Jim Brasch is going to talk about something that
we haven't utilized too much in this program,
but we have skirt it; that is, the Utilization

of GC/FT as it relates to Analysis Priority

Pollutant.




GC/FT-IR and GCMS: WHICH, WHEN and WHY?
Jim Brasch
Battelle's Columbus Laboratory

MR. BRASCH: Have you ever heard
the expression, as confused as the little farm
boy who dropped his chewing gum on the floor of
the chicken house and didn't know which one to
pick up?

I know why I am here; why I, personally, am
here. It's because Dale Rushneck called
Battelle and he started talking to people and
filtered down through the hierarchy. By the
time he got down to my level to talk to me, I
had been told that I would give a talk on GC/FT-
IR if he asked me to. I did respond positively
to his request. Let me assure you, if I had
had any idea how big he was when I was talking
to him, I would have responded much faster.

Now, what continued to puzzle me was, why one

GC/FT-IR talk in a GC/MS Symposium? Those
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of you attending the Hershey meeting in 1981
saw the same phenomenon; one GC/FT-IR
talk in a GC Mass Spec Symposium. It was only
last night after an exquisite meal and a
delightful glass of wine that it became smash-
ingly clear to me; mass spec ceremonies
require the periodic sacrifice of a pristine
virgin. Obviously, these gqualities require they
go outside the mass spec community for their
victim. I am complimented by Battelle's
recognition that I have these qualities. This
is mitigated by the fact that they also,
obviously, consider me totally expendable.
Nevertheless, I am here and I want to give
you a state of the art status report of GC/FT-IR
stressing its complementary nature with GC/MS.
How do you do GC/FT-IR? You can obtain one of
the earlier generations of the system, such as
the DIGILAB instrument, shown in Figure 1, first

produced three or four years ago. You can get
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one of the later generation, shown in Figure

2, again, a DIGILAB system which is much more
cosmetically nice and is configured so the
instrument is free for normal operation. All
of the major manufacturers produce these now;
Nicollet, IBM and Analect. Beckmann and Bowmen
are very hard at work on their systems.

You can also do like we did at Battelle
where we are faced with two problems; one, the
equipment is expensive and sometimes we can't
buy it; secondly, we are concerned only with
selling the output, we don't have to sell
the instrument. So we are somewhat less
concerned with aesthetics and cosmetics and
you can do as in Figure 3, which shows our
interface, the chromatograph and our instrument.
What else is required? Nothing particularly
profound as diagramed in Figure 4. What you

do is just take the infrared beam from your
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instrument through the light pipe through which
the GC effluent is going. Take the output from
an MCT detector and you can get the spectrum

that way; nothing particuarly profound. There

is a little technology in the light pipe, but

it is also not difficult as shown in Figure 5.
You just have some way to get the effluent in,
traverse it down the pipe and back out. For

mid infrared spectroscopy, one generally uses

KBR windows. There is a little technology
effecting a good seal at the windows and the
transfer lines so that you don't lose the sam-
ple. You also need to heat the light pipe.

This can be done relatively simply as I'll show
you in just a moment, but the only other require-
ment then is some technology in the light pipe
coating. I really hesitate to use the word tech-
nology; it's absolutely a black art. We make

our own light pipes. They are simply precision

bore glass tubes that we put a gold coating on
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ourselves. Most of the manufacturers are doing
the same thing or else they have a sole source
of supply. Nothing really profound. It is just
difficult to get a really good gold coating on
it.

The only other problem then is, how do you
heat it? Again, in our system we enclose it
with a very simple aluminum block as shown in
Figure 6. This is the end of the light pipe
here; ours is only about four inches long. So
this is relatively compact. We have a heated
transfer line here through which we are actually
bringing the fused capillary from the GC, rout-
ing it over to here so you can get the effluents
into the light pipe, traverse it down here, it
comes right back through the heated transfer
line back over to the FID of the GC. So we get
infrared data, and FID traces after it has been
through the light pipe; really rather simple.

What do you do with it then and why would I
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want to give you a comparision to mass spec?
(Figure 7). I want to compare the information
content, the speed and ease of operation, the
sensitivity, and the chromatographic resolution.
I can actually dismiss the last one because
when that slide was made the first approaches
to doing capillary column work were being made.
There was considerable necessity to justify all
of the additional work and complexities for the
capillary work to show that you did get an
improvement in data that was worth the extra
trouble.

Now, with the capillary ability, the
chromatography is the same. So that has
become quite irrelevant. The other three I do
want to talk about some more. I will demonstrate
this to you by using what I will define only as
a "hazardous waste sample."” What happened with
this was that in our laboratory we did GC/FT-IR

on the sample using a packed column.
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We also did the capillary column work and
this is where we first demonstrated that the
additional difficulty was well worth it.
A second laboratory was also running
capillary GC/FT-IR. At Battelle we also
were doing the mass spec on it. Another
laboratory, completely independent of all
of these was also doing mass spec on it.
So we had an excellent cross-check here;
from laboratories using mass spec
and giving, for all practical purposes,
absolutely identical results, and two
different laboratories using GC/FT-IR and,
while they were not absolutely identical
because they did not use exactly the same
column, there was no difficulty in correlating
the two and seeing that