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PREFACE

After the model described in Part 1 of this report was formulated, a
draft of an instruction manual was rather hastily prepared to guide computef
orogrammers in the task of transforming the theory into an operational model.
The present report, Part 2, evolved from that manual. The purpose of this
document goes beyond that of an instruction manual, however. The broader
Jbjective is to provide in conjunction with Part ].i;E detailed description of

+hat we regard as EPA's first-generation regional oxidant modei.

In attempting to use science as a tool for treating the types of applied
aroblems that are of concern to the EPA, one is not allowed the luxury of
;implifying assumptions that reduce problems to forms that possess concise
2legant solutions. Instead, one must face the harsh realities of the physical
world and search for approxfmate descriptions of phenomena that strike an
acceptable compromise Between scientific rigor and practicability. Just what
constitutes an "acceptable" compromise in this case is a subjective judgement
that each person must make for himself. In my view, several of the techniques
presented in this report represent compromises that are not wholly acceptable,
but they must suffice for now because time constraints dictate that we move on
to the task of model testing. Hopefully, the flexibility that we have built
into the basic framework of the model will foster efforts by others to expand
and improve upcn the work we have done; and a second generation model will

emerge significantly better than the model presented here.

R.G. Lamb
November 1983
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ABSTRACT

Detailed specifications are given for a network of data
processors and submodels that can generate the parameter fields
required by the regional oxidant model formulated in Part 1 of
this report. Operations performed by the processor network in-
clude simulation of the motion and depth of the nighttime rad-
jation inversion layer; simulation of the depth of the convec-
tive mixed and cloud layers; estimation of the synoptic-scale
vertical motion fields; generation of ensembles of layer-aver-
aged horizontal winds; calculation of vertical turbulence fluxes,

pollutant deposition velocities, parameters for a subgrid-scale

concentration fluctuation parameterization scheme; and many
other functions. This network of processors and submodels, in
combination with the core model developed in Part 1, represent

the EPA's first-generation regional oxidant model.
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SECTION 1

INTRODUCTION

GENERAL DISCUSSION

In Part 1 of this report, (Lamb 1983d) we developed a theoretical basis
for a regional-scale model of photochemical air pollutants. Realizing that
the operational model would be very complicated and would require considerable
time and effort to develop, we proposed that, rather than integrate all of the
various components of the model into a single unit, we construct it by
partitioning the mathematical descriptions of small groups of individual
physical and chemical processes into discrete modules interconnected by fixed
communication channels. Such modular design would facilitate troubleshooting
operations, provide a natural division 6f labor for the tasks required to
implement the model, and permit continual incorporation of state-of-the-art'
techniques without the need to overhaul the model code each time a new

technique was introduced.

The overall structure of the proposed model system is illustrated in
Figure 1-1. The box labeled CORE represents the computer language analogue of
the differential equations that describe all the governing processes
considered in the model development in Part 1. (These equations are listed at
the end of this section.) The CORE module is expressed in a very primitive

mathematical form in the sense that its inputs are matrices and vectors whose
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v crmn o

elements are composites of meteorological parameters, chemical rate constants,
etc. For example, the 1link between CORE and the output of the module labeled
HEM, which contains the analogue of the chemical kinetics scheme, consists of
WO vecfors P and Q, each of length N, where N is the total number of chemfca]
species simulated. The n-th element of P is the net rate of production of
species n due to source emissions and chemical reactions among all other
species, and the n-th element of Q is the net rate of destruction of species n
ue to its chemical interaction with all other species. Thus, any chemical
“inetics mechanism can be incorporated into the model as long as it is
xpressed in a form that is compatible with the vector interfaces that link

:0RE with the chemistry module CHEM.

The remainder of the inputs required by CORE are prepared by the module
Jesignated BMC (b-matrix compiler) in Figure 1~1.The BMC performs essentially
the same task that language combi]ers perform in computers. It translates the
parameter fields in the model -input file (MIF) into the matrix and vector
elements that are required to operate the algorithms in CORE. These
parameters include layer thicknesses, horizontal winds in each Tlayer,

interfacial volume fluxes, and deposition velocities.

The variables in the model input file (MIF) are supplied in turn by a
series of interconnected processors, labeled P7, P8, eté. in Figure 1-1,
several of which are rather complex models in themselves. These processors
generate the wind fields, the interfacial surfaces that separate the layers,
turbulence parameters, source emissions, and many other variables. Their

inputs consist of information generated by other processors in the network



and partially processed raw data that are transferred through the processor

input file (PIF).

The purpose of this report is to provide detailed specifications of the
processor network illustrated in Figure 1-1. This network will consist of
both permanent and interchangeable components. The permanent components are
the CORE, the BMC, the MIF and PIF, the communication channels that link the
processors and the PIF and MIF, and the interfaces between the processors and
the communication channels. All processors, i.e., P1l, P2, etc. and CHEM are
interchangeable components of the network. Any or all of the interchangeable
elements can be replaced by other modules as long as the replacements are
compatible with the communication channel interfaces. By "interface" we mean
the set of input and output variables assigned to each processor. We can
think of each processor as being analogous to an electronic device that plugs
into a multireceptacle socket (the interface). Each receptacle that provides
an input to the processor is connected to a fixed signal source, apd each
receptacle that receives an output from the processor acts as a signal source
on the network of communication lines. Considering the interchangeability of
the processors and chemistry module CHEM, one should view the processor
designs that we develop in this report as "first generation" versions that may

be replaced in the course of future tests and refinements of the model.

Neither the chemistry module nor the results of any test simulations are
discussed in this report. These topics will be discussed in later parts of
this series of reports. In the following sections we present designs of each

processor in the network including the BMC. Theoretical descriptions of the
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-ztnematics contained within the module CORE were given in Section 9 of Part
#e will not elaborate further on this part of the model system in this
->nort other than to describe in more detail the numerical scheme that we
21y to the transport and diffusion portion of the model equations. These

:tails are given in Appendix A of Section 6 which describes Processor P7.

Figure 1-2 shows the region in the Northeastern United States to which
. regional model will be applied. Each point in the figure represents the
mer of a grid cell in which values of all pollutant species concentrations

. computed by the model.

‘MARY OF PROCESSOR FUNCTIONS
The functions performed by each processor in the model network,

tustrated earlier in Figure 1-1 are summarized below.

‘rocessor Pl

Prepares upper air data for use by other processors in the network.

Processor P2

Uses surface air monitoring data to estimate initial, lateral and upper

boundary conditions on pollutant species concentrations.
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Processor P3

Prepares surface meteorological data for use in other processors.

°rocessor P4

Estimates surface roughness, Obukhov length, surface heat flux, and

friction velocity.

Jrocessor P7

Simulates the depth and motion of the nighttime surface inversion layer
and the depth of the daytime shear layer and provides smoothed terrain

2levations.

Processor P8

Computes depths of the convective mixed layer and cloud layer, cloud and
turbulent entrainment velocities at the mixed layer top, synoptic-scale mean
verti;a] motion on the top surfaces of model Layers 2 and 3, and layer

averaged horizontal wind divergences.

Processor P9

Calculates factors for cerrecting the chemical rate constants for

temperature, density, and sunlight variations.




Processor P10

Transforms the source emissions inventory into source strength functions,

and estimates the plume volume * fraction parameter required in the subgrid.

scale chemistry parameterization.

Processor P11l

Computes ensembles of volume averaged horizontal winds for each model

layer (except the nighttime surface inversion layer which is treated in P7).

Processor P12

Calculates layer interface turbulent volume fluxes; horizontal eddy .

diffusivities; and cumulus cloud flux partition harameter.

Processor 15

Computes pollutant species deposition velocities.

BMC

Compiles processor network outputs for input into the model core

aigorithms.
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SUYMARY OF MODEL. EQUATIONS

The equations upon which the regional-scale mode is based were derived in

“.rt 1 of this study. The basic forms of the governing equations in each of

- 2 model's four layers are summarized below.

zer 1
Q%%Zl + <o, 9%%!1 * py Wy a;c> * iy <V g%%Zl
[ B,QnV PN 82nV
+ p}\<u c'> + p¢<v c > 0
d<u'ce'> v'e'>y
YTt Hy e
+ A + - Fi' 9] = <R
V, Lt Fo1m Fppl = <1+ <9y
nere
- 1
WA = T Coso
_ 1
IJ¢ - 3
a = earth radius at MSL (in meters)
A = longitude
¢ = latitude
A = a2 (A%AN) coso
Ad,AA = latitude, longitude grid cell dimensions

[}
constants (A¢ = % AN = %°)

FORTIPINY




A+AA/2  ¢+AG/2
Vl(k,¢,t) = azcos¢ S S’ MAX {0, [zl(k',¢',t)
A-AN/2 0-A0/2

- MAX [Zy(A',0"), z (A',0",t)]1]}d"dA’

<u'c'>1
subgrid scale fluxes of ¢ (see Part 1, Section 7)

[P |
<v'e'>y
<R>1 = all chemical, rainout and washout processes.

<S>
sources above nighttime radiation inversion.

Wy, <>y = layer averaged horizontal wind components
(u = east-west component, positive eastward),
(v = north-south component, positive northward).

Fl,l = (l-on) ((<°>1 - <c>2)w1m + <c>y w1]

B = deposition velocity of species ¢

ch(A,¢,t) = fractibn of surface H1 penetrated by terrain

TR T - W~ W
A i~ 1 m 01
wl—Fc—Tl'*'z—[l"‘eY'f (T)]
V40
-5 - -
w WR

e
]

- g (- By B e (R
1m VZn c&h /Zowl

- {:QDI - il, neutral and unstable conditions;

1= all emissions of ¢ in Layer 1 (includes stacks and surface

- ﬁl, ( = given inversion layer depth growth rate), stable

10



wpy = mean vertical velocity on H1 (terrain induced component
excluded)

Q
i

rms vertical turbulence on H1 ( =0 in stable cases)

L 3
]

threshold of cumulus "root" updraft velocity on H1

Noe
o
W

azllat

b, O, W

o Ye (see Layer 2 equations)

x i
-42 R
erf(x) = 2 j e v 4t b

n
o

B,1 = (01, = opp) B<e>q + (1 = a7 )F,

010 = fraction of surface H° in given grid cell penetrated by
terrain v
Fo = g
|
0zone:

F0(03) = <03>1 WA_ - 03w+)\+(1 - 8)(A - a)

0, if §N0>v§o3 ' J
~d-a - .
05vC - gNOV , otherwise '

By t v
03

Nitric Oxide:

F (NO) = <NO>; w_A_ = NO waA (1 - £)(1 - a)

§N0 +wg(N0 - 04) , if §N0>v§03
.1 + BNO/\) L

- (1- a)

vENO , otherwise
1+ BNO/G*

a
11 g
%




Nitrogen Dioxide:

Fo(NO,) = <NO,>iw A = NO, WA (1 - €)1 - @)

= (1-a)

all other species, ¥.

VE(NO, +03) + 5\ ¢ S0 > VE03
1+ BNOZ/v

vENO, + 5.\ + 3§
2 NO NOZ , otherwise

L+ 3N02/“

Fox) = <o A = xw A (1= €)(1 - a) - (1 - )0x + 3)(1 + 8]

See Layer 0 equations for specification of 03, NO, NOZ’ X, W

Vy(A,0,t)

a =

d

WZ - W

3

b,
w+A+(1-oT )

0

c .
T, fe/Aé}

+s My, etc.

>p + e; [+ Fl,z - F2,2]

—$ <vle!
<R)2 + <S>2
A+AA/2
a2coso
A-AA/2

12

o+A0/2
{ZZ(A',¢',t) - MAX [iT(A',¢‘),
=00/2

z;(A',0',£)13do A"

oy R 0



<u'c'>,

subgrid scale fluxes of ¢ (see Part 1, Section 7)
<V'Cl>2
<R>, = all chemical, rainout and washout processes in‘Layer 2

<S>, = source emissions in Layer 2 (if any)

<u>,, <v>, = Layer 2 averaged winds.

o (W, = W) oz, f
F o __cv'2 "¢t = _2_8 (. - -gc
2,2°"T-5_ (cg = <)) + <>y 55~ g5 [0 Q- g )3 - gc. + <o)
F -

1.2 0T15<c>2 + (1 - OTI)(<C>fu1 + (<c>1 - <c>2)wlm + (<c>2 - <c>1)w01]

W, Wy, see Layer 1; wy,, see Part 1, Eq. 4-24c)
o. = fractional area coverage of cumulus clouds

w_ = mean upward velocity in cumulus clouds
— = turbulent entrainment rate of inversion air into mixed layer

GZ = mean vertical velocity (mean of both terrain induced compbnent Wro
and divergent component tz)

Q@
J
N

22 = local time rate of change of mixed layer top

Q
ot

0
]

1 - d’)(C)Z

§ = fraction of cloud air from surface layer

0<y<land ¢ <wA(l-op )/ (Vo)

13




-
2
E
2
3
§
3
&
B

W, - W
2 - f0/88

c 1- °c

c, ¢', & w_, A_ = See Layer 0 equations

Layer 3
9<c>a 92nVa 9<c>4 3<c>,
3t T <93 Tat T M\ W3 T T Hy Va5

+py <u'c'>y —8-}\—3 + p¢ <v'c'>3 2%%!3

d<v'e'> A -
T T Uy oty (R 3 Py 3l = <R

AHAN/2  o+AG/2
Va(A,4,t) = a%cos¢ [23(A",0't) - z2(A',0",t)]d¢' dA
A-AN/2 7 ¢-D9/2

z22(A,0,t) = mixed layer top
23(A,9,t) = model top

<u'c'>y
subgrid scale flux of c (see Part 1, Section 8)
(VIC'>3

<R>3; = all chemical (wet and dry) rainout and washout processes

<u>3, <v>3 = layer averaged winds

W, - W 9z
F - 2 C = . 2
237 o, [ _T—:—EZ + fe/Ae](cc <$>5) + <C>, 5t

14



9z s T

923 .
<©>3 5% if dH3/dt <0 ;
3,3 '

(cy = <c>3) dHp/dt + <c>5 =+

, otherwise

c, = concentration of species c above Z,

aﬁg/dt = given volume flux through model top surface

S = (L= Wiy +ylEc! + (1 - £)c]

where ¢' and ¢ are defined with the Layer 0 variables.

ar 0
<03>0 =@1-0 03 + C03'
0 = W_A_<03>1
3
3
0, if §N0 > vE0,
0y =
3 Ogv - §N0/§ , otherwise
By * Vv
03

<N0>p = (1 = §) NO + {NO'

w_A_<NO>,

N T T DRy

15



§N0/§ + V(N0 - 0,5) , if §N0 >vE0,

ﬁ + Vv
N0| = No
vwNO
Byo * Y
<NO>o = (1 = §) NO, + ENO',
NO W_A._<N02> 1
2 TwA +(1- C)BNOé
NO,v + Ogv + §N02/c
Byg * Vv
N0, =

NO,v + (§N0 + §N0 )/t

2

Bnot Vv
NO,

, otherwise -

, i f §N0>VC03

, otherwise

Species x other than 03, NO, and NOZ:

x>0 = (-8x + &x'

W_A._<X> 1
X = -
wA, + (1 §)Bx

xS/t
X = B+
Parameters:
io
A, = 41 - erf (—)]
JZow

16
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1-2,
g 2
w e
=2, - = exp (- 55)
Jan %W,

u* (plume entrainment velocity)

=&

w+A+
plume volume fraction

rms vertical turbulent velocity on Ho
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SECTION 2
PROCESSOR P1

GENERAL DISCUSSION

This Processor performs a number of standard operations on the raw rawin
data to put them into the forms required by the higher level processors in the
network. It operates on the rawin data only. We assume that the "raw"

rawin record at the m~th station consists of a sequence of Im "vectors"

[SPD,DIR,T,TD,p]im, i=l,... 1, (1-1)

where the i-th vector represents the wind speed (m/sec), direction (degrees),
temperature (°C), and dew point depression (°C) at pressure level p
(millibars) at a given station m. The number of observation levels Im in each
record can vary from station to station and from hour to hour. The steps

necessary to convert the raw data into the desired forms follow.

Step 1
Convert the speed and direction (SPD,DIR)im into cartesian components

(u,v) at each level i and at each station m by

[ .eA -al
Ui = (SPDim) sin 6, (1-2a

18
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Vim

here

a,im

"hese values

'TF.

(1-2b)

- (SPDim)-cos eim

(1-3)

(DIRim)°(2n/360).

must be processed further (in step 10) before recording in the

step 2
Convert the temperature and dew point depression TD into the water vapor
aixing ratio q (mass of water per total mass of air) at each level i and
station m by
0.622e,
im
G = ——e i (1-4)
m Pim ®im
where
L ,1_1 .
. = e exp[z (% - )] (1-5)
im = “o PR Ta TDiT 1
R = 0.461 joule g; oK”
L = 2500 joule g (latent heat of vaporization)
e, = 40 mb (saturation vapor pressure at To)
To = 29 + 273 = 302°K (reference temperature)
TDim = Tim - TDim'+ 273 (dew point temperature at level i, station m)
Pip = Pressure (mb) at level i, station m.

The mixing ratio Ui and dew point TDim are outputs of this stage and

require further processing in Step 6.
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Step 3

Compute the relative humidity RH%m for each 1eve1.i.and station m by

_ Pim ®sm
R:m = Qip’ 0.622e_, (1-6)

where € is found from (1-5) by replacing the dew point TDim with the

temperature Tim’

Step 4
Convert the pressure Pim at the levels 1'=1,2,...Im of the upper air
observation at station m to altitudes Zin (AGL) by first converting the

e trhacaml

temperature measurements Tim to virtual temperatures

s i i Al L ANk A b S e o m B

Tyim = (Tip * 273)+(140.61q, ). (1-7a)
Then
Ry ] P(-1ym by |
Zin =9 .E [%(ijm + Tv(j-l)m)]]n » (1-7b) .
=1 Jm <
where
pjm = pressure at level j (j=0 represents ground level) at station m;
zjm = e]evation_gAGL) of observation level j at station m;
g = 9.8 msec (gravity);
Ry = 287 m? sec’ oK™ (gas constant for dry air)
ijm = virtual temperature (°K) at level j, station m.

20



Step 5

Let 2m be the known elevation (MSL in mefers) of the m-th rawin station,
and let Pom and TVom be the station pressure and virtual temperature. Using

(1-7) we now calculate the sea-level pressure at station m:

Paim = sea-level pressure at station m (in millibars)

2m g
PomeXP [R—T—d 15 (1-8)
and we calculate the geopotential height ¢ (m2/sec?) of the 1000 mb surface:

T 1In Pom (1-9)
d'vom = TO00 °

Using the ¢om value from the previous observation time, say, t-At, compute

¢ + R

om - 9%

éom ="[o,,(t) - & (t-At)]/At (1-9a)

Record ¢om and ¢om in the PIF.

[

Step 6

At this stage thé virtual temperature, relative humidity, dew point and
mixing ratio are known at each elevation z; in the sounding.(from step 3).
These data should now be interpolated to give semi-continuous soundings, e.g.,
Tm(z) and qm(z) of virtual temperature and mixing ratio at each rawin station

m. That is, we convert

(pime Zim) = Tpnf2) (1-10a)
(Tyim Zim) = Tym(2)s (1-1%a")
(G50 Z55) = qp(2) (1-10b)
(RH -, 2;.) => RH_(2) (1-10c)

21



where
z=% +naz , n=0,... ; ‘ . (1-10d)

Az=50 meters, and

5000-2m
0=~ (1-10e)

The third-order interpolation scheme described in Processor P8 (see Egs. 8-56,
8-60, ...69, and 8-70) should be used in performing the transformations

indicated by Eqs. (1-10). Record the Tm, Gy TDm’ and RHm values for each of

the z given by (1-10d) in the PIF.

Step 7
The pressure-height pairS‘(pim, Zim) should be transformed into a semi-
continuous sounding as in Step 6 above. In this task the sequence begins with

the sea-level pressure, followed by the station pressure, and the observation

levels aloft, i.e.,

(Po1n2 02 (P2 s (PygaZyp)- - - (Pp o2 ) = Pp(2), (1-11a)
m m

where

z=nAz, n=0,1,...100; ‘ (1-11b)

and Az=50 meters. In performing the interpolation (1-1la), an exponential

formula should be employed based on the hydrostatic condition

éE = - . (1'12)
A
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“acord the Pn values at each z given by (1-11b) in the PIF.

Using the pm(z) profile obtained in Step 7, determine the geopotential
-2
wésec ) of the 850, 700, and 500 millibar surfaces at each station m. For

ample,
®(850)m = 92850 ' (1-13)
vhere g is gravity and Zgc is the elevation (MSL) that satisfies
P (1850) = 850 mb. (1-14)

By the same process compute ¢(700)m and ¢(500)m'

Step 8

Using the virtual temperature profile Tvm(z) from step 6, Eq. 1-10a
above, and the pressure profile pm(z) from Step 7, Eq. 1-11, compute the

potential temperature profile em(z) for each level z defined by (1-10d):

1000 )0.286 ' (1-15)

8,(2) = Ty (Z)(B;r;)

where Pm is in~millibars, as above, and ﬂn is in degrees Kelvin. Now compute

the air density at each of the same levels z using

(2) = Pn2) -102 (1-16)
PntZ) = T (2)

d vm
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-3
3 - ° -
yp 1S in K, and p=kg m .

From 6 and p compute the profile csm(z) of static stability from

-2 -1
where p_ is in millibars and R =287 m?sec °K , T

[0, (2+42)-6 (2-82)1-10"

9sn(2) = p 2R DITp, (TR (T ADIT (1-17)

-3 -2
With p in millibars and p in kg m , g, has units of m*sec?kg . Record the

profiles em(z),pm(z) and osm(z) in the PIF for each rawin station m.

Step 10

Interpolate the wind components u.

im and Vim of Eq. (1-2) above to obtain

the profile

Usp ﬁ(gh,z) ' (1-18a)
Vip * V(;m,z) (1-18b)
where z takes the values given by (10d).

Stage INT

The raw rawin data are generally available only at 12-hour intervals,
but the output variables produced by this processor, P1l, are required each

hour by p;acessors further along in the network. Therefore, an interpolation

of all output variables must be performed to provide values at hourly intervals.

The specific interpolation formula that is used for this purpose is left to the

discretion ofT the user.

24
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Table 1-1 summarizes the inputs and outputs of each step of Processor Pl

:nd Figure 1-3 illustrates the processor and its data interfaces.
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Table 1-1 Summary of input and output variables
of each step of Processor Pl.

Input Output

¥
kS
S
2
3
<
aa
P
<
<
£
-
x
%
g

Variable Description Source Step Variable Description
-1 '

SPDim wind speed (ms ) at RAW 1 u, (tk) east-west wind
level i at rawin component at level
station m. i, station m, hour tk.“

DIRim Wind direction RAW Vim(tk) north-south wind
(compass degrees) at component at level
level 1 at rawin i, station m, hour tk‘
station m

Pim pressure (mb) at RAW 2 qim(tk) mixing ratio

level i, station m. (dimensionless) at

level i, station m,

hour tk.
1D, dew point depression .RAW Ta:(t,) dew point temperature
m (°C) at level i, Dim* "k at level i, station m,
station m. ~ hour tk.
Tim temperature (°C) at  RAW

level i, station m.

Pim see above RAW 3 RHim(tk) relative humidity
at level i, station m,
hour tk'
T. see above RAW
im
Qim see above Step 2
Tim see above RAW 4 Tvim(tk) virtual temperature

(°C) at level i,
station m, hour by

%im see above Step 2
P see above RAW elevation (AGL) of
m z, (tk) level i at station m,
hour t,.
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Table 1-1 Summary of input and output variable
of each step of Processor Pl. (Continued)

Input Qutput . '
Variable Description Source Step Variable Description
im elevation (meters, RAW 5 ¢Om(tk) geopctential (m2s~2)
ms1) of rawin of 1000 mb surface
station m at station m, hour tk.
Pom station pressure RAW 6°m(tk) time rate of change
(mb) at station m. (m2s5-3) of geo-
. potential of 1000 mb
Tvom virtual temperature Step 4 surface at station m.
(°C) at station m.
Tvim see above Step 4 6 Tvm(z,tk) Temperature, mixing
ratio, relative humidity,
Ui see above Step 2 qm(z,tk) and dew point profiles
at station m resolved
RHim see above Step 3. RHm(z,tk) to Az=50m as prescribed
by Egs.
Zim see above Step. 4 TDm(z,tk) (1-10d,e) at hour tk.
TDim see above Step 2
Pim see above RAW 7 pm(z,tk) pressure (mb) at
elevation z(ms1) above
Zim see above Step 4 station m, resolved to
Az=50m as prescribed
by Egs. (1-10d,e) at
hour tk.
pm(z) pressure at elevation Step 7 8 ¢(850)m geopotential (m2sec?)
Z(MSL) over station m. ¢(700)m of the 850, 700, and
¢’500)m 500mb surfaces at
b station m.
pm(z) see above Step 7 9 em(z) potential temperature
(°K) at elevation z
Tvm(z) see above Step 6 over station m, resolved

27

to Az=50m as prescribed
by Eqs. (1-10d,e).

pm(z,tk) air density (kgm‘3) at
elevation z (resolved
as above) over station m,
hour tk.

osm(z,tk) static stability
(m¥s2kg=2) at elevation
Zz at station m, hour tk'



Table 1-1. Summary of input and output variables
of each step of Processor P1l. (Concluded).

Input - Outpuf

Variable Description Source Step Variable Description
Usm see above Step 1 10 ﬁ(5m’z’tk) east-west and nor
_ south winq
Vim see above Step 1 v(gm,z,tk) at elevation z (a:
[also given by Eqs. 1-I(
am,vm] at Jocation X of
station m, at hour
t’k’
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 SECTION 3
PROCESSOR P2

GENERAL DISCUSSION

This processor determines initial, upper and lateral boundary conditions

on all of the pollutant species simulated by the regional model. Presently,

it is impossible to.estimate-these conditions with an.accuracy anywhere

near that of available emissions estimates, because: (1) the pollutant

monitoring data from which the initial and boundary conditions must be derived

are few and nonuniformly distributed, (2) no measurements are routinely

available aloft, and (3) most of the intermediate pollutant species that must
be treated to simulate the chemistry properly are not measured at all. In
addition, the model requires conditions on the cell averaged concentrations

but only point measurements are made at the monitoring sites.

The problems caused by the paucity of data can be mitigated by
initializing the model on a clean" day, such as a day immediately following
the passage of a cold'front, and by choosing a model domain that is large
enough that the quantities of pollutants emitted by sources just outside the

model boundaries are small compared to those generated within the simulation

area itself. In such a case, we can use "clean atmosphere" conditions for the

initial, upper and lateral boundary values of each species. Table 2-1 lists
these values for each of the 23 pollutants modeled by the Demerjian-Schere

(1979) kinetics scheme that we have been using during the development phase of
the regional model.
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Table 2-1. Pollutant species~cohcentration§ (ppm) taken to be
- representative of “clean" atmospheric conditions*.

. -1
(Notation: 1.000-01 =10 .)

NO 4.499-04 NO2 1.404-03 co 1.010-01 HC1 1.084-03
HC2 3.390-03 HC3 7.679-03 HC4 6.911-04 03 3.522-02
HiNO2  3.473-05 HNO3  7.215-04 PAN 3.808-04 RNO3  1.004-06
H202  8.784-05 0 1.284-10 NO3 5.434-07 HO 3.734-07
H02 2.078-05 HO4N  7.583~06 RO 5.848-08 RO2 5.578-05
R20 2.452-09 R102 1.550-05 R202  5.319-06

*Values reported here were obtained by initializing the Demerjian-Schere
(1979) 23-species kinetics mechanism with the following species concentra-
tions and allowing reactions for 90 minutes in full sun conditions:

= .001ppm, NO, = .002ppm, total non-methane hydrocarbon = .05ppm,
C0 = .1ppm, O3 = .02ppm, all other species = Oppm.

Hydrocarbon classes are as follows:

HC1l = olefin, HC2 = paraffin, HC3 = aldehydes, HC4 = aromatics. Initial
values of each of these lumped species were cbtained from the total
nonmethane hydrocarbon concentration using the speciation method
suggested by Demerjian (1983).
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The problems caused by the unavailability of volume-averaged

concentration data cannot be eliminated because there is no unique

relationship between the concentration values measured at one or several

discrete points within a given volume of space and the concentration averaged

over that volume. This 1is the so-called subgrid-scale closure problem

encountered in all modeling studies in which it is impossible to choose a grid

size small enough to resclve the smallest spatial variations in the simulated

variables. In Part 1, Section 5, we developed a crude subgrid-scale closure

scheme for use in treating the pollution chemistry. Proceeding along lines

similar to those described there we cculd formulate an approximate way of
extracting volume-averaged concentration estimates from point measurements.
However, we will not attempt this here because the improvement in accuracy
gained in the initial concentration fields would probably not be significant

enough to warrant the development and implementation efforts. Perhaps future

modeling studies can investigate this problem in detail if the need is great.

In the remainder of this section we outline a procedure for obtéinfng
rough estimates of initial and boundary conditions on pollutant concentrations
in situations where the "clean atmosphere" assumption does not apply. An
important point to note in the preparation of initial and boundary conditions
is that, due to inaccuracies and uncertainties in the methods used, the set of
concentrations obtained for any given grid cell or boundary point will
generally not be consistent with chemical equilibrium conditions. For
example, if one deduces concentration values for 03, NO, NO, and olefin from

the monitoring data and assigns "nominal" or zero values to all the other

species included in the chemical kinetics scheme, one would find upon

initializing the model with these values that a period of rapid chemical
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transformations immediately ensues. These rapid changes indicate that the
concentration conditions selected for the initial state do not represent a
state near equilibrium. These spurious reactions are an artifaﬁt of the
chosen set of concentrations and are not representative of the chemical
activity that occurs just after the initial moment. This is analogous to the
initialization problem in meteorological models where failure to prescribe an
initial state that is in geostrophic balance results in the generation of

spurious gravity waves.

The transient concentration variations excited by errors in the initial
state diminish the accuracy of the model's predictions within some finite
period following the initial instant ty They also exact a significant
penalty 1in computer time. Because when the chemical state is far from
equilibrium, the mathematical algorithm in the model that handles the chemical
rate equation must utilize many small time steps to track the approach of the
state of the system to equilibrium. Since this operation must be performed
initially at every grid point in the model and at all boundary points at all
times where the boundary condition specification is inexact, a considerable
portion of the computation time required by the model can be wasted on this
fictitious phenomenon. The remedy is to use the initial concentrations
deduced from the monitoring data as the initial state in a batch reactor
model; to run that model for a time long enough for the chemical state to
settle down to a point where changes are occurring relatively slowly (say,
time scales ~10 min); and then to use the concentrations of each species given
by the batch reactor model at that point as the initial conditions in the
regional model. The same procedure should be used to obtain the upper and

lateral boundary conditicns.
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Stage LBC: Estimating lateral boundary conditions from monitoring data

(1) Collect hourly surface monitoring data for each species xi(ppm) i =
1,...IMAX from all stations within 20 km either side of each of the

regional model's four lateral boundaries. Each station within this 40 km

wide boundary zone is treated as though it 1ies on the model boundary at.

the point closest to the station location.

(2) Use a cubic spline or other acceptable interpolation formula to estimate
concentrations ii (AB, 0> t)(ppm) at each grid point (AB, ¢B) on the
boundary. Here (A,¢) denotes the longitude and latitude of a cell center
on the boundary of the regional model domain.

(3) Using the functions ¥ i obtained in step 2, estimate layer averaged
concentrations along the boundaries as follows:

<xj(Ags ¢g, t)>, =B X; (Ag, ¢g, t), ?:%23IMAX (2-1)
where the Bn are empirical constants to be estimated from the NEROS field
experiment data. |

(4) For each hour tm, each boundary point (AB, ¢B), and each layer n perform
the batch reactor equi]ibrafion process, described in the introduction to
this section, to the set of concentrations <xi(AB, ¢B,'t)>n, i=1,...IMAX

given by (2-1). Record the .resuits in the ICBC portion of the model

input file MIF (units = ppm for each species).

STAGE IC: Estimating initial conditions from monitoring data

(1) Collect surface monitoring data for all pollutant species at all stations

within the regional model domain at the initial hour t, (=1200 EST) of
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(3)

(4)

the period to be simulated. Noon is chosen as the initialization hour

because, at this time, pollutants are usually distributed nearly

-uniformly in the mixed layer and initial values for Layers 1 and 2 can be

equated with minimum error.

In places where more than one monitoring station lies within a grid cell,
compute a weighted average of the reported values taking into account the
proximity of each station to sources and the distribution of land use
types within that cell. For example, if one monitoring site is in a
rural area and 70% of that cell is in rural land use, the rural station
would be given a weight of 0.7 in computing the cell average
concentration.

Fit a two-dimensional function to the finite set of cell averaged
concentrations obtained in step 2 and from this function derive values of
the concentration of each measured pollutant species at all grid cells in
the model region.

Subject each.set of concentrations i=1,...IMAX obtained in step 3 to the
batch reactor equilibration process. Call the results of this operation
xi(A, 0, to) where (A, ¢) ranges over all grid points in the model
region. Now record the following initial layer averaged concentrations

(ppm) in the ICBC portion of MIF:

xi(Ay 0, £ )21 = x;(A, 8, L) (2-2)
<x‘i(}" 6, to)>2 = Xi()\, o, to) (2-3)
XA, 4, t)>3 = E5x;(A, 6, t)) (2-4)

where gi is an empirical constant to be derived from the NEROS field

experiment data.
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Stage UBC: Upper boundary conditions

(1) In the first generation model we will use the "clean" atmosphere species
concentrations listed in Table-2-1 for the upper boundary conditions x,
for. all cells and all hours. Record these in the ICBC portion. of
MIF(units = ppm for all species), i.e.

(A, ¢, t) =X . i=1,...IMAX; (2-5)
Xe, i CLEAN, i AT G 0, 1)
Table 2-2 summarizes the inputs and outputs of Processor P2, and Figure 2-1

illustrates the processor and its interfaces with the processor network.
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Table 2-2 Summary of input and output variables of each
stage of Processor P2.

Input Qutput
Variable Description Source Stage Variable Description.

Xik(tm) concentration (ppm) RAW LBC <xi(AB, 0g> tm)>n average concen-

of i-th pollutant tration (ppm) of
at hour t_ measured i-th pollutant
at surfac® monitoring in layer n=1,2,3
station k=1,...K. at boundary cell
(AB, ¢B) at hour
t .
m
Xik(tm) see Stage LBC input. RAW IC <xi(A, ¢,t°)>n average concentration

(ppm) of i-th pollut-
ant in layer n=1,2,3
in grid cell (A,¢9) at
the initial instant

to.

Xi(tm) see Stage LBC input. RAW UBC Xen i(A, o, tm) concentration (ppm)
! of i-th pollutant
at top surface of
, model over grid
cell (A,¢) at hour

tm'
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SECTION 4
PROCESSOR P3

GENERAL DISCUSSION

This processor performs standard operations on the surface meteorological
data to put them into forms required by the higher level processors in the
network. The surface and rawin data are treated in separate processors to
facilitate future alterations in the data analyses and to permit easier

incorporation of additional data.

We assume that at given time intervals (not necessarily hourly intervals)

the surface observations consist of the set

[SPD,DIR,T,TD,p],

where n denotes the surface station, whose location is x.; and the other
-1 '
variables represent wind speed (ms ), direction (compass degrees),

temperature (°C), dew point depression (°C) and station (not sea-level)
pressure (mb).

Step 1
Convert the wind speed and direction into north-scuth and east-west

components as follows:

b, = U(x,) = - SPDsin B (3-1a)
= U(x,) = - SPD -cos 6 (3-1b)
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where
en = DIRn—(Zn/3GO).

The components (an,vn) are outputs of this processor for each time interval.

Step 2

Convert the temperature and dew point depression to mixing ratio, dew

point temperature, relative humidity and virtual temperature as follows:

0.622en
q,. = - (=mixing ratio) (3-2a)
n Pn™®n
where
L ,1_1 .
e =eexplz (¥ - % )] (3-2a7)
n- S0 T'R To TDn1
R = 0.461 joule g °K
-1
L = 2500 joule g
e, = 40mb (saturation vapor pressure at temperature To)
- [+
T° = 302 °K
Pp = station pressure (mb)
and
TDn = Tn - TDn + 273 (=dew point temperature) (3-2b)
RH_ = q_ LR s (=relative humidity) (3-2¢)
n = A, 0.62225n =relative humidity

where e n is obtained from (3-2a°) by replacing the dew point temperature TDn

in the formula with the dry bulb temperature Tn (expressed in °K);

Ton = Th (1+0.61q,) (=virtual temperature) (3-2d)
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- - o
where Tn (and hence Tvn) is in °K.

The mixing ratio a, (dimensionless) and the relative .humidity RHn
(dimensionless) can be recorded in PIF (they are outputs of this processor).
Before recording the dew point and virtual temperature in PIF, they should be

converted to degrees Celsius as follows:

Tpy (°€) = Tp (°K)-273
T,(°0) = T, (°K)-273

where T, (°K) is from Eq. 3-2b and Ton (°K) is from (3-2d).

Step 3

Let in be the elevation (meters, MSL) of surface station n. Compute the
geopbtentia] of the 1000 mb surface

Pn

®on = 92, * RyTyn 1 To00 (3-3)

-2 _ .1
where Tvn is from (3-2d) above (in °K) and Ry = 287 m?s °K . Using the
value of ¢, from the previous time interval, estimate tha time rate of change

of ¢on by
. -1
¢on = [¢°n(t) - ¢°n(t-At)]At (3-4)

CompdEé the sea-level pressure Psy at each station site 5n,n=1,2,...N as
follows.
g

- n -
Psi,n = Pp®*P [RdTvn ] (3-5)
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where p_ is the station pressure (mb) and all other variables have the same
definitions as above. If the surface temperature Tvn undergoes large
variations between day and night, a 12-hour moVing averaged temperature must

be used in (3-5) to avoid fictitious variations in the estimated sealevel

pressure.

Step 4

Compute the surface potential temperature and air density at each station

6, = Tn (;ggg)o.zss (=potential temperature) (3-6)
-~ Pp
_ P, -2 . -3) (3-7)
Py = R;T;; .10 (=density, kg m

where Tvn is from Eq. 3-2d and is in degrees Kelvin (°K), Ph is the station

pressure in millibars and

2 -1
Ry = 287 m?sec  °K

-3
Record en(°K) and p, (kg m ) in PIF.

Stage INT

Values of each of the parameters produced by this processor are required
at hourly intervals by higher level processors in the network. However, most
of the inputs to this processor, P3, may only be available at 3-hour
intervals. Thus, it is necessary to interpolate each of the parameter values

produced in this processor by some means adequate to produce reasonable
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estimates of parameter values each hour. Stage INT is intended to perform
this task. We leave the detailed specification of the interpolation algorithm

to the discretion of the user.

The inputs and outputs of each step of Processor P3 are summarized in

Table 3-1 and illustrated schematically in Figure 3-1.
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Table 3-1 Summary of input and output parameters

of each step of Processor P3.

Input Output

Variable Description Source Step Varijable Description

SPDn surface wind speed RAW 1 ﬁn(tm) east-west surface wind
(m/s) at station n component at station n,.

hour t_.
m

DIRn surface wind direction RAW Vn(tm) north-south surface wind
(compass degrees) at component at station n,
station n. hour tm.

Tn surface temperature RAW 2 qn(tm) surface mixing ratio
(°C) at station n (dimensionless) at

station n, hour tm.

TDn surface dew point RAW RHn(tm) surface relative humidity °
depression (°C) (dimensionless) at j
at station n. station n, hour tm' :

Pn station pressure RAW TDn(tm) surface dew point (°C)

(mb) at station n. at station n, hour tm.
Tvn(tm) surface virtual 1
~ temperature (°C) at
station n, hour tm'

2 elevation (meters MSL)  RAW 3 ¢ .(t)) geopotential (m2s~2) of

of surface station n. 1000mb surface at location;
x, of station n, hour t. i
Tvn virtual temperature Step 2 £
[+
(°K).

Pn station pressure RAW ¢°n(tm) time rate of change 5

(mb) (m2s-3) of geopotential
of 1000mb surface at
station n location,
X, at hour t..

Psy n(tm) sea-level pressure
! (mb) at station n,
hour t_.
m
Pn see above RAW 4 en(tm) surface potential
' temperature (°K) at
vn see above Step 2 station n, hour t .
pn(tm) surface air density

(kg m-3) at station n,
hour tm.

s g S o A A b
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SECTION 5
PROCESSOR P4

GENERAL DISCUSSION

This processor estimates the surface roughness z,, the Obukhov length L,
the surface heat flux Q, and the friction velocity u, in each cell of the
NEROS grid. The 1last three parameters are treated in a single processdr,
rather than distributed among several, because they are interrelated variables
and the value estimated for one can be a]iered by a change in the method used
to estimate another. The method we use in this first generation processor
network to estimate Q is based on the scheme proposed by Golder (1972). More
refined methods have recently been reported, e.g., Holtslag and van Ulden
(1983), and these should be 'considered in the development of the second
generation model.

We should also point out that the estimates of the friction velocity u.
that we outline here are derived from the raw surface wind observations, i.e.,
(4,v), rather than from the flow fields that are finally used in the model,
j.e., the output (<u>;, <v>;) of P1ll. To utilize data from the latter source
would result in complex interconnections of Pll with other processors that
require L, Q and u, values. The difficulty of operating such a system cannot
be justified considering that the method of estimating ux is itself quite
crude, and that the flow fields that Pll generates are constrained locally in
space-time by the observed winds. That is, the observed surface winds that we

will use here to estimate uy are explicitly incorporated into the flow fields

generated by P11.
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Each of the steps below must be performed for each cell in the NEROS

grid.

Step 1

Determine the wind speed and exposure classes Cw and Ce for use in
estimating the Obukhov length L. First, using the locations x  of the N
surface meteorological stations (n=1,2,...N) and the observed winds (on,vn) at
each station and at each hour o estimate the wind speed u in the given
grid cell at hour t by performing a weighted average of the observations

(nn,vn) at the nearest sites x . The rqz weighting formula (given by Egq.

n
11-88) may be used. The wind speed class for this grid cell is now defined to
be

| u|

Cy= — if0Z< 'yl <8m s'l; (4-1)

4, otherwise

Next, using the fraction Oct (5,tm) of local sky coverage by all cloud types
and the local land use distribution T(x,j), where x refers to points on the
NEROS grid and j=1,...10 refers to the 10 land use types (see P15), compute

the exposure class Ce:

3, oet < 0.2
B 2, 0.2¢ Ot < 0.7
1, 0.7¢< gt < 1.0 (4-2)
Ce = 0, opt = 1.0
-1, o7 20.5
nighttime hours only
-2, ocT < 0.5
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In order to account for the nighttime heat fluxes from cities, we will limit
the minimum value of Co to 1 for those cells with "urban" 7and usage (j=1)

greater than 30%, i.e.,

f T(x,1) > 0.30, Ca(x) > 1. (4-3a)

on the surface heat flux, we assume

-1, daylight hours
if T(x,7)>0.6, Ce(g) = (4-3b)
0, night.

Now compute the Obukhov lTength L in the cell at X at hour tm by

2\--1
=(by ~ b,/ S| +b.§
L=[(a15+3253)_20 1 z, ' 3 )] ’

(4-4)
where

a; = 0.004349,

a, = 0.003724,

b; = 0.5034,

b, = 0.2310,

by = 0.0325

s expressed as

PE G-+ ) - sianey)
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where

1, if Ce > 0;
VSign(Ce) = 0,.if Ce =0
-1, if Ce <0,

Step 2

Estimate the effective surface roughness Z, in each cell of the NERQS

grid using the following expression
10 10

z,(x) = Zl'r(g,n)zo(n)/le(g,n) (4-5)
n= n=

where T(x,n) is the fraction of the NEROS cell centered at x that is in land

use category n, with n (=1,2,,...10) referring to the following use types:

1. Urban Land 6. Mixed Forest Land (including Forested Wetland)
2. Agricultural Land 7. \Water

3. Rangeland 8. Land Falling Outside the Study Area

4. Deciduous Forest Land 9. Non-Forested Wetland

5. Coniferous Forest Land 10. Mixed Agricultural Land and Rangeland

In Eq. 4-5 the surface roughness zo(n) associated with each land use type are
the following (based on the values suggested by Sheih et al., 1979 with

modifications as noted below):

z, (1) = 0.7 n('D)

(2) = 0.2
(3) = 0.1
(4) = 1.0
(5) = 1.0
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Notes:

*1.

*2.

*3.

x4,

&) = 0.7 "2

(7) = 0.05
(8) = 0.000")
(9) = 0.3

(10) = 0.15¢)

Sheih, et al. (1979) recommended a value of zo=1m for "metropolitan
city. In our case the "urban" category includes all "built-up"
lands, including residential, industrial, commercial, and other
areas characterized by puilding heights much Tlower than those
characterized as metropolitan. Our choice of 0.7 m for urban areas

is an estimated mean value.

The value for Category 6 represents a rough average between the
values sugges;ed.

by Shieh, et al. for marshland and ungrazed forests.
None of the cells in the NEROS grid fall in this category, i.e.,
T(x,8)=0 everywhere, and hence the value assigned to 20(8) is

immaterial.

Category 10 is a rough average of cropland and rangeland values.

The values of z, computed from Eq. (4-5) for each NEROS cell should be

recorded in the PIF.
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Step 3

Compute the Tocal friction velocity ux(X, tm) using

|y
G(z,L,zo) (4-6)

Ug =

where k = 0.4 is the von Karman constant; z is the elevation of the surface

wind observations above ground--use
=10m; (4-7)

and G is the similarity function

-Z"’ZO-
G=1n|= if1/L=0 (4-8a)
[ 70 :
Fz+zo' .
G=1ln 7, + MIN(5.2t,5.2) , ifz<6Land L >0 (4-8b)
-1 -1 (g'l)(goﬂ-) .
G = 2(tan £ - tan EO) + 1In [m], if L <O0. (4-8c)

The Obukhov length L is from (4-4), z, is the local surface roughness from
(4-5), and
2425 % .
§ = (1‘15—r)

z, %
£y = (1-15-D)
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Step 4

Estimate the effective surface kinematic heat flux in each grid cell at

hour tm:

where Tv is the surface virtual temperature (°K) in the given cell obtained by
weighting the nearest observations Tvn of virtual temperature (provided by P3)

2

as in Step 1 above; and g = 9.8 ms < is the acceleration due to gravity.

(Note that the Tvn data from P3 are in degrees Celsius.)

Table 4-1 summarizes the input and output variables in each of the three

steps that comprise this processor, and Figure 4-1 illustrates the processor

and its data interfaces.
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Table 4-1 Summary of input and output parameters
in each step of Processor P4.

Input Oufput

Variable Description Source Step Variable Description

Gn(tm) east-west surface -1 P3 1 L(5,tm) Obukhov length (meters)
wind component (ms ) in NEROS cell centered at

at surface weather %, at hour t .
station n, hour tm'
|4 (X,t )| wind speed (m/sec) in NEROS

Vn(tm) north-south surface P3 cell centered at x, at hour

wind component at t_ (for use in this Proces-
station n, hour tm. sor only).

location of surface PIF

~n weather station n

T(x,Jj) land use fraction PIF
of category j in
NEROS cell centered
at x.

UCT(5,tm) fractional sky PIF
coverage, total of

' all cloud types over
cell centered at x
at hour t .
m
T(x,j)  see above PIF 2 z,(x) effective surface
roughness (m) of
NEROS cell centered
at x.
|g~(5,tm)|wind speed Stepl 3 u*(5,tm) friction velocity
(m/s) in NEROS
cell centered at
X, at hour t_.
~ m
L(5,tm) Obukhov length (m) Step 1
z (x) surface roughness Step 2
0 ~
(m)

Tvn(5’tm) surface virtual P3 4 Q(5,tm) surfacglhegt flux
temperature (°C) (m °Ks =) in NEROS
at surface weather cell at x, at hour
station n, hour tm' tm'
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Table 4-1 Summarv of ipput and output parameters
in each step of Processor P4. (Concluded)

Input - Qutput
Vam’able~ Description Source Step . Variable - Description
u*(5,tm) friction velocity Step 3
(m/s) in cell at
x at hour t_.
~ m
L(g,tm) Obukhov 1length Step 1
(m) in cell at x
at hour tm'
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SECTION 6
PROCESSOR P7

MOTION OF A VISCOUS, HYDROSTATIC FLUID OF CONSTANT DENSITY OVER IRREGULAR
TERRAIN.

We are concerned here with nighttime flow regimes, where winds in the
cold air adjacent to the ground, i.e., the radiation inversion layer, are

influenced by buoyancy, terrain, warm cities, geostrophic forcing and

friction.

We will treat the cold, radiation inversion layer as one of constant

density Po whose upper surface is described by

Hys(Xoy,2,t) =z, (x,y,t) - 2 =10 (7-1)

The subscript "vs" designates that this is also the "virtual surface" of the
atmosphere above. We adopt this point of view later in formulating processor
P11 which describes the flow field above the inversion layer at night. Figure

7-1 illustrates Hvs and other terms that we shall use in the following

analyses.

Terrain elevation (MSL) is represented by zt(x,y) and z is the vertical
coordinate whose origin is at sealevel. In keeping with the level of
simplicity adopted in formulating the regional diffusion model, we shall treat
the cold air layer as a two-dimensional fluid. That is, the horizontal

velocity in the cold layer u=(u,v) is assumed to be invariant with
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respect to z. Keep in mind that during nighttime hours the cold, inversion
layer considered here is by definition Layer 1 of the regional model. The
flow speed in the atmosphere above. the cold layer will be represented by
gm=(Um;Vm) (see P11); and the density in the layer above the inversion will be

represented by Pp? where PPy

SEA
LEVEL ' ¢ :

Figure 7-1. Illustration of the variables used in the flow model.

The x-component of the horizontal acceleration of a (2-D) fluid parcel in

the cold layer is

ou

d,.u
h du du _ 1 -
*usx *Vay T [ * Fxe * Fxed (7-2)

dt~

where m is the mass of the parcel in question and Fx Fxc’ and Fxf represent

p’
the x-components of the pressure, Coriolis and friction forces, respectively,

exerted on the parcel. Consider first the form of pressure force.
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The pressure force

We consider the pressure forces acting on the fluid parcel shown in
Figure.7-2. Since we assume the flow speed to be uniform in z, we take the
parcel to be a vertical column of fluid extending from z, to the top surface

z,¢ of the cold layer and having horizontal dimensions (Ax,Ay).

Since the cold fluid and the air above are assumed to be in hydrostatic

balance, within the cold layer we have

ap/az = =p,9- . (7-3)

s -
b

h
: %
B |l 14
7 A
-L——-— --’/7‘/-/---—_---L—_ALZ‘_

/17 64

Figure 7-2. Air parcel considered in the force balance analysis.
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And since Py is assumed to be constant, at any level z within the parcel the

sressure is
P =Pyt P9z, - 2) - | (7-4)

where Pys is the pressure at the top of the parcel, that is on Hvs'

The total force on the left face of the parcel due to the hydrostatic

pressure is

zVS

fXL = AyS pdz.

Zy

Substituting (7-4) into this expression and making use of the definition

h(x,y,t) = z,(x,y,t) 7 z,(x,y) (7-5)

we get

_ 2. - .
fyL = Pyghdy + p,ghay/2. (7-6)

Keeping in mind that the pressure force is exerted inward on all faces, the

force on the right face of the parcel is

apvs
oz

f

R = (B + —= Az, )(h+ah)ay - p gay(h+ah)2/2 - (7-7)

The force exerted by the ground on the parcel is directed normal to the
lower face wnich is inclined at an angle ©_ with the horizontal plane and it
has a magnitude equal to the total fluid pressure force exerted by the fluid

on the ground, i.e.,
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fxt = -ft sin 6t

- (pgah + )& + 82,27 ay sin 8 | (7-8)

- (p,gh + p, )by Az,

In a similar manner we find that the force on the top face of the parcel is

fxvs = pvsAyszs‘

(7-9)

On combining (7-6) - (7-9) and noting that apvs/az = -p,g we obtain the total

x-component of the pressure force on the parcel:

Fxp = fXL *hR* fxt +'fxvs

ay(az, . - Az, = Ah)p . + p ghlylz,

(7-10)
- poghAy(Ah + Az

t)

We can obtain Ah from (7-5) whereupon we can reduce (7-10) to the final form
(for small Ax,Ay)

anS ’
Fxp = = (4p)gh 5~ Ay (7-11)
where
bp = pyPy . (7-12)
Now the mass m of the fluid parcel is simply

m = p ghAxay,
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hence

9z .
l :-éQ Vs ' -
= Fxp by 9 5¢ - (7-13a)

By analogy the y-component of the pressure induced acceleration is

9z

e .8 _s 7-13b
nfyp T, 97y (7-13b)

Later (see Egqs. 7-34 and 7-35) we will add force components resulting from

synoptic scale pressure gradients.

The friction force

The friction force on the fluid parcel is the result of momentum fluxes
across the parcel's boundaries. These fluxes are caused by molecular
diffusion and by sub-parcgl scale velocity fluctuations, or turbulence. For
example, at the earth's surface the velocity must be zero, and thus momentum
is drained from the fluid in much the same way as heat is removed from a fluid
at a cold, eonstant temperature Surface. In the case of our flow where there
is no heat transfer int; ‘the fluid, the no-slip ground surface acts to
transform the bulk kinetic energy of the moving fluid into internal heat
energy. The fluid can also be accelerated by influxes of momentum from the
atmosphere above.

Referring to Figure 7-2 we note that'the viscous force on the left face

of the parcel is

fyL = oyh (7-14)
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where Tex is the net flux of x-momentum in the x~direction across the left

face of the parcel. The force on the right-hand face is

fyp = - (¢ (7-15)
o,
Ty tuiX Dy
yx \ a1
Ox
™
Txx/

Figure 7-3. Friction forces on a fluid parcel of horizontal

dimensions (Ax,Ay) bounded by Z,c and z,.

Continuing this analysis for each of the other faces and assuming that the

slopes of z, and zvs are small enough that the areas of the bottom and top
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faces of the parcel are approximately AxAy, we get

- ax (=2 hay + =13 ¢ Ay + N 2 1 Ayz) (7-16)

t _ _vs
+(tzx tzx)AXAy

In the 1imit as Ax and Ay become very small, the mass m of the parcel is

= pohAxAy (7"17)
and hence
ot at
1 = - 1| “xx yx.. 1 . vs _ _t
m Fxf Po [ ax 3y " h (tzx tzx)
(7-18)

t1

1 azvs . 1 azvs
xX h ax tyx h ay

For the lateral stress components Ty and t, we will adopt the gradient

yX
transfer forms
- - du -
oy xx = 7 Kk B (7-19)
L ooy @u,dv ]
E;tyx == K(gy * 5% (7-20)

where Kxx and ny are elements of the eddy vicosity tensor, to be defined

Tlater. We will treat the stress t;i on the upper surface of the fluid as a

prescribed variable. The surface stress tgx will be given later.
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By analogy with (7-18) we have

at at,,., - -
1 oo 3Ty Ty 1 vs ot
m Fyf Po [ ax * Yy *h (tzy tzy) '
' (7-21)
9z 9z
1 "“vs 1 ""vs
"R 3x T Yy h 3 ]
with
1 - o ou _ 3v -
o Txy ny (ay 3% (7-22)
1. . & -
by T My By (7-23)
The stress IZ; is considered to be a prescribed variable; tiy and t;x are given
by
t
T =" pougcos ] : (7-25a)
t __ 2_. ) -
tzy = - pyuxsin © : (7-25b)

where u, is the friction velocity which we shall express in the form,

following Melgarejo and Deardorff (1974),
ux = Cp(u? + V&Y%, (7-26)

where CD is the surface drag coefficient and ® is the wind direction,

= tan 1 ¥, (7-27)
From (7-25) - (7-27) we obtain
1.t __ 2,2, 2% -
5; T, = CD (u© + v9)< (7-28a)
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1.t __2,2..2 ]
o Ty = G (e Y. (7-28b)

According to Melgarejo and Deardorff,
¢2 = 12 [(InG:)) - b)2 + %171 (7-29)
0

where z, is the local surface roughness, and a and b are functions of h/L,

where L is the Obukﬁov length. (Approximate forms for a and b are given later,

7-89.)

The Coriolis force

The Coriolis force is given simply by

% Foo =+ | (7-30)
1 F = -fu (7-31)
m yc -

where f is the Coriolis parameter (=2Q sin ¢, where ¢ = latitude and @ = earth

angular speed of rotation = 211/24 hr-l).

The momentum equations

On combining (7-2), (7-12), (7-18) - (7-20), (7-28a) and (7-30) we obtain

the equation governing the u component of the flow speed:
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aKxx Kxx azvs ou oK X 4 ny 92
+[a + =— 5

Y ¥Sq 3u -
X h ax ] 5x [ 3y h ] Yy (7-32)

y

Vs
!'yx azvs v _ Tzx

h By ox Bl
For convenience we will express the shear stress at Z,s in the form

1l _vs _ _vs - -
b—o- IZX = (Jw (UM u) (7-33)

‘where c{f is a vertical exchange velocity scale at z = z,¢ and UM is the

x-component of the "observed" flow in the layer above Zy6 (see processor P11,
Stage UV).

Substituting (7-33) into (7-32) we obtain after rearranging terms

aK.. K. 9z aK.. K. . oz
du - XX _ XX __ VsS4 3u oYX _ _¥yX _Vsq 3u
st *[u-3x hoax 1ax T [V -5y h 3y 4 oy
2 2 2 VS
d“u dcu 1 2 2.%
“K, === -K., —+—=[C (U +v)Y*+0g Ju=
XX axz 'YX ayz h =D W
(7-34)
a3z ' 3K 2
- vs 1 X 3V v
(-g (%f) x TVt RO Ut 5y ox T Kyx %3y
K _ 9z aps1
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Likewise we have

oK K.., 9z 3K 3z
av - XY . Xy _Vsq v v - =LY - — Vs 9V
at * [u thve 5y T R sy 5y

2 2 2 Vs
K ¥k AV, % (A W+ )% o, 1v= (7-35)

9z 1 VS 14

~q ey Tvs 2 xy du %y
[-g (po) oy fu+ h %w vM * X oy * ny Xy
X azvs au] 21 aps]
h 9x 9y Po 9

In Egs. (7-34) and (7-35) the last terms on the right-hand side represent the

accelerations caused by synoptic scale pressure gradients in the boundary

layer, and Ps1

is the sea-level pressure.

Next we derive an equation for the virtual surface elevation Zc (x,y,t).

The fluid depth eguation

. Let Q be a point on the virtual surface (cf 7-1)
Hs(Xy,2,t) =z, (X,y,t) = z2=0 (7-36)

and let its coordinates at time to be (xo, Yo Zo)‘ If the surface is moving
with a velocity Yvs = (uvs, Vius? wvs) at the point Q, then at the later time

t, + At Q will have the coordinates

(x4, Y1 zl) = (x0 *u AL,y v AL,z W, At). (7-37)
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Since by definition Q lies on the surface Hvs at all times we must have

Hys(Xaste) = Zyg(Xgi¥gity) = 25 =0 (7-38)

Hvs(gl,t°+At) = zvs(xl,yl,t°+At) 2, = 0 (7-39)

If At is sufficiently small we can write

9z
> L) - -
sz(xl’yl’to+At) zvs(xo’yo’to) T 5% (xl xo) (7-40)

az az
+ =2 (y17y,) *
oy ‘ ot

VS

At

where all derivatives are evaluated at (xo. Yoo to). Substituting (7-40) into

(7-39), subtracting (7-38) from (7-39), and making use of (7-37) we get

AH oz oz 9z
vs _ “‘vs Vs Vs _ - _
at - 3x Ys t By Yvs T BT T Wus 0 (7-41)

and upon taking the 1imit At»0 we obtain

dHVS _ H, .

gt =3t T Ws Ty =0 (7-42)
The unit, outward normal vector to the surface Hvs at Q is

0 = 57— H (7-43)
g s

where V is applied at Q. Let As denote the area of the projection on Hvs of a
horizontal rectangle (Ax,Ay) centered at the coordinates (xo,yo) of Q (see

Figure 7-4). It is evident from the figure that for sufficiently small Ax and

Ay, the area As is
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As = AxAy[( ) + 11‘5 [( ) . 11*’ (7-44)

= 7

Hyg=2(x,y, ) -2=0

A

%2y
oy Y

y = i
[}
\ 1 (xg, o)

\Ay /'_,__.———P"
\-‘——/Ax

Figufe—§44. Projeétfon_of the horizontal rectangle (Ax,Ay)
onto the surface Hvs centered at point Q.

If the slope of zZ,¢ is small, say

9z, az
| ax B

2| <«<1 (7-45)
then (7-44) can be approximated by
9z, _ 2 9z, _ 2
as =y [(pD) + (5 + 11% , if 7-45 holds. (7-46)

Let V¢ be the velocity of the fluid at the point Q on Hvs‘ Then the

normal downward component of the fluid velocity relative to Hvs at point Q is

(7-47)
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| Making use of (7-42) we can write (7-47) in the equivalent form

dH
+1 Vs
VD e em——— ' o (7-48)
VT | - |
wheré
AR IR (749

The total downward volume flux of fluid crossing As is vAs. Using

(7-46), (7-48) and

o9z, 2 9z 2
- Vs VS
[Tyl = () + (55 +1 (7-50)
we have
dH
vAs = Axay —3%3 (7-51)

Thus, the net downward flux or fluid per unit horizontal area is

dH
- VS -
Ovs = ~at_ (7-52)
or
9z 92 92
VS VS . VS _ o - -
St tU5 t Y 3y W=, (7-53)

where (u, v, w) is the fluid velocity on Hvs'

An expression for Nyg can be derived from the first law of
thermodynamics. Assuming that all sources and sinks of heat are on the
boundaries of the fluid, e.g., radiative cooling on HVS and heat transfer to

the terrain surface Ht’ we can write the first law in the form
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de _ 36 36 - -
Tttt Vet Y5g 0 (7-54)

where © is the potential temperature defined“as

R/c -
e=TE) P (7-55)
)
where P is a reference pressure (usually 1000 mb) and p is local pressure.
Following the procedure described in Part 1, Section 2 for obtaining layer

averaged variables, we get from (7-54)

t
dH
9 <e> ah , 9<@> ., 9<e> . 1 t
5% R sttYex "Vay Th [edt
Vs (7-56)
t des Vs
- <> !'zﬂt - e—aT + <> !.ZHVS =0

t Vs
where () denotes averaging over the terrain surface Ht’ () denotes averaging

over the virtual surface Hvs’

h(x,y,t) = 2, (x,y,t) - z,(x,y) (7-57)
and
1 ZVS
<6> = ES 6dzda (7-58)
Azt

and A is the area of a grid cell in the model.

Look at the first term in brackets in (7-56). In analogy with (7-52) we

have

dH

o
ctlcr
n
fion

ct

(7-59)
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where n, is the downward fluid volume flux at the ground. Thus,

t
H

3
ct
i
i
3
<y

(=]

(7-60)

where w'e'0 is the kinematic heat flux at the ground.

Consider now the second term in brackets in (7-56). Since azt/at =90

t
and since'ﬁl = 0 (there is no net fiux of air through the terrain), we have

t

|

2
(ad

H t

T !'VHt 0. (7-61)

o

The third term in brackets in (7-56) can be written with the aid of
(7-52) as

VS
dH Vs

VS - — -
E dt - erlvs (7-62)

and the fourth term becomes, using (7-52) and (7-53),

Vs an

—_— __§ _
® W, = <@ Ing - 3¢ ] (7-63)

where Nys and Z,¢ are taken to be averages over an area A of a grid cell

surrounding any given point.

Substituting (7-60) - (7-63) into (7-56) and collecting terms we get

- dH 1 Vs
1 2 regigl - - -
qt <& ¢+ B [-w'© o~ 6N, * <e>nvs] 0 (7-64)
where
d
. _H_. 3 3 d. (7-65)
dt =5t T Ux T Vay
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Following Zeman (1979) we shall assume that within the cold fluid, i.e.,

.ne nighttime stable boundary layer, the potential temperature has a linear

-ariation with height, namely

6=6, - (8 -6)(1 - ) (7-66)
4here eh is the value of © at the elevation h above ground and eo is the
Jotential temﬁerature at the surface. At elevation h the turbulent heat and
nomentum fluxes are negligibly small; so if we take this to be the elevation

of the virtual surface Z,q then the kinematic heat flux on HVS is simply that

due to the motion of the surface itself. In this case we have

Vs
en, = ehnvs' _ if Nys > 0 (7-67)

Also, on integrating (7-66) in the manner of (7-58) we get

<> =% (eh + eo) (7-68)
and hence
d d d
H _ 1 °H H .
i B N B A | (7-69)

Substituting (7-67) and (7-68) into (7-64) we obtain

d 2w'O;
- _2h “H _ 0 -
Wvs = §,-6, ot <©> 8.8, (7-70)

Making use of (7-69) in this equation we obtain

nys = B(hg-h) (7-71)
where
1 %
B=- 55 & (eh + Go) (7-72a)
_ h 7o
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2w'9'o
h o= - . (7-72b)
© A (eh+ eo)
dt
It is instructive to compare (7-71) - (7-72) with models of the stable
boundary layer developed by others. Earlier efforts have considered only
homogeneous surfaces with no mean vertical motion (w=0). In this case (7-71)

reduces to (see 7-53 and 7-57)

3t = B(he = h). (7-73)

and dH/dt + 3/3t. Nieuwstadt and Tennekes (1981) (NT) recently proposed

5 = B(hh) (7-74)
where
o6
- .. 43 o -
B' = 5,.-6, 5t (7-75a)
1 2 2
he =y ngs1gg cosa (7-75b)
e

9t

where f is the Coriolis parameter, G is the geostrophic wind speed, a is the
angle between the geostrophic and the surface winds, and 4 is a constant
whose value is estimated by Nieuwstadt and Tennekes to be about 0.15. Good
agreement was found between the predictions of this model and observations of
the boundary layer depth h.

On comparing (7-71) - (7-72) with the NT model (7-74) - (7-75) we find

that except for the constant 4/3 in B', the two models are the same, provided
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that the surface heat flux satisfies

2 .
IWT§ZI - 0.%5 fG ;}$u cosa ' (7-76)

To determine whether this is a plausible relationship, we note first that

for large values of h/L, where L is the Obukhov length

3
- _UxT (7-77)
gk WTEB

L

Brost and Wyngaard (1978) found

2

6%sinacosa = ul (%)2 (3-,2() | (7-78)

where k = 0.4 in the von Karman constant. Substituting (7-77) and (7-78) into
(7-76) we find that (7-76) implies

h=o0.8 (4h? ‘ (7-79)

But this is just the formula that Zilitinkevich (1972) derived for h from
similarity theory [in particular h = cs(ggk)%]; and thus we conclude that

(7-76) is a plausible expression, at least for large h/L.

Having an expression now for n let us return to (7-53) and consider

vs?
the vertical velocity w. Since the cold layer is shallow we can approximate

the continuity equatioh by

du , 9V , ow _ -
S+ R (7-80)

Integrating from z, to z_ _ and using the assumption that u and v are invarijant

t Vs
with respect to z, we get

75

g wrines. ]

%t
izt itretyn




du , 9V, _ - N -
h[5§ + 5;] =W T W (7-81)

Since there is no flux ‘F of fluid through the ground, we see from (7-61)

that

Q@

z, 9z 32t

t - ]
Tt tVay Y= O (7-82)

Q

Solving (7-82) for W, and using the result in (7-8l) we abtain

3z az
- t t _ .rOu v -
Wys T Y5x TV y htax * ay (7-83)

where h is given by (7-57). Substituting (7-83) into (7-53) we obtain finally

8h , 8h, 3h . cdu _ Bv. _ (7-84a)

at T Ux T Vay * hizs + ay] Mvs :
where

h= 2, "2 . (7-84b)

This is the model equation that we shall use to obtain Z,c-

Simplified model equations

Going back to the momentum equations (7-34) and (7-35) and recalling that

Z,. is the elevation where vertical heat and momentum fluxes due to turbulence

are negligible, we assume that

Vs -
o, = 0. (7-85)

Let us also assume in this "first generation" model that the lateral eddy
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riscosity tensor K is also zero. With these assumptions (7-34) and (7-35)

-aduce to

B0 BB e, (P = g B
] 5_2, agi] + fy (7-86)
- Ei.fgél - fu (7-87)

where Ps1 is the sea-level pressure and h and z,, are given by (7-84), which

we rewrite here for completeness: .

ah, 2h ,h,  du, dv, _ ]
5t * Y5x Yoy * hlgx * 5yd = Ny (7-88a)
h=z - 2. (7-88b)

The set of equations (7-86) - (7-88) is a closed system that we can solve for

u, v, and h given CD’ bp, Por Psyr 27 and Nys Earlier we described how Nyg

is related to the surface heat flux w'eg and the temperature distribution ©
within the cold layer (see 7-71 and 7-72); and we presented formulas that one

might use to derive these variables (see 7-66 and 7-76). Below we summarize
the expressions that we propose to use for these and the other parameters

listed above in the first generation version of processor P7.
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(1) Ny = Eq. 7-71,72 with eh and eo from surface and upper air mete-

orological data (Processors Pl and P3); w'eg = Q = kinematic

heat flux at the ground (from Processor P4);

(2) zT(x,y) = 30 x 45 min (Jat-lon) smoothed terrain heights (meters,
MSL, from P7)

(3) € = kilinGzD) -b12 + a8} (7-89a)
0

where k = 0.4 is the von Karman constant; h is the local

solution of Eq. (7-88); z_ is the surface roughness (m), from

o
P4;
5, if L>0,
a:
-1, otherwise; (7-89b)
-5, if >0,
b= (7-89¢)
4, ‘otherwise;

and L is the Obukhov length (from P4). Note that L, Z,, h, and
hence a, b, and CD are defined for each grid point in the model
domain. (Eq. 89 is based on values given by Melgarejo and

Deardorff, 1974.)

6.~ 9
@) R =gre (7-90a)

where eh and eo are from Processors Pl and P3;

O

(5) p, =g (7-50b)
v
where Py is the sea-level pressure (from P3); Tv is the virtual

temperature (from P3); and R is the gas constant.
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(6) g and f are gravity (9.8 m sec-z) and the Coriolis parameter (=
20sing), respectively. Here Q = 2n/(24-60-60) sec-l and ¢ is the
local latitude in radians.

_ater we outline the stages of calculations that are needed to compute the

zarameters listed above and the additional quantities, not used in the flow -

simulation, that P7 must provide to the model and to other processors in the

retwork.

Solution of the u, v, and zZ,. equations

Each of the Egs. (7-86) - (7-88), which govern u, v and Z,6

respectively, has the form

or or I - -
ot U+ ng +br =5 (7-91)

where U and V are functions of I'. We will approach the task of solving (7-91)
numerically using the technique deQeIoped in Section 9 of Part 1. That is, we
assume that within each small time interval At, the coefficients U and V in
(7-91) can be treated as independent variables whose values are determined
using the value of I' at the beginning of the interval, to say. In this case

the solution of (7-91) can be expressed in the closed form

F(x,t *at) =Ip(x,t°+At| Xit T (it )

(7-92)
t,rat

+11 plx.t *at|xit')S(xit' )dt' dx'

0
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where p is the Green's function of (7-91). In the present instance it has the

form
pOx.y,tlxiyit,) = 60x-(x*+)16Ly-(y'+7)Te Pt %) (7-93)
where &§[x] is the delta function and
t
X = i(tlx',y',to) =J Ulx' + x(t'), y' + y(t'),t!Idt! (7-94a)
%%
t
y= §(tIX',Y'»to) =j.V[X' + x(t'), y' + y(t'),t'1dt'. (7-94b)
tO

The assumptions that U and V are approximately constant during the time

step At should be valid provided that At is small enough to satisfy
Tl ot At «1. (7-95)

From Eqs. 7-86 and 7-87 we find that this condition will be met in general if

max (28t AL < (7-96)
‘where g' =g Ap/po; and U, H, and L are the characteristic speed, depth and
length of fluctuations in the flow field. In the stable boundary layers that
we plan to model, g'H is typically of the order of 50 mzsec-z, U~ 5m secl;
and thus for disturbances with a horizontal scale of 50-103m, which is near

the resolution of the regional model, we can use time steps as large as 300

sec and satisfy (7-96). We should add, however, that in regions where the

local Froude number

80



Fe U
g'H

axceeds  unity, flow discontinuities such as hydraulic jumps will occur, and
these will cause considerable problems in the numerical model. We do not
axpect the nighttime flows that we will simulate to‘ become supercritical
often. When it happens, it will occur in isolated portions of the model
region and we will be able to anticipate it by monitoring the temporal
behavior of the flow. In those grid cells where we predict that the flow is
about to become supercritical, we propose to prevent it by applying enhanced

eddy viscosity.

A detailed description of the numerical scheme used to solve the flow
mode] equations, specifically equations reducible to the form (7-91), is given
in Appendix A of this section. The scheme described there is the same one
that is used to solve the tran;port and diffusion component of the regional
pollution model equations. The scheme is an explicit, 5th order space, 1lst
order time algorithm that permits the model domain to be treated in piece wise
fashion. This is a particularly valuable feature in models such as ours that

are too large to load entirely into the computer memory.

One of the principal problems associated with the numerical solution of
equations like (7-86) - (7-88) is the treatment of the 1lateral boundary
conditions. Since no generally valid method exists for specifying the
boundary values required by the difference equations, a common practice in
mesoscale flow models is to place the boundaries far from the edges of the
spatial domain of interest. Another approach is to imbed the flow model

within another one of coarser resolution which provides boundary values.
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Neither of these methods of circumventing the boundary problem can be used in
our studies because the additional computer storage and time that they would
require would make the overa]]-simu]atibn effort impractical. Consequently,
we héve formulated an approximation of the boundary conditions, described in
Appendix B of this section, that is sufficient for treating the limited

periods of concern to us in modeling the nighttime boundary layer flow.

Below we outline the various stages of computation that are necessary

within processor P7.

Stage 7T
The “raw" topography data available in the PIF will be denoted here by

2t(7\,¢). These represent terrain elevations averaged over 5 min x 5 min
latitude - longitude sectors. The regional model and the flow model developed
in this section require the e]evation'zt(k,¢) averaged over 30 min x 45 min

latitude - longitude sectors.

Let zt(I,J) denote the value of the 30 x 45 min smoothed terrain at grid
point (I,J) (column I, row J) of the NEROS region. Then
2,(1,) =2 2,(i,3) (7-97)
i,3ed(1,J)
where the summation is over the 54, 5 min x 5 min cells surrounding grid point
(1,d) (see figure 7-5). Note that the 54 cell smoothing area used in the
definition of zt(I,J) overlaps the smoothing areas associated with the 8 NERQOS

grid points nearest the point (I,J).
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The input and output requirements of Stage ZT are summarized in Table 7-1

later in this section.

O o O
A "4 N N
(i1+1, J+1)
o o i, N
>4 T A4
{1, (1+1,J)
Fa O D
N \v 4 \™ ¥ 4

Figure 75. il]ustration of the 54 5 min x 5 min cells
that are used in the calculation of zt(I,J).

Stage DELRO
The parameter Ap1 is used in this and other processors as an indicator of
the presence of an inversion layer at the ground. This parameter will be a
scalar and a function of time only in the first generation model. We define
1, if surface inversion is present

Apl(tn) = over most of the model region
at time tn;

0, otherwise.

(7-98)

Under this definition the magnitude of Apl is an indicator of the density of
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air in Layer 1 relative to that in Layer 2. In the first generation model we

will compute Apl(tn) using the following procedure.

(1) Define
+1, if 8p,(t) = 0 and QL) < 05
apl(tn) ={-1, if Apl(tn) =1 and iDEF(tn) <0; (7-99)
0, otherwise

where

UWey) = 0 54)

is the surface kinematic heat flux (°Kmsec-1) summed over all grid points (i,])

of the model domain, and TOEF is the mean "temperature deficit" of the cold layer
which we approximate by

m
TOEF(t ) = as3h?_ (1,§,t ) - 555 q(i,j,n)at. (7-100)
gy max ™ ijn=0

In this expression hmax is the depth of the cold layer at the time the surface

heat flux reverses, i.e.,

h(i,dutg), 1f QCEL3,E,) > 0
hax(idstg) = and Q(i, 3,8, < 0; (7-101)

0, otherwise

The value assigned to hmax before the surface heat flux reversal, in this case
0, is immaterial since the value is never used. In (7-100), the variable g is

given by

Q(i,J,t), if QUi,J,t) 2 0;

0, otherwise

q(i,j,t ) = { (7-102)
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“he constant a that appears in (7-100) is a temperature gradient that we

zefine in Stage ETA.

(2) With épl(tn) determined by (7-99) a functional form for Apl(tn) that

“s consistent with (7-98) is the following:

Bpy(ty) = dpy(t, 1) + bpy(t,) (7-103a)
4ith initial value

Apl(to) =0 , (7-103b)

and

t, = 1200 EST. (7-103c)

Under definition (7-103) we assume in effect that an inversion layer forms
over the entire model domain at the hour the average surface heat flux over
the whole domain becomes negative; and it disappears everywhere at the hour tn
that fBEF; defined by (7-100), first becomes negative. This is clearly a
crude approximation in a model such as ours which spans 15° of longitude, but
to relax it would require an escalation in the complexity of the flow field
description that would put the overall modeling effort beyond the scope of the

“"first generation" effort.

In summary, stage DELRO computes the single scalar variable Apl(tn),
n=0,...N using Egs. (7-99) - (7-103). This variable is used throughout
processor P7 as an indication of when specific functions are to be performed,
and it is an output of P7 that guides the use of the fields generated here in
other processors in the model network. A list of all the input and outputs of

this stage is given later in Table 7-1.

-
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Stage ETA

This stage operates only during those time steps t when Apl(tn)=1 and it
operates in unison with Stage .FLOMOD, described below, which solves the
equation set (7-86) - (7-88). In this stage we compute Nys® using Eqgs. (7-71)
and (7-72), and Ap/po, using (7-90a). Both of these calculations require
values of the temperature eh at the top of the cold layer. Rather than
attempt to estimate these from upper air data, which would be a difficult task
given the shallow depth of the cold layer and the limited frequency of the
upper air measurements, we propose instead to estimate eh from the observed

ground-level temperatures eo assuming a constant temperature lapse

(vlm
NiD
[}
=}

(7-104)

in the cold layer. The observations reported by Godowitch and Ching (1980) of

the nighttime surface inversion in rural areas around St. Louis indicate that

a typical value is

a = 1.2 °C/100m. (7-105)

Using (7-104) we have

eh = 60 + ah . (7-106)

with a given by (7-105); and hence from (7-90a)

= ah = ah -
8p/py = 2 ah 28" (7-107)

We will estimate the surface temperature 60 at each grid point (I,J) using the
virtual temperature observations Tvn’ n=1,...N made at the N surface weather
stations. We assume here that the Tvn(°C) are available from Processor P3 for

each hour. In this case eo(I,J,tm) is computed as follows:
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iyl

N

3 -2
2T, (t )+273]
8,(1,d,t ) = =g 0 T - (7-108)

N 2

zr
=1 "

where

ry = [(Iaxx )2+ (3ny-y, )21 (7-109)

is the distance between grid cell (I,J) and the sfte (xn,yn) of surface
station n. Equation (7-108) should be evaluated at each time step tm that
80, (t,)=1.

The inversion layer growth rate parameter n,_ can now be computed from

vs
(7-71) and (7-72) for each g?id cell and time step. Since the physical
assumptions on which the governing equations (7-86) - (7-88) are based do not
hold in situations where the fluid is being heated from below, we must limit
the minimum value of Nys to zero. The net effect of this is to assume that

over warm cities at night, the surface heat flux is never positive. Thus, we

have
nvs(I,J,tm) = max {0, B[he - h(I,J,tm)]} : (7-110)
where
26
= - 1 0, 2h -
B = ah(T,7,t ) (255 + o5g) (7-111a)

87



and

ZQ(I 3,t ) | o |
h, = | | (7-111b)

(zat + gﬂ

In these expressions we can use the approximations

860 6°(I,J,tm)-60(I,J,t

ot

)
m-1
X3 (7-112)

't

h(I,d,t ) ~ h(I,d,t ;)
3h ’*m 7 -1 -
a3t At (7-113)

n

where 8, is given by (7-108) and h is the solution of Eq. 7-88 provided by
Stage FLOMOD.

Note in (7-111b) that we use estimates of the surface heat flux Q in each
cell rather than the expression (7-76) discussed earlier in the estimate of
he. The 1latter is based on the assumption of homogeneous, flat terrain and
homogeneous heat flux and hence estimates of WJQi? derived from it using
observations of the ageostrophic wind angle a acquired from wind observations

would probably be erroneous.

In summary, Stage ETA provides values of Ap/p° (using (7-107)) at each
grid point and time step that 8pq = 1; values of Nys at the same locations and
times using (7-110); and the surface temperature eo at all hours. A list of

the input and output parameters of this Stage is provided in Table 7-1.
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Stage PCD

This stage computes the pressure and drag coefficient terms that are
required in the momentum equations (7-86) and (7-87). Therefore, this stage

operates only at times tm when Apl(tm) = 1.

We assume that the sea-level pressure data Ps1.n measured at each of the
n=1,2,...N surface weather stations is available for each hour tm that PCD
operates. At each of these hours sea-level pressure values should be

interpolated at each grid point in the model domain using the following

formula:
N -1
nil ps],n(tm) "n
P (Td,ty) = = (7-114)
z r;1
n=1
where
.
ro= [(ax - x )2 + (day - y )27* (7-115)

and N is the number of surface stations at which sea-level pressure values are
available. Using the same interpolation formula, derive estimates of the

surface air density at each grid point at hour tm:

N -1

nilpn(tm)rn

(Ll ty) = B2 (7-116)
zr

n=1 M

where n is given by (7-115) and Pn is the density at surface station n (from

P3).
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At each grid point we require values of the functions

op
_ 1 7Vs] _
PX = -p—o —a—x— (7 1173)
ap
1 sl )
E et e 7' l7b '
Py Py oy (7-117b)

We will approximate the spatial derivatives that appear in (7-117) using the

fourth-order finite difference scheme discussed in the appendix to Section 8.

With those expressions we get

Py (1.3,t) = Alpy(1,3,8)1 H{2/30p 4 (141,9,t,.)
- ps](l‘l,J,tm)] - 1/12[p51(1+2’J’tm) (7-118)

- pgy(1-2,3,t )7} (ax) ™2

P (1.d,t,) = Alp (1,0, t)1 H{2/30p (1,041, t,)
ps](I,J‘l,tm)] - 1/12[pS](I,J+2,tm) (7-119)

Pgy(1,3-2,t ) THan ™t

where Ax and Ay are the x and y separation distances (m) of the grid points
nearest (I,J); and A = 100 is the conversion factor required to transform the
sea-level pressure values from units of millibars to kg m'lsec-z. (Note that

P, has units of kg m 3

and Ax and Ay have units of meters.) The gridded
functions Px and Py are outputs of Stage PCD each hour that Ap1 = 1; and the

sea-level pressure Ps1 given by (7-114) is an output for all hours.

The computation of the drag coefficient value CD in each grid cell and

hour requires a straightforward implementation of Eq. (7-89). We have
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h(I)J,tm) 2 2 ...;2
CD (I,J,tm) =k{[’ln (W)'b] - +a } (7-120)

-tere k=0.4; z, is the surface roughness (m) of cell (I,J); h is the depth (m)

7 the surface inversion layer in (I,J) at tm (from Stage FLOMOD); and

{5, if L(I,Jd,t ) > 0;
a= "

-1, otherwise

{-5, if L(1,J,t ) > 0;
b = m

4, otherwise.

dere L is the Obukhov length (m) in cell (I,J) at hour tm (from P4). The
coefficient CD(I,J,tm) is the third and final output of Stage PCD. (Refer to
Table 7-1 for a summary of the inputs and outputs of this Stage.)

Stage IBC

This stage computes boundary and initial values of u, v, and h for use in
solving the system of equations (7-86) - (7-88). For this purpose we assume
that initially and along the boundaries of the simulation region the velocity
field is in equilibrium with the friction, pressure and Coriolis forces. That

is, we assume (cf 7-86, 87)

52C2

Dcose
— = -Px + fs (s5ind) (7-121)
szcgsin 6

E = -Py - fs (cos8) (7-122)
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where § = (u2 + v2)32 is the flow speed and 6 is its direction. Cross-

multiplying (7-121) by (7-122) we get
Px sine -‘Py cos@ = fs : ‘ - (7-123)

and on squaring (7-121) and (7-122), adding the results and making use of
(7-123) we obtain

s'ey’ 4, 2 .2
> + fes® - (Px + Py ) =0. (7-124)

h

Since all parameters except s in (7-124) are known, we can solve this equation
for the flow speed s at each grid point and then substitute the results into

(7-123) to obtain the corresponding flow directions 8.

Next,we define the time tKO:

teo = time during a given 24-hour period when
Apl changes- from 0 to 1. (7-125)

This marks the initial instant at which the equations (7-86) - (7-88) apply,
and it is the function of Stage IBC to provide the necéssary values of u, v,

and h at this time. Thus,

if tm = tKO’ Stage IBC computes initial valueé as follows:

h(i!j’txo) = hO = 30m, (7'126)
u(i,i,tyg) = s(i,J,tglcose(i,i,tyq) (7-127)
v(i,j,tKO) = s(i,j,tKo)sine(i,j,tKo) (7-128)
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nere s(i,j,tyy) is the solution of (7-124) at grid point (i,j) based on

y’

alues of Px’ P CD and h (from 7-126) at that point; and e(i,j,tKo) is the
sorresponding solution of Eq. (7-123). ‘ 4

if tm > tKO and Apl(tm) = 1, Stage IBC computes

boundary values of u, v, and h as follows:

Hae(i,dsty) = 0, (iL3,t0) (7-129)
UpeCindoty) = 58 [u(i,3,t) = u(i it ;)] (7-130)
Vgelindit) = 28 [v(i,3,t) - v(i it )1, (7-131)

In these equations (i,j) are boundary points only. Also, n is given by

vs
Stage ETA and u and v are computed on the boundaries using the same method
employed to obtain the initiaﬁ conditions, (7-127) and (7-128) above. We
should point out that in our. treatment of the boundary conditions (see
Appendix B to this chapter), we give the values of u, v, and h at inflow
boundary points in terms of their initial values, i.e., h(i,j,tKO) etc., and

we require that the subsequent time derivatives of these variables be

specified, namely

H, ﬂ, and V.

Stage- IBC provides the boundary conditions (7-129) - (7-131) at each time
step t that Apl = 1. The input and output parameters for this stage are

summarized in Table 7-1.
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‘Stage H1HO
This stage performs the final operations in the calculation of. the
e]evation‘zl‘ of the top surfaée of Layef 1 of the regional model; and it
converts this and other surface elevations into pressure coordinates. The
specific operations are defined below.
h(i,j,t ), if ap(t ) = 1;
o m 'm (7-132)
h1(1 ,J9tm) =
max{100, min{500, L(i,j,tm) 1%,

if Apl(tm) = 0.

Here h is the solution of (7-88), as provided by stage FLOMOD, and L is the
Obukhov length, used earlier. Tﬁe value assigned h1 by Eq. (7-132) when bp, =
0 is constrained to prevent the Layer 1 depth from approaching zero
thickness -- which could happen in extremely unstable conditions when L -
0 -- and also to prevent Layer 1 from becoming as deep as the mixed layer --
which would force the thiékness of Layer 2 to zero. Although these
constraints are not necessary in principle, they are applied to prevent
numerical problems in the code which might arise as cell thicknesses approach

arbitrarily small values.

The virtual surface elevation z,¢ is computed as follows:

2:(1,3) + hy(Lduty), if Aoy () = 13
ZT(inj)s if Apl (tm) = 0.

2,6(i,dsty) = { (7-133)

Since ZT is given in meters above sea-level, the values of zy and z_. obtained

from (7-132) and (7-133) are also in units of m (MSL).
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Several other processors require the surface elevations in pressure

coordinates. These are computed as follows:

. 2)(1,5,8,09_ L
Pr(1,3, ) = pg (3,5, t)exp[ -] (7-134)
RyTC(H,5,t)
where g = 9.8m sec™?, Ry = 287m% sec™2 oKL, 2y = 2; + hy, and
T(,3,t) = %28 (3,],t,) + 0.00652,(i,])] (7-135)

1

In this expression 0.0065 °K m ~ is the temperature lapse rate of the Standard

Atmosphere whicﬁ, for altitude calculation purposes, we assume holds between

ground elevation and sea-level.

Similarly
pvs(i,j,tm) = Eq. (7-134) with Z; replaced by 2,6 (7-136)

Finally, in accordance with the analyses presented in Appendix B of Part

1 of this report, we shall prescribe the depth ho of Layer 0 to be

hoCiListy) = hy(i,3,t,)/10. (7-137)
The inputs and outputs of Stage HIHO are summarized in Table 7-1.

’

Stage SIG

This- stage estimates the fractions 011 and og of surfaces zl(x,y,tm) and

[zT(x,y) + ho(x,y,tm)] that are penetrated by terrain.

Referring to Fig. 7-5 which illustrates the process of computing 7 in

Stage ZT, we define
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S 1 S s _
1,J,t) = AE,5,t0) (7-138)
ory(1,d,tp) = 57 y jd()}f] i

where A is defined as

1,if 2,(1,3) 2 27(1,,t); (7-139)
AGiL5,t,) = { t v

0, otherwise
and the summation in (7-138) is over all 54 of the 5 min x 5 min subcells
contained within the 3 x 3 grid cell area in which 7 (I,Jd) is defined.
For simplicity in this first generation model we wili assume
oTO(I,J,tm) = °T1(I’J’tm)’ (7-140)

where o is given by (7-138). The inputs and outputs of Stage SIG are

summarized in Table. 7-1.

Stage FLOMOD

This stage solves the system of equations (7-86) - (7-88) using the
numerical method discussed earlier, beginning on page 79. A detailed
description of the numerical procedures used to solve the equations is given
ih.the appendices to this chapter; and the input and output parameters of this

stage are summarized in Table 7-1.

A schematic view of the interrelationships among the various stages that

comprise Processor P7 is given in Figure 7-6, page 130.

96



Table 7-1.

of each stage of Processor P7.

Summary of the input and output requirements

Input Output
Variable Description Source Stage Variable Description
Q(i,j,tn) surface kinematic_l) P4 DELRO Apl(tm) surface inversion
heat flux (°K m s indicator: = 1 if
at grid cell (i,j) an inversion is
at hour tn present over the
entire model domain
at hour t_; =0
otherwise.
h(i,j,tn) depth of cold layer Stage
(m) at grid point FLOMOD
(i,3) at hour t_
2,(A0) 5 min x 5 min RAW T zt(i,j) 30 min x 45 min
smoothed terrain smoothed terrain
elevation (m MSL) centered at NERQOS
centered at longitude grid cell (i,j).
A, latitude ¢.
Tvn(tm) virtual temperature P3 ETA Ap/po(i,j,tn) buoyancy parameter at
(°C) at surface (operates grid point (i,j) at
weather station only when time t
n=1l,... N at hour Ap1=1)
tm'
h (i,j,tn) depth of cold layer Stage nvs(i,j,tn) coid layer growth
(m) at grid point FLOMOD rate (m s~!) at grid
(i,j) at hour tn point (i,j) at time
t.
n
e (i,j,t.) Surface temperature,
0 n OK.
Q(i,j,tm) surface hgit flux P4
(°K m sec )
Psy n(tm) sea-level pressure P3 PCD Px(},J,tm) horizontal pressure
! (mb) at surface force term in Eg.
station n, hour tm (7-86) (see 7-118)
pn(tm) surface air density P3 Py(I,J,tm) horizontal pressure

(kg m3) at surface
station n, hour m.
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Table 7-1. (Continued)

Input _ Output .
© Variable Description . Source Stage . Variable .  Description
h(I,J,tm) ' depth (meter) of Stage PCD CD(I,J,tm) drag coefficient
cold surface layer FLOMOD (cont.) (dimensionless)
in cell (I,J) at in cell (I,J) at
hour m. hour m.
zo(I,J) surface roughness P4 _ ps](i,j,tm) sea-1eye[ pressure in
(m) in cell (1,d) cell (i,j) at hour tm'
L(I,J,tm) Obukhov length (m) P4
in cell (I,J) at
hour m.
Px(i,j,tm) horizontal pressure Stage IBC h(i,j,tKo) initial depth (m)
force term (see 7-118) PCD of the cold layer in
' cell (i,J)
Py(i,j,tm) horizontal pressure Stage u(i,j,tKo) initial east--west_1
force term (see 7-119) PCD flow speed (m sec )
component in cell
(i,
CD(i,j,tm) drag coefficient Stage v(i,j,tKo) initial north-south
. PCD flow speed component
: in cell (i,])
n,¢(i,3,t,) cold Tayer growth Stage ﬂBc(i,j,tm) time derivative (m/sec
rate (m/sec) ETA of cold layer depth

at boundary cell
(i,3) at time t

ﬂBc(i,j,tm) time derivative of
the east-west flow
component on the
boundary at time tm

VBc(i,j,tm) time derivative of
the north-south flow
: component at boundary
— point_z(i,j) (units:

m sec

2(1,3) elevation (m, MSL) Stage HI1HO h(Listy) thickness (m) of
of smoothed terrain YAl Layer 1 in cell (i,])
in grid cell (i,j) at time t,
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Table 7-1. (Continued)

Input Qutput ]
Variable Description Sourte  Stage Variable Description
h(i,§,t))  depth (m) of cold Stage HIHO  z,(i,j,t) elevation (m, MSL)

surface layer FLOMOD (cont.) of virtual surface
in cell (i,j), hour
t
L(i,j,t )  Obukhov Tength (m) P4 m
psl(i,j,tm) sea-level pressure Stage pl(i,j,tm) elevation of surface
(mb) in cell (i,j) PCD . z, in pressure (mb)
at hour tm c%ordinates.
eo(i,j,tm) surface temperature Stage pvs(i,j,tm) elevation of the
(°K) in cell (i,3), ETA virtual surface Z,¢
hour tm in pressure (mb)
coordinates
Apl(tm) indicator of Stage ho(i,j,tm) depth (m) of Layer
presence of cold DELRO 0 in cell (i,j) at
surface layer hour tm.
zt(i,j) smoothed terrain Stage SIG oTl(i,j,tm) fraction (OSOT <1)
elevations (m, MSL) Al of surface z, penetrated
by terrain }n cell
(i,j) at hour tm
2t(i,j) 5 min x 5 min averaged RAW cTo(i,j,tm) fraction (0<o o51)
terrain elevation of top surfacl of
(m, MSL) of cell (i,]) Layer 0 that is
penetrated by terrain.
zl(i,j,ta) elevation (m, MSL) Stage
of top surface of H1HO
Layer 1.
z,(1,J) smoothed terrain Stage FLOMOD h(i,3,ty) depth of cold layer
elevation T at gime tm in cell
(i,3)
P (i,j,t ) see stage PCD Stage <u(i,j,tm)>vL cell averaged east-
X m output PCD west flow speed
component (m/sec)
at time t_ in the
P (i,j,tm) see stage PCD Stage cold layel
y output PCD
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Table 7.1. (Concluded)

Input : Output
Variable Description . Source Stage . Variable Description
C(i,j,t.) ~drag coefficient: Stage <v(i,j,t )» same as <u>
D m PCD m™vi except nortKLso
component
Ap/po(i,j,tm)buoyancy parameter Stage
ETA
nvs(i,j,tm) cold layer growth Stage
rate ETA
Apl(tm) indicator of presence Stage
of cold surface layer DELRO
u(1,3,tK0) initial values of Stage
v(i,j,tya) ! h, u, and v IBC
KO
ﬂBc(iij:tm) time rate of -1 Stage
change (m sec ~) IBC
of cold layer
depth at boundary
point (ilj') at
time tm '
ﬁac(i:j:tm) acceleration (m sec %) Stage
of east-west flow IBC
component at boundary
point (i}j') at time
tm’
Voa(itilt ) same as U,. except Stage
BC m north-sou@g flow 1BC
component.
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Appendix A to Section 7.

Here we describe a numerical procedure for deriving solutions of

differenfia] eguations of the form
ar ar r _ 9T a2r -
ﬁ*“é?*%*br"(a_x?+"‘5§2+s (7-A1)

where all coefficients are functions of time and all except K and b are
functions of (x,y,t). We poiﬁted out in Eq. 7-92 that the solution of (7-Al)

can be expressed in the form

rix,ty) =Jp(5,t1 | X3t Ir(xit,ddx'

(7-A2)
t1 _
+H P(x.t; [X3t)S(x}t! )dt dy'
t, '
where
t
Plx.t]x' t') = iz exp [-EGEX° - Loy oy)® -5 b(t")dt"]  (7-A3)
tl
t
x = x(t | xlyit') =J‘U(x'+§<t“),y'+9(t").t“)dt" (7-A4)
tl
t
y = y(tixiyit') = JV(x'ﬂ?(t"),y'+9<t"),t">dt" (7-A5)
tl
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and

0% = 2K(t-t'). (7-A6)

In both our flow model. and in the regional model we are interested in the

values of the dependent variablie I' only at the grid points
x = (lax,Jay) , I,J=1...IMAX,JMAX;

and only at the discrete time intervals tn=nAt, n=1l,... . Furthermore, in the -
situations of concern to us the spatial variations in S are of a scale much
larger than UMAXAt or VMAXAt and the temporal variations are generally

slower than the time step At. Under these conditions we can express (7-A2) in

the approximate form

it =Jp(IAx,JAy,tn+ll X0t (x5t Ydx! (7-A7)
where )

ri; = rdax,day,t ) (7-A8)
and

F(xit)) = T(xit ) + S(xit )t . (7-A9)

Eq. 7-A7 expresses the value of I' at grid point (I,J) at the future time tn+1
in terms of its known values at the present time tn. Since the kernel p has
the form (7-A3), we can evaluate (7-A7) analytically if we express F(5',tn) in
polynomial form (or in a Fourier series).

To do this we note first that the kernel p in (7-A7) has a maximum value

at the point

"
x

*

i

x* 1Ax-X } (7-A10)

JAy-§

"
<

»*

"

yl
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and it decreases to zero rather rapidly away from this point. In fact, if
k=0, p has the delta function form given earlier by (7-93). Thus, the
po]ynomiél that we use to represent F in (7-A7) should have maximum accuracy
in the vicinity of the point x' = (x*,y*), which we can find by solving the
transcendental equations (7-A10). In the simple case where the spatial
variations in U and V are much larger than Ax and Ay and the temporal changes
in U and V are slow compared to At, (7-Al0) yields the §pproximate solutions

(cf 7-94)

(7-A11)

X = -
X IAx U(IAx,JAy,tn+1)At }

* -
y Jay V(IAx,JAy,tn+1)At

The points (x*,y*) and (IAx,JAy) are illustrated in Figure 7-Al.

Using computer programming notation (to facilitate comparisons of the

theory presented here with the actual computer code), we define

IST = [IFIX(x*/Ax) + 0.5]Ax (7-A12)
JST = [IFIX(y*/Ay) + 0.5]ay ’ (7-A13)

As illustrated in Figure 7-Al, (IST,JST) is the grid cell center closest to
(x*,y*) (taking the grid .points (I,J) to lie at the corners of each grid
cell). In preparation for the expansion of F(5"tn) in polynomial form, we

define the new coordinates

_ x'=IST _
_ y'=JsT -
t= ¥ (7-A15)

Note that the origin of the (n,£) system is the ceil center (IST,JST). We can
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now express F(z‘,tn) by the biquintic (5th order) Lagrange polynqmia]

6, 6
6 & T (n-a )T (6-by)
Feity) = 2 2 [F); K (2 = LI T (7-A16)
| - ™ (2573 ! (0;7by)
k=1
. / Back trajectory starting
from (I,J) at time the1
OBNORNNO) Ql@ ) \g?ggback in time
O 0 0 0 © !
o 0 O o 0 © GRID POINT (I,J)
© © 0 O O O T
© O @WISMST)
OBNONIOEEORNONNG

. ——— —

Figure 7-Al. I1lustration of the points used in the numerical
solution of Eq. 7-Al. Circled grid points are those
from which values of T and S are taken to derive a
biquintic expansion of F(x',t ) about the point
(IST,JST) (see Eq. 7-A9).

where
1=b1=-5
2 =By =13
3=b3=-1 (7-A17)
a.4=b4“1
3 = b = 3
6=bg= 5
F?j = F(iAx/2+1IST, jay/2+ST,t ) (7-A18)
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and

6

ﬂ' ( ) = product over all k except k=1, j
6

T~ () = product over all 1 except 1=j.
1=1 ¢

Note that (ai’bj)’ i,j=1...6 are the coordinates in (n,£) space of the grid

points at which the F? are evaluated. These are the circled grid points

J
shown in Figure 7-Al.

To simplify (7-Al6) let

6 .
X; =kU1 (n-a,) (7-A19)
6, ]
Y. =]1 (g-b]) (7-A20) i
I =1
6 ,
L =k];[1 (a;-a) : (7-A21)
> 7-A22
M; -]];[1 (bj-b1). ( )

The last two parameters can be evaluated directly using (7-Al7). We get

L1 = Ml = -3840
L2 = M2 = 768
L3 = M3 = - 384 (7-A23)
L4 = M4 = 384
L5 = M5 = - 768
L6 M6 = 3840
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Now (7-A16) can be written

X.Y.

. F1 ; r'ﬂl (7-A24)

1]

M‘."

6
F(5',t :;
i=1 j

Now look at the expansion of Xi:

Xy = nS - 5n% - 10n3 + 50n2 + 9n - 45 (7-A25)
XZ =n5 - 3nt - 260 + 7892 + 250 - 75 (7-A26)
Xg = n% + 5q% - 1002 - 5002 + 9n + 45. (7-A27)

Thus, we can express the Xi in the alternate form

2 a; ' (7-A28)

where the coefficients s, are the known values given in (7-A25 - A27).

Similarly

5

B -
Y; EO a6t . (7-A29)

Substituting (7-A28) and (7-A29) into (7-A24) and we obtain

Fix',t,) = Z 2 A“Bn"gﬁ (7-A30)
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R

where

6 6

n n d. a.

A =2 2 Fo B . (7-A31)
i=1 j=1 LM

We now have the polynomial expansion of F(5',tn) that we need to evaluate
(7-A7), but first we must change the integration variables in (7-A7) from x' to '

(n,§). We get

®

n+l X
rpy = (?)(%Y)ggq)x (bt 86 (L3t gt a0 A (7-A32)
F(n,§,t,)dndg
where
oyl =%)2
0, = 7= exp [- LT (7-A33)
=1 (Jay-y'-y)?
= —=— oxp [~ ] (7-A34)
Y m T

(see Eq. 7-A3); and b* = b(x*,y*,tn).
Let

€
X

x* - IST _ (7-A35)
y* - JST. (7-A36)

€

y

Then, representing x' 1in (7-A33) in terms of n we obtain (from 7-A14 and

7-A10)

0, = —2— exp [- "”2(2+ex"—)2 ] (7-A37)
X JZnéax ¢
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where

ey = e,/ (8x/2) | ‘ (7-A38)
o/ (Ax/2) ' ' e ' . (7-A39)

g

An expression similar to (7-A37) describes ¢y'

Substituting (7-A30), (7-A37) and the analogous expression for Qy into
(7-A32) we obtain

5 5
T -bxat
oy EO go Rug & Agvg (7-A40)
where
1 o (n+ ex )?
Ay = = nexp [+ —s2=1 dn (7-A41)
o
1 B §+e )2 i
= : Eexp [- —¥- 7 q¢ (7-A42)

These last two integrals can be evaluated analytically and we get

1

2 &
" ]

€x

a2 +a»2
€x

k3
"

(7-A43)

>
(X
]

€% 3ex0

£
]

et + 68252 + 354
i 6 0

Ag = &5 +10:352 + Gt
5 ex IOEXG 15€x0
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Similar expressions give Vg g=1,...6, except €x is replaced by Ey.
In summary, the value of the dependent variable r governed by (7-Al) is
obtained at time level n+l at grid point (I,J) from (7-A40) where AZB is

derived from (7-A31) using known values of I' at time level n; and where the A

and v parameters are given by (7-A43).

.ttt b — § dene e vt W <A

109



Appendix B to Section 7

Here we describe the scheme we have developed to provide the boundary
values that the numerical analogues of the differential equations (7-86) -

(7-88) require but which the differential equations themselves do not need.

The essence of our method is that we divide the u, v, and h fields into a
base state and a perturbation component, and then in the governing equations
we set all sources of the perturbation fields to zero outside the region in
which the prognostic equations are applied. In addition we assume that
perturbations do not exist outside inflow points of the modeling domain. At
outflow points, we extrapo]afe interior values to estimate u, v, and h outside
the boundary, but these estimates are' only included in the advection and

diffusion terms of the equation and are excluded from the forcing terms.

Rewriting the governing equations (7-86, 87, and 88) for future reference

and manipulation, we have

g% + ug% + V%% + U0z (u2ev2)t=
(7-81)
9z 2 2
ah ty - d4u d<u
- 9y ) TtV Kt Koz
S Uty C3(u2+v2)t =
(7-82)
9z 2 2
dh - - 4V ocv
oy tay) "yt e



)
5t U tVgy PGt ) =0t
where
' _13p _1lap = AR
P == , P == , 9 = .
X pyox Y Py Po
Let
u=u+ u'
vy + v
h=h+h

(7-83)

(7-B4)

(7-85a)
(7-B5b)
(7-85¢)

where barred variables refer to the base state and primed variables denote

fluctuations from this state.

Our aim is to absorb the effects of the given

large scale forcing terms P, and P, as well as initial and boundary conditions

y

in the base state variables (u, v, h), and to let (u',

v', h') represent the

perturbations from this state that arise as a result of forcing by the terrain

z, and cooling n within the simulated domain.

(7-B1) we get

Substituting (7-B5a) into

Cz(u2+v2)15 = -g ( gg| ;E- )
BTN

Now let u and v be solutions of

272,025 = - v
CD(u +v4) Px + fv

=ich
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(7-86)

(7-87a)
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CB(W+2)T = -P_ - fiL

N

and assume.

CDIQ’
c+

:2:2'
at 5?’

Subtract (7-B7a) from (7-B6) and use (7-B8):

u' o ml Ut L e g3 U o gy o
5¢ © (u+u')ax + (v+v )ay R CD(u +v2)
G128 = - (f3u }
utzx = - (ugp + v ) g (

Eal (au -

+ g2y, 2%,

ax? T ay?

From (7-B2) and (7-B5b) we have
3v , av', =8v _ =av' . av _ 3V
ot "ot TUWx T Ux tTUsxTUsx

c

i

2

(w]

*5)

(12+72) ®

SV, TV, BV, V'Y a2l 208 o
+ vay + Vay v 3y +v 3y + h CD(u +v¢)
- az -
ah , ah' t b L e 32v
— -g‘(sy + 5§ ) Py fu - fu' + Kl5zz

(7-87b)

(7-88)

(7-89)

(7-810)




Using (7-B7b) and (7-B8) we can reduce (7-B10) to

V' L tey Y 4 (Geyt Y 20u24y2)% - ¥
5% + (u+u. )3X + (v‘+v )ay + R Y (u +V ) :
- - - 3z
Qv dv , =dv ah t
v oy [ oX Vay] g (ay oy )
_idh' _ 8V 32v' | 92v!
Oy ~uW Gkt Kz *gyz ]
Now combine (7-B5¢c) and (7-B3)
dh . ah' , -ah _ -ah’ ah . ..an'
5t *5t tlx T Usx *UsxtU'sx
3h , zan' . .2h . .3h' ., 3u | BV
+vay+vay+vay+vay +h(3x+5?)
-3u' _ av' av
-, 32h , 3%h , 92h' |, 32%h'
't Knlasz * ayr ek * ay7
where
-1 foox
A
A

and A is the model domain. We define

mlm
o
]
om 3 |
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(7-811)

(7-812)

(7-813)

(7-814)



Subtracting this equation from (7-B12) we have

N ! - 1 - ‘ol av av l. _
gh * (u+u‘)§2 * (v+v')%§ h' [ ax T 5y * 3y 1=
_r=3h . -ah ah ,ah v }
[usg + vayd = [u'gg + vigyd - h[ y] (7-B15)

_z .U av! 92h' , 92h'
h('a_i +§-y-)+nl+Kh[5§z +W]

where we have assumed

2h 2
SegEco (7-816)

Now we write the basic equations (7-B9), (7-B11) and (7-815) in the following forms:

! - ] - ] ' - - 32 ' azu
g% + (u+ul)g—: + (v+vl)g_;.;. + u' (B L) =45+ S! + K('é?g 32 )  (7-817)

Iv! - ov! - ov' - _ - 52y! azvn )
gt *(wuldgy * (v+v')5§ + V(BB =4S, + Sy + Kz + 3y? ) (7-818)
- ' - . - 1 32 [}
5+ G+ (v+V')§$' +hUBr B =+ Sp + S+ KD 0’y (7-819)
where
B, = du/ax (7-B20)
— B, =3v/3y : (7-821)
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'
Su

Sh

and h satisfies (7-B14); uand v satisfy (7-B7a, B7b) and (7-B8); and u,

[ U(y2y2) -

c2

c2
D ¥(uzev2)® -

Tk

(u2+v2)1]

ﬁg(ﬁz+v2)%, otherwise

(W2+v2)E] | if v' # 0;

-r-]-q(u2+\72);i , otherwise.

T B g @ oty
G T g @
R IEN TO TS

.3h 1Y
“lo'sx + VG

_e13h'

[u.ah .ah

¥y

h are defined by (7-B5).

f

+ 1

)]

f @Y )

au' _ av!
5x T3y )]
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if u' #0;

(7-B23)

(7-824)

(7-B25)
(7-826)
(7-827)
(7-828)
(7-B29)
(7-830)

(7-831)

v and



We require only first-order derivatives in evaluation of the B's and S's.

We use the notation

2| : - 39
8,91 39 = 5% a(gr ) S
x=1Ax Y x=lax
y=Jay y=Jay

We define several different Ax and Ay operators, each of different orders of

accuracy.

s8, (g o) = 1450814 57 91-7,9) ~ 9914y 5 = 91-2.0)
+ (91+3,J - gI‘3,J)]/(606X)

(7-B32)
4Ax(gI,J) = [8(91+1,J = gI‘l,J) - (gI+2,J - gI’Z,J)]/(lzax) (7-833)

2Ax(gI,J)= (QI+1’J - gI_l'J)/(ZGX) (7-834)

sAy(QI,J) = [45(91,J+1 = gI,J'l) - 9(91’J+2 - gI’J_z) (7-835)

+ (gI,J+3 - QI,J-3)]/(GOGY)

-

48y (ay ) = 89y 341 = 91,5-1) ~ (91 4p = 91,3-2)1/(128,) (7-B36)

sz(gI,J) = (91'J+1 - 91,3_1)/(26y) (7-837)

where Gx and Gy are the grid mesh dimensions.

The

following operators are used to compute first derivatives on

boundaries:
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w91 o) = [-171gp 5 + 1699y, 5+ 105gp,, 5 - 160gr,5 ;
+ ngI+4’\] - 9gI+5’J + gI+6,J]/(1205x) (7"338)

by (9 ;) = [-171g; ; + 1699y 5,1 + 105 ;,, = 160g; 1.4
+ 6507 Jpg = 907 gas * 91,46/ (1208)) (7-839)

eA(91,g) = [172gp ; - 16997y 5 - 1059y, 5 + 1609y 3 ;

" 85914, * 991-5,9 " 91-5,91/(1205,) (7-840)

NAy(9y g) = [171g; ;- 16997 5. - 105g; ;o + 160g; 5.3
-ngI,J-4 * ggI,J-s - gI,J-GJ/(]‘ZOGy) (7-B41)

The operators defined above are used to compute the variables Bu’ Bv’ cen SA
defined by Egs. (7-B20) - (7-B31) in the sequence illustrated by the flow
chart in Figure 7B-1. Following are descriptions of the operations indicated

in the flow chart.

Although the model domain is a grid of 60 x 42 cells, we use an array of
66 x 48 cells in solving the governing equations (7B-1, 2 and 3) in FLOMOD.
The extra cells comprise a “fréme“ 3 cells wide around the 60 x 42 modeling
domain. Values of all parameters within this frame of cells are specified
whereas those within the modeling domain are predicted using the governing
equations. Specification of the BAR variables E‘J, Bv’ Btv §u, §v and §h
within the frame is straightforward since the variables u, v, h, etc. on which
they depend are given at all points in the 66 x 48 cell region. Specification
of the PRIME variables BL, B;, Bﬁ, S&, S&, and SE within the frame region is
guided by the desire to avoid the spurious generation of disturbances just

outside the modeling region that can subsequently enter the area of interest.
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The prime variables u', v', and h' represent perturbations from the "base"
state represented by (ﬁ, v, h). We assume that all sources of perturbation
energy, such as terrain z,, cooling n', etc. are within the 60 x 42 model
region. Therefore, we assign zero value to all prime variables outside this
region, namely in the boundary frame area. This is a key feature of our,
boundary scheme. Finally, specification of u', v', and h' in the frame zone
must be done arbitrarily. The prognostic equations (7-81, B2, B3) cannot be
applied in the frame region because that would require values of all
parameters outside the 66 x 48 domain. A common method of estimating the
values of the dependent variables outside the modeling area is to extrapolate
values from the interior of the simulation area. We have found that even
crude extrapolation techniques give acceptable results when used with the
advection-diffusion equation. But the same methods generally fail when
utilized with systems of equations like (7-Bl, etc.) because the errors in the
extrapolated values outside the simulation region give rise to disturbances
that spoil the accuracy of the solutions obtained within the model region. We
attempt to alleviate this problem by setting all source terms that involve tﬁe
dependent variables equal to zero outside the model domain (the 60 x 42
region) but we extrapolate values of these variables for use in the advection
and diffusion“terms of the equation. In particular, if a given point on the

edge of the 60 x 42 region is a point of inflow, then we assume u' = v' =h' =

0 at all 3 cells of the frame zone adjacent to this point. For example,

woun
coo

} if [u4,d) +uv' B, 0

At points of outflcw, we use the following extrapolatiocn, illustrated for the

case of point (4,J):
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READ FIXED
FIELDS
Zt, fr

'

INITIALIZE
u=v'=h'=0

_ _ _READ _
u v, h, CD.g.nn

l

COMPUTE
BAR VARIABLES
EV: B_U' Eh
su- sv: sh

;

COMPUTE
PRIME VARIABLES
B'u. B'v. B'h.
$'u. S'v. S’h.

'

CALL SOLVER
COMPUTE NEW
u',v., h’

Flow chart of FLOMOD operations.

Figure 7B-1.
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u'(1,d) = u'(2,d) = u'3,3) = ¢, .
vi(1,d) = v'(2,0) = v'(3,0) = §, ) if [u(4,9) + u'(4,9)1< 0
- h'(1,d) =1 (2,3) = n'(3,0) = §

where

§u == 2u'(5,Jd) + (1/2)u'(6,J) + (5/2)u'(4,J)

etc.

Calculation of the BAR variables.

Figure 7B-2 shows the grid on which the BAR variables éu’ S , etc. are to

u)
be evaluated and the derivative operators that are to be employed at each

point.

From (7-B20) - (7-B22)

Bu(1.9) = A, (up ) - (7-842)
B,(1,9) = A (v ) " (7-B43)
Bp(1,9) = B,(1,3) + B (1,9) (7-844)

and from (7-B26) - (7-B28)
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S,(1) = up A (up g) + vy g (up g)

+.g'y gla by 5+ 24q P ~ (7-845)
SULI) = up 5 Ay )+ vy 5 Ay )

+ g'I,J[Ay(EI,J + ztI,J)] (7-B46)
Sp(1,3) = up g A Chy )+ vy g ARy )

*hy gaCup 5) + 8, 0vp 1 = np g (7-B47)

-n evaluating the six expressions above, the operators Ax and Ay should be

;elected as follows (see Fig. 7B-2):

By o 1T L
A, o+ if 1=66;
AX(EI’ D= 28, if I=2 or I=65; (7-848)
4Ax , if I=3 or I=64;
6h, » if I=4-63.
SAy , if J=1;
By o BT J=48;
6 )= 28, » if J=2 or J=47 - (7-849)
4Ay , 1f J=3 or J=46

sAy ’ if J=4-45

here 24, , sz’ etc. are defined by (7-832) - (7-B41).
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K

60 61 62 63 64 65 G6

Figure 78-2. Grid network on which éu’ Bv’ Eh’ S, §v’ and §h

are computed. Different spatial derivative operators
Ax and Ay are required in these calculations as indicated.

Calculation of the PRIME variables

The PRIME variables Ba, BQ,...SE are defined on the same 66 x 48 grid
system as the BAR variables but the calculation procedure is different. As we

noted earlier all PRIME variables are set to zero outside the 60 x 42 cell

simulation area. Thus, we assume
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BL(1,9) = BL(1,d) = B{(1,9) = S!(L,J) = S!(I,J) = §/(I,J) =0,  (7-B50)
if I =1,2,3,64,65, or 66; or J=1,2,3,46,47, or 48.

‘vt all other grid points, namely I=4-63, J=4-45 compute the PRIME variables as

~1Tows:
0, ifu'p =0
B, (1,d) = (7-B51)
Eé_u[u_Id(Z +2)35-EL£('2 + y2 )!ﬁ]
u R UT1,0 T V1,9 - 1,0 7 V1,00 b
I,J I,J h
1,
ifuj j#0
where -
ot O M O I O B
3 | —
0, 1va’J",
B (1,J) = 1 (7-852)
10 V1.9 y VI.J - 3
LS IS S L C S I SR
VI h ] [ ’ >
1,0 M,J 1,J
where
V1,05 V1,0 Y V1,0
Bp(I.d) = A, (up 5) + A vy 3) (7-853)
Sull:9) = g1 5 Ay )+ vy glaylug 5)-7y] (7-834)
§,(I,J) = gi,J Ay(hi,J) + ”i,J[Ax(VI,J) + £l (7-B55)
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Sh(LD) = up ARy )+ vp ARy ) + By j81(TL0) (7-856)

_In equations (7-B53,..,7-B56) the derivative operators A, and Ay shou]d be

selected as follows when they operate on PRIME variables:

Wik if I=4;
EAx if I=63;

NGR) ={  sA, if I=5 or I=62; (7-B57)
b, if I=6 or I=61;

A if I=7-60.

SAy if J=4;

NAy if J=45;
Ay(gi’d) ={ sz if J=5 or J=44; . (7-B58)

4Ay‘ if J=6 or J=43;
el if J=7-42.

In Egs. (7-B53,..,7-B56) use 68y and eAy in all applications to the BAR
variables u, v, and h. In this regard it should be repeated that Egs.
(7-851,..,7-B56) are applied only to columns I=4-63 and to rows J=4-45, and at
these points the 6-th order operators can be appiied to BAR variables (see
A7-B48 and 7-B49). At all other points the PRIME variables are set to zero
(see 7-B50).

Calculation of the dependent variables u', v', and h'.

The three dependent variables are computed at each time step using the
prognostic equations (7-Bl7,..,7-B19) within the 60 x 42 cell modeling region

bounded by columns 1=4 and 63 and by rows J=4 and 45. These calculations are

done in the following steps.
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First we define the function

A(1,J) = SOLVER(I,J,IST,JST,&GXS,K) (7-B59)

which represents the biquintic algorithm described in Appendix 7A that is used

to solve the differential equations numerically. In Eq. (7-B59), IST and JST are

given functions of I,J,u’ and v' (see 7-Al2, Al3); gsxs is an array of 36

variables at grid points surrounding (IST,JST) which we specify below (see

also Fig. 7-Al); and K is the diffusivity. The function SOLVER can be used to

predict'the next values of u', v', and h' at each of the 60 x 42 points

defined above. Consider each of the 3 variables in turn.

1.

u'(I,J,N+1) in 60 x 42 model domain.

Step 1.
B*(1,J) = SOLVER(I,J,IST,JST,gexs,O)
where
£6x6 = By * By
Step 2.
C*(1,J) = SOLVER(I,J,IST,JST,gsxe,K)
where
Bepp = U (N) + At(§u +5))
Step 3.

u'(1,d,N+1) = C*(I,J)*exp(-B*(I,J))

v'(1,J,N+1) in 60 x 42 model domain.
Same steps as in u' calculation except replace Bu, BL» u' (N, §u and

' r ' 1 < t :
Su by Bv’ Bv, v'(N), Sv and Sv’ respectively.
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3. h'(I,J,N+1) in 60 x 42 model domain.
Same steps as u', except replace Bu’ BL» u'(N), §u, and S| by Bh’
B, h'(N), S, and S, respectively. - Replace K by*Kh. In order to
"avoid the problems that zero or negative fluid depth predictioﬁs

would cause, perform the following operation after each time step:
IF((h'(N+1) + h(N+1)).LT.1.0) h' (N+#1) = 1.0-h(N+1)

As we noted earlier, values of the dependent variables in the boundary
frame region are assigned zero values at all inflow points and are predicted

by simple extrapolation of the interior values at points of outflow. Consider

first the western boundary zone.

4. u'(N+l), v'(N+1) and h'(N+1) in western boundary zone 1=1-3, J=4-45.
If (u(4,J,N) + u'(4,J,N)) > 0, then
u'(1,J,N+1) = u'(2,J,N+1) = u'(3,J,N+1) = 0

Same holds fér v' and-h'.

If (u(4,J,N) + u'(4,3,N)) <0), then
u'(1,d,N+1) = u'(2,J,N+1) = u'(3,J,N+1)
= -2u'(5,J,N) + (1/2)u'(6,J,N) + (5/2)u'(4,J,N)

Similar expressions are used for v' and h'.

5. u'(N+1), v'(N+#1) and h'(N+1) in the eastern boundary zone I=64-66,
J = 4-45.
If (u(63,J,N) + u'(63,J,N)) < 0, then

u'(64,J,N+1) = u'(65,J,N+1) = u'(66,J,N+1) = 0
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Same holds for v' and h'.
If (u(63,J,N) + u'(63,J,N)) < 0, then
- u'(66,J,N+1) = u'(65,J,N+1) = u'(64,J,N+1)
= (1/2)u'(61,J,N) - 2u'(62,J,N) + (5/2)u'(63,J,N)-
Similar expressions hold for v' and h'.

u'(N+1), v'(N+1) and h'(N+1l) in the southern zone I=4-63, J=1-3.
If(v(I,4,N) + v'(I,4,N))> 0, then

u'(I1,1,N+1) = u'(1,2,N+1) = u'(1,3,N+1) = 0.
Same holds for v' and h'.
If (v(I1,4,N) + v'(1,4,N)) < 0, then
u'(I,1,N+1) = u'(1,2,N+1) = u'(I,3,N+1) =
-2u'(1,5,N) + (1/2)u'(I,6,N) + (5/2)u'(1,4,N).
Similar expressions hold for v' and h'.

u' (N+1), v'(N+1) and h'(N+1l) in the northern boundary zone

I = 4-63, J = 46-48.
If (v(1,45,N) + v'(I1,45,N)) < 0, then
u'(1,46,N+1) = u'(1,47,N+1) = u'(1,48,N+1) = 0

Same holds for v' and h'.
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If (v(I,45,N) + v'(I,45,N)) > 0, then
u'(1,48,N+1) = u'(1,47,N+1) = u‘(I,46,N+1).=
(1/2)u'(1,43,N) - 2u'(1,44,N) + (5/2)u'(1,45,N)

Similar expressions hold for v' and h'.

The specifications of u', v' and h' given in steps 4-7 above give the
dependent variables at time step N+1 at all boundary zone areas except the 4
corner zones. The southwest corner zone is illustrated in Figure 7B-3. 1In
each of the four corner zones we will assign the dependent variables the
average of the values computed on the edges of these zones, as illustrated in

the Figure. For example, referring to Figure 7B-3 and keeping in mind that
u'(4,1,N) = u‘(4,2?N) = u'(4,3,N),

and similarly for v' and h‘; and that
u'(1,4,N) = u'(2,4,N) = u'(3,4,N),

and similary for v' and h', we assume in the southwest corner zone that

u'(I,J,N+1) = 1/2[u'(4,1,N+1) + u'(1,4,N+1)]
1=1,2,3 and J=1,2,3.

and similarly for v' and h'. We use a similar method to compute the dependent

variables in the northwest, northeast, and southeast corner zones.
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SECTION 7
PROCESSOR P8

INTRODUCTION

This processor determines the top surfaces H; and Hs of layers 2 and 3 of
the regional model, it computes mean vertical velocities on these surfaces,
and it estimates convective cloud updraft speeds and other parameters reguired
in the specification of pollutant fluxes across surfaces Hp and Hz. All of
these quantities play important roles in the regional model, but unfortunately
none of them is directly measurable. In this section we outline a procedure
for deriving estimates of these parameters that are consistent both with

observational data and physical.principles.
DERIVATION OF BASIC EQUATIONS

Recall from Part 1 that
Ho(X,y,2,t) = za2(x,y,t) - z (8-1)

where 2z, is nominally the elevation of the top of the mixed layer. During
clear daylight hours, z, is the highest elevation that nonbuoyant pollutants
can reach.- When convective clouds are present, we take z; to be the elevation
of cloud bases, specifically, the so-called lifting condensation level {LCL).
In this case pollutants entering the updrafts that feed individuai cumulus
clouds can rise above elevation z, and proceed as far as the elevation of the

cloud tops, which we define to be the elevation z3 of the top of Layer 3.
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When convective clouds are absent, z3 is defined to be zo + hs, where hj is
some constant depth of order 100 meters. Figure 8-1 illustrates the surfaces
Hy and Hg in a regional domain in the typical condition where cumulus clouds

are present over only a portion of the modeling region.

We showed in Part 1, Eq. (4-20) that z, satisfies the differential

equation

] —_— W,-0ocWC
2, G = (8-2)

Here We is the entrainment velocity (represented in Part 1 by f8/A8); wy is

the cell averaged vertical air speed at elevation 2z5; Wwe is the effective,
cell averaged cumulus updraft velocity at cloud base (i.e., at z,); Ny is the
horizontal wind velocity at elevation z; and O is the fractional area
covered by convective (cumulus) clouds. The last parameter is measurable from

Figure 8-1. Illustratjon of surfaces H» and Hs during situations in which
convective cloudz cover only a portion of the modeling region.
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satellite photographs and it 1is the only variable in (8-2) that can be
estimated reliably. We will assume that cc(x,y,t) is an 1input to this

processor. .

A1l the other variables in (8-2) must be inferred through comparisons of .
this equation with certain measured data and other physical principles. This

is the task we undertake in this section.

An auxiliary relationship that will aid in the estimation of w. is the
water vapor mass conservation equation. Using Eq. 2-29 of Part 1 we can

express the layer averaged water vapor mixing ratio q in the form

dInV,

9
> . + <q>J 3t + xjH YH

A
5T <qJ <q>j+V.[Fj . - I-:]

AL 1=0 (8-3)

where <q>j is the cell averaged mixing ratio in layer j, A is the horizontal
area of a cell, Vj is the volume of a cell lying in layer j and 73 K is the

flux of material across surface Hj to or from layer k. To arrive at (8-3), we
dropped the horizontal flux terms in (2-29) of Part 1 that represent the
effects of subgrid scale variations in the horizontal wind i Our interest
is in <g@>3 during periods when cumulus clouds are present (i.e., 0. #0). If
we assume that the advection term in (8-3) is negligible in these conditions
compared to the othé} terms, we obtain with the aid of Egs. (4-3) and (4-21b)

of Part 1

a <q> s
5t <®s * ;%:%2[23 ;] + [ < 1-
W )(a."<@>3) + <@3Z2 - (q, = <@>3) Fa (8-4)

<g323]1 =0 .
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where 2, = 82,/3t, 23 = 823/8t and

=
w
|

= 23 * YayYyZa-~ Wa. o - (8-5)

Also, q. represents the mixing ratio in cumulus clouds and q_, is the mixing
ratio just above the elevation of cloud tops, i.e., just above z3. If we
assume that the horizontal advection term in (8-5) is negligible, we can

reduce (8-4) to

) 1 W, “We -
a3t <q>3 + 23-25 (OC( l_o.c + we)(qc <q>3)
(8-6)
- (q,~<@3)X237w3)] = 0,
and after multiplying by (z3-2,) and'rearranging terms we obtain
q0 ' q.0
L, =M - ‘e
I-c, We = 55 * [we + (1-o 0w I[<e>s + 75571
' (8-7)
Q23 * wa(q, - <g>3)
where
Zs(?&,t)
Ma(x.t) = | q(x,z,t)dz : (8-8)
22(5’1")
and
M
- —-L -
<3 Za-15 (8-9)

At each of the sites Xn of rawin stations we have available measurements
of q(z), ng(z) and 6(z) at each observation time. We also know . and zj
(where o # 0) everywﬁere from sateilite data. Using all this information we

can derive estimates of all the parameters in (8-7) except We and w_, and

e’
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thereby we can derive a relationship that We and W, Must satisfy at each
rawin site Xp This relationship can subsequently be employed in conjunction
~ith (8-2) to obtain estimates of z,, e and Wo throughout the modeling

‘omain.

In order to use the rawin data and Eq. 8-7 in this way, it is convenient
0 integrate (8-7) between each set of measurement times. Let ty, and t,
lenote two successive times when rawin observations are gathered at a given
station. Ordinarily, t; and to will be 12 hours apart, but shorter intervals

are possible. Integrating (8-7) we get

4

q.0 '
J. [1555 We = Wo(l-0 )<@>3 -~ W g0 Jdt = Ma(ty) = Ma(to)
to
(8-10)
ty 4.9, . )
+ Iwz(<@>s + 7557 ) = q,Z3 + Wa(q,"<g>3)]dt
c

to

where all variables are evaluated at a given rawin site x . We assume that
only we and w, are unknowns in this equation. For all other parameters we can

use the following expressions.

First, we adopt the approximation

q.  a(z2). (8-11)
Then
a.(t) ¥ a(z2,t0) + Q. (t-to) (8-12)
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where

. -1

q. = [a(z2,t1) - q(zz2,t0)1(t1-to) (8-13)
and

a(zz2,t0) = a(x,,2522(%0), to)-

Next, we approximate z; and z3 by
22(t,) = F(a(x,,2,t,), 80x,,2,t)))  n=0,1 (8-14)

where F is a function that is defined later; and

zz(tn) + 100 meters, if cc(5m’tn)=0;
Za(tn) = n=0,1 (8-15)

from satellite data, otherwise
. -1
z3(t) = [z3(t1) - z3(to)] (ti-to) . (8-16)

Since (8-4) bears the implicit assumption that Hj > 0, which we adopted
in anticipation of application to situations where convective clouds are

present and growing, we must ensure that the value of z3 given by (8-16)

satisfies

23 > 0. (8-17)

This constraint is most 1likely to be violated when 0. = 0 either at

observation time tp or at t;, but not both.

——

o

o~
In this instance we can adjust the estimate of z, at the hour that . =0
to achieve z3 > 0. Adjusting\22\is consistent with the position adopted iater

that only a range of' zp values can be estimated with confidence from the

measured data at any rawin site and time.

ey
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We approximate the temporal variations in q_ by

. 4y ¥ q(za), C : (8-18)
and from this we assume in analogy with the form we adopted for Q> j.e., Eq.
8-12,

G (t) = a(za,to) + q (t-to) (8-19a)
where
* -1
9 = [a(za,t1) - q(z3,t0)] (t1-to) . (8-19b)
From (8-8) we get
23 (8 t) -
Ma(x,t1) = | alx,z,t:)dz (8-20)
22(5m9t1)
and
23 (X, to)
M3(2(,m9t0) = Q(ém)z'atO)dz‘ (8-21)
22(5m9t0)
Similarly,
<q(t)>3 = <q(to)>s + <@ 3(t-to) (8-22)
where |
<@z = [<q(t1)>3 - <a(te)>3]/(t1-to) (8-23)
and
UASTY = 8-24
<q(t )>3 = Tt ) 22(E) , n=0,1 ( )

The vertical air speeds wp and wz that enter into (8-10) will be

approximated by
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w2(5mst) = w(zmsZZ(t)’t) ’ tO S t S tl; (8'25)
w3(5m’t) = W(%m,23(t),t) » to E t S t1; ' (8-26)

where Q(g,z,t) is the vertical air speed at site x, elevation z(MSL) at hour
t. There are various methods of determining w from the set of rawin data but
we will not consider any of them here. We will simply assume that some means
of estimating w exists and we will leave it to the model user to choose a
feasible scheme. [In implementating the present regional model, we used the
method developed by Bullock (1983)]. The elevations za(t) and za(t) at which
w(t) is evaluated in (8-25) and (8-26) are taken to be

2o(t) = z2(x;,t0) + 25(t-to) to <t <ty (8-27)

where
2p = [z2(x,,t1) -z2(x,,t0)1/(t1-to);
23(t) = z3(x,,t0) '+ Za(t-to) (8-28)

with z3 given by (8-16).

Now that we have formulated approximate expressions for each of the
parameters in (8-10) except We and Wo, We can define a constant w c which

satisfies

t1 t1

- ) qcoc _ + - d
W, I:EE dt = [<g>3 Uc(qc <q>3)]we t
to to

(8-29)
+ A(Zm; to’tl)
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where W, = wc(gm; to,t1) and

t1 .
A(%gito,ta) = Ms(ts) - Ms(to) + .X [wa(<g>3 (8-30)
to

q.0 .
+ IEEE) - q,Z3 * wa(q,~<g>3)]dt.

The parameter w_ is the effective cumulus cloud updraft speed W, characteris-

c
tic of the air mass in the vicinity of the rawin site X, during the interval

to < t < t; between observations. In other words, in the vicinity of X We

assume

w.(x,t) = Wc(zm; to,t1) to <t <ty, and

(8-31)
x| < 8

where ;lc satisfies (8-29). "Note that (8-29) relates i'vc to the unknown

entrainment speed Wo which we consider next.

Continuing our examination of the region around let us look at the

X
~m)
air parcel trajectory that ends at X, at time t;. Figure 8-2 depicts it

beginning from its position at time ty. Writing Eq. (8-2) in the form

dz w O
T T Y To, e (8-32)

and integrating it from to to t; along the trajectory ending at x at time t;

we get
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131 t

w ag
22(%y,t1) - z2(xp,to) =C§ I.%Cdt <§wc p—gcdt

t to
‘ (8-33)

t1

+ § wedt

to

where gﬁ indicates that all parameters in the integrand are evaluated at
space-time points along the trajectory between x and x  (see Figure 8-2).
Since %n is the site of a rawin station and t; is an observation time, we can
get 22(5m,t1), or more precise]& a range of values in which we expect z; to
lie, from (8-14). But 56 is generally not the location of meteorological
measurements so zz(gé,to) can only be estimated from interpolation procedures.
Let us suppose that through_a combination of measurements and interpolation we

are able to say with confidence that

2a(%y,t1) = 22(xp,t0) = Aza(X,it1,t0) &
(8-34)
6z2(%,it1,t0)

where Az, and 5z, are known, partly from (8-14). We can now write (8-33) in

the form
t ts t1

- g
Azp + 62y -{g) Iggzdt - wé 1-_-§—c dt +(§ wydt. (8-35)
to to

to

The cloud cover fraction o.(x,t) is known everywhere and we assume that we is

also available at all points and hours. Thus, (8-35) contains only 2

unknowns:  w X
wc and Wo
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Figure 8-2. Illustration of the air parcel trajectory
that arrives at point x_ at hour t;. Point

x' denotes the parcel's™location at time
~m N
to < t;.

Following a number of preQious investigators (see, for example, the
‘aview by Artoz and André, 1980) we shall assume that the kinematic heat flux

it zp is proportional to that at the ground, namely

wo )Z=22 = aQ (8-36)

where Q 1is the known surface heat flux and a is a constant. Recall that

oTET
We'), -

w:

o ~ 4 (8-37)

where A8 is the effective jump in potential temperature across the elevation

2o. By comparing simple mixed-layer growth rate formulas with measurements,
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Artoz and Andre (1980) found that a simple, reasonably accurate expression is

. 1.4 - ‘ _
W —YﬁQ | o (8-38)

where y = d8/dz evaluated at z=zp+¢ and h=22-zt, where i is the local terrain

elevation. Eq. (8-38) suggests that within the vicinity of rawin station .

we can approximate We by

Wo(X,t) = Glxpito,t)Q%,t)  , to S E <ty (8-39)

~

- <
X%, <6

where G is an unknown function that we suspect from (8-38) is of the order

-1
6(xpstorts)” ~ [52 6(x,,2722%€, 1) 1[22(x,, 1) -

(8-40)
z,(x,)]
where T is some instant in the interval t; to t;.
Substituting (8-39) into (8-35) we obtain
t t t;
W - 0.
Azp £ 522 = =0 dt - Wc o dt + @ th, (8’41)
c o
to to to

where the integrais are all along the trajectory shown in Fig. 8-2. Making

use of (8-39) in (8-29) and substituting the result into (8-41) we get
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t

£ 62 <§—2- dt - & [G J‘[<q>3 * 0 (0]

9
to
(8-42)
t
Q(ﬁm,t)dt +A] + G§ Qdt
‘to
“here
12!
q0
qc =t ¢ (8-43)
t: o
c
to

We repeat that in our gotationS'Cdt denotes integration of { evaluated at the
1

fixed point Xn whi]eé@tht denotes integration of {(x,t) along the space-time
0

coordinates illustrated in Figure 8-2.

In expression (8-42), G is the only unknown parameter. For each number

AZ, in the interval indicated on the left-hand side of (8-42), i.e.,

Az, - 62, A AZ, < Az, + 62, (8-44)

there corresponds a G given by

t
& —a— dt + wA]{& Qdt - %—g [<g>3 + Uc(qc - <g>3)]
to ¢ to

(8-45)
R, et}
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Let us assume that the set of G associated through (8-45) with the set of AZ,
defined by (8-44) lies on the interval

Grin < 6 < Gpay (8-46)

Only positive values of G are physically meaningful because both Wy and Q are
positive during convective conditions. Therefore, if the interval defined by
(8-46) contains only negative values, one or more of the parameters entered in
(8-45) have erroneous values. When this situation arises in practice, we
propose to alter the values of the various terms in (8-45) until the resulting
G interval at least contains positive values. At the most we would want the
largest positive values of G to be consistent with (8-40). Alterations of the
parameters in (8-45) should proceed according to a fixed rule in which the
parameter suspected of being the most inaccurate is altered first, and
succeeding terms in the hierarchy are modified only after adjustments to the
least accurate terms hdve failed to produce the desired values of G. The
alterations made in the value of any one parameter should be confined to the
smallest interval in which one could reasonably assume that the correct value
lies. Regarding the order in which the parameters in (8-45) should be

altered, we propose the following hierarchy based solely on intuition:
qC’ acs <@>3, Q: w2, AZ2: OC' (8-47)

Suppose that through a process like that described above we have managed
to extract from (8-45) an interval of G that contains some positive values.

Our~interest is only in the positive values, i.e., the G in the interval

max[0,G . 1< G <G (8-48)

min max
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To each G in this interval there corresponds a Gc through relationship

(8-29), namely

- o oc -1 1 _
e [qc<§> 5 de17 (A + 6 Ty + o (9 = <@2)]
t

to 0
(8-49)
Ay, t)dt}
Let the interval defined by (8-48) and (8-49) be represented by
W T OW. < W < W BW, (8-50)
Like G, Qc is intrinsically a positive quantity. Therefore, if (8-50) does

not lie at least partially on the positive, real axis, we must perform
alterations on parameter values in (8-49) until the interval (8-50) contains
some positive values. The procedure should be similar to that used to obtain

positive G values, except in the case of w_. we should alter only those

c
parameters in (8-49) that do not appear in the expression for G. Otherwise,
we would cause changes in the G values as well. Thus, the suggested hierarchy
of parameters that should be modified, if necessary, to achieve positive Qc

values is the following:

Qs s M3, ws3, z3. (8'51)

At the conclusion of this operation we obtain a positive set of &c values
and a positive set of G values, both of which apply only to the time interval
to < t <ty and within the vicinity of rawin station m. The next step is to
apply the same procedures to the rawin observations made at station m+l at

hours to and t; to obtain thes corresponding sets of Qc and G values for that
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site. Once values have been obtained for all rawin stations for the interval

to < t < ty, we can interpolate values for w. and G at all grid points in the

c
model domain. With these fields and the known wind fields MZH(é:t), wo(x,t),
and the é]oud cover distribution 0., We can solve (8-2) for z, at each grid
point and each hour t in the interval to < t < t;. By repeating the entire
process for the next observation interval t, <t < ty, we can obtain z, and

all the other necessary fields during this period.

Before outlining the specific sequence of steps necessary to implement
the procedure described above, let us comment briefly on the philosophy of
this approach. Many prognostic models have been developed in recent years for
predicting” the mixed-layer depth 2z, given the surface heat flux Q, the mean
vertical velocity wp and other physical quantities. These models are not well

suited to our needs for several reasons.

First, nearly all these models are one-dimensional and therefore they do
not take into account advection and horizontal variations in zp, wa, Q and the

ather governing fields.

Second, our interest in regional modeling is with historical situations
where available observations exist from which 2z can be inferred, at least
approximately, not only at the initial moment to of the simulation period but
also at discrete intervals throughout it. In general, the z, predictions of a
model initialized at to will become increasingly inconsistent with later
observations due to deficiencies in the model and errors in the input data.
Our position is that the values of z, inferred from meteorological observa-

tions made during the simulation period are more credible than the predictions

-
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made by a model. Therefore, in our approach the physical principles on which
models are based are employed in the role of interpolating and extrapolating
the discrete observations. This is the essence of the roles pérformed by Egs.

(8-2), (8-45) and (8-49) in our scheme above.

At this time, the proposed procedure has not been tested. Therefore, it
should be viewed as the starting point in the development of a scheme capable

of providing the various required parameter fields.

In the remainder of this section we present the detailed steps needed to

produce an operational processor.

Stage 70

" As noted in the introduct%on, when cumulus clouds are not present during
daylight hours, 2z, 1is the highest elevation that dry thermals produced by
surface heating can reach; however, once cumulus clouds form, z, is defined to
be the 1ifting condensation level. In either case, z, can be inferred, at
least approximately, from radiosonde data and we expressed this in the form
(8-14) of a function F that relates z, to the potential temperature and mixing
ratio vertical profiles. Our first task here is to develop an explicit form
for F.

Our approach stems from the realization that turbulence acts to destroy

spatial variations in scalar quantities. According to the empirical K-theory
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description of turbulent mixing, the rate at which spatial fluctuations are
eliminated is inversely proportional to the square of the size A of the

fluctuation. This 1is evident from the Fourier transform of the classical

diffusion equation

¢ _ ,d%c -
<= K—-;. (8-52)
9z

From this equation cne finds that the Fourier amplitude A of spatial variation

in the scalar ¢ of wave number k = 2n/A decays in time at the rate

28 = -Kk2A. (8-53)

Sources of ¢ can generate small scale variations but turbulence always
destroys them.

These observations suggest that if second and higher order derivatives of
a conservative, scalar quahtity remain large for an extended period of time at
points in the fluid that are far from sources, the intensity of turbulent
mixing at these points, as manifested in the diffusivity K in Eqs. (8-52) and
(8-53), must be very small. Otherwise, the small-scale variations that cause

large values of these derivatives would be eradicated.

Thus, our basic premise is that in cloud free conditions we can estimate
the elevation at which the vertical diffusivity becomes vanishingly small by
examining the vertical profiles of the second, and perhaps higher, order
derivatives of the mixing ratio and potential temperature, both of which are

(approximately) conservative quantities that can be derived from the

radiosonde measurements.
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Consider for example the classical profiles of mixing ratio gq and
potential temperature 6 in dry, convective conditions illustrated in Figure
8-3a. In Figure 8-3b we show the correspohding profiles of d2q/dz? and
d26/dz2. In this idealized example, the product of these derivatives has a

large negative value at the top of the mixed layer, i.e.,

420y 20y g at 2 = 2,. (8-54)
dz2 dz?

We can estimate the derivatives of a given parameter { measured at
discrete points in space by representing the parameter values measured in the
vicinity of the point of interest by a polynomial. Suppose that we want an
estimate of d2{/dz? at the point. z=z" but that { is known only at discrete
points z;, zo, ... zZy that are not necessarily equally spaced. Let us denote

the §{ values at these points by
Ly = Uz z40%0) 4 1=1,2,...1 (8-55)

where we assume that { is a parameter measured at rawin station m at time t,.
We can estimate the second derivative of { as well as other properties of
interest at the desired elevation z" by expanding { in a polynomial about z".

Thus, let

E(z) = ap + ain + agn? + aznd ' (8-56)

where
n = z-z". (8-57)
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Figure 8-3. (a) Idealized profiles of mixing ratio

q and potential temperature 9 in dry,
_ convective conditions.

(t) Second derivatives of the profiles
illustrated in panel a.

We can obtain the four constants ag,

az in (8-56) from four values of ¢
and their

corresponding measurement Tocations z;. The most accurate
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representation is obtained by using the four successive measurements of ¢{,
shown in Figure 8-4, that straddle the point z". Two of these are from

“2levations below z" and two are from higher elevations. For .convenience, let

us denote these four points by z,, zp, z3 and z4, as indicated in the Figure;

:nd let the associated { measurements be designated {; ... {4. In this - fﬁﬁ
: et
jotation we have from (8-56) 4
i

1

L
i3
i
i

¥
- ‘-’L‘.c E

i
i b
. 5 7] & o
0— . - —— - - : L
3 L] S 24 i
;I:.-:!

Figure 8-4. Illustration of the points (dots) at which
measurements of { are available; and the point
z" at which a measure of d2{/dz2? is desired.
Values of { measured at the points z., i=1,...4
centered at z" are used to approxima{e {(z) in
a polynomial about z". :

e
ury
i

= ap + azn; + agnf + axng

. . : (8-58)

L3 .

— 2 3
Cq4 = 30 + ayng + apng + agng

where v

n; = zi-z". (8-59)

" e

Solving the system of equations (8-58) for the a's is straightforward and we

2 @ s

obtain
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_ BjA1o - BoAq4

2 7 Ay1A12-A11A00 (8-60)
a; = E":K%fA2‘ (8-61)
a; = (8az82)-a1(ny=n2) - az(nf-nf ) (8-62)

(n3-n3)

ap = {;-ajn;-azni-asni . (8-63)
A11 = (n1-n2)(n3-n3) ~ (nz-naz)(ni-n3) (8-64)
A1z = (nz-na)(n3-n%) - (na-ne)(n3-n3) (8-65)
A2y = (n§-n$)(n2-nd) ~ (n§-n§)(ni-nd) (8-66)
A22 = (nd-n8)(n3-n3) - (n&-n3)(n3-n3) (8-67)
By = (£1-C2)(n3-n3) - (L2-La)(ni-n3) (8-68)
B2 = ({2-L3)(nd-n3) - (L3-C4)(nd-nd) (8-69)
The coefficients ag, ... ag provide the following useful properties of {:
t(z=1") = a, (8-70)

%§ L=z" = a, (8-71)
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2
Q_g | = 232 (8‘72)

2%

el (8-73)

L=z"
2"+82
S ((2)dz = 2(62)ag + %(éz)saz (8-74)

z"-8z

Now that we have formulated a method of estimating the derivatives of

.arameters measured at discrete points, we can proceed to estimate z,.

Let
_ 92 -
9z 5;% (8-75)
_ 2% ]
02 = 872 | (8-76)

The steps for Stage ZQ are as follows:
(1) Applying the procedure outlined above for estimating derivatives.
[specifically (8-60) - (8-69) and (8-72)] to the mixing ratioc and
potential temperature soundings qm(z,to) and em(z,to), respectively,

compute

q (5 »Z ’tO)
225wk } k=1, ... 60

at rawin station m (=1 on the first pass through this stage) at hour ty, where
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z, = zt(5m) + 25m + kAz (8-77)
and Az = 50 m.

.{2) Next form the products
P = a,,(z)°0,,(z) , k=1, ... 60 - (8-78)

and from this find

P = mzx(-Pk). (8-79)

This value of P pertains to the site x  of rawin station m and to hour tqo of

m
the sounding.

(3) Next we estimate z; to be (units of m MSL).

22(%,» to) = Flalxy,to), 8(x;.t0))

(8-80)
= Zt(5m) + 25 + 50k*
where k* is the smallest integer for which
Pex = <P, | (8-81)

(4) We also need for use in Eq. 8-34 an estimate of the range #5z; of
elevations in which the actual elevation z, of the mixed layer top

is likely to Tie.
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(5)

We anticipate that a measure of &8z is the width of the interval
centered at Z=Z in which Pk has a magnitude of, say, 60% of its
peak value . Examination of the third.order derivatives.of q and ©
ﬁight' also provide a useable measure of &z;. At this time, no
information is available on which to base a quantitative rule for
estimating the range of z, values. Therefore, we will assume for

now that
6z, = 100m (interim assumption) (8-82)

and after we have gained experience with actual soundings, we will

attempt to formulate an empirical rule for estimating 6z;.

Compute the 1ifting condensation level (LCL) at each surface weather
station n=1,...N at the hour ty of the upper air observations used
above in step 3 to estimate z,. The elevation of the LCL is found

first in pressure coordinates as follows.

Let q, and en be the mixing ratio (dimensionless) and potential

temperature (°K), respectively, at surface weather station n.

These data are available from Processor P3. If a parcel of air
originally at ground level in the vicinity of the station is lifted
without mixing with ambient air, both the mixing ratio and potential
temperature will be conserved. Thus, at any altitude p(mb) the

vapor pressure in the air parcel will be

il 8 -2 (8-832)

(cf Eq. 3-2a), and its temperature will be
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1000)-0.286

T=0/( D

n (8-83b)

. (cf Eq. 3-6). The elevation PLCL of the 1ifting condensation 1evg1
"is defined as the altitude where the parcel's vapor pressure e is
the saturation vapor pressure e- The latter is a function of

temperature alone, namely
= L1 _1 -
e, = eoethﬁ(To T)] (8-83c)

where e, = 40mb, T0 = 302°K,L = 2500 joule g-l, and R=0.461 joule
'IQK'l

g Hence, PLcL is the go]ution of the equation
Pap _ L, 1 _1
ez g - %R Gz T P (8-83d)

where T is given by(8-83b). Egq. (8-83d) can be solved approximately
by substituting successively smaller values of p into the equation,
beginning with the surface pressure; and considering the solution
PicL to be the pressure at which the left side of (8-83d) first

exceeds the right side.

Using the pressure-height functions pm(z,to) available from

processor Pl, convert PLcL into elevation Z 0L (m MSL) as follows

2 0 Xpoto) = 2* (8-84)

where z* is the elevation for which

p(ﬁn:Z*:tO) = pLCL(En’t‘))‘ (8-85)

156

JORRMIWRRENY <1



The function on the left side of (8-85) can be obtained by applying
an inverse r weighting interpolation to the set of pm(z,to)

profiles, namely

M
1 2 (%" %ol 2pp(z,t,)
P(%,,2,t0) = M=l i i (8-86)

M mil([zn-zml)

At the end of this step we have values of zLCL(to) at all N surface
weather stations. The M rawin stations whose soundings we are using

to determine z, are a subset of the N surface stations.

() At this step we must decide whether z; is to be the elevation given
by (8-80) or the elevation Z 0L given by (8-84). As we noted
earlier, the decision }ests solely on whether oc(5m’t°) is greater

than or equal to zero. In particular

zé(ém)tO) if oc(ém;tO) = 0;
22(Xyt0) = - (8-87)
ZLCL(5m’t°) (Eq. 8-84), otherwise.

where
zé(;m,to) = value given by Eq. 8-80. (8-88)

There are two situations here that signal the presence of an error

in our estimates of z3 and/or ZicL The first is

0 (X to) = 0 and z, ¢ (X;,%0) <[§é(5m,to) - 622]; (8-89)
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and the second is

0 (ko) # 0 and 2,0y (g, t0) >[2h8pete) + 622] . (6-90)

The first condition indicates that clouds are not forming even
though our estimates of Zi 0L and the mixed layer depth indicate
that they should; and (8-90) implies the opposite, namely, that
clouds are forming even though our estimates indicate that they
should not. If either (8-89) or (8-90) is true at site x at hour to
this should be recorded for output from Stage ZQ. Frequent
occurrences of these conditions would indicate some systematic error

in the calculation procedures.

(7) Next we compute z3. As we noted earlier (see Eq. 8-15)

.z2(5m)t0) + 100 ’ if oc(zmatO) = 0;
23ty to) = (8-91)

ZTCU(5m’t°) , otherwise

where Zrey - is the average elevation (m MSL) of the tops of cumulus

clouds, an input to P8 derived from satellite data.

(8) From (8-11) and (8-70)

qc(ém’tO) = q(ém)ZZ’tO) = ao’q(lz,to) (8-92)

 where 3 q is the coefficient a  of the expansion of q about the
point z'=z,. This coefficient is found from the mixing ratio

sounding and Eqs. (8-60) - (8-69).
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(9)

(10)

(11)

(12)

From (8-18) and (8-70)
G(Xpsta) = q(§m’23{F°) = ao’q(Zs,to) (8-93)

where a, q is obtained as in step (8-8) except the expansion is

about the elevation z'"=z3.

From (8-8) and (8-74) we have

K3 3
Moty to) = 3 (82 8 (z.t0) + 13 (A2) 3, (7,t0)]  (8-94)

where ko is the altitude interval given by (8-77) that is nearest

22(5m)t0)a i-e°!

|22(5m’t°) = (24 (x,) * 25 + keAz)| = minimum (8-95)
and similarly ks is the integer that minimizes

]23(5m,to) - (zt(5m) + 25 + kgAz)| = minimum; (8-96)
and Az= 50m as in (8-77). The coefficients a, q and a, q in (8-94)

are derived from the q sounding data using formulas (8-60) - (8-69).

From (8-9)

M3y (Xt0)

z3(Xp, o) = z2(X,, to)

<Q(5m,to)>3 = (8-97)

Repeat steps 1-8 at rawin station m for the next observation hour t;

to obtain 22(5m,t1), Z3(X

~m)t1)9 qc(zmatl), qm(ﬁm)tl)a

Mg(gm,tl) and <q(5m,t1)>3. (In general, t; =ty + Atm, where At is

159

Fizl T e

-3

T ek

TS A S

VTSl St

s 4 AT B bt o LR Y
bodtiog

-



the interval between observations at station m; so we should

actually write tlm rather than t; to designate the second

. observation time. However, this distinction is not important

(13)

(14)

because in the analyses that follow, we treat the observations on a
station-by-station basis and interpolate hourly values of the

desired quantities at each site.)

Construct linear functions of Ger G and <g>3 for use in integrating

these values with respect to time from to to t;. That is

G (Xpot) = 9(xp,t0) + g (t-t0)
(X t) = QG (%, t0) + q(t-to) to<t<ty (8-98)

Q% t)>3 = <q(x;,t0)>s + <@ 3(t-to)

where

* -1
e = [ac(xp0t1) = 9 (%, t0) I(ts-to) (8-99)
with similar expressions for q_ and <g>3 [see (8-19b) and (8-23)].

Repeat steps 1-10 abéve for each of the M rawin stations, and then
repeat all steps for each observation interval in the period for
which the regional model 1is to be operated. The observation
interval is usually not the same at each upper air station. Figure
8-5 illustrates a hypothetical situation in which the model
simulation period is of length T beginning at hour to, and the

stations make soundings at a variety of intervals.
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Station m

tom m ' t2m
Station 3 ' ! !
tos ti3 tos
Station 2 ! ! '
to2 ti2 t22
Station 1 ! ! ! ! !
to1 ti1 1231 ta: ta
|« Model Simulation Period N R
to o+ T, '
Figure 8-5. Illustration of possible relationships among
the intervals at which upper air soundings are
made at a set of rawin stations.
At the end of the operations in Stage ZQ there should be values of
2o, 029, 23, Qes Qs <3 and Mg for each station m=1l,...M and for
each observation interval in the model simulation period T.
illustrated in Figure 8-5.
Stage PATH

In Stage ZQ we defived estimates of the parameters required to evaluate
the fixed point time integrals that enter in Egs. (8-45) and (8-49). In this
stage we estimate the trajectories necessary to evaluate the path integrals §

that enter into these equations.
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We are still considering the time interval t, < t < t; and we require the
backward trajectories that begin at each of the rawin stations at hour t; and
go back in time to to. That is, we need to know the' location 5(t;5m,t1)

during the interval tp < t < t; of the air parcel that arrives at station

Zn
at hour t;. By definition
$(t15%0,t1) = X, (8-100)
and by previous declaration (see Figure 8-2)
5(t0;5mst1) = 5&1("-0,"-1)- (8'101)

We will compute the trajectories using the horizontal velocities Yy

measured in the vicinity of 2z;. These velocities control the rate of

advection of the mixed layer height (see Eq. 8-2); but the effective path

along which the surface heat flux Q is determined is more likely fixed by the

vertically averaged horizontal flow beneath z,. In actuality the temperature

of a vertical column of air of depth z,-z, at x  at time t; is affected by the

surface heat flux in a plume-shaped area whose width gy, increases from zero at

Xn at t=t,; to a value of the order

oy(56) ~ (ty=to)Av (8-102)

In
(8-102) Av is the magnitude of the vertically integrated horizontal wind shear
in the mixed layer.

at the upstream starting point of the trajectory that ends at %n at t;.

Since we are representing the heating rate of the column

as an unknown function G multiplied by the surface heat flux variations along

the trajectory between 5& and Xy, We can assume that the difference in the

integrated heat flux along the trajectory extracted from the winds Yoy at the

level zp and that along the "correct" trajectory is absorbed in the function
G.
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To compute the trajectory 5& to X, we will assume that there exists a

routine, or stage, which we will call WV, which returns an estimate of the

vertical wind speed w and the horizontal wind vector Yy at any given
space-time point (x,z,t) in the NEROS domain. Thus, when we write w(x,z,t) or
Yy(X,z,t) it will be understood that these values are available from the
routine WV which we will not specify here. (In the first generation model we
will employ the scheme developed by Bullock (1983) in the role of stage WV.)
For later reference let us signify this in equation form:
w(x,z,t)
from Stage WV (8-103)
Yy(%,2,t)
The trajectories can now be generated using the following recursive
formula:
2(ta-(I+1)atix ,t1) = x(ti-Iat;x ,ty)

(8-104)

-ty (x(t1-IAt; X ,t),22,t;- IAL)

X
where At is a time step of order 30 minutes. Execution of (8-104) is the

first step in the operation of Stage PATH, i.e.,

(1) Solve (8-104) for the trajectories x(t;x ,t;), to < t < t; at each

X
of the M upper air stations.

In- the next steps we use these trajectories to evaluate the path

integrals in (8-45) and (8-49).
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(2) Determine the variations in ws, o_., and Q along each of the M

C,
trajectories generated in step 1 for the period to < t < t; and

express the results in the following functional forms:

Won(t) = wlx(tix ,t1), Z,,t) (8-105)
Oop(t) = 0. (x(tix ,t1),t) (8-106)
Qult) = Qx(t5x,,t1),t) (8-107)

where

= 55[22(~m,t0)+22(5m,t1)]. (8-108)

(3) Now compute the following path integrals:

W, (t1-jat)

C% Ilodt 1 (ty) = At):

=0 l-ocm(t1 JAt) (8-109)
. Ocqlt1-Jjat) A

C& 1— dt ¥ T (ty) = AtJEO To_ (6= 38E) (8-110)

ts
§ Qdt = IQm(tl) = At .é)Qm(tl-jAt) . (8-111)

i=
to
_where

J = (ty-tg)/At (8-112)

(4) Repeat the three steps above for each of the M rawin stations and
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for each of the observation intervals within the model simulation
period (see Figure 8-5). At the end of Stage PATH, there should be
values of the path integrals I I0 and IQ (Egs. 8-109 - 8-111) for
each rawin station for each observation interval in the simulation

period T.

Stage WEWC
Here we attempt to solve (8-45) for the function G(gm;tl,to), which will

provide the entrainment velocity field we(5,t) through (8-39); and equation

(8-49) for Qc(zm;t1,to) which will provide the cumulus updraft speed QC(5,t).

(1) Using the estimates (8-98) of the temporal variations in Qs and

<g>3 at each upper air site X

Xn in the period to < t < t;, and the

surface heat flux Q(5ﬁ,t) in this period, compute the following

integral:
J -
I(xp5t1,to) = AtJ,2=([J<q(5,,,,t1-JAt>>3 + o (x,t1jat).
(G (X0 t1-At)-<q(x,, t1=JAt)>3) 1Q(%, , t2=jAL) (8-113)

(2) Compute the parameter (see 8-43):

o -1 q.(x.,t1-jat)o _(x ,ti-jat)
Qe (Xgitisto) = [7,(t1)] Ati Sl S
=0 1-o.(%,,t1-jat)

(8-114)

where_zcm(tl) is from Stage PATH, Eq. 8-110.
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In Eq. 8-45, AZ, is a measure of the change in z, between the starting
point 56 and the end point %n of the trajectory that arrives at %n at time t,.
As we noted earliar, we have an estimate of z, at %q 3t ti but no measurement

of z, at 5& at to.

Let us assume that ty is the initial instant of the time period in which
data for the regional model are required and that t, is also an hour at which
rawin data are routinely collected. At this jnitial moment we must use some
objective analysis method to determine z, in the model domain. Subsequently,
we can use the prognostic equation 8-2 to obtain z,. Thus, to estimate z, at
5& at time to, we first estimate z, at each of the m rawin stations using
(8-87) (Stage 2Q), and we estimate the 1ikely error bounds 1622(5m,t0) on this
estimate at each Xn (see step 4 of Stage ZQ). Next, we apply the r°1
interpolation formula to obtain Zz(éa,to). To do this we must take into
account the possibility that cumulus clouds are present between rawin
stations. In this instance the z, estimates obtained at the station sites Xn
will not represent the 1ifting condensation level, which is the altitude of z,
wherever oc()_g,to) # 0. Thus, we assign 22(5';',1:0) values according to the

following rule:

M -1

izll x-,ml 22(251' »to)
M -1

iillsiml

N 1

Hltiml™ 2oyt

5 , otherwise (8-115b)
1

, if o (x!,t0) = 0; (8-115a)

22(5&:t0) =

j:.y:l r'jm|

A
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+here
roo= [xox) + (v oy T (8-116)

ZicL is given by (8-84), zg(gi,to) is given by (8-87) and the summations in
(8-115a) are over all M rawin stations while in (8-115b) they are over all N

surface weather stations.

We apply the same lrl'linterpo1ation formula to estimate 6z; at 5&. At
all times t = t;, tp, etc. after ty, we will have estimates of zp(x,t) from
the prognostic equation 8-2 (output of Stage W, described below). In this
case zg(x$,t) must be assumed to be exact (i.e., 622(x$,t)=0). Errors are
allowed only at the end points of the time intervals that we treat. For
example, in t; < t < tp, we assume 6zp(t;)=0 but we allow finite values of

6z2(ty) at each rawin station.
Thus, step 3 of this stage (WEWC) is as follows:

(3) a. If ty is the initial instant of the regional model simulation
period, determine zz(ﬁm,to),m=l,...M from (8-87) (Stage ZQ) and
12(5&,t0) from (8-115). Then estimate Gzz(gm,to),m=1,...M (see
step 4, Stage ZQ) and subsequently 622(5$,to) using these
values and (8-115).

b. If ty is not the initial instant of the model simulation, then
— Zp(Xx,tp) is available at all grid points x from Stage 72,

described below; and 622(5$,t0) = 0 everywhere.

(4 We can now estimate the range of values (8-44) in which the

parameter AZ, that enters in (8-45) lies. Recall from (8-34)
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that AZ, is the difference in the z, values measured at (5$’t°)

and (5m,t1). We find after some thought that

M (xo it = [2a(xute) = 6220k, t0)] - [22(x},to)

+ 825(%,to)] (8-117)

AZy(Xpot1dpay = [Z2(Xp,ta) + 622(%;,t1)] - [iz(zé,to)

- 82,(x),t0)] (8-118)

(5) We now solve (8-45) for the minimum and maximum values of G

(see 8-46) in the vicinity of x during the interval to < t <

t:.
A -1
[8Z2(%pst1)pin = Tym(te) + agffqm(t1)] ’
if T(t:) or 9 (x;) = 0 and Iom # 0
6(%gt1)pin= (822 (gt D = Tym(t1* ggtrqmctl) - (8-119)

-1
I(xpit1,t0)/a (Xt t0) T, if
Tom(*1) and q.(x.) and 1o, # 05

0, if Tgp(t1) < 0.

G(x,st1) (8-120)

max = (8'119) with AZz(ém,tl)

min replaced by A12(5m’t1)max'
In Eq. (8-119), AZ,( )min is from (8-117), AZ,( )max is from
(8~-118), Iwm(ti) is from (8-109), IQm(tl) is from (8-111),
T,n(t1) is from (8-110), I( ) is from (8-113), ac( ) is from

(8-114), and A is given by (8-30).
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(6) Next we must check whether the upper bound Gmax on G is
positive. If it is not, we must return to Stage ZQ and alter
the value of 9. and, if necessary, the other parameters listed
in (8-47) until the resulting integrais I, EC, etc..in (8-120)
yield a value for Gmax that is positive, and preferably of an
order of magnitude consistent with (8-40). The procedure for
altering the variables in (8-47) must be developed through
experimentation (refer again to the paragraphs preceding
(8-47)) and therefore we will not attempt to define it here.

Thus, if G(;m,tl) > 0, go to step 7; otherwise return to

max
Stage ZQ and begin modification of Qs etc. as described above.

(7N We can arrive at this step only after the previous analyses
have produced a ranQe of G values that lies at least partially

on the positive, real axis. We assume, therefore, that

Go < G(x,t1) < GOXp,tadpay (8-121)
where
GO = max[o:G(ém;tl)min]- (8‘122)

We now compute limiting values for the cloud updraft velocity

parameter~§c.

[ACx, 1) + GoI(ﬁm;t1,to)][ac(5m;t1,to)‘

- I_(t)1-r ..« 1 . -
wc(5m,t1) om* 1 , if q_ and * #0; (8-123)

min

0, if Ec(ém;tlrtO) or Icm(t) =0
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(8)

where

J -
A(ém,tl) = MS(ém’tl? = M3(%mst0) + At;;%{ w(£m9z2ms

J= :
ti-JAt)[<q(x , ts-3At)>, +

qc(ﬁm)tl-jAt)oc(Em:tl-jAt)

T0 (X, t1-JAL) 1 - a,(%p,tamjat)-

(23(Xm,t1)-23(xnhto)

tl-tO tl'JAt)‘

+ -
)+ W,z s

[9, (X t1m3At) - <qx,ti1-jAt)>3] } (8-124)

In this expression M3 is from (8-94); z; is from (8-91); <q>j,
9> and q, are from (8-98); w(x,z,t) is the vertical velocity
function solution or stage WV defined earlier just before
(8-103); and izm is defined by (8-108) with a similar
definition for Zom

w.(x ,t;) . = Eq. (8-123) with Gy replaced by
G(ém’tl)max

If w(%,t)p,, S 0 and T (t;) and G(x ;t1,t0)>0,
then return to Stage ZQ and alter q_ and, if necessary, the

other parameters in list (8-51) until Eq. (8-125) yields a

positive value for ;‘c(i‘—m'tl) The alteration process is

max’
similar to that discussed earlier in connection with the

calculation of G (see the paragraph preceding (8-51) and step 6

W < W

above. When a range wc( )min W g c( )max

has been found
that lies at least partially on the positive real axis, proceed

to step 9.
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9

At this point a range of values of G(gm,tl) has been
established (in step 7, Egqs. 8-121 and 8-122); and a range of
Qc(xm,tl) has been computed in steps 7 and 8, namely

W (

(X (8-126)

t1),

where the upper bound is positive. We now select from these
ranges the following values for site Xn for the interval ty to
t1:

G(5m,t1) = value in the range (8-121) that
satisfies (8-40) closest; (8-127)

wc(5m’t1) = solution of (8-49) with G
. given by (8-127) and all (8-128)
other parameters with values
determined in step 8.

We assume that these values are constant at X during the

entire interval tg < t < t;, specifically, we assume

G(x ,t) = G(x_,t1)
o m } to <t <ty (8-129)
Wz t) = w (x.,t)

These values should be recorded for each hour in the interval

to to t; for site x Note that t,, which is the hour of the

X
rawin observation following that at ty, is not necessarily the
same hour for all rawin stations. (See Figure 8-5). This does
not pose a problem because we apply (8-129) to each station

separately to obtain hourly estimates of G and &c‘
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(10)

(11}

Stage W2

Repeat step 9 for each interval in the model simulation period.

This will produce hourly values of G and w_ at rawin station m

C
throughout the simulation period to to to + T.

Repeat steps 1-10 for each rawin station m=1,...M. At the

conclusion of Stage WEWC, there will be hourly values of G and '

W at every rawin station throughout the simulation period.

We now begin to assemble the information gathered in the previous stages

to solve

domain.
(1)
(2)

the prognostic equation (8-2) for z; over the model space-time

First, we construct the entrainment velocity field.

Starting at the in%tial instant ty of the simulation period, collect
the G values at this hour generated in Stage WEWC at each of the M

rawin stations and interpolate them onto the NEROS grid using the
-1

r weight:
M -1
millﬁ-?sml G(?_(,mstO)
G(x,to) = M " (8-130)
T Ix=x |
ml M

where x ranges over all grid points.
Convert the G field into the We field as follows (see 8-39):

Wo(X,to) = G(X,t0)Q(X,t0) (=16/48) (8-131)
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(3

4

where Q is the surface heat flux in the grid cell centered at x at
time to. Note that we(5,t) (designated f6/A8 in Part 1), to < t <
to + T is an output of this processor, P8, for each grid point in

the regional model domain.

We construct the initial zp field at each grid point using the
interpolation scheme (8-115) employed earlier in Stage PATH.
Specifically,

Eq. 8-115a, if cc(g,to) = 0;

22(X,t0) = { (8-132)

Eq. 8-115b, otherwise

where x ranges over all grid points in the model region.

Interpolation of the cloud updraft velocities QC estimated at the
rawin stations in Stage WEWC requires caution because it may often
happen that cumulus clouds are present in isolated areas that do not
contain an upper air station, or are present at station locations
between observation times. To handle these situations we propose to

compile a semi-empirical relationship between w_ and cloud depth

c
using all ic’ Z, and Zreu estimated in the earlier analyses during

the simulation period T. This function can be based on field data.

For now compute the average of the w_ values obtained in Stage WEWC

c
for various values of the cloud thickness hg = Zyoy T 22 SaY values

of h; at intervals of 200m; and call the resulting function w (hs).

Then we assume

;VC(‘)‘("tO) = (1"0(5) )W(ZTCu(,)S’tO)-ZZ (é’tO)) (8-133)

+ abve geaL (X0to)
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(%)

where

w(hs) = ;c for clouds of depth hs (an empirical (8~134)
function);
a(x) = distance weighting function

(8-135)

exp[-|5-5m|/SIG]

%, 1s the rawin site closest to x where QC # 0; SIG is a distance

constant, e. g., 50km; and
;CLOCAL(‘)‘("tO) = \;lc(ém,to)- (8'136)

Formula (8-133) is an heuristic expression that assigns Gc a value
that is determined partly by any ;c estimates that have been derived
for that location in the earlier stages and partly by the assumed

empirical relationship between cloud depth and updraft velocity.

Note that Gc(5,t), with x ranging over all grid points and t over
all hours in the simulation period T, 1is an output of this

processor, P8.

For the advection velocity field Ny required in Eq. (8-2) at time

to, we will use

12(59t0)
Y2 (X,to) = EZzQ(,,to)-zt(gs)]'1 Yh(%,2,t0)dz (8-137)
z,(x)

where v(x,z,t) is the horizontal wind at level z from the routine WV

described earlier. The horizontal velocities that WV provides
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(6)

(7)

should be those that are used to compute the vertical velocity

w(x,z,t) and they should be interpolated from the wind observation

stations to each grid point x using an interpolation scheme that .

maintains a consistent relationship between w(x,z,t) and the

horizontal winds y,(x,z,t) at elevations z, < z'< z.
The vertical air speed at each grid point x at the initial moment t,
is obtained from the function routine WV as before, namely

wa(x,to) = w(X,22(X,t0),t0) (8-138)
where the function on the right side is a part of routine WV.

We now solve (8-2) for zp(X,to*At) using the difference scheme

described in Appendix A to Processor P7. With this scheme we have

za(x,to*at) = S;(é,to+Atl5;to)[22(5:to) +
At S(x3to)]dx

(8-139)

where

S(x3te) = [wa(x3to)-0 (X} toIW (X}to)]:

(1-0.(x:t0)) + w (x:t0)

(8-140)

where Uc(ﬁ,to) ijs the known fractional coverage of cumulus clouds at
time to in the grid cell centered at x;wp is from (8-138); ;c is

from (8-133); We is from (8-131); and

p(5,tl51t') = known function of Yoy (see Chapter 9, Part 1)
(8-141)
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where

(8) At this point we Bave computed zp(Xx,to+At). Frem this field we

€))

construct z; in the manner of (8~91), namely

Zz(ﬁ,to"‘ﬁt) + 100, if Uc(i,to"‘ﬁt) = 0;
z3(x,to*At) = (8-142)

. -3
ZTCU(5’t°+At)’ otherwise

where Zrey is the known elevation of cumulus tops. This ca]cd1ation

should be performed at all grid points x and the results retained

for output from P8.

The material surface flux Hs across surface Hz must be computed at

each grid point at time ty + At as follows:

Ha(x,to*At) = Za(x,to*At) + Vay'Yy2s

¢+ =w(x,23(x,to+At), totAtL) (8-143) Zft

23(x,to* At)-253(X,t0)

23(X, to*At) = = (8-144) ¥

Vay(X,to*at) = v(x,za(x,to+At),to*AL) - (8-145) .i?

g

and '§;
Yay-Y,23 = calculated from ys, and z3 in the (8-146) 2
manner of (8-A2). "See the Appendix A

to this section.

In (8-143), w( ) denotes the function routine W. The same applies
to v( ) in (8-145). The flux fly is an output of processor P8 but it

is not used in the calculations performed within this processor. At

the initial moment t,, assume
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H3(x,to) = Aa(x,to*At) (8-147)

(10) We must also output the local time derivative z, at each gfid point

and each hour:

Zo(Xx,to*At) - Za(X,t0)

Z5(X, to*At) = I (8-148)
assume
22(X,to) = Zo(x,to*At). (8-149)

These fields are outputs of P8 at each hour.

(11) Compute the thickness of Layer 3 at each grid point at time ty+At:
ha(x,totAt) = zaﬁg,to+At) =Z2(Xx,to+At) (8-150)
where z3 is from (8-142) and z, is from (8-139). Evaluate (8-150)
for output only when ty+At is an integral number of hours.
(12) Compute the thickness of Layer 2 for output:
ha(X,to*At) = 2p(X,to+At) - zT(g) = hy(X,to+At) (8-151)

where 2z, is from (8-1339) and zZy and h; are inputs to Processor P8.

Compute (8-151) only at integral hours.

(13) Compute the elevation of surface zz in pressure coordinates.

p3(5:t0+At) = p(5)23(51t0+At)’t0+At) (8-152)
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(14)

(15)

where p(x,z,t), which is given by (8-86), is the pressure (mb) at
elevation z (m MSL) over site x at hour t. This function is
interpolated from the pressure-height functions pm(z,t) that are
inputs from Processor Pl. The field ps 1is an output of this

processor, P8, at each grid point and hour.

Compute the elevation of surface z; in pressure coordinates:
p2(5)t0+At) = p(EsZZ(E’tO+At);tO+At) (8-153)

where p 1is given by (8-86). The field pp is an output of this

processor at each hour of the simulation period.

In Part 1, Eq. 5-44, we defined the function ¥(x,t) to be ‘the
fraction of the volume flux entering cumulus clouds in the grid cell
centered at x at time t that originates in Layer 0. Here we compute
an interim estimate,wf of this parameter based strictly on heuristic
notions. In Processor P12 we test whether the ¥' values derived
here satisfy criterion (5-47) of Part 1. If they meet this
condition they become the final estimate of  the parameter V.

Otherwise ¥(x,t) is given the largest value that satisfies (5-47).

As a rough, heuristic approximation we shall assume

. 2h3(5:t0+At) 2
Y0t = 0.5 o § o) (201 (615)

Under this assumption, ¥ - 0.1 as the depth of cumulus clouds
becomes large compared to the depth (zz-zT) of the subcloud layer.
For shallow cumulus, ¥ > 0.6. The ¥' field is an output of

Processor P8 each hour.
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Stage WV

This stage is in effect a function routine that provides vertical and
horizontal wind speeds at any -grid cell and elevation,  and horizontal

divergence between any two surfaces in any grid cell.

As with nearly all of the input parameters required in :the regional
model, the variables just cited can be estimated by a number of methods.
Solutions of the omega equation, isentropic analyses, and differentiation of
functions fit to wind data are several approaches. OQur intent here is not to
prescribe the use of one particular technique but rather to specify which
quantities are required for subsequent use in this and other processors in the
network, and in the regional model itself. Selection of specific techniques
is left to the "user". Indeed, one of the reasons for structuring the model
system in a modular form was to facilitate the uée of various techniques
interchangeably. In the "first generation" processor network we plan to

employ in this stage, WV, the method developed by Bullock (1983).

In order to insure compatibility between the horizontal divergences <&>
required in Processor P11l and the vertical velocities W required in this and
other processors, it is advantageous to compute all these fields in this one
stage. Following is a 1ist of the divergences that must be computed each hour

for output to Processor P1ll:

p3(x,y,t)

1 .
>, = —— | (Y,°v)d 8-155
<6(x,y,t)>4 Pa-Py g(~H y¥)dp ( )

Po(X,y,t)
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Pa(x,y,t)

1 .
- (Gow)dp ,  if 2p (t)=1;
SOx.y ) = pz pVS H 1
RN p,c(X.¥,t)
]
L (8-156)
Po(X,y,t)
1 ' i =
—_ V,-v)dp , if t)=0
o | Ty 8py (1)
\_ P1(x,y,t)
P1(x,y,t)
<5(x,y,t)>1 = 91'3 (gH~¥)dp , defined only when Ap1=0 (8-157)
Vs

Pys(Xs¥,t)

Since the input wind data are in 2z coordinates, it will be necessary to
convert them to p coordinaties using the function pm(z,t) available from P1l.
Note also that since P3<Py> p2<p1'or Pys» and Py<p ., the integrals in all
three of the expressions above are negative when (y_H~v)>0 and the reciprocals
of the pressure differences that appear outside these integrals are also
negative. The net result is that <&> has the same sign as Y, -v. We leave the

method of computing the divergences (gﬂ-x) to the user.
The layer averaged divergences <6>n given by (8-155, 156 and 157) are

related to the vertical velocity w" on the pressure surfaces Pn that bound

each layer by (see Eqs. 11-1b and 11-40)
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<B(x,y,t)> = rg; [o"(x,y,t) - m"‘?(x,y,t)] (8-158)
wheré

ap, = [P (x.y,t) = p (XY, )] (8-159)
and @" denotes the vertical velocity in pressure coordinates (mb sec_l)

averaged over the.surface Pn within the grid cell centered at (x,y). We shall

assume that the spatial variations in w have such large scales that
3'(x,y,t) ¥ u(x,y,t) (8-160)

where w, denotes the local value of w on pressure surface Pn at the cell

center (x,y).

By definition

WEa

3
a3t "Y' YyP * “'5% (8-161)

where p is pressure and w is the vertical velocity in z coordinates at the
point where p is measured. Making use of the hydrostatic approximation and

(8-161), we can write

) Wop. - -8
¥y = 5t Pn* ¥n"%Pn ~ “nPnd: (8-162)

Two of the fields that we need in this processor, P8, are Wq and Wo, the
vertical velocities in z coordinates (m sec-l) on the top surfaces of Layers 3
and 2. Eqs. (8-158), (8-160), and (8-162) provide a means of estimating these

velocities in terms of the measured horizontal winds and their divergence.
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We must distinguish between the two cases Ap1=1 and Ap1=0. Recall from
(7-98) that Apl(t)=1 if a surface inversion is present over the modeling
region at time t and it is zero otherwise. ‘when an inversion is present the
effective ground surface for the flow aloft is the "virtual surface“ p..

VS
defined as the top of the inversion layer.

Mode 0: apy = 0.

In this case the virtual surface coincides with the terrain. Using

(8-158) and (8-159) we can express wq in the form

Wy = Apa<6>4 + Ap2<6>2 + Ap1<5>1 *+ (8-163)

where Wy is the value of w at ground level.

To estimate w, we note first that the vertical velocity W, at ground

level is

W, % ¥ Yy (8-164)

where z; is the terrain height and v, is the horizontal wind velocity near the
ground. Since horizontal gradients in terrain level are generally much larger
than those of the synoptic scale pressure field Py We expect that the last
term on the right side of (8-162) will have a much larger magnitude than the
term involving ZH-po. We also expect the last term to exceed the magnitude of
the local time rate of change of Po Thus, to good approximation we can.

assume

Wo = “PoB¥q Yy (8-165)
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Combining (8-162), (8-163), and (8-165) we have

P, &,
Wy = p3 (5% * Yo TPy = 4p3<8>3 - 8,8,
Ap1<6>1 * P9y, -VH T], mode 0. (8-166)
where
apy = [p1(X,y,t) - p(x,y,t)[ ,  mode Q. (8-166a)

We assume the velocity and divergence fields required to evaluate this
equation have been extracted from the wind data that are inputs to this

processor. The pressure surfaces Pq are specified by those stages within P8

that call stage WV for w estimates.

To estimate the densities Py and Py» We use

Po(x,t) '
p (X t) = -T—zx—) . (8-167)

where R is the gas constant and Tn is the temperature at pressure level Pn and
grid point x = (x,y). The temperature fields will be an inpdt to this
processor. To evaluate ng3 and ZHZT in Eq. (8-166), it will be necessary to
fit a polynominal of at least 3-rd order to the pressure and)terrain data (see

Appendix to this chapter).

The expression for Wy is obtained in the same manner that (8-166) was

derived. We get ,

183

rwrmars, ape o



_1 o

2 . -
27 b8 [5% * Yo TPy = 8Pp<8>; = 8py<&>)
| (8-168)

+ pogxo'gHzT], mode 0

Also in mode 0 we require for direct use in the regional model the
component of the vertical velocity W, on surface P1 that is due to horizontal
divergence of the flow in Layer 1 (see Eq. 3.1b of Part 1). We denote this

velocity component by ;01 where

1 -
01 ~ 5,3 5T~ * Y1°¥yPy = AP1<6%
(8-169)

* P9Y, Y27l

Since by definition '-"Dl is the divergence induced vertical motion on Py

the terrain induced component‘is just the right side of (8-169) with <6>1=0.
Thus, .
Wi, = - egl <5> mode 0 (8;170)
D1 P19 1 :

and Apl is given by (8-166a). In order to emphasize that this value applies
in mode 0 only, we designate it le at the output of P1l. Processor P12 will

take this field as input and generate the final, complete function &Dl
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Mode 1: Apl =1

In this state an inversion layer is present at the ground and the

affective bottom of the flow aloft is the virtual surface p which coincides

vs’
4ith terrain features that extend up through the inversion layer but which
otherwise is the top of the inversion layer itself. In this situation the

axpression for wy becomes
wy = Ap3<6>3 + Ap2<6>2 e (8-171)

In order to obtain an estimate of W that is consistent with the model used
in P7 to simulate flow in the ground level inversion, we must impose the

constraint that the volume flux across Pys is continuous.

Just below the top Z,¢ of the cold inversion layer the downward volume

flux is
dH 9z, 3z 3z, .
VS . VS ' VS _ = -
dt =3t TUY%ax T Vo oy Yo T s (8-172)
zZ 6"
where (uo,vo,wo) is the fluid velocity in the cold layer; and Nys is the
cooling rate, a known function of space and time. Just above Z,¢ j.e., at
the base of Layer 2, the downward volume flux is
dH 9z 9z 9z
VS - VS VS VS _ _
dt =3t T UWsax T VwvsToy Yys (8-173)
Zv§+8

Continuity of the flux across HVS requires that (8-172) and (8-173) be equal,

which is true if
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9z 9z 9z

vs Vs + VS

vs a3t Uvs ax Vvs 3y Nys* (8-174)

If we assume that the spatial gradients in z, are also much larger than those

in the synoptic pressure field, we can make use of the earlier approximation

(8-165) to obtain

Wys = "PygMys (8-173)

where Ws is given by (8-174).

Combining (8-162), (8-171), (8-174), and (8-175) we get

ap3
W3 = p3g (5T + ¥3°YyP3 = 8P3<8>3 = 4p,<6>,]

' pvs [azvs ‘
ot

+
Py Ty

I/ N nvs], mode 1 (8-176)

and similarly

_ 1 2P
Y2 = 5,8 [t * Yo TPy T 4057
(8-177)
pVS anS
5;- [at * !vs°gHsz - nvs]’ mode 1
In both (8-176) and (8-177)
= |py(%,y,t) = p,(x.y,t) | , mode 1 (8-178)

In mode 1 no estimate of w at the top of jayer 1 is required because in this

situation the volume flux is given by Oys
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The input requirements and outputs of Stage WV are summarized in Table
8-1. Figure 8-6 illustrates processor P8 and its data interfaces

schematically.
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Table 8-1.

of each stage of Processor P8.

Summary of the input and output requirements

covered by cumulus
clouds in grid cell
centered at x at
time t.

188

Input Output
Variable Description Source Stage Variable Description
qm(z,t) mixing ratio at P1 ZQ zz(gm,t) elevation (m MSL) -
elevation z (m MSL) of top surface of
at hour t over rawin model layer 2 over
station m. rawin site x _at time
t of rawin sdundings.
em(z,t) potential temperature P1 8z5(x ,t) expected range of
(°K) at elevation z m values, centered at z,
(m MSL) at hour t over at which actual mixed
rawin station m. layer top lies over
rawin site x_ at
times t of rawin
soundings.
zt(g) mean terrain ele- P7 Z3(5m’t) elevation (m MSL) of
vation (m MSL) in top surface of model
grid cell centered Layer 3 over rawin
at x . station m at times t
of rawin soundings.
qn(t) mixing ratio (dimension- P3 qc(5m,t) estimated water mixing
less) at surface weather ratio entering cumulus
station n at time t. clouds over rawin
station m at time t
(available at 30 minut
intervals).
en(t) potential temperature P3
(°K) at surface weather
station n at time t.
pm(z,t) pressure (mb) at P1 qm(5m,t) estimated water
elevation z(m MSL) mixing ratio above
at time t over Layer 3 at rawin
rawin station m. station m at time t
(available at 30
minute intervals).
UC(E»t) fraction of sky RAW M3(5m,t) vertically integrated

water mixing ratio in
Layer 3 over rawin
site m (units=m, see
Eq. 8-20) at times t
of rawin soundings.



Table 8-1. (continued)
Input Qutput
Variable Description Source Stage . Variable Description
zTCU(é,t) elevation (m MSL) RAW ZQ, <q(§m,t)>3 average mixing ratio
of highest cumulus (Cont.) in Layer 3 over rawin
cloud tops in grid site m at time t
cell centered at x (available at 30 min.
at time t. intervals).
ZLCL(5n t) elevation (m MSL) of
) the 1ifting condensa-
tion level over sur-
face station n at
time t (required
only at the hours
t of rawin observa-
tions)
xH(5,z,t) horizontal wind Stage PATH Iwm(t) path integral of w
vector (m/sec) wv leading to rawin
at site x, ele- site m at time t
vation z (m MSL) (see 8-109) units
at time t. =m.
w(x,z,t) vertical air speed Stage T_(t) path integral of
(m/sec) at site WV om cumulus cloud cover
X, elevation z (m fraction leading to
MSL) at time t. rawin site m at hour
t (see 8-110) units =
sec.
Q(x,t) surface kinematic _; P4 IQm(t) path integral of
heat flux (m°K sec ) kinematic surface
in cell at x at time heat flux leading
t. to site x_ at time t
(see 8-1IT) units =
m °K.
o.(%,t) fraction of sky RAW
covered by cumulus
clouds in grid cell
centered at x at
time t.
22(5m’t) elevation of top Stage

surface of Layer 2 2Q
at rawin station m.
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Input
Variable

Table 8-1. (continued)
Qutput

Description Source Stage Variable -

Deséription

<q(5m ’ t)>3

(%o t)

Q(x,t)

0.(x,t)
T (t)

Zp(x ,t)

20 (Xps

I (®)

Ton(®)

t)

average mixing ratio Stage WEWC G(;m,t)
in Layer 3 over ZQ

rawin station m at

time t (available at

30 min. intervals).

mixing ratio Stage wc(ém,t)
entering cumulus Q

clouds over site

X at time t

(Available at 30 min.

intervals).

surface kinematic P4
heat_flux (m °K

sec-!) in grid

cell at x at time t

(at hourly intervals).

fractional coverage RAW
of cumulus clouds

cumulus cover path Stage
integral PATH

elevation of top Stage
surface of Layer 2 2Q

at rawin site Xn

at times t of

rawind soundings.

-‘1ifting condensation Stage

level at surface 1Q
weather station n

at times t of rawin
soundings.

w path integral Stage
leading to rawind PATH
site x_at time t
of rawin sounding

surface heat flux Stage
path integral PATH
leading to site
x_at hour t of
T3win sounding.
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entrainment veloc
scale factor (uni
°K-1) (see 8-39)
rawin site x_ at
hourly intervils

cumulus updraft
velocity scale (m
sec) at rawin
site x_ at hourly
intervils t.



Table 8-1. (continued)

Input Qutput .

Variable Description Source  Stage Variable Description

M3(5m,t) verticaily inte- Stage WEWC
grated water mixing ZQ (Cont.)
ratio in Layer 3
over rawin site x
(at sounding hour® t
only).

w(x,z,t) vertical air speed Stage
(m/sec) at (x,z,t) Wv

qm(gm,t) water mixing ratio Stage
above Layer 3 at 2Q
rawin site x (at
t = 30 min THtervals).

z3(5m,t) elevation of top of Stage
Layer 3 at rawin Q
station m at sounding
times t.

622(5m,t) expected range of Stage

. Zo at rawin site 2Q
X at observation
hQur t.

G(5m,t) hourly values of Stage W2 w (x,t) = entrainment velocity
the entrainment WEWC 6/A6(x,t) at hour t at grid cell
velocity scale factor centered at x (m/sec).
at rawin site x_. ‘

~m

Qc(5m,t) hourly values of Stage w_(x,t) cumulus updraft speed
the cumulus updraft WEWC - (m/sec) at hour t in
speed (m/sec) at grid cell centered at
site x . X.

~m ~

zTCU(é,t) cumulus top - RAW wa(Xx,t) vertical air speed
elevation at hour t (m/sec) on surface
in grid cell Hy, at grid cell
centered at x. centered at x at hour

- t.

22(5m,t) estimated top of Stage zo(%,t) elevation (m MSL) of
Layer 2 at rawin 2Q surface Hy (top of
site x_ at sounding Layer 2) in grid cell
time t. centered at x at hour
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Input
Variable

Description

Table 8-1.

Source

Stage

(continued)

Output

Variable |

Description

z2,(x)

,\!,H(?,(,azgt)

w(x,z,t)

Pp(Z,t)

hi(x,t)

mean terrain
elevation (m MSL)
in grid cell
centered at X.

horizontal wind
vector (m/sec)

at site x, elevation
2z, time t.

vertical air speed
(m/sec) at site

X, elevation z (MSL)
at time t.

pressure (mb) at
elevation z (m MSL)
at hour t over rawin
station m.

depth (m) of Layef 1

in grid cell centered

at x at time t.

P7

Stage
WV

Stage
WV

P1

P7
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W2
(Cont.)

z3(x,t)

nS(%st)

i2 (,),(,;t)

h3(5)t)

h2(5)t)

p3(5at)

p2(59t)

¥'(x,t)

elevation (m MSL)
surface Hy (top o
Layer 3) 1in grid ¢
centered at x at |
t.

volume flux (m/sec
through top surfac
Layer 3 in grid ce
at x at hour t.

local time derivat
of elevation z,
(m/sec) at grid
cell centered at x
at hour t.

thickness (m) of
Layer 3 at hour t
in grid cell centey
at x.

thickness (m) of Le
2 at hour t in gric
cell centered at x.

pressure (mb) at
elevation of top
of Layer 3 at hour
t in grid cell
centered at x.

pressure (mb) at
elevation of top of
Layer 2 at hour t
in grid cell center
at x.

interim estimate of
the cumulus flux
partition function
(see Eq. 5-44 of
Part 1) at hour t
in grid cell at x
(non-dimensional)



Input
Variable

Description

Table 8-1. (continued)

.Description

¥ (z,t)

a (1)

v, (1)

B, ()

Ppz,t)

Py(x,t)

terrain elevation
(m MSL) in grid cell
centered at Xx.

observed east-west
wind component (m/
sec) at elevation

z (m MSL) at observa-
tion hour t at rawind
station m.

same as U_ except
north-sou®h wind
component

observed east-west
wind component (m/
sec) at observa-
tion hour t at sur-
face weather station
n.

same as U_(t) except
north~south wind
component.

surface inversion
indicator (see 7-98).

elevation (m MSL) at
pressure level p (mb)
at rawin station m
at hour t.

elevation in pres-
sure coordinates (mb)
of top surface of
Layer 3 in grid cell
at x at time t.

same as p, except
elevation of top
of Layer 2.

Output
Source Stage Variable
P7 WV XH(ﬁ’Z’t)
P1 w(x,z,t)
P1 wp1(%,t)
P3 <6(5,t)>3
P3
P7
P1 <6(x,t)>,
Stage <6(x,t)>;
W2
Stage
W2

193

horizontal wind

vector (m/sec)
[v,=(u,v)] at (arbitrary
e]gvation z (m MSL),
time t at site x.

vertical air speed
(m/sec) at (arbitrary)
elevation z (m MSL)

at time t at site x.

divergence induced
vertical air speed
(m/sec) on top surface
of Layer 1 (Defined

for daytime hours only.)

average horizontal wind
divergence (sec-1) in
Layer 3 in grid cell
centered at (x) at

hour t.

same as <6>, excepi
applies to aner 2.

Same as <6>, except
applies to aner 1
(values of this

quantity are computed
only for daytime hours.)

same as <6>, except
applies to éayer 2.

same as <&6>, except
applies to aner 1
(values of this

quantity are computed
only for daytime hours.)



Table 8-1 (Concluded)

Input Qutput )
Variable 4 Description Source  Stage Variable Description
P1(%,t) same as p, except P7

top of Layer 1.
Pys(%:t) same as p, except P7

top of raaiation

inversion
zvs(5,t) elevation (m MSL) P7

of virtual surface
in cell at (x) at
hour t. Note: 2,6 =
2 when Apl = 0.

Nys(%,t) growth rate (m/sec) P7
of the radiation
inversion layer
depth.
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Appendix to Section 8

Some of the equations in this Processor, such as (8-166), contain terms

of the form
VeV, p (8-A1)

that must be evaluated at each grid point (I,J) of the regional model domain.
In (8-Al) both v and p are variables represented in discrete form at each grid
point of the model region. To fourth-order accuracy we can represent (8-Al)

at grid point (I,J) by

CeByPly, g = vy, a8(Pr,0) * V1,08 (P, (8-A2)

where

N

_ - " -
8,P; ) =5 (Prey g " P1-1,0) " T3 (Praz,g ~ P1-2,0)
and

=2 - -1 -
8, (Pr g =3 (P1 gs1 ~ P1,0-1) ~ T3 (P1,g+2 ~ P1,0-2)

Here PI J is the value of p at point (I,J), i.e., column I, row J, with rows

parallel to the x axis and columns parallel to y.
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SECTION 8
PROCESSOR P9

DEVELOPMENT

This processor prepares the information necessary to correct the chemical
rate constants for variations in atmospheric density, temperature, cloud
cover, and solar zenith angle. Often the top of the regional model will Tie
near the middie of the troposphere and therefore significant variations in air
density and temperature can exist between each of the model's layers. All
rate constants for the intermolecular reactions are affected by density and
many are strongly sensitive to temperature as well. The photolytic rate
constants are affected by the variations in solar radiation induced by cloud
scattering and absorption, and by the variations in radiation that accompany
changes in the solar zenith angle. We treat the density and temperature
correction terms in Stage DEN, and the cloud and zenith corrections in Stage

ZEN.

Stage DEN

The easiest way to handle the effects of atmospheric density variation on

the pollutant concentrations is to work with the species mass continuity

equation in its mixing ratio form. Thus let

y(r,t) = c(r,t)/p(xr,t) (9-1)
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be the mixing ratio of a given species, where c is the species concentration,
say, moles m-s, and p is the ]ocal‘air density in the same units. The mixing
ratio y is dimensionliess and is often expressed in terms of parts.per million
(ppm). Méking use of (9-1) in the species mass continuity equation (Eg. 2-1

of Part 1) we have
9 + ¥, + 2 (ypw) =S+ R-W 9-
5t (1) * Y- (ypy) + 535 (ypw) = : (9-2)
The mass continuity equation for the atmosphere has a similar form, namely
3 4+ . 2 - '
5t P+ Zy(py) + 57 (pw) = 0. (9-3)
Multiplying (9-3) by y and subtracting the result from (9-2) we obtain

2
Ay m=2+3- (9-4)

Ol

Thus, the equation governing the mixing ratic y has the same form as the
equation governing the concentration c (i.e., Eq. 2-1 of Part 1) except that
the inhomogeneous terms S, R and W are divided by the local air density.
Notice that Eq. 9-4 indicates that material is well-mixed (i.e., 3y/3t = 0)

vertically when the mixing ratio is constant in z. However, the concentration

form of the continuity equation yields the contradictory result that the

well-mixed state is achieved only when the concentration c is independent of

height. The latter is in error because it fails to take into account the
effects of gravity on the mass distribution of material in the atmosphere.
The mixing ratio form of the equation handles this effect implicitly through
the link with the air density p. In short, Eq. (9-4) is the proper form of
the continuity equation for use in applications to atmospheric layers deep

enough (> 103m) that air density variations are important.
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Normalization of the emissions function S by the air density is performed
by Processor Pl0. Here we are concerned with the normalization of the

chemical reaction term R, which has the general form .

R = kcd + k]c (9-5)

where d is the concentration of a species with which the given pollutant
reacts, k is the rate constant (units of mo]e-1m3sec-1) of this second-order
reaction, and k] is the rate constant for a first-order reaction that consumes
species c. We can write (9-5) in the form

R
P

- d -
= GO + 1 = Ky + (56

where

Y © d/p

is the mixing ratio of species d. Substituting (9-6) into (9-4) we have the

equation governing y. .In it the second-order rate constants have the form
k* = kp. (9-7)

but the first-order rate constants are unchanged. In order for the model
equations to predict mixing ratio, we must supply the kinetics algorithm with
effective air densities for each layer so that the rate constants k can be
modified in the manner of (9-7). For this purpose, and also for normalizing
the emission strengths S in Processor P10, we compute in this stage average
air densities for each of the model's four layers. Concurrently, we compute
average temperatures for each cell and layer for use within the model itself
to make temperature corrections on the rate constants. The rationale for
supplying temperature data to the model rather than temperature corrected rate
constants is ‘to avoid any procedure that would "hard wire" a particular

chemical kinetics scheme into the model or the input processor network.



Let Tvm(z,t) and pn(z,t) be the virtual temperature and density,
respectively, at elevation z(MSL) at hour t over rawin station m, and let im

be the elevation (m MSL) of that station. Now define

2 * Pom
P> = ﬁ;‘; g py(2)dz (9-8)
n
2m * hom * Pin
P>y = ﬁbﬁ gpm (2)dz (9-9)
Zn * hop

Pon = 'ﬁ't"z; gpm(Z)dz (9-10)

It M3n )
p>qn = Hﬁ Spm(z)dz (9-11)
2m ¥ h2m

where

is the factor necessary to change the units of density from (kg m's), the
units of pm(z) as supplied by P1l, to (moles m's), the units in which the
chemical rate constants that we will modify are expressed. In (9-8) - (9-11)
hjm is the ﬁhickness of model layer j in the grid cell that contains rawin
station m.
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The integrals on the right-hand side of Egs. (9-8) - (9-11) can be
evaluated by subdividing the integration interval into 50m subintervals that
coincide with the intervals at which Tvm(z) and pm(z) are available (from P1l).

Similarly, we define

A

Zn * hom * h1m

<>y = 531; XTvm(z)dz (9-12)
it hom
. . (9-13)
Zn *. h3m
I | _
<T>3I'Il = F;';ijm(Z)dZ (9 14)

Zn * hom +h1m +h2m
The temperature and density profiles Tvm and Py are available from Pl
each.hour but they give values only at the measurement station sites X
Therefore, the layer averaged density and temperature values derived from

-1
(9-8) ~ (9-14) must be interpolated to each grid cell location. Use the r

weighting scheme as follows:

-GM -1
10 §=;m <p(tk)>nm
<p(I’J’tk)>n = M

=0,1,2,3 (9-15)

3
I

1,2,3 (9-16)

=3
n

<T(I,J,tk)>n
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where

rp = [(Ia-x)? + (ay-y,)2T% ()

The factor 10-6 in the density equation (9-15) is necessary when the hixing
ratio y is expressed as parts per million (ppm). The factors <p>p generated
by this stage will pass through the B-matrix compiler (BMC) uﬁchanged and will
be used in the model to modify the second-order rate constants k in the manner

described above in Eq. (9-7), namely
kX = kep> ‘ (9-18)

where k: is the modified rate constant in Layer n. (Keep in mind that the
first-order constants are not modified by the density.) As we noted above, we
assume that the second-order rate constants k are expressed in units of (moles
m's)'l'sec'l. (Consistency of the concentration units throughout the model
should be confirmed by cohparing the parameters generated in this processor,
the source strength functions provided by Processor P10, the initial
concentration fields produced by Processor P2, and the rate constants

contained in the chemical kinetics subroutine CHEM- that operates in unison

with the model.)

The layer averaged temperature values <T>n given by (9-16) above also
pass unmodified into the model at operation time. These data are made
available there for temperature corrections to those rate constants that

require it.

The 1input-output summary of stage DEN is given in Table 9-1, and the

processor is illustrated schematically in Figure 9-1.
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stage ZEN

A1l of the photolytic rate constants require adjustments for the local
solar zenith "angle o and cloud cover.. We assume following Jones, et al

1981) that these "constants" can be expressed in the form
X = - -
k§ = ky(0)=(cc) (9-19)

here ka(¢s) is the "clear sky" photolytic rate constant for reaction ¢ and =
‘cc) is an empirical function of the cloud cover cc = cc(h), which is the
“raction (0 < cc < 1) of the sky covered by clouds of height h. We assume
‘urther that the clear sky constants k, are contained in the chemical kinetics
subroutine of the regional model code in the functional forms ka(¢s) and that
the solar zenith angle ¢, must be supplied for each grid cell and hour to
evaluate them (note that 0 is virtually independent of altitude). Thus,
Processor, P9, particularly Stage ZEN, must supply the following fields to the
model by way of the model input file MIF:

¢ (1,J,t ) = solar zenith angle in ce]1 (1,J) at hour t

(units of degrees of arc); (9-20)
and
=(1,J,t ) = cloud cover correction factor for photolytic
rate constants in cell (I,J) at hour t (9-21)
(dimensionless).

The zenith angle ¢ can be obtained from standard astronomical formulas given
the latitude (JA¢) and longitude (IAA) of cell (I,J), and the date and hour tm
of the period of interest. The factor = is obtained from the formulas given
in Jones, et al (1981) using the observed cloud cover ccfh) in cell (I,J) at

hour tm. We will not elaborate on the computation of ¢ and = here.
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In summary, the solar zenith angle ¢s is used in each grid cell and hour
to determine the clear sky rate constant ka for each photolytic reaction a.
These values are muitiplied 'in turn by the cloud cover factor = for that cell

and hour to arrive at the corrected rate constant
X = - -
KA (T,0,t) = ky(0g(1,d,0)=(T,d,t,). (9-22)

The photolytic constants are not modified by the density correction terms P>,

generated in Stage DEN.

The inputs and outputs of Stage ZEN are summarized in Table 9-1.
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Table 9-1. Summary of the input and output variables
of each stage of Processor P9 and their sources.

Input ' Qutput

Variable Description Source Stage Variable Description

Tvm(z,tk) virtual temperature Pl DEN <p(I,J,tk)>0 density correction
(°c) at elevation z for rate constants
(m MSL) at hour t in Layer 0, cell
over rawin statign (I,J) hour ti (units
m(=1,...M) 10-6 moles m=3)

<p(I,J,tk)>1 same as <p>_except
applies to aner 1

p. (z,t,) same as T _ except P1 <p(I,d,t. )> same as <p>_ except
Tk density (Kgm-3) : k™2 applies to fayer 2
2m elevation (m MSL) RAW <p(I,J,tk)>3 same as <p>_ except

of rawin station m applies to Layer 3
ho(I,J,tk) thickness (m) of - P7 <T(I,J,tk)>1 average temperature
Layer 0 at time (°c) in Layer 1, ceWl
t, in grid cell (1,J), hour t, (for
(§,J) : temperature cOrrection
of rate constants in
model)
hl(I,J,tk) same as ho except P7 <T(I,J,tk)>2 same as <T>1.except
Layer 1 _Layer 2
hz(I,J,tk) same as h_ except P8 <T(I,J,tk)>3' same as <T>1 except
Layer 2 Layer 3
h3(I,J,tk) same as h° except P8
Layer 3
cc(gn,h,tm) fractional sky RAW ZEN ¢S(I,J,tm) solar zenith angle
coverage of clouds (degrees) at grid
of height h (low, cell (I,J) at hour
middle, and high) t (used to obtain
at surface weather photolytic rate
station n at hour constant values).
t
m E(I,J,tm) cloud cover cor-
rection factor
(dimensionless)

for photolytic rate
constants in cell
(I,J) at hour tm
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SECTION 9
PROCESSOR P10

DEVELOPMENT

Processor P10 transforms the emissions inventory inte the source strength
functions g, S1 and 52. It is assumed that the emissions data have already
been structured to provide the following information: (1) total emission rate
(moles hr-l) of each primary pollutant from all mobile and minor stationary
sources in each of the model's grid cells, at each hour of the simulation
period; (2) emission rate (moles hr‘l) of each primary pollutant each hour
for all major point sources; and (3) the physical parameters necessary to
determine in which grid cell each major point source lies and what its
effective source height will bé under given meteorological conditions. Here
“major" point source refers to any point source whose discharge rate of a
given pollutant exceeds some prespecified threshold. This processor also
computes the plume volume fraction { which is used in the Layer 0 equations to

parameterize subgrid scale chemistry effects.

The three basic tasks involved in computing the source strengths are
estimating the effective heights of the major point sources; partitioning the
point and area source emissions among the three layers 0, 1, and 2; and
converting the results to units of ppm. The first of these operations is
performed in Stage DELH -- the last two are done in Stage S. We should add

here that the units conversion is necessary because concentration must be
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expressed in ppm in the governing equations in order to account for the
variation of atmospheric density with elevation (see the discussion presented
with the description of Processor P9). The calculation of the parameter  in

this processor is performed in Stage ZTA.

Stage DELH

Suppose that there are a total of K major point sources in the entire
modeling region, and let the subscript "k" designate any one of them. We

compute the plume rise Ahk(tm) of the k-th source at hour tm as follows.

Let [I(k),J(k)] be the grid cell (column I, row J) in which the k-th

source lies. Then

0, if LI(K),d(K),t,] < 0;

Fk 1/3 (10-1)
UE) s otherwise.

sh, (t) =
3 (

Here L[I,J,tm] is the Obukhov length (meters) in cell (I,J) at hour tm, and

T,-T 2
K _ak 4 QL (10-2)

Tk + 273

Fi = o

In this expression Tk is the exhaust temperature (°C) of the stack, Dk is the

9.8 m sec 2 is

stack diameter (m), Wy its exhaust velocity (m sec-l), g

gravity, and

N

§=1rnk Tvn(tm)
N -2
nil‘“nk

T, = (10-3)
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is the estimated surface air temperature (°C) at the location of source k. In

(10-3)

P2 = [0 x )2 + (v y)2l,

(xn,yn) is the location of surface weather station n and TVn is the virtual

temperature (°C) measured at that station at hour tm.

In Eq. (10-1)

u = [(<u(I(R),3CK), 1 >7)? +

X 10-4
(<V(I(K),d(K), t.)>)% 17 (10-4)

where <u>; and <v>, are the Layer 1 averaged wind components (m sec-l).

Finally, the parameter s in (10-1) is approximated by

SEc( v | (10-5)

where ¢ = 1003 n? sec’? °k"l,  This expression for the stability parameter s

assumes an isothermal temperature lapse rate throughout the depth of the layer

that the buoyant source emissions traverse.

The effective height of source k at hour tm is now estimated to be
Hk(tm) =zt Ahk(tm) (10-6)

where Zo, is the stack height (m) of source k.

By virtue of the assumption embodied in (10-1) for the case of negative

L, expression (10-6) yields effective source heights equal to the actual stack
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height z_ under neutral and unstable atmospheric conditions. Although plume

s
rise does occur under these conditions, it is not particularly important in
our regjonal scale grid model because under these conditions vertical mixing
is so strong that pdllutants are nearly uniformly spread through the mixed
layer before horizontal transport has moved them out of the grid cell in which

they were released.

For example, with a horizontal grid size of 18,000 m and a horizontal

wind speed of 4 m sec !

, material has a residence time of 4500 sec in a grid
cell. The time scale of vertical mixing during unstable conditions is on the
order of 2h/wx. Typical values of the mixed layer depth h and velocity scale
wxy are 1500 and 1.5 m sec'l, respectively. Hence, vertical mixing is
completed within the time material is resident in the cell surrounding the
source and consequently the actual height of the emission is not significant.
(A much more important factor in this instance is the lack of complete
horizontal mixing of point source plumes within a grid cell. Although the
material is well mixed vertically, it may occupy a volume only 1 km wide
whereas the grid model treats the emissions as though they fill the entire
cell uniformly. This discrepancy is a subgrid scale phenomenon that the
current regional model does not treat in Layers 1, 2 and 3. It is potentially

‘a source of considerable error in the photochemical reaction simulations that

should be considered in future modeling applications.)

In stable conditions, vertical mixing is very weak or nonexistent and in

that case point source emissions must be placed in the proper layer.

Table 10-1 summarizes the input and output parameters associated with
Stage DELH.
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Stage S

Having estimated the effective discharge heights of the major point
sources in Stage DELH, we can now compute the source strength functions S, S1
and 52.

In this task we must take into account that the ground surface can extend
into Layers 1 and 2 where hills penetrate the model layer surfaces Ho and Hl'
Figure 10-1 illustrates the relationships between the layer interfaces and the
terrain. (See Fig. 4-7 of Part 1. Recall that o1y is the fraction of
surface H1 that is penetrated by terrain, and that 010 is the corresponding

fraction for surface Ho')

Let Ek(tm) be the emission rate (moles h-l) of a given primary pollutant
from the k-th major point source at hour to and let E(I,J,tm) be the total
emission rate (moles hour -1) of that pollutant from all other sources in grid
cell (I,J) at time to The source strength functions for each primary

pollutant have the following forms.

Hz )
LAYER 2
Hy
LAYER {
Ho
&) t i LAYER O
L} | 1 v
RSN AR 4 l { ] IRy 117
l... ettt : ' ) )y TR |
‘ | ;.-L, opib -t ] \
: : | : :
| I I
1 I
[p— L -2 |

Figure 10-1. Illustration of the influence of terrain on model layers 0, 1 and 2
for given values of the penetration fractions or1 and Org-
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K

<S(1,d,4,)>5 = [0, + 3 E, U, ,1/(Ash,) | | (1C
k=1 . L
K
<S(1,d,t)>1 = [(0g5-077)E +2 E, Up117(Ashy) (10
k=1
K
S(1,3,t,) = [(-07g)E +3 E, U, J/A, (10-
k=1

where %o CTI’ €, hl’ and h2 are functions of (I,J,tm); and Ek and {
depends on tm. The latter is defined by

1$ if (Zj_l - ZT) S_ Hk ﬁ (Zj - ZT)

Ukj(tm) = { (10‘

0, otherwise.

where

z_y = z¢(I(k),d(k)).

z, = h (1(k),J(Kk),t ) + z,(I(k),J(k))
z; = hy(1(k),d(k),t ) + z

z, = hy(I(k),d(k),t ) + 2,

and hn is the thickness of Layer n. Also
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A, = A (10-11)

Al =(1- oTl)A (10-12)
Ay = (1 - opglA ' ' C ' ‘ (10-13)‘
A = a%(cose ;) (6A)(66) (10-14)
a = 6,367,333 m = earth radius

OA = 1/4(35%) = longitude grid interval

8¢ = 1/6(3%%) = latitude grid interval

and ¢J is the latitude of row J. In the evaluation of Eq. 10-9, the total
number of major point sodrces lying in Layer 0 should be determined in each
grid cell for 1later use in Stage ITA. Let us denote this variable

ij(I,J,tm).

The source strength functions derived from (10-7) and (10-8) have units

3 hr'l) and (10-9) gives S in units of (moles m 2 hr}). These

of (moles m
must be converted to units of (ppm sec-l) and (ppm m sec'l), respectively.

This is done as follows:

S.(1,J,t) = LGP, | 1 (ppm/sec) (10-15)
245t T TIE )5, T 3600 PP

<S(I,J,tm)>1 1

Sl(I,J,tm) = <p(I,J,tm)>1 " 00 (ppm/sec) (10-16)
. S(L,d,t) )
S(I,J,tm) = Wo' 500 (ppm m/sec) (10‘17)

where <p(I,J,t )> is the average air density (units = 10°® moies m3) in

Layer n, time tm in cell (I1,d). Egs. (10-15) - (10-17) should be evaluated
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for each primary pollutant at each hour, level and grid cell; the result:
should be recorded in the MIF. The inputs and outputs of Stage S and their

sources and destinations are summarized in Table 10-1.

Stage ZTA

The plume volume fraction parameter {(I,J) is used in the Layer 0
equations to parameterize subgrid scale chemistry effects (see Chapters 5 and

8 of Part 1). Here we use a very simple approximation to estimate it.

Let L(I,J) be the total length (m) of major line sources in cell (I,J),
let Nmp(I,J) be the total number of minor point sources in cell (I,J), and let
ij(I,J) be the total number of major point sources that lie in Layer 0 in

cell (I,J) (from Stage S). Then we assume

2
G, 3,t) = [Ny +Np)(h) + Lh /A (10-18)

where ho is the depth of Layer 0 in cell (I,J) at hour tm and A is given by
(10-14). (This is Eq. 8-7 in Part 1.)

Input and output information for this stage are summarized in Table 10-1,
and a schematic illustration of the relationship among the stages and 1/0 is

provided in Figure 10-2.
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Table 10-1. Summary of input and output parameters for
Processor P10 and their sources. -

Input
Variable Description

Source

Stage

Qutput
Variable

Description

L(I,J,tm) Obukhov length
(m) in cell (1,J)
at hour tm

Tvn(tm) virtual temperature
(°C) at surface
weather station n
at time tm.

<u(I,J,tm)>1 Layer 1 averaged
east-west wind
(m/sec) in cell
(1,J), hour tm.

<v(I,J,tm)>1 same as <u>; except
north-south
component

Tk(tm) temperature (°C)
of exhaust gas
of major point
source Kk at hour
tm'
Dk diameter (m) of
stack k.

wk(tm) exhaust velocity
(m/sec) of stack
k.

[I(k),J(k)] grid cell coordinates
(row J, column I) of
major point source k.

stack height (m) of

b4
sk source k

P4

P11

P11

. RAW

RAW

RAW

RAW

RAW

DELH

' Hk(tm)

effective source height
(m) of k-th major point
source at hour tm.

Ek(tm;a) emission rate (moles/
hr) of species o at
time t_ from major
point Daurce k

RAW
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S

S(I,J,tm;a)

emission rate (ppm

m/sec) of species a
at hour t_ from all
sources il Layer 0,
cell (I,J).



Input
Variable

Description

Table 10-1.

- Source  Stage .

(Continued)

Output
Variable

Description -

E(I,J,tm;u)

GTO(I,J,tm)

ch(I,J,tm)

zt(I,J)
ho(I,J,tm)
hl(I,J,tm)

hZ(I,J,tm)

H ()

<p(1,d,t.)>,

emission rate
(moles/hr) of

species a from all

RAW S
(Cont.)

except major point
sources in grid cell

(1,3,) at hour tm

fraction (non-
dimensional) of
model surface H
penetrated by
terrain.

same as o
applies t

Hl‘

average terrain
elevation (m,MSL)
in cell (1,J).

thickness (m) of
Layer 0 at hour
tm in cell (I,J)
thickness (m) of
Layer 1 at time
tm, cell (I,J).

same as h, except
applies t%
effective source
height of major
point source k

mean air density
{moles m3) in
Layer 2 at hour
to cell (1,d)

p(1,d,t,)%

same as <p>
except app]?es to
Layer 1.

except
surface

P7

P8

Layer 2.

DELH

PS

216

Sl(I,J,tm;a)

SZ(I,J,tm;a)

ij(I,J,tm)

emission rate (p
sec~!) of specie
at hour t_ from
sources in Layer
cell (1,Jd).

emission rate (p
sec-1) of specie
at hour t_ from .
sources il Layer
cell (I,J).

total number of |
point sources in
0, cell (I,J) at

tm.



Table 10-1. (Completed)

Input _ Qutput o

Variable Description Source  Stage Variable Description

<p(I,J,t )>,
same as <p>, P9
except applies to
Layer O.

L(1,J) total length (m) RAW ZTA Q(I,J,tm) .fraction (0<{<1) of
of major line Layer 0 in cell
sources in cell (1,J,) filled by line
(1,J) and point source plumes

at hour t_.
m

Nmp(I,J) number of minor RAW
point sources in
cell (I,J).

ij(I,J,tm) total number of Stage S

major point sources
in Layer 0, cell
(I,J) at hour tm

ho(I,d,t ) depth (m) of Layer  P7

0 in cell (I,J)
at time tm.
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SECTION 10
PROCESSOR P11

SUMMARY

Processor Pll generates families of vertically integrated horizontal
winds for each of the model's layers. During daytime hours, namely times when
the surface heat flux is positive, this processor produces wind fields for
each of the model's three layers. However, at night when surface inversions
exist, it provides winds for Layers 2 and 3 only. In this case the flow field
in Layer 1 1is generated in Processor P7, and the results are passed into

Processor P11 for amalgamation with the wind fields derived here.
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INTRODUCTION

Previous air pollution models have represented the Qind fields either b
continuous functions fit to discrete meteorological data, or by flow field
derived from mesoscale meteorological models. In this study we use neithe
of these approaches. Following the consideration presented in Chapters 6 an
7 of Part 1 of this report and in Lamb (1983a), we use wind observations an
physical principles jointly to define a set or family of flow fields eact
member of which is a possible description of the flow that existed during the
time that the observations were made. In the aforementioned papers it is
argued that in the case of the atmosphere, observations and physical 1laws
together are inadequate to specify flow patterns to within better than a set
of functions. The ability of so-called objective analysis schemes to produce
a single functional description of a given discrete set of data stems from
the imposition of additional constraints that are not founded in physical
Taws and which therefore lack universal validity. In the more sophisticated
of these schemes, use is made of empirical data such as spatial auto-correlation
functions of the flow in the given region. Our position is that this type
of empirical information is of great value, but its proper role is in estimating
the probabilities of the members of the set of possible flows that specific
observations and physical principles together define. These members of the
wind field set that have finite probability constitute an ensemble of wind
fields. For a given distribution of pollutant sources, there is a one-to-one
correspondence, through the equation of species mass conservation and chemical
reaction, between each member of the flow ensemble and each member of a
concentration ensemble. In other words, having defined the ensemble of flow

fields one can generate the ensemble of concentration fields associated with a
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given emissions distribution by "driving" the air pollution model with each
member of the flow ensemble and recording the outcomes. . Ensemb]g statistics
of the concentration can then be derived by performing averages of the desired
quantity over the ensemble set, weighting each member of the set by the
probability of the flow field from which that particular concentration

distribution was derived.

This approach to pollution modeling is much more costly than the
conventional method of formulating differential equations that yield the
desired statistics directly. However, our approach has at least two
advantages that in our judgement compensate several fold for the added cost.
The first is that by deriving..ensemble properties from a subset of the
ensemble itself, we avoid major sources of error associated with the
assumptions that one must invoke to formulate a set of differential equations
that describe a particular staiistical property. In the case of modeling the
long range transport of photochemical pollutants, the nonlinegr character and
interaction of the processes involved are so complex that it is very unlikely
that a single set of equations exist that would yield accurate estimates of

even the simplest statistical properties under all conditions.

A second advantage of our approach is that it provides direct access to
all of the statistical properties of concentration, such as the mean,
variance, frequency distributioﬁ, spectrum, etc., whereas the conventional
method givés only those limited properties, usually only the mean, for which
equations have been hypothesized. Following we describe the basic
mathematical steps implemented in this processor for deriving the ensemble of

flow fields in each of the model's layers.
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AVERAGE HORIZONTAL WINDS IN A LAYER BOUNDED BY TWO ARBITRARY PRESSURE SURFACES
In this section we develop a general method for.deriving vertically .
averaged winds in a given layer. Later we will apply it to each of the

model's three layers to obtain the necessary horizontal flow fields.

As in Part I we define the cell averaged value between two pressure

surfaces Py and pB (pa > pﬁ’ i.e., surface o has the lower elevation)

Pg(x:¥")
V! [ 1 -
@(x,y)g = vl_ Sjjtp(x,y,p)dpdx dy (11-1a)
af
A py(xy')
where A denotes the rectangular domain x - %5 < x'<x+ %5, y - %X <y <y +~%¥

of a model grid cell; and ¢ is an arbitrary scalar or vector function. The

averaging volume Vuﬁ is given by

pa(x:y')
Vas(x,y) EUJ dpdx' dy' ‘ (11-1b)

J
A py(xiy')

Note that since Py > pﬁ’ both VGB and the integrals in (1l-la) are negative

(assuming ¢>0).

Suppose that observations of v are available at N arbitrary sites on

surface Py i.e.,
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Van(t) = V(X LY aP (X0sY s 1), t) (11-2)
n=1,2,...N.

where (xn,yn) denotes the location of observation n. (Throughout this
section, we shall use the caret (") to signify observed values of a
parameter.) Suppose further that we have measurements of v and other
meteorological parameters along vertical lines between surfaces Py and pB at a

total of M locations, i.e., we have

Tn(P,t) = vixpypoPst),  mEL2..M. (11-3)

These surface observations and sounding sites are illustrated in Figure 11-1.
In general the number N of surface stations must equal or exceed the number of

soundings, i.e.,

N> M (11-4)

Later we would like the option of supplementing the rather sparse upper
air data with estimates of the flow aloft extrapolated from the numerous

surface measuring stations. Toward this end we define the function
gu(x,y,p,t) to be the ratio of the wind velocity at (x,y,p,t) to the value at

(x,y,pa,t) where o is any pressure level. Specifically, we have 9y

(9,49yq) Where

— = u(x t)
gua(x,y,p,t) - u(x,y,p,,t) (11-5a)
= vix t)
Gyo(XoYsPst) = 5 X,Y\Pe, ). (11-5b)
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*-VERTICAL SOUNDINGS
AT M SITES

SURFACE OBSERVATIONS
AT N SITES

Figure 11-1 Surfaces Bounding Layer B in which M Soundings of the Horizontal

Wind are Available. N Observations of the Wind on are alsp
Available on the Bottom Surface P, of Layer g.

Assuming that g and y vary by only small fractions of themselves as (x

»Y)
ranges over the area A of any grid cell,

we get from (11-1) and (11-5)

°p
Vo (X,y,t) .
<V(X y t)) & L__ Xga(xsysp,t)dp (11 6)
PASAER &) B pa - pB
pa
or
WXy,t)>g = xa(x,y.t)<ga(X.y,t)>B (11-7)
where
Yo (Xo¥:1) = w(x,y,p,,t), (11-8)
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and <g> is defined as in (11-1).

B

At the M sites of the measurements of the vertical wind profile, we can

evaluate <g>,. We have

8

. . <UD (11-9a)
<gucr(xm“ym’t)>£3 = <guam(t»B - G(Xm’ym’pa’t)
<V(x .y ,t)>
~ - m’’m B -
Gontp = Ty p2, D) (11-%6)

We will approximate the value of <90>B at each point (x,y) in space by

interpolation of the "observed" values <§am>ﬁ‘ That is, we assume

M
3 <Gyp(t)>g Wi(r)
RCRAINE w1 (11-10)
zW(r)
m=1

where wm(x)is a weighting function, e.g., r -2, to be selected later, and r is
the vector separation of (x,y) and the observation site (xm,ym). Using
(11-10) and the N (>M) observations 2a°f the wind on surface py» We can ap-
proximate the layer average winds at all those points (xn,yn), n#m, where wind
observations are available only on the surface p . In other words, we use the
horizontally interpolated <9>B function to approximate layer averaged winds at

points where only surface wind observations are available. Thus, we define

<'\!-(xn’yn’t))OB,B = <gu(xn’yn’t)>3 !an(t) (11-11)
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where

NORESCHVAN ML

. &<)

<9u>B is given by (11-10), and the vector product on the right side of (11-11)

is defined by

ab = (axbx,ayby)

vhere as= (ax,ay) and b = (bx,by).

We will work later with the stream function and velocity potential which

are functions of the vorticity and divergence, respectively, of the wind

The vertical component of vorticity { is defined by

field.
Tk
C=kuxy=k |2 8 af= 3-3Y; (11-12)
ax 9y dp Y
u v w
and the horizontal divergence & is
’ (11-13)

O
]
Q?'Q’
xic
+
Q"Q’
i<

Since we are concerned with layer averaged winds <v>, we must determine
From (11-1) and

how <{> and <y> are related and how <6> and <y> are related.
(11-12)

(11-14)

- QY . Q2u
<> = S <ay>'
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From Part I, page 21, we have

a ol
3P, 3p,

v, _ 9 - ] -

<ﬁ>‘—<”+VB“ - ng ) + <vr.g% 10 (V,0) (11-15a)
. B
3p_> 3p

QU 2 A a 7B ]

Sy "5y W T qu(” 5y, Usy )t W@ gy 10 (Vgg) - (11-15b)
where A is the horizontal area on which < > is defined; Vaﬁ is defined by
(11-1b);
and

3 a = _%_J’J‘(P(x.’y:pu(x;yl))dxldyl (11"16)
A

with a similar definition of the surface average Z¢5?

Assumption: On Py? x(x,y,pa) = <v(x,y)> and on pB,

¥(x,¥,pp) = <u(x,y)>. (11-17)

In this case we have

—_—
( EEE) 04 %Py ax'dy’, (11-18a)
Vax A ax’
EEE ﬂ~ V> o L dv" (11-18b)
(vax7) =7 | | a7 X'y’ -

227



Note that
p(x y')

In(Vyg) = -—g— M'J dpdxdy"

A p(xy')

QﬁlQ’
x

= <"> ax gg [pB(x,y )=p,(xiy')] dx'dy (11-19)
A

where the domain A is a function of x inasmuch as A = x-Ax/2 <x'< x+Ax/2, etc.

Thus, using Leibniz' rule on (11-19) we obtain

>§-31n(v ) = <;’; [pg(x+ax,y }=pg(x=Ax,y" )-p, (x+ax,y")
+p, (x=8x,y*)] dy"

or

3pg  3p,
<> —- ALUNE ;:; ’U —xﬁ 55¢ 1 dx'dy’ (11-20)
A :

Combining (11-15a), (11-18) and (11-20) we get, under the constraint of
assumption (11-17),

oV, ~ 3
x> T ax<v>-

Thus, from this result and (11-14) we conclude that

~a<v> | HKw : - -
<> = i Sy (given (11-17)) (11-21)
and similarly
s> =W V> (given (11-17)) (11-22)

ax ay
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Using HelmholZ theorem that any vector can be written as the sum of a

rotational and a divergent component we can write

=yt Yy (11-23)

from which we have

<> = <x\y> + <’Y’X>' (11-24)

Since by definition v

Yy is nondivergent, we can express it in terms of the

stream function V¥:

<Yy = kx W (11-25)
and since Axx is 1irrotational we can express it in terms of the velocity
potential x:

w?> =W (11-26)

From (11-25) we get

i 5
¥, . ¥, .
<v,> = 0 0 1 -3 i-C¢35D (11-27)
~ oY 3¥ o¥ ay ax’ 4
9x Jdy ap
and from (11-26)
:éX' QX' -
W Tax Ltayd (11-28)
Combining (11-24), (11-27), and (11-28) we get
ap = - XL g (11-29a)

ay ax
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9% ¥ ¢ (11-29b)
<y> = 5; + ay + v .

where U and v are the average -values of <u> and <v> over the entire model

region- and are known functions of time only.

Differentiating these expressions in the manner of (11-21), (11-22), we
get »
<> = vzw (11-30a)

5> = vy, (11-30b)

We seek the functional forms of ¥ and x that are consistent both with physical
laws and with our observations <x(xn,yn,t)>08,n=l...N (see Equation 11-11).

(We assume that the wind observations are error free.)

Our observation set might represent a time period in the past for which
we would like to determine the origin of pollutants responsible for an
episode; or it might represent so-called worst-case meteorological conditions

for which we wish to test a control strategy; or so on.

We will consider only two of the physical laws as constraints on the flow
fields that we consider, the momentum law and the mass conservation principle.

In pressure coordinates these are expressed, respectively, by

?E + (veVdv + m?% +fkxv=-V + KYZY + Fy
3 ~ - @ - -

(11-31)
Gy Mep =0 (11-32)
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where w is the "vertical velocity" in pressure coordinates, i.e.,

€
i
=

+ygp+wad | (11-33)

® is the geopotential height, f the Coriolis parameter, K the "eddy
viscosity", EH represents the viscous source of negative momentum, and v =

(u,v) as before. Expanding (11-31) into its two components and using (11-13)

we get
P Lt a“-fv=-ﬁ+K["’—2-‘!+§EE]+F (11-34)
ot = ox T Vay T Yop ax a2 2y Hx
a_V+u_al +v§_v.+w§.! +fu=—§2+K[é+§ﬁ]+F (11-35)
at X oy ap ay axz ayz Hy
8 =- Mp , (11-36).

It is useful to convert (11-34) and (11-35) into the vorticity equation,
partly as a means of eliminating explicit dependence of the velocity on ¢.
Guided by (11-12) we differentiate (11-35) with respect to x and (11-34) with

respect to y and then subtract the two equations to get

o, 2L, L, 2 of,
5%+ oo+ Yoy * w§§ * 6 gV Y

(11-37)

3w v Bwdu. _ , 9% . 8%, . Fuy - Fyy
[ax ) F) 1=KIL * 2:l +
p ~ 3y ap o

3y X oy
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The equation governing <&> is found by averaging (11-36) in the manner

of (11-1):
P8
1 ow '
<> = - 2L dpdx'dy! 11-38) -
V;Bj’ﬂ' ap P (
A Py
%> = %— X[w (x3y') = we(x3y')]dx'dy’ (11-39)
ap a B
A

where w, denotes w(xiy:pa). Using (11-16) we can write (11-39) in the final

form

<> = % - @°J. (11-40)

Later when we apply (11-40) we will describe approximations of Ea, etc.

| Turning next to the vorticity equation (11-37) and the derivation of the

equation governing <{>, we see that under assumption (11-17) we can write
a ~

5§, gg - 0. (under assumption 11-17) (11-41)

This permits the term in brackets in (11-37) to be neglected. (This term

represents the generation of { by the rotation of horizontal vorticity.) We

wiil also omit the "beta" term 3f/ay in (11-37). With these approximations we

can write (11-37) in the simplier form
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2 2
at +u3.§x+vg§+£(cm>+<zc+f)a=K[3—x§+3—§1

9 oy
(11-42)
B [arz _ 3tzx
95p 'Tox 3y
where we have used the approximation (see Haltiner 1971, page 151)
F, = - ¢ (11-43)
H op

and Tt is the shear stress.

Averaging (11-42) in the manner of (11-1) we generate the following

terms, expressed following the analyses of Part I:

<g%> = 5-3— (c> + <§> 1n(V B) +
| (11-44)
A ¢ _'—T-ﬁ
vaB[QPu ng ]
<52 up> = 52 <ub> + <ut> 52 In(V, g) *
(11-45)
B
B 9P
% [u§ - uCg;ﬁ ]
9., _.8 2
59 v = 5 wi> + <> 5 'ln(VaB) (11-26)
L
§ vt - vzt



<5§ w> = e [Gfﬁ - o] (11-47)
ap

2, ‘ ‘
The terms like <§—%> are quite complex and we will approximate them simply by
ox

2 2
<28 > 9 <>

(11-48)
axz axz
Combining all the above and assuming <{&> = <{><&>, we get
<>
—5%— + W<t + <> [5%1"Va8 + <9>'YH1"Vaﬁ + 2<6>]
A ELQ a
= - 6>+ 5 = a1 - VU, -<u't'> -
vaB[_Cdt T 1~ Gyt (11-49)
) ot ¢ 2 2 Tl
A zy _ ZX 9 9 -l gt Y
TR e A G A
where
<u'f'> = <ut> - <w<g> (11-50)
<w> = (ewsy<pe) - (11-51)
Pa = pa(x,y,t)-p ' (11-52)
and
d_ 23 9 9 9 -
5T Ukt Vgy g - (11-53)

In deriving (11-49) we assumed that I, = 0 on pB in anticipation of the

eventual use of this equation in applications where the upper surface pB is
above the friction layer. We will use Haltiner's approximation (page 152) for

T, namely

~
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I, = pplpw (11-54)

where Po is air density in layer «,B, in particular the mixed layer; CD is the

drag coefficient and <u> is the layer averaged wind vector given by (11-51).

It is convenient to group the terms in (11-49) according to whether they
represent sources or sinks of <{>. The terms involving ' do not fall into
either category, but for now we will combine them with the source terms and

write (11-49) in the form

2 <> + <u>-§ <> + <v>-§ <> + <0G - K[—a— + 3-2— &> =H (11-55)
at ax ay ax2 ayz
where
=0 Y (11-56)
G = at,]nvuﬂ + <w> YHM(\{!B)"' 2<6>
N @ A
= - o - fes - - 191 -
H= - <6 + VGB[CEEE Cdt + gpaCDQO] Vye<u g (11-57)
—<g‘§'>-gH1nVus
<> <uw
= o _ 0 -
Co = 5x 3y (11-58)

We are now ready to collect the equations that we will use to generate
the ¥ and x fields. First, let the superscript denote the time variable,

i.e.,
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oY = o(x,y,JAt).

Now express (11-55) in the diffgrence form

1,041, Ja . 38,3, .34
X3 [<&> <Y1 + <w 5;<§> + <> 5y<§> +<>G
2 2
- K[§_2+ 2—2] <€>J = HJ
ax™ 9y

Let gJ be the complex Fourier transform of <§>J, i.e.,

[+ -3
ikeXx
J_ 1 J,y 1%
<Y = = £ (k)e dk_dk
. i

¢l = J} <§(?5,)>Je- kX dxdy

where k = (kx,ky) and x = (x,y). We will represent transform pairs by

g‘] - <§>J .

and will make use of the convolution theorem

g = ——, | F(k' 6Kk K
- (2n)

where x and k are 2-0 and

g(x) < G(k)
f(x) « F(k).
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(11-59)

%
3
%
(12-60) %
i
%

(11-61a)
(11-61b)

(11-62)

(11-63)



Not.e from (11-61a) that

kX

9., d _ i J ’
mel = ﬁkxg (e = “dkdk,
Tt v

-0
=}

2 ikex

d J -1 s

—, <Y = —5 K g (k)e dk dk ,

ax2 4n2 j‘ y’
-

and in general

n ndJd

9 J .

—p<8>" o (ik) &

oX

(11-54)

(11-65)

(11-66)

Now, replacing each term in (11-60) by its Fourier transform and making use of

(11-63) and (11-66) we get

(27!) [g\]"'l J] - 1":} k! g (k' )UJ(k'k )dkxdk3.(

JJ‘k £ (k' )V (k-k' )dk dk' ( + 12 )§ (2n)

+ H‘é(s' )67 (kK" ki k) = an’H

-00
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where

&J 6’ ~ . (12-68a)
gy | ‘ - (11-68b)
W o <wd (11-69a)
¥ e <w? (11-69b)

We want equations for ¥ and x. Thus, we obtain from (11-30a) and (11-66)

gl = - (k,?; + kf,)ﬁtJ (11-70)
where
v o 2. (11-71)

Using (11-70) in (11-67) we obtain one of the equations governing ¥, namely

&m0 = 2w [1-(Z + kS)KAt] s _,_" Atz
K2 + k
x Ny
+ At U‘ (k' %+ kA kHK P (k=k') (11-72)
@20 v iy )) xR R

A al! Ve J -l ! ] [}
+ kP (kK" Sk Jakiey
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The transforms UJ and vY of the velocity components <u>J and <v>" can now be
expressed in the form (see 11-29)

w = -ikyAJ + ik B+ sk (11-73a)

x ~

W= ikl ikyB‘] + Wa(k) (11-73b)
where

J J

X (x) < B (k) (11-73¢c)

and &6(k) is the delta function of the wave number vector k. Then from

(11-30b), (11-40), and (11-66) we find that BJ must satisfy

B (k) = '—gJ-il;l (11-74)
K24k
X"y
where
A - _B
P o <> = A [T(x,d8t) - B (x,dA)] (11-75)
Vap(X)

and w is considered to be a known.variable.

Finally, the observations <y(x )>gs given by (11-11) must be satisfied.

Hence, from (11-29), (11-6la), (11-66), and (11-11) we have

g
<mf5

ikex, _
dk = <u(x ,JAt)>q5 = u(Jat)

X&kﬂm)+kﬁwne
Y X (11-76)

n=1,2...N;
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i Joky + k 82k R dk = < JAL)> Ao - V(JAL)
Tl | B 0+ K E e = <V, dat)gp - W

(11-77)
n=1,2...N

where % = (xn,yn) are the observation sites described above, and u and v are

the averaged observed winds in the entire model domain at time t = JAt.

Equations (11-72, 74, 76 and 77) comprise a set of 2N + 2 relationships
that the transforms Aand B, or equivalently <u> and <v>, must satisfy. A
fundamental difference between this system of equations and the system
currently used in meteorological modeling is the presence of the 2N equations
(11-76, 77) associated with the wind observations made at time Jat. In
conventional meteorological models, the observed data are transformed through
ad hoc means into a descriptfon of an initial velocity field; and using it,
the two equations (11-72 and 74) are solved as an initial value problem. As
we shall discuss below, this practice is not supportable on scientific
grounds, and when it is employed, the velocity field that one obtains is
largely an artifact of the ad hoc procedure that was used in the formulation

of the initial state.

The fact is that the N observations of the wind velocity at any instant
JAt, say, do not uniquely determine the velocity distribution at that moment.
Rather, these measurements, specifically (11-76, 77), together with the
continuity equation (11-74) define a hyperplane in the phase space of wind
velocity. Each point on this plane represents an entire vector function

[u(x,Jat), v(x,Jat)], xeD. We pointed out in Section 6 of Part 1 that each of
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these functions in a possible description of the actual velocity field that
existed at the moment t=JAt that the observations contained in Egs. (11-76)
and (11-77) were made. If we had to choose from this set of possible velocity
functions the one that we thought described the flow that actually existed at
the moment the observations were made, our choice would be guided by whatever
previous wind data we had seen for the region in question and on our knowledge
of the nature of atmospheric motion generally. On this basis we would declare
many of the possible functions to be "unlikely" descriptions because they have
characteristics that are incompatible with our knowledge. For example, even
though all functions in the set satisfy the observations and the continuity
equation (11-74) exactly, some contain hurricane force winds between the
observation stations; some contain intense vortices and jets; and so on.
However, even after all these are dismissed, there remains a virtually
infinite set of functions no one of which can be ruled out as a plausible

description of the actual flow.

This suggests that we should assign to each point on the hyperplane of
possible flow descriptions a weight p, say, whose magnitude is a measure of
our conviction that that particular function is the one that describes the
flow field that existed when the observations were made (at time JAt). To
those bizarre functions mentioned above, we would assign the weight p=0; and
to the remainder of the points on the hyperplane of possible descriptions we
would assign weights 1>p>0. Without going into details, we point out that the
weight pA;Q synonymous with the "probability" of occurrence of the flow field

to which the p is assigned (see Lamb, 1983c).
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The problem is to formulate a quantitative rule for assigning the
weights. Clearly, we cannot examine every function on the hyperplane of
possible flows and assign it a weight subjectively. We need a mathematical

procedure.

In Lamb (1983c) several approaches to this problem are proposed. It is
shown in that paper that in effect the method that has been employed to date
in both diffusion and meteorological modeling studies has been to assign a
zero value of p to all of the possible flows except one and to assign the
value p=1 to that single function. This is equivalent to declaring that we
know the correct description of the flow field at t=JAt without any doubt.
This "correct" description is obtained using one of the so-called objective
analysis formulas. But many such formulas exist -- no formula of this type
can be universally valid -- and therefore it is illogical to label any one
description of the flow the “correct” description. The point is that there is
no scientific basis whatever for assigning unit weight to only one function in

the set of possible flows and zero weights to all others.

One rational method of assigning p is the following. It has been
theorized that in 2-D fluids kinetic energy is partitioned among the spatial
fluctuations in the flow in proportion to |5|'3, where k is the wave number
vector of the fluctuation. To a large extent this theory is supported by
measurements of kinetic energy in the free atmosphere. Thus, let Q represent
the manifold in velocity phase space of functions whose Fourier transform is
consistent with an energy spectrum of the form E(k) ~| K [°3. And let Q
represent the manifold formed by the intersection of Q and the hyperplane of
possible flow descriptions. We now advance the hypothesis:
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q(v), if v £Q;

p(v(x,Jat),xeD) = { (11-78a)

0 , otherwise .
where I;q(x)>0 is a function of the entire velocity field v(x,JAt), xeD that
we have yet to specify. Hypothesis (11-78a) is simply a statement of our a
priori belief that the description of the true velocity field at time JAt is a
member of the subset Q of the hyperplane of possible flows. Observations of
the flow field at times following JAt and observations of the rate of

dispersion of material in the flow might force us a posteriori to reject this
hypothesis.

To supplement (11-78a) we might advance the following hypothesis:
ay) ~ Bt (11-78b)

where E is the kinetic energy of the flow field v integrated over the entire
model domain D. In practice one can treat only a finite number of tﬁe
velocity fields contained in Q. For example, in accordance with (11~78b) we
might select, say, the 20 members of Q that contain the least kinetic energy,
namely the 20 points in Q closest to the origin of the phase space; and assign
p values to each using (11-78b) and the constraint that the sum of the 20 p's

be unity.

In hypothesis (11-78a,b), and in the conventional approach discussed
earlier, consideration is given only to the observations made at the single
time JAt. However, observations made after JAt provide valuable information
that can be used by way of the momentum equation (11-72) to obtain a better

approximation of the probabilities p of the flow fields at JAt than we can
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obtain from empirical-theoretical considerations alone. To implement this
approach requires rather compiicated dynamic programming procedures. We plan

to utilize this method in the "second generation" regional model.

For the present we shall replace Eq. (11-72) with the much simpler, and

much weaker, diagnostic constraint

S<C(5,t)>d5 = C(t) (11-79)
D :

where C(t) is the circulation around the perimeter of the modeling region D.
This equation is a statement of Gauss' theorem. We will derive estimates of

C(t) from observed winds and treat it as a krown function of time.

We see from (11-30a) that Eg. 11-79 is a constraint on the stream
function, and hence on A (See 11-71). Substituting (11-30a) into (11-79) and
making use of (11-71) and Stoke's theorem, we can express (11-79) in terms of

the transform of the stream function:

ik.L.  ik.L K2 k2
AV Vamorce X *1)(e Y Y-1)(2 Y )idk dk = ¢(t) (11-80)
4nz ~IER kxky XY

Thus, the initial version of processor P11l will be based on the equation set

Eq. (11-81)
Eq. (11-74)
Eq. (11-76)
Eq. (11-77)

=AY, 82 (k) (11-81)
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Each solution set [Ag(g), BJ(E)] derived from (11-81) yields layer averaged
winds [<u(x,JAt)>, <v(x,JAt)>] through the following equations, whose origin

is (11-29):

<u(x,Jat)> = 1 [-k ) + kB K] 1."S.Edk + u(Jat)

. ) (2m)? y©o o xB (K)Je 2Ty (11-82a)
<v(x,JAt)> = - [k J(k) + K J(k)]eu‘(.)’(dk + v(Jat)

X (2n)? xA 181 T KBS ~ Y (11-82b)

In the first generation model we will derive between ten and twenty flow
fields from (11-81, 82) for each hour of the model simulation period and
assign weights p to each using hypothesis (11-78) above. Let us call this
finite ensemble of flow fields at hour t=JAt W'. (We should add that even
though the members of wJ are not explicitly related to those of WK, K#J, due
to our replacing the momentum equation (11-72) with the simple diagnostic
expression (11-79), there is implicit coupling of these ensembles by virtue of
the fact that each of them is defined in terms of the actual winds observed at
each hour.) We generate a'corresponding finite ensemble C of concentrations
(containing M=10 to 20 members) associated with a given emissions distribution
S(x,t), xeD, 0 < t<T, by "driving" the dispersion model with M wind fields
[<u(x,Jat)>, <v(5,JAt)>]p, xeD, J=0,1,...JMAX, p=1l,...M. Each of the M flow
fields is created by selecting a <u(x,JAt)> and a <v(x,JAt)> at random from
the ensembles WJ for each hour J=1,...JMAX in the period of interest. Either
ensemble mean values of the concentration or the frequency distribution of

concentration or any other statistical quantity of interest can be computed
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directly from the ensemble C for any desired receptor sites and times.

Details will be presented in a future report. (See also Lamb 1983 a,b,c).

Below we outline the basic structure of Processor P11l which utilizes the
techniques described above to compute the layer averaged winds N for each
of the regional model's three layers. Winds are determined for Layers 2 and 3
at all hours and in Layer 1 during the day only. The nighttime air flow in
Layer 1 is simulated in Processor P7 and passed into Processor P11l in the form

(<u>VL,<v>VL) for amalgamation with the flow fields computed here.
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STAGE UV1l

This stage computes layer averages of the measured winds aloft that are
used as the observations in solving Eq. (11-76) and (11-77). Consider first

the calculations required for Layer 3.

(1) At each of the M upper air weather stations compute the layer averaged

horizontal wind components as follows:

P3(%pt)
- 1 A
<U(5m,t)>08,3 = -p—3:6£ u(g(’m,p,t)dp
Po(%yt) m=1,2,...M
mode 0 and
(11-83)
mode 1
. ps(zm,t)

=1 o
<v(‘)‘('m’t)>08,3 = F;p_z V(ém,p:t)dp

where G and ¢ are the measured wind profiles. Since the input winds (4, V)
are in z coordinates, it will be necessary to transform them to p coordinates,

e.g., ﬁ(5m,p,t), using the pressure-height function pm(z,t).

(2) Since the bottom surface of Layer 2 is Pys in mode 1 and Py in mode Q,

the corresponding expression for the Layer 2 observed winds is
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Po(Xpet)

where

- 1 ~
<U(5m,t)>03,2 = BZ:EE U(x, P,t)dp , .
P (x )t) : m=1,2,...M,
B**m (11-84)
pz(ém,t) mode 0 and
- 1 N mode 1
<V(2(,mst)>oB,2 = 62'?5- V(Zm:p’t)dp
Pa(Xyst)
Pys(%X,t) , mode 1;
pB(g,t) = (11-85)

p1(5,t) s mode 0.

(Recall that mode 1 applies when Ap1=1, and mode 0 applies when Ap1=0.)

(3) Processor P11l is not used in Layer 1 during mode 1 conditions. In that

(4)

case the flow field in Layer 1 is generated in P7. During mode O
conditions, the depth of Layer 1 is set in P7 to a value that is
approximately the top of the shear layer. Assuming, then, that the flow
speed and direction in Layer 1 are roughly uniform we adopt the following
expressions for <v>,g

8
9o

U, t)>gg 1 = U(xpHt)

n=1,2,...N
(11-86)
<V(5n’t)>03,1 = v(;n,t) mode 0 only
where x., n=l,...N are the sites of the N surface weather stations.

Optional. In order to supplement the sparse upper air data on which the
observations in Layers 2 and 3 are based, we define the following "shear
functions" for use in estimating the flow in Layer 2 over surface wind

stations.
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i, = P
gum 2 U—C)Sm,pvs(,)\(,m)f) ;ﬂ

m=1,...M : :
(11-87)
mode 0 only
) _ V% t10p 2
QnltP2 = T2 5, 0 D)

In mode 0, Pys coincides with the ground surface and hence the function <§>2
is the ratio of the measured vertically averaged wind in layer 2 to the

observed wind at ground level.

Next we interpolate values of <g,>2 and <g,>2 at each of the N surface

stations from the values given by (11-87) for the rawin station sites as

follows:

M

Z A
<g, (> W(r_)
<9y (%,,t)>, = m;1 2w (11-88)

z W(r
m=1

nm)

where

Wer ) = [0x)? + (yy 217t ! (11-89)

A similar operation yields <g,>»- We can now define pseudo Layer 2 winds

over each surface station as follows

<uxqst)pp o & <9y (%, 1)>,0(%p, t) =l N
X mode O only. (11-90)
<v(5n’t)>08,2 o <gv(5n,t)>2v(5n,t) optional

This optional method of supplementing the upper air data can be implemented as

desired.
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Stage PHLOB

This portion of Processor P11l solves the equation set. (11-81) to obtain
members of the flow field ensemble. When a surface inversion is not Eresent
(mode 0), this stage computes averaged winds for all three layers of the
model. Otherwise (Mode 1) simulations are performed only for layers 2 and 3,

and the corresponding Layer 1 flow is assigned the values

<U1> = LW

VL } mode 1
<v>1 = <v>VL

where Wy and <V>VL are the wind components in the cold inversion layer
generated by Processor P7 at each grid cell and at each hour that the

inversion (mode 1) exists.

The input requirements of Processor P11 are summarized in Table 11-1 and
its outputs are listed in Table 11-2. Processor Pll and its interfaces with

the processor network are illustrated in Figure 11-2.
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Table 11-1 Input Requirements aof Processor P11l -and

~Their Sources

Description

Variable Source

p3(5,t) top surface of Layer 3 in pressure P8
(mb) coordinates

pz(i,t) same as above, except top of Layer 2 P8

pvs(g,t) pressure (mb) at the virtual P7
surface

pl(g,t) top surface of Layer 1 in pressure P7
(mb) coordinates

G(gm,z,t) observed east-west wind speed component Pl
(m/sec) at rawin station m(=1,...M)
at hour t at elevation z(m MSL)

V(gm,z,t) same as above, except north-south P1
wind component

i(x,,t) observed east-west wind component P3
(m/sec) at surface station
n(=1,...N) at hour t

V(%) same as above, except north-south P3
wind component

pm(z,t) pressure (mb) at elevation z P1
{m MSL) over rawin station
m(=1,...M) at hour t.

<6(5,t)>3 averagglhorizonta] wind divergence P8
(sec ) in Layer 3 in grid cell
centered at x at hour t. '

<6(5,t)>2 Same as <&>3 except applies to Layer 2 P8

<6(x,t)>1”‘ Same as above except applies to Layer 1 P8

<u(5’t)>VL Average east-west wind component in P7
Layer 1 during mode 0 (generally night-
time) hours (m/sec)

(X, tPy Same as above except north-south wind P7

component
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Table 11-2 Outputs of Processor P11l

Variable Description
<u(2<_,t)>3 Vertically averaged wind (m/sec) in Layer 3 at
grid cell centered at x at hour t (east-west
component)
<v(5,t)>3 same as above, except north-south wind component
<u(5,t)>2 Vertically averaged wind (m/sec) in Layer 2 at grid

cell centered at x at hour t (east-west component)
<v(5,t)>2 same as above, except north-south wind component

<u(5,t)>1 Layer 1 averaged wind (m/sec) in grid cell centered
at x at hour t (east-west component)

<v(5,t)>1 same as above, except north-south wind component
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SECTION 11

PROCESSOR P12

DEVELQOPMENT

Processor P12 calculates parameter fields required in the description of
interfacial material fluxes between Layer 0 and Layer 1 and between Layer 1
and Layer 2. It also provides estimates of the horizontal eddy diffusivities
in all layers. The mathematical expressions for the parameters we require
were presented in Part 1 of this report. Below we provide detailed
descriptions of the implementation of these expressions and further commentary
on their meanings and origin. The discussion is divided by stages just as the

calculations within P12 are divided.

Stage'K

This stage computes estimates of the horizontal eddy diffusivity
.Kn(I,J,tm) at each grid point (I,J) at each hour tm, for each of the model's
three layers n = 1, 2, and 3. Here eddy diffusivity refers to the action of
the small scale wind fluctuations generally associated with turbulence. These
include wind fluctuations generated by wind shear at the earth's surface and
across the top of the mixed layer, and lateral fluctuations induced by
convective thermals, principally at the top of the mixed layer and at the
ground. (The effects of small scale vertical fluctuations are handled by

parameters. 1ike wl that we consider later.)
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It is important to keep in mind the role that the eddy diffusivity will
play in the regional model. In conventional studies, the magnitude of the
horizontal diffusivity controls the rate at which a p]ﬁme‘ékpands about its
“centerline" and this in turn affects the magnitude of the "meanﬁ
concentration that the model predicts. In the present model the eddy
diffusivity plays a lesser role. As we discussed in Part 1, Chapter 7, and in
the description of Processor P1ll in this report, the regional model will be
applied to simulation of the ensemble averaged concentration. This requires
the model to be run a number of times, each time using a different flow field
[<u>n, <v>n] from the ensemble of flow fields described in Processor P11l
following (11-77) but using the same eddy diffusivity Kn in each case. The
results of all the individual simulations are eventually superposed to arrive
at the ensemble averaged concentration properties. In the case of a point
source plume, the superposition of the individual realizations within the
ensemble might appear as shown.in Figure 12~1. Note that Kn controls the rate

_of expansion of the p]ﬁme in each realization, but the spatial variability of
the wind fields within the flow ensemble are what govern the envelope of the
superposed results and hence it is these larger scale variation§ in the flow
that dominaté the ensemble mean concentration. In this case it can be shown
that K affects the mean square concentration. This in turn affects the rates
of second-order chemical reactions and also the expected deviation of the mean
concentration the model predicts from the actual concentration values that one
might measire.

Another way of viewing the role of the eddy diffusivity in the regional
model 1is to consider that between the largest turbuient fluctuations

represented by the diffusivity K and the smallest perturbations in the
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subsynoptic flow that our network of wind sensors can resolve, there lies a
range of "mesoscale" wind fluctuations that are not accounted for either in
the K's.or in the "transport flow". And it is these fluctuations that give

thé ensemble averaged plume the width £ illustrated in Figure 12-1.

ENVELOPE OF ENSEMBLE
AVERAGE PLUME (3)

CENTERLINE OF ENSEMBLE PLUME WIDTH (a),
AVERAGE PLUME

CENTERLINE OF PLUME
IN ONE REALIZATION

4%““f%457
N 0
o S A

Figure 12-1. Illustration of the superposition of five hypothetical
realizations of an ensemble of point source plumes. The
width Z of the ensemble of plumes is controlled by the
character of the flow field ensemblie. The width ¢ of the
plumes in the ensemble is controlled by the turbulent, eddy
diffusivity K.

On_ the basis of the points raised above, we expect that the values
assigned to Kq in the regional model will directly affect the mean square
concentration values more than the mean. However, they may have a significant
indirect effect on the mean concentration through the influence that they will

have on photochemical reaction rates. We can only determine through test
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calcuations just how large these effects can be. For now we will postulate
simple forms for the lateral diffusivities K  that we can use in the first

generation model.

Lacking a firm basis on which to estimate the eddy diffusivity, we will
use heuristic arguments to formulate expressions for Kn' Our first assumption
is that the lateral eddy diffusivity is effectively zero during nighttime
hours when convection is absent and/or stable stratification damps shear
generated velocity fluctuations. Our second assumption is that during the
day, convection is the primary source of horizontal wind fluctuations. Let D
be the horizontal scale of convective cells, or rolls, and let H be the depth
of air in which the convection is confined (usually by a stable layer an
elevation H above the ground). We will base our parameterization on the
concept that convective circulations have a toroidal shape with rising motion
along the axis of the toroid, 6utward horizontal motion along the top, sinking
motion along the outer surface of the toroid, and horizontal motion at its
bottom directed in toward the axis. In this picture the outer diameter of the
toroid is D and its height is H. If the circulation were indeed this simple,
then a particle would receive a horizontal displacement of order D in the time

At required for the particle to traverse the depth H of the circulation.

We imagine that each convection toroid is surrounded by others and that a
particle in any one toroid can escape into an adjacent one during the time the
particle is moving downward along the outer edges of the toroid or during
times when the convective cell is dying. If these migrations of particles
from one cell to another occur at random, then as a rough approximation we can

treat them as a classical random walk process. In this case the effective
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diffusivity K is
K ~ D%/at. ‘ | (12-1)

(Incidentally, the random walk and the gradient transfer, or K theory, models

of diffusion are essentially equivalent.)

It has been found in empirical studies of dry convection in the planetary

boundary layer that D = 1.5H. If we represent the transit time At by
At = H/W, . (12-2)

where W is a characteristic velocity scale of the convective motion, then we

get from (12-1) and (12-2)
K ~ WH " (12-3)

which we could have guessed‘at the outset on purely dimensional grounds. 1In

dry convection W = w*; where
w, = (HQg/e)L/3 (12-4)

where Q is the kinematic heat flux at the ground and 6 is the mean temperature
in the mixed layer. When cumulus clouds are present (moist convection), the
appropriate measures of W and H are unknown. In this initial work we shall

assume that when convective clouds are present

— W= We

where W, is the average upward air speed within clouds and

H=H, +H

2 3 (12-5)
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where H2 is the depth of the convective layer below cloud base and H3 is the
depth of the layer occupied by clouds. These estimates will be tested in

future studies.

Based on the considerations presented above, we propose the expressions

summarized in Table 12-1 for the diffusivities Kn in each of the model's

}
layers.
L(T,3,t) |
Horizontal >0 <0 and <0 and
Diffusivity : o. = 0 o, #0
Kz(l,j,tm) 0 .lw*H2 .lwc(H2+H3)
K3(i,j,tm) 0 0 .lwc(H2+H3)

Table 12-1 Summary of the expressions used to estimate the horizontal
eddy diffusivity Kn in each of the model's three layers.
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The relationships between H2 and H3 and the thickness hn of the model layers,

which are inputs to P12, are as follows:

hl + “z ' ' (12-6a)

5 =
= h3 . (12"6b)

H
Ha
In Table 12-1, O is the fraction of the sky covered by cumulus clouds in a

given grid cell at a given hour. The velocity wc(i,j,tm) required in the

expressians for Kn is an input parameter to processor P12; and ws should be

computed by
Wy = (H2Q9/90)1/3 . (12-7)

where HZ is given by (12-6a); Q is the surface heat flux, an input parameter;

2,

g = 9.8m sec °; and eo is the surface temperature interpolated from the

surface virtual temperature measurements Tvn as follows (compare with Eq.

7-108)

N -2
2 r T p(ty) + 273]
8,(1,J,t) = (12-8)
N
3 r2
n=1"
where
r, = [Gax-x ) + (iay-y ) ?7® (12-9)

and (xn,yn) are the coordinates of surface weather station n. The values of

ws obtained from (12-7) will be needed again in stage Wwl below.

The input and output requirements of Stage K are summarzied in Table

12-2.
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Stage Ww0

Here we calculate parameters A_, w_, w_ and v associated with turbulence

+’

phenomena in Layer 0 and on the surface H0 that separates Layers 0 and 1. The

definitions of these parameters were developed in Part 1.

First we compute the vertical velocity variance on surface Ho:

2 -2 |6E |2/3
Owo =~ U= [T¥§? ] (12-10)
m
where

& = hy/L (12-11)

(1-168)7% , if £ < 0;
by = | (12-12)
1+58  ,if£>0

0.4 [0.4 + 0.6exp(4£)], if & < 0;
§ = (12-13)
0.4 [1.0 + 3.4¢ - 0.256%], if £ > 0.

and u, is the friction velocity. In Egs. (12-10) - (12-12), the variables

O o® Uxs and £ are all functions of (i,j,tm).

Next we approximate the time derivative of ho by
S e s e N - . . _ . s -1 (12-14)
h°(1 sJ [ "m) - [h0(1 sJ ’tm) h°(1 sJ stm-l)](At)

where At = 3600 sec is the time interval at which h° and other variables in

the processor network are available.
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e A T Y

With these preliminary variables computed at each grid point and hour t

we can now calculate the following output parameters (see Egqs. 8-10, 8-12, a

8~13 of Part 1).‘

L ho(i,3,t,) :
A0, = %[l-erf(ﬁowo(i,j’tm))] (12-1¢
where erf is defind by
X 2
erf(x) = -2 J'e"‘ dA. (12-16
Vn 4,
02 L d *
o. h h h
w,(i,5,t ) = == exp(-=5~) - = [1-erf(—2—)] (12-17
* m J'Z_n 20&40 2 20

wo

where o, , given by (12-10), and ﬁo, given by (12-14), are functions of
(i,3,t). ’

wo(iLgaty) = Ao 3,t) + w,(1,5,t) (12-18

“(i:j!tm) = U*(i,j,tm) i (12-19

The parameter v is the entrainment velocity of ambient air into plumes fror

surface emissions and is discussed in detail in Chapters 5 and 8 of Part 1.

At this point it is advantageous to determine the values of the cumulus
flux partition parameter ¥ defined in Part 1, Eq. 5-44. Interim values ¥' of
this parameter were developed in Processor P8, but we must test whether they

satisfy criterion (5-47) of Part 1, namely
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e W+A+(1’UT0)

pS (12-20)
och

where w_ and A_ are the parameters that we just computed in (12-17) and 12-15)
above, and where

WoW
. 2
vc - 1-g

c. /08 (12-21)
(o

(see Eg. 5-45 of Part 1). A1l of the variables in (12-20, 21) are functions
of space and time and each of them, except w, and A_, is an input to this

processor. Consult Table 12-2 for definitions.

To obtain the final values of ¥ for output to the model, proceed as
follows. First, at each grid point (i,j) and at each hour tm compute the
variable V(i,j,tm) defined b)} (12-21) using the input fields Qz(i,j,tm),

Qc(i,j,tm), etc. Next, compute

W, (1,3, 8 A (L3, 100 (1,5, 1 )]

W"(i.j,tm) = oc(i’j’tm)vé({’jvtm) (12'22)

where w_ and A, are from (12-17) and (12-15) and %70 and o are inputs to this

processor. Finally, we have
¥(i,5,ty) = min{¥' (3,5,t),¥"(1,],t )} (12-23)

where ¥' is the interim estimate of ¥ that is input from processor P8. The
values of ¥ should be recorded in the model input file MIF. This parameter is

also required in the next stage of this processor.
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Parameter summaries for Stage WWO are given in Table 12-2.

Stage Wwl
This stage computes the parameters wl’ wlm’ and W1 (defined in Part 1,
Chapter 4) that are associated with material fluxes across surface Hl' To

compute these quantities we must first define several auxiliary parameters.

Wél(i,j,tm) = vertical velocity at level z, during neutral and
unstable conditions (input f;om P8)

O'GW*(i:j,tm) if L(isjstm) < 0;

01 (iadsty) = | (12-24)
0, if L(i,3,t) 2 0

2101,3,t) = (20,5t - 2901,3,t, (at) ™

where L o (12-25)
21(1:J:tm) = hl(l’J’tm) + ho(iajatm) ’

where At = 3600 sec is the time interval at which h1 and h0 values are

available.

Let Wi be the solution of the following transcendental equation:

- 2 - i d N =

(o} (W= waa) W W W Yo _w
-"_!l exp [-__!L_Tgl ] + —%l [1—erf( m Dl)] = 1_; ¢
V2n 20&1 : /éowl 71

(12-26)
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where erf(x) is defined by (12-16), ¥ is from (12-23), etc. (Note that Tl
;161, ¥, O, W ory and hence w, are all functions of (i,j) and t;). Now Tet

Wpp(1.3,t0) = wp (3,3, - il(i,j,tm). (12-27)
At each grid point (i,j) and each hour tm compute

zy W = Wp
[1+ fgeM_D1 D1
11 2- erf( /?bwl ),

if L(1,3,t) < 05

W Giadaty) = (12-28)
20(1,3,t) , 1 L(L5,t0) > 05

= =2
w 0, w
et
2w 20w1
W w
D ie ) = - Rl RLy  iey¢i s
Win(i,d,ty) = > erfS%;—) » 1T LG5, < 0
wl
(12-29)
“nysCindaty) o 1F LGLG,80) > 0.
wp(i,3,t) » 1F LG, 3,t) <0
wpp(ihd.t) = (12-30)

Wy (3,5t + Uity if
L(i,j,tm) > 0.
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To evaluate the function erf in (12-28 and 12-29) in the limit as 07 >

0, the following procedure should be used.

Ay = SIGN(A)-1 (12-31)
—

“wl

if O = 0, erf (

This condition should be encountered only rarely since 01 = 0 when L > 0 (see
Eg. 12-24) and in this case Wl and W1M have the forms given in (12-28) and

(12-29) that do not involve the error function.
The 1input and output requirements of Stage WW1l are summarized in Table

12-2. The processor and 1its interfaces with the processor network are

illustrated in Figure 12-2.
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Table 12-2 Input and output variables of each
stage of Processor P12.

Input Output
Variable Description - Source Stage Variable Description
hl(i,j,tm) thickness (m) of P7 K Kl(i,j,tm) horizontal eddy
Layer 1 in cell diffusivity (m~/sec)
(i,j) at hour t in Layer 1, cell (i,]
hour t
m
hz(i,j,tm) thickness (m) of P8 Kz(i,j,tm) same as K1 except
Layer 2 Layer 2
h3(i,j,tm) thickness (m) of P8 K3(i,j,tm) same as K1 except
Layer 3 Layer 3
oc(i,j,tm) fraction (0<c _<1) RAW w*(i,j,tm) convective velocity
of sky covered by scale (m/sec) in
cumulus clouds in cell (i,j), hour t
cell (i,j) at m
hour t
m
Wc(i,j,tm) cumulus cloud -P8
updraft velocity
(m/sec) in cell
(i,j) at hour t
Q(i,j,tm) surface heat flux P4
(°K m/sec) in
cell (i,]) at
hour tm
Tvn(tﬁ) surface virtual P3
temperature (°C)
at surface weather
station n hour tm
u*(i,j,tm) friction velocity P4 WwW0 A+(i,j,tm) fraction (0<A,<1)

(m/sec) in cell
(i,3), hour tm
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Table 12-2 (Continued)

Input Output
Variable Description. Source Stage Variable Description
L(i,j,tm) Obukhov Tlength (m) P4 WwWO w+(i,j,tm) average speed (m/
in cell (i,]) at (cont.) of fluid moving u
hour tm relative to surfa
ho(i,j,tm) thickness (m) P7 w_(i,j,tm) same as w,_ except
of Layer 0 in speed of downward
cell (i,j) at moving fluid
hour t
m
v(i,j,tm) entrainment veloc
(m/sec) of plumes
in Layer O
oTO(i,j,tm) fraction (OgaTogl) P7 W(i,j,tm) cumulus flux part
of surface H_ in - .function (dimensi
cell (i,j) pen3~ less)
trated by terrain-
at hour t
m
oc(i,j,tm) see Stage K input RAW
list above
Gz(i,j,tm) mean vertical air P8
speed (m/sec) on
top surface of
Layer 2 in cell
(i,j) at hour tm
ic(i,j,tm) see Stage K input P8
1list above
fe/Ae(i,j,tm) entrainment P8
velocity (m/sec)
at mixed layer top
in cell (i,3) at
hour t
m
W'(i,j,tm) interim estimate P8

of cumulus partition
parameter (dimension-

less) in cell (i,])
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Table 12.2 (Concluded)

Input Output
Variable Description ' Source Stage - Variable Description
wbl(i,j,tm) vertical velocity P8 WWl Wl(i,j,tm) vertical velocity
(m/sec) on parameter (m/sec)
surface H, in on surface H1
neutral aﬁd
unstable conditions wlM(i,j,tm) vertical velocity

W*('i ’j;tm)

hy(isd,ty)

hoCiadsty)
L(i,3,t,)
W(iLd,t0)

oc(1,J,tm)

w.(i,3,t)

o71(1,d,t,)

nys(1,3:t,)

convective velocity Stage K

scale (m/sec)

thickness (m) of P7
Layer 1 at (i,j,tm)
thickness (m) of - P7
Layer 0
Obukhov length P4

scale (m) in cell
(1,3), hour tm

cumulus flux Stage
partition function WwW0
(dimensionless)

fraction (0<o_<1) RAW

of sky covered by
cumulus clouds in
cell (i,j) at hour
t

m

cumulus updraft P8
velocity scale
(m/sec)

fraction (050T151) P7
of surface H

penetrated b}

terrain

cold layer growth P7

rate (m/sec)
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SECTION 12
PROCESSOR P15

DEVELOPMENT

Processor P15 computes deposition resistances r and deposition velocities
B for those poliutant species for which empirical data are available. These
parameters are related through the friction velocity ux, which is a function
of local wind speed. To avoid coupling this processor to processor P11, which
computes the flow fields, we will use friction velocity estimates based on the
"raw" surface wind observations, namely those generated by P3, which are
available in the PIF. These "raw" values constrain the magnitudes of the wind
velocities generated by Processor Pll; consequently, any inconsistencies
between deposition velocity eétimates based on the uyx values derived from the
raw data and those implied by the outputlof P11 are most likely much smaller
than the level of uncertainty in the empirical relationship between B and uyx

that we. employ here.

Step 1

Compute deposition resistances for each pollutant species. In this task
we must adopt a numbering convention for the pollutants. In Part 1 of this
report, Q; initiated the convention that species NQ is pollutant "1"; NO2 is
pollutant "2"; and 03 is pollutant "3". Beyond this the numbering is

unspecified and one is free to select whatever system is convenient. In this
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"~ Processor description we will refer to all pollutants other than NO, N02, and
03 by their names and leave the assignment of numbers to them as a task to be

performed.during the implementation phase of this work.

The deposition resistance r(x,t;a) (sec/m) for species a averaged over

the NEROS grid cell centered at x at hour t is assumed to be

10 10
r(x,t;a) = 2 T(x,n)r (a,L)/Z T(x,n) (15-1)
=1 n=1

where rn(u,L) is the deposition resistance of species a over land use type n
during atmospheric conditions characterized by Obukhov length L at hour t. In

Tables 15-1, 2, and 3 we list the L values currently available for several

pollutants.

Table 15-1. Deposition resistances (sec/m) for SO, as a function
of land use type n and stability L

(From Sheih, et al., 1979)

n= L<O L=e L>0

1 900 900 103

2 100 300 10°

3 100 300 103

4 100 300 103 ) use 0.0 if
5 100 300 163 ku?53333?9
6 100 300 10°

7 0 0 0

8 0 0 0

9 70 250 800
10 100 300 10
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The surface relative humidity RH(x,t) in each cell can be interpolated from
the surface station values RHn available from P3 using a weighting scheme like

that employed in Eq. 12-8.

Table 15-2. Deposition resistances (sec/m) for ozone as a function
of land use type n and stability L.

(From Wesely, 1981)

n = L<o L=w L>0

1 300 400 400

2 70 200 400

3 150 200 300

4 60 300 1.5-10°

5 150 400 1.5-10°

6 70 - 300 1.5-10°
lake 10 , 10t T
ocean 2.10 2.10 2.10

8 0.0 0.0 0.0

9 100 250 300

10 100 200 350

Resistances for other pollutant species are not available in the current
literature. Deposition velocities for several pollutants other than SO, and
0; onto "vegetation" were reported by Hill and Chamberlain in 1975 (see Table
6 of McMaﬁbn and Denison (1979)), but these pertain to only one land use type
and moreover, the associated atmospheric stability conditions were not
specified. Lacking any other source of data, we propose to use the Hill and

Chamberlain data to estimata the resistances of each species relative to 0j,

-
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and subsequently to use that estimate and the values given in Table 12-2 to
deduce crude estimates of resistances. From the Hill and Chamberlain data we
estimate that the difference Arz(a) between the resistanﬁe of species a and
that of ozone over agricultural land (n=2) (under unknown conditions of L) are

as follows.

Table 15-3 Deposition resistances of several pollutants relative to that of
ozone over agricultural land. (Deduced from data of Hill and
Chamberlain, 1971)

Sp?c;es ar, [=r2(03)-r2(u)](sec/m)
a

03 0

SO2 +25

co <-10°

NO . -940
PAN -100

NO2 + 7

If we assume that these values apply for L<0, .then we can estimate

rZ(PAN,L<0), for example, to be

rz(PAN,L<0) r2(3,L<0)-Ar2(PAN)

= 70 + 100

170 sec/m.

One conflict that is readily apparent with this method is that the value of
rz(SOZ, L<0) deduced from Table 12-3 does not agree with the value given in

Table 12-1. This discrepancy is indicative of the wide scatter in the
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reported deposition rates of the various species. In the interim, we propose
that approximate values of rn(a,L) be derived from the Arz method above. That

is, we assume
rz(a,L<0) = r‘2(3,L<0)'Ar‘2(0{) (15-.2)'

for species a = CO, NO, N02 and PAN. The values for the other land use
categories n=1,3,4...10 and other L values can be taken as having the same

ratio to the n=2, L<0 values as those given above for ozone.

The output of Step 2 should be deposifion resistances r(x,a) (sec/m) for
species u=03, 502, CO, NO, N02 and PAN for each cell x of the NEROS grid for
each hour of the simulation period. These values are used in the next Step to

compute deposition velocities.

Step 2

Compute the average deposition velocity B(x,t;a) (m s-l) of each species
o in each NEROS grid cell at hour t using the following expression from Sheih

et al. (1979):
B(x,t;a) = 0.4u*[1n(z/z°)+ 2.6 + 0.4uyr(x,t;a) - Wc]-l (15-3)

where uyx is the friction velocity (m s°1) in the cell centered at x at hour t

o is the effective surface roughness (m) for this ceil (from P4);

Zz is the elevation at which the concentration of species a is taken for the

(from P4); 2z

purpose of estimating the deposition flux from B (we will use

=% Az < 10m (15-4)
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see Part I, Eq. 5-6b); and the function ?c is given by (Sheih et al., 1979)

WC=={exp {0.598 + 0.3901n (-Z/L) - 0.090[1h(-z/L)]2}, if L<0; (15-5)
- 5z/L, if LO;
where L is the Obukhov length (m) for the cell centered at x at hour t (from

P4).

The inputs and outputs of each step of Processor P15 are summarized in
Table 15-1; and the processor and its interfaces with the processor network

are illustrated in Figure 15-1.
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Table 15-1 Summary of the input and output parameters
of each Step of Processor P15.

.nput Output
larameter Description Source Step Parameter Description
A(x,n) fraction of NEROS cell RAW 1 r(x,t;a) effective deposition
centered at x in land resistance (sec/m) of
use type n, n=1,2,...10. cell centered at X
(dimensioniess) to deposition of species
a=0,, NO, NOZ’ etc. at
hou% t.
RHn(t) relative humidity P3
(dimensionless) at
surface weather station
n at hour t.
L(x,t) Obukhov length (m) in P4
cell centered at x at
time t. -
20(5) surface roughness P4 2 B(x,t;a) effective deposition
(m) of cell centered velocity (m/sec) of
at x. ' species a=0,, NO, NO,,
etc., in ce?] centergd
ux(x,t) friction velocity P4 at x at hour t. Reference
(m/sec) in cell at x level z=10m)
at hour t.
L{x,t) Obukhov length (m) in P4
cell at x at hour t.
r(x,t;a) deposition resistance Step 1

(see Step 1 output).
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SECTION 13
THE B-MATRIX COMPILER

INTRODUCTION

The b-matrix compiler (BMC) transiates the variables generated by the
network of processors into the elements of the "b-matrix" defined in Part 1,
Section 9, and into the variables required in the transport and diffusion
terms of the "I'-equation," also defined in Part 1, Section 9. The interface
between the BMC and the processor network is the model input file (MIF). This

is illustrated schematically in Figure 1-1.

The mathematical relationships among the MIF variables and the b-matrix
elements were summarized in Appendix C of Part 1. A complicating aspect of
these relationships is that the values of a small group of the b-matrix
elements are dependent on the local ozone concentration, which is not known
until during execuiion of the model. Fortunately, all of the matrix elements
in this group can have only one of two predeterminable values, depending upon

the local value of the function Ug which is defined as follows:

' {1, if §N0>ugqo3<o3>1; (16-1)
0

0, otherwise

where 3N0 is the local emission rate of NO in Layer 0 and

WA _
Q = i (16-2
X WA, *(1'C)BX , all species ¥. (16-2)
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Thus, the BMC must provide to the model both of the possible values of each
b-matrix element that is concentration dependent. The appropriate value can
. then be selected during~execution of the model based on the local value of UO'
In the 'next section we present the expressions for each of the b-matrix
elements in terms of the MIF variables. (Definitions of each variable can be

found in Table 13-1 at the end of this section.)

THE B-MATRIX ELEMENTS

Let
X - . - (e .
e, = (GTO oTl)Bx 1 oTl)(w1+w1m) (16-3)
el = waA_ - w+;\+(1-'g)(1-a)qx (16-4)
Ozone (03) . .
103, T O
' bil =& [ew + h1 + (1-6}0)e03], if U0 =1,
by = Y 0 2 (16-5)
b3% = I e+ hy + (l-oTo)(e03- 1-1-1)"—5903)]', if Uy = 0.
1 (BO + U)
3
byy = & (1-04.) (16-6)
12~ h 0T W
byy = 0 (16-7)
9303 =0, if Ug = 13
g, = ‘ (16-8)
1 - - -~
N (1 oTo)(l u)uSN0
103 . h1(803+ u)

280



Nitric oxide (NO)

J1NO, L o NO: l-a_
P11 7 Ry lew T Pyt ropgd (e e W*¢0yg)]

b

1.4 W
12 hl(l 911" 1m

b13 =0

x - A . = .

g { 9N " 9no <031 TF Uy = 15

1
glNO’ if U = 0.

where

x o oNo, (o))

g%un = + U
LT W N () Bl
o _ cNO

9TNo = 51

(1~0:4)(1-a)

S0 = — Gy UZCQO

hy (Bng

Nitrogen dioxide (NOZ)
ANO NO
by = 1re 24 o 4 (1- 2. (1w 2
11 = Fl[ew + hy + (1-opp)(e, T u QQNOé)]

=1 (1. YW
b12 = , (30110 1m

if Uo =1;
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(16-9)

(16-10)

(16-11)

(16-12)

(16-13)

(16-14)

(16-15)

(16-14)

(16-15)

(16-16)

(16-17)



where

No, |, (o 0)(l-a)

=3 TR (sN02+ 37 YN0

g*
1INC 2 2

NO (1-0-4)(1-a)v
_ 2 TO ~
=5 ¢ hl(ﬁNoz* 55 Cro * Sno,)

gx%
lNOZ

(o)1)

91802 uEQ
IN0," 0,

(Byg.* )
hy No2

species x (excluding 03, NO and N02)

by = %1[95 + (L-opg)(e} -

I ‘
bip = El(l o1 W1

b,y =0

13

(1-0r4)(1-a)
- X T0
91k = 51T TR %S

all species

b

1]
i

21~ h, (1071 ) (Wy*01,~Wp5)

1 . - - _e
by = HZ[hz *+ 0718, + (1mopq)(wyy~Wp)=2,

o Woc(wz-wc)

0 .
YTt (%t o]
=- 1) f8
ba3 = hz(l °) 35
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U+B U CQ )]

(16-18)

(16-19)

(16-20)

(16-21)

(16-22)

(16-23)

(16-24)

(16~25)

(16-26)

(16-27)
(16-28)



O0zone (03)
WMQO
X :__._.
b%, = m [1-£], if U, = 1;
b3y =
WMQO
xx = ___3r fu
bsi = h3 [B ot 1 £], if U
05
I
bay = & (=M, U.)
33 7 hy 3Y3
=L h.0.c%3 . ifu
9303- R, 3°3%° ;
gy =
WMES .
xx = 1 NO 03
935.= h [_ZTE-—")+ H3U3C°1, if U = 0.
3 3 o3
Nitric _oxide (NO)
by - W:QNO [ g
3 U*Byg

o
It

1 ...
32 53(1 v)M

33° 53[ MeH3Us]

o
1

* ~ - = N
93ng * 9ang 0571, T U, =15

ggﬁo , if U0 = 0.

where

no  YMESy,

1 .
X =2 -
R R b S L Y
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= 0.

(16-29)

(16-30)

(16-31)

(16-32)

(16-33)

(16-34)

(16-35)

(16-36)

(16-37)



_ 1z, NO
= 2 AyUaC

} .3
93Np 333

‘*’M§°Qo3
S3n0 = h3(Bg™)

Nitrogen dioxide (NOZ)

where

¥Myg

- 2 Eu
b,, = { + 1-£]
31 h3 u+BN02

by, = %3(1—41)54
bay = & (- M+ HU.)
3 =k, 3Y3

x - A s - .
%3m0, 93N02<03>1’ 17U, =1

gy =
ggﬁoz, ifu =0
no,  YMESyg
x =1y c 2 2 4
%3N0, h,4"3"3% EEBN02+ v)
g** :l‘.[}'{UCNOZ %___ (3’ +§
3NO ny 3"3% E(Byg_+ W) NO © °NO,)]
2
‘PM§UQO3 .
%3m0, Flpvo)
2 "3'Pno,
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(16-38)

(16-39)

(16-40)

(16-41)

(16-42)

(16-43)

(16-44)

(16-45)

(16-46)



L S S PO N

species ¥ (excluding 03, NO and NOZ)

¥MQ
b, = X &, 4
b31‘ h3 [U+B+1§]
I
b32 = 53(1 y)M
ban = & [-M + fi,U,]
33 h3 373
gq, = & AU CX - et
3 ~ hy"3°3"= T RT(u+E, )
where .
1, if H3 > 0;
U3 =
0, if H3 < 0.
. W,W
- 2 ¢
M= 0, [ l-cc + fo/80]
H3 = dH3/dt

PREPARATION OF TERMS IN THE I'-EQUATION

(16-47)

(16-48)

(16-49)

(16-50)

(16-51)

(16-52)

(16-53)

In designing the algorithm that treats the advection and diffusion

processes, we assumed that these phenomena could be expressed in the form (see

Eq. 9-5 of Part 1)
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Consequently, the basic equation 2-29 of Part 1 must be cast in a form
compatible with (16-54). The only terms in (2-29) that are involved in this

transformation are

9<e> ;. a<c> .
) —_—
3% <C>j + p}\<u>j 3N + p¢<v>j 56
d1nV,; d1nV,
1ol 1 RN | -
+ g<uc >J 5t p¢<v c' >J 5% (16~55)
d 9 ylpls =
+“Aa}\<UC> +p¢a¢<vc> 0

where My = (a cos ¢)-1 and Mo = a-1 are metric factors and a is the radius of

the earth. The fluctuation quantities u', v' and c' in (16-55) represent
deviations of the value of the given parameter at any point in space from the
local cell averaged value, denoted by < >j' In Section 7 of Part 1, we
proposed to express the fluxes <u'c'>., etc. associated with the subgrid scale

J
fluctations in the gradient transfer form (see Eq. 7-2, Part 1)

9<e> .,
} = - —_— -
<u c‘>j Kj“k 5% (16-56a)
K>,
<v'c'>,. = -K.u e (16-56b)
J J76 9%

where the Kj are diffusivities specified in Stage K of processor P12. Making

use of (16-56) in (16-55) we get

9<e> ., alnV, K. <>,

. R
st * Dwy - Ky = - 8} 5xt] 5%

ainV,; aK. Ke> .

- J - J
* Lug<vy - ueKs =5~ - 13 5571 55
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32<c>. 82<c>j
- 112 - 132 —_—— = . -
pAKJ. —2 p¢Kj a¢2-~ 0 | (16-57)

This equation is of the form (16-54) required by the algorithm iﬁ the model
that handles the advection and diffusion processes (see Appendix A of P7).
Two basic operations are now necessary to complete the preparation of the
equation for numerical solution: (1) to convert the wunits of all
parameters -- the model treats the equations in (A,$) space rather than
physical space (x,y); (2) to convert the effective advection velocities,
i.e., the terms in brackets in (16-57), into coordinates (A*,$*) of the
upstream trajectories associated with each grid point in the model domain (see
Figure 7-A1 of P7). Below we outline the details of specific operations that

are required.

Step 1

Four parameter fields are involved in these operations: the two velocity
components <u>j and <v>j, the diffusivites Kj; and the cell volumes Vj.
Values of each of these are available in MIF for each layer j=1,2,3 and for
each grid cell in the model domain. A1l data in the MIF are in mks units.

2

This means that the units of <u> and <v> are m-s-l; K has units of m 5-1; and

V has units of m3. The first task is to convert all length units from meters

to radians.

This 1is accomplished using the metric factors Hy and p¢ which are
measures of the arc angles in radians of longitude and latitude, respectively,
per unit length on the earth's surface. Thus, for example, “A<u>j is the

east-west component of wind speed in radians (of longitude) per second.
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Let (I,J) denote (column, row) of any cell in the model domain. The

metric factor Hy varies with J, namely

b, (9) = (a cos ¢J)‘1 (16-58)

where @, is the latitude in radians of row J, but Hy is a constant, namely
g.o=a (16-59)
¢
where a is the earth's radius:
a = 6,367,333. meters (16-60)

Now convert the velocity and diffusivity fields obtained from the MIF into

their corresponding values in (A,¢) space for each layer j=1,2,3 and grid

point (I,J) as follows:

(1,91} = g (1,90, (16-61)
<v(I ,J)>35 = p¢<v(I ,J)>J. , (16-62)
Ke(1,9) = [uA(I,J)]zkj(I,J), (16-63)
K (1,9) = png(I,J). (16-64)

X x*
The Kxj and Kyj

BMC for input into the model.

fields should be recorded directly in the output file of the

Step 2

Take the natural log of each cell volume Vj in each layer at each grid
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point to produce arrays of (lnvj). For each layer j compute estimates of

5% 1an at every grid point (I,J) as follows
a_a nv (1 J) ¥ DXLV(T,J,5) = [In(V;(1+1,0))
- ln(Vj(I-l,J))]/(ZBA)
where

oA = (3 ==%) = mode] grid interval in A.

On the western boundary where I=1, use
DXLV(I,Jd,j) = [1n(Vj(2,J))'1n(Vj(l,J))]/éh

and on the eastern boundary

DXLV(IMAX,J,j) = [1n(Vj(IMAX,J))-1n(Vj(IMAX'l,J))]/GA

In the same manner define

InV, (I J) * DYLV(I J,j) = [1n(V (1,3+1))
- ln(v (I1,J-1))1/(26¢)

¢

where

66 = 1/6 (3%%) = grid interval in ¢.

(16-65)

(16-66)

(16-67)

(16-68)

(16-69)

On the south and north boundaries, where J=1 and JMAX, respectively, use

approximations similar to (16-66) and (16-67) for DYLV(I,J,J).

Step3
Form approximations of the derivatives of K;j and K;J as follows:
x
aKx

5 = DXKX(I,Jd,3) ‘[K* (I+1,3)- K* (1-1,3)1/(26M)

Q
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KX .
¢

2

z Y = . -KX . -
DYKY(I,J, J) [K;‘,J(I,Jﬂ) Kgj¢1sd 1)1/(26¢)

Q

Use approximations similar to (16-66) and (16-67) to treat grid points on the

boundaries.

Step 4-
Form the effective advection velocity components, i.e., the terms in

brackets in (16-57) as follows.

Uors(I:d,3) = <u(I,J?>§ - K;j(I,J)*DXLV(I,J,j)
- DXKX(I,Jd,J) (16-71)

veff(I,J,j) = <v(I,J)>§ - K;j(I,J)*DYLV(I,J,j) (16-72)
= DYKY(I,J,j)

Values of Ugrs and Vops Must be computed for each layer j=1,2,3; each grid

point in the model domain; and each time step At (= 30 min.).

Step 5
Compute the "back track" points associated with each grid point (I,J),

each layer j=1,2,3, and each time step. This is done as follows:

Let Y (1,3,j,N), veff(I,J,j,N) denote the

effective velocity components , (16-71) and (16-72), at time step N, i.e., at
time t=t°+NAt. Consider a given grid cell (I,J,j) at a given time step N.

Compute
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M = sugge (1,3,5,N)a1 (16-73)
A8y = veee (LA,INAT | (16-74)

where At = At/n, say At = At/3 = 10 minutes. These increments define a point

(A1,¢1) in (A,0) space, namely

Al = I(GA)+M1

(16-75)
01 = J(60)+80, .

Fit a biquintic polynomial to the (ueff’ Veff) values at time step N on
the 36-grid-point square centered at the cell nearest (Al,¢1). Note that the
polynomial must be in terms of (A,¢) rather than (x,y). With this polynomial
and a linear interpolation in .time between NAt and (N-1)At, estimate the

values of (ueff’ Veff) at the point (A1,¢1) at time NAt-At , i.e.,
ueff (A1,¢1,j,NAt‘AI), veff(A1,¢1,j,NAt'AT).

Now compute the new point
A-Z = }\1 + [-ueff (A1,¢1,j,NAt-At)At]
by = 4, * [-Veff (A1,¢1,j,NAt-At)At].

(16-76)

Using the biquintic spacé approximation and the linear time interpolation

again to estimate Uars and Veff at (Az, ¢2, Nat-2At), compute finally

(Ax=) ABTj = LAMBT(I,J,j,N) = Ay + [-ueff(A2,¢2,j,NAt-ZAt)At]

(16-77)
(9*=) ¢BTJ

PHIBT(I,J,j,N) = 0, *+ [-veff(hz,¢2,j,NAt-ZAt)At].

These are the coordinates of the "back track" point associated with cell
(1,J,j) at time NAt when the subinterval At = At/3. This is the point
indicated by (x*, y*) in Figure 7-Al of P7. Values of LAMBT and PHIBT should
be recorded on the b-matrix tape, i.e., the output file of the BMC, for all

I1,J,j and all time steps N=1,...NMAX.
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The diffusivity fields K;j and K;j should also be recorded on the

b-matrix tape for ail I,J,j and all times steps N=1,...NMAX.

The b-matrix compiler is illustrated in Figure BMC-1, and each of the

variables in the MIF is defined in Table BMC-1.
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Schematic illustration of the B-Matrix Compiler (BMC).
The input interface is the Model input File (MIF). The
output of the BMC is the "b-matrix tape’’ which is read

by the model code CORE (see Figure 1-1).

Figure BMC-1.



Table BMC-1. Definitions of parameters in the

Model Input File (MIF).

Parameter Definition

hn Thickness of model layer n, n=1,2,3. )

<u>n Average east-west wind component in model layer n=1,2,3.

w>o Average north-south wind component in model layer n=1,2,3.

Kn Horizontal eddy diffusivity in model layer n=1,2,3.

510 Fractjon.of the top surface of Layer 0 penetrated by
terrain in a given grid cell.

or1 Fractjon_of the top surface of Layer 1 penetrated by ~
terrain in a given grid cell.

o, Fraction of sky covered by cumulus clouds in a given cell.

v Plume entrainment velocity in Layer O.

4 Fraction of Layer 0 occupied by 1ine and point source plumes.

: ﬁx Deposition velocity of pollutant species X.

A, Fraction of the top surface of Layer 0 covered by ascending
fluid.

W, Mean speed of upward moving fluid on top surface of Layer 0.

W_ Mean speed of descending fluid on top surface of LayerAO.

w

Composite vertical turbulence parameter on top surface of
Layer 1.
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Table BMC-1. (continued)

Parameter Definition

Wi Composite vertical turbulence parameter on top surface
of Layer 1.

QDI ﬂean vertical air.velocity on top surface of Layer 1
induced by flow divergence in Layer 1.

QZ Mean vertical air velocity on top surface of Layer 2.

Qc Cumdlus updraft velocity scale.

fe/ne Turbulent entrainment velocity at mixed layer top.

1] Fraction of cumulus cloud volume flux drawn from Layer O.

22 Local time rate of change of the elevation of the top
of Layer 2.

ﬁ3 Volume flux across top of Layer 3.

§x Emission rate of surface sources of pollutant x.

Si Emission rate of sources of pollutant x in Layer 1.

S; Emission rate of sources of pollutant x in Layer 2.

c: Concentration of species x in air above the top of model

Layer 3.
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