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ABSTRACT 

New technical developments in the field of water quality assessment and 
a reordering of water quality priorities prompted a revision of the first two 
editions of this manual. The utility of the revised manual is enhanced by 
the inclusion of methods to predict the transport and fate of toxic chemicals 
in ground water, and by methods to predict the fate of metals in rivers. In 
addition, major revisions were completed on Chapter 2 (organic toxicants). 
Chapter 3 (waste loadings), and Chapter 5 (impoundments) that reflect recent 
advancements in these fields. 

Applying the manual's simple techniques, the user is now capable of 
assessing the loading and fate of conventional pollutants (temperature, 
biochemical oxygen demand-dissolved oxygen, nutrients, and sediments) and 
toxic pollutants (from the U.S. EPA list of priority pollutants) in streams, 
impoundments, estuaries, and ground waters. The techniques are readily 
programmed on hand-held calculators or microcomputers. Host of the data 
required for using these procedures are contained in the manual. 

Because of its size, the manual has been divided into two parts. Part 
I contains the introduction and chapters on the aquatic fate of toxic organic 
substances, waste loading calculations, and the assessment of water quality 
parameters in rivers and streams. Part II continues with chapters on the 
assessment of impoundments, estuaries, and ground water and appendices E, H, 
I, and J. Appendices D, F, and G are provided on microfiche in the EPA-printed 
manual. Appendices A, B, and C, which appeared in the first two editions, 
are now out of date and have been deleted. 

This report is submitted in fulfillment of Contract No. 68-03-3131 by 
JACA Corp. and Tetra Tech, Inc. under the sponsorship of the U.S. Environ- 
mental Protection Agency. Work was completed as of May 1985. 
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CHAPTER 5 

IMPOUNDMENTS 

5.1 INTRODUCTION 

This chapter contains several methods for assessing water quality and physical 
conditions in impoundments. The general topics covered are sediment accumulation, 
thermal stratification, DO-BOO, eutrophication, and toxicant concentrations. These 
topics cover the major water problems likely to occur in impoundments. The methods 
developed are easy to use and require readily obtainable data. Because the methods 
depend upon a number of simplifying assumptions, estimates should be taken only as a 
guide pending further analysis. Also, since pollutant inputs are dependent on 
previous calculations, familiarity with the methods in previous chapters will be very 
helpful and expand understanding of the various processes. 

Some of the techniques are more mechanistic and reliable than others. For 
example, the thermal stratification technique is based upon output of a calibrated 
and validated hydrothermal model. The model has been shown to be a good one, and to 
the extent that physical conditions in the studied impoundments resemble those of the 
model, results should be very reliable. On the other hand, the methods for predict- 
ing eutrophication are empirical and based upon correlations between historical water 
quality conditions and algal productivity in a number of lakes and reservoirs. 
Because algal blooms are sensitive to environmental factors and the presence of 
toxicants and factors other than those involved in the estimation methods, the 
methods for predicting eutrophication will occasionally be inapplicable. Additional 
approaches have been developed to broaden the applicability of these empirical 
models. 

In using the techniques to be presented, it is important to apply good "engi- 
neering judgment" particularly where sequential application of methods is likely to 
result in cumulative errors. Such would be the case, for example, in evaluating 
impoundment hypolimnion DO problems resulting from algal blooms. If methods presented 
below are used to evaluate hypolimnion DO, the planner should determine when strati- 
fication occurs, the magnitude of point and non-point source BOD loads, and algal 
productivity and settling rates. From all of this, he may then predict BOD and DO 
levels in the hypolimnion. Since each of these techniques has an error associated 
with it, the end result of the computation will have a significant error envelope and 
results must be interpreted accordingly. The best way to use any of the techniques 
is to assume a range Of values for important coefficients in order to obtain a range 
of results within which the studied impoundment is likely to fall. 

Although scientists and engineers are familiar with the metric system of units, 
planners, local interest groups, and the general public are more accustomed to the 
English system. Most morphometric data on lakes and impoundments are in English 
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units. The conversion tables in Appendix H should be thoroughly familiar before 
using these techniques and users should be able to perform calculations in tither 
system even though metric units are simpler to use. Also, dimensional analysis 
techniques using unit conversions are very helpful in perfoming the calculations. 

The methods presented below are arranged in an order such that the planner 
should be able to use each if he has read preceding materials. The order of presen- 
tation is: 

• Impoundment stratification (5.2) 
• Sediment accumulation (5.3) 
• Eutrophication (5.4) 
• Impoundment dissolved oxygen (5.5) 
• Fate of Priority Pollutants (Toxics) (5.6). 

It is strongly recommended that all materials presented be read and examples 
worked prior to applying any of the methods. In this way a better perspective can be 
obtained on the kinds of problems covered and what can be done using hand calculations, 
A glossary of terms has been placed after the reference section so that equation 
terms can easily be checked. 

The final section (5.7) is an example application to a selected site. This 
example allows the user to have an integrated vim of an actual problem and applica- 
tion. Also 'the goodness of fit' to measured results can be evaluated. 

5.2 IMPOUNDMENT STRATIFICATION 

5.2.1 Discussion 

The density of water is strongly influenced by temperature and by the concentra- 
tion of dissolved and suspended matter. Figure V-1 shows densities for water as a 
function of temperature and dissolved solids concentration (from Chen and Orlob, 
1973). 

Regardless of the reason for density differences, water of lowest density 
tends to move upward and reside on the surface of an impoundment while water of 
greatest density tends to sink. In-flowing water seeks an impoundment level contain- 
ing water of the same density. Figure V-2 shows this effect schematically. 

Where density gradients are very steep, mixing is inhibited. Thus, where the 
bottom water of an impoundment is significantly more dense than surface water. 
vertical mixing is likely to be unimportant. The fact that low density water tends 
to reside atop higher density water and that mixing is inhibited by steep gradients 
often results in impoundment stratification. Stratification, which is the establish- 
ment of distinct layers of different densities, tends to be enhanced by quiescent 
conditions. Conversely, any phenomenon encouraging nixing, such as wind stress, 
turbulence due to large in-flows, or destabilizing changes in water temperature will 
tend to reduce or eliminate strata. 
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5.2.1.1 Annual Cycle in a Thermally Stratfffcd Impoundnnt 

Figure V-3 shows schematically the processes of thermal stratification and 

overturn which occur in laany fnpoundnents. 6egfnnlng at 'a. in the figure (winter), 

cold water (at about 4Y) flaws Into the impoundRcnt uhlch lray at this point be 

considered as fully mixed. There is no thenaal gradient over depth and the frpound- 

ment tanperrture is about 6*C. During spring ('b'), fnfloufng water is slightly 

uamter than that of the fmpoundmnt beCaUSe of the exposure of the tributary stream 

to war&r air and increasingly intense sunlight. This trend continues durfng the 

s-r ('c'), wfth tributary water being ruch wanr and less dense than the deep 

waters of the irapoundnont. At the same time, the surface water of the fmpounwnt Is 

directly heated by insolation. Since the warm water tends to stay on top of the 

fmpoundnent, thermal strata form. 

As fall approaches ("d"), day length decreases , air temperatures drop, and solar 

intensity decreases. The result is cooler Inflows and a cooling trend in the surface 

of the impoundmnt. The bottom waters lag behind the surface In the rate of tempera- 

ture change. and ultimately the surface may cool to the tccaperature of the bottom. 

Since continued increases in surface water density result in fnstabflfty, the Inpound- 

ment water mixes (overturns). 

5.2.1.2 Monomictic and Dfmfctfc Impoundments 

The stratification and overturn processes descrfbtd in Ffgure V-3 represent what 

occurs in a monanictfc or single-overturn water body. Some fmpoundmcnts, especially 

those north of 4CPN latitude and those at high elevation, may undergo two periods of 

stratification and two overturns. Such impoundments are termed 'dfmfctfc." In 

addition to the Sumner stratification and resulting fall overturn, such impoundments 

stratify in late winter. This occurs because water is mOst dense near 4OC, and 

bottom waters may be close to this temperature, while fnflowfng water is colder and 

less dense. As the surface goes below 4'C, strata are established. With spring 

watminq of the surface to 4OC, wind induced mixing occurs. 

5.2.1.3 Importance of Stratfffcatfon 

Stratification is likely to be the single most important phenoncnon affecting 

water quality in many impoundments. Yhere stratification is absent, water nixes 

vertically, and net horizontal flaw is sfgnfffcant to considerable depths. Since the 
water is mixed tiertlcally. DO replenishnent usually occurs even to the bottom and 

anoxic (literally *no oxygen") conditions are unlfkely. Generally speaking, fully 

mixed impoundments do not have DO deffciency problems. 

Yhen stratification occurs, the sftuatfon is vastly different. Flow wfthfn the 

impoundrrnt is especially limited to the epflimnfon (surface layer). Thus surface 

velocftfts are somewhat higher in an impoundment when stratified than when unstratf- 
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fied. Since vertical mixing is inhibited by stratification, reaeration of the 

hypolimnion (bottun layer) is virtually nonexistent. The thtmocline (layer of steep 

thermal gradient between epilimnion and hypolimnion) is often at considerable depth. 

Accordingly, the l uphotic (literally "good light') zone is likely to be limited to 

the epilimnion. Thus photosynthetic activity does not serve to reoxygenate the 

hypolimnion. The water that becanes the hypolimnion has some oxygen demand prior to 

the establishment of strata. Because bottom (bcnthic) matter exerts a further 

demand, and because some settling of particulate matter into the hypolimnion may 

occur, the DO level in the hypolimnion will gradually decrease over the period of 

stratification. 

Anoxic conditions in the hypolinnion result in strious chemical and biological 

changes. Microbial activity leads to hydrogen sulfide (HpS) evolution as ml1 as 

to fonnation of other highly toxic substances , and these may be harmful to indigenous 

biota. 

It should be noted that the winter and spring strata and overturn are relatively 

unimportant here since the major concern is anoxic conditions In the hypolimnion in 

Sumner. Thus all impoundments will be considered as mononictic. 

Strong stratification is also important in prediction of sedimentation rates and 

trap efficiency estimates. These topics are to be covered later. 

5.2.2 Prediction of Thermal Stratification 

Coqutation of impoundment heat influx is relatively straightforward, but 

predictlon of themal gradients is complicated by prevailing physical conditions, 

physical mixing phenomena, and impoundment geometry. Such factors as depth and 

shape of impountint bottom, magnitude and configuration of inflows, and degree of 

shielding from the wind are nuch more dtfficult to quantify than insolation, back 

radiation, and still air evaporation rates. Since the parameters which are difficult 

to quantify are critical to predicting stratification characteristics, no attempt has 

been made to develop a Simple calculation procedure. Instead, a tested model (Chen 

and Orlob, 1973; Lorenren and Fast, 1976) has been subjected to a sensitivity analysis 

and the results plotted to show thermal profiles over depth and over time for sane 

representative geometries and climatological conditions. The plots are presented in 

Appendix 0. 

The plots show the variation in teqerature ('C) with depth (meters). Ttclper- 

ature is used as an index of density. Engineering judgment about defining layers 

is based on the pattern of tcnptrature with depth. If stratification takes place, 

the plot will show an upper layer of uniform or slightly declining tcrQeraturc 

(ePilimniOn), an intermediate layer of sharply declining temperature (themcline). 

and a bottom layer (hypolimnion). A rule of thrrnb requires a tclperature change of 

at least l"C/meter to define the therraocline. However, this can be tapered by the 

observation of a well defined mixed layer. 
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To assess thermal stratification in an inpOUndment, it is necessary only to 

determine which of the sets of plots most closely approximates climatic and hydro- 

logic conditions in the irpouncbaent studied. Parameters which were varied to gener- 

ate the plots and values used are shown in Table V-l. 

Table V-2 shows the climatological conditions used to represent the geographic 

locales listed in Table V-l. For detalls of the simulation technique, see Appendix E. 

5.2.2.1 Using the Thermal Plots 

Application of the plots to assess stratification characteristics begins with 

determining reasonable values for the various parameters listed in Table V-l. For 

geographic locale, the user should determine whether the inpoundnent of interest is 

near one of the ten areas for which thermal plots have been generated. If so, then 

the set of plots for that area should be used. If the impoundment is not near one of 

the ten areas, then the user may obtain data for the parameters listed in Table V-2 

(climatologic data) and then select the modeled locale which best matches the region 

of interest. 

Next, the user nust obtain geanetric data for the impwncbnznt. Again, if 

the impoundment Of interest is like one for which plots have been generated, then 

that set should be used. If not, the user should bracket the studied irrpwnbnent. 

As an example, if the studied impoundment is 55 feet deep (maximum), with a surface 

area of about 4x107 feet2, then the 40 and 75 foot deep impouncknent plots should 

be used. 

Mean hydraulic residence time (I w, years) may be estimated using the mean 

total inflow rate (Q, m3/year) and the impoundment volume (V, m3): 

TW = V/Q 

Again, the sets of plots bracketing the value of Twashould be examined. Where 

residence times are greater than 200 days, the residence time has little influence on 

stratification (as may be verified in Appendix 0) and either the 200 day or infinite 

time plots may be used. 

Finally, the wind mixing coefficient was used to generate plots for windy areas 

(high wind) and for very well protected areas (low wind). The user aust judge where 

his studied impounWnt falls and interpolate in the plots accordingly (See Appendix 

0). 
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TABLE V-l 

PARAMETER VALUES USED IN 6ENERATlON OF 
THEM GRADIENT PLOTS (APPENDIX 0) 

Parameter Value 

Geographic Localt Atlanta, Gtorgia 

%illings, Montana 

Burlington, Vermont 

nagstaft, Arizona 

Fresno, California 

Minneapolis, Minnesota 

Salt Lakt City, Utah 

San Antonio, Texas 

Washington, D.C. 

Uichita; Kansas 
Depth 

(lnaxilnuul, Surfact 
6tomttry feet) Area (fett') Volume (feet31 

20 8.28 x 10' 7.66 x lo7 

40 3.31 x 10' 6.13 x lo8 

75 1.16 x lo8 4.04 x lo9 

100 2.07 x 10% 9.68 x lo9 

200 8.28 x 10% 7.66 x 10" 

Mean Hydraulic Residence Time u 

10 

30 

75 

250 

Wind Mixing* High 

Low 

*See Appendix E. 



TABLE V-2 

TEMPERATURE, CLOUD COVER, AND DEU POINT DATA 
FOR THE TEN GEOGRAPHIC LOCALES USED TO DEVELOP THERMAL 

STRATIFICATIW PLOTS (APPENDIX 0). SEE FOOT DF TABLE FOR NOTES. 

Temoerature (OF) Dtw Cloud Cover Wind 
MdX. Mean Hin. Point (OF) Fraction (MPH) 

Atlanta (Lat:33.8'N. Long:84.4'U) 

January 54 45 36 34 .63 11 

February 57 47 37 34 .62 12 

March 63 52 41 39 -61 12 

April 72 61 50 48 .55 11 

MY 81 70 57 57 .55 9 

June 87 77 66 65 .58 8 

July 88 79 69 68 .63 8 

August 88 78 68 67 .57 8 

Stptember 83 73 63 62 .53 8 

October 74 63 52 51 .45 9 

Novtmbtr 62 51 40 40 .5\ IO 

Uectmber 53 44 35 34 .62 10 

January 27 18 9 11 .68 13 

February 32 22 12 16 .68 12 

March 38 27 16 20 .71 12 
April 51 38 26 28 .70 12 

bY 60 47 34 38 -64 11 
June 68 54 40 46 .60 11 

July 79 63 46 48 .40 10 
August 78 61 45 46 .42 10 
September 67 52 37 38 .54 10 
October 55 42 30 31 .56 11 
November 38 29 20 22 .66 13 
December 32 22 14 15 -66 13 

qillings (Ldt:45.8'N, Long:108.S0U) 
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TABLEV-2-m. 

January 27 18 9 12 .72 10 

February 29 19 10 12 .69 10 

March 38 29 20 20 .66 10 

April 53 43 33 32 .67 10 

w 67 56 44 43 .67 9 

June 54 66 77 54 .61 9 

July 82 71 59 59 .58 8 

August 80 68 57 58 .57 8 

September 71 60 49 51 .60 8 

October 59 49 39 40 .65 9 

November 44 38 29 30 .79 10 

DcCUltbW 31 23 15 I7 .78 10 

Tmoerature (OF) Dew Cloud Cover blind 
CbX. Hean Uin. Point (OF) Fraction (Mm) 

Burlington (Lat:44.S0N, Lat:73.2%) 

January 40 27 14 14 .59 8 

February 43 30 17 16 .49 9 

MarCh 50 36 22 17 .50 11 

Apti 1 59 43 28 20 .49 12 

WY 68 51 34 22 .41 11 

June 77 60 A2 25 .24 11 

July 81 66 50 43 .54 9 

August 79 64 49 43 .53 9 

September 75 59 42 35 .29 8 

October 63 47 31 25 .31 8 

November 51 36 21 20 .34 8 

December 44 30 17 15 .44 7 

Flagstaff (Lat:35.2*M, Long:111.3°Y) 
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WILE v-2 COKT. 

January 

February 

March 

April 

UY 

June 

July 

August 

September 

October 

November 

Dtctnbtr 

Temperature (OFI Dew Cloud Cover Wind 
hX. Htan Min. Point IoF) Fraction (MPH) 

Fresno (Lat:36.7'N, Long:119.8°U) 

55 46 37 38 .67 

61 51 40 41 .61 

68 55 42 41 .s3 

76 61 46 44 .44 

85 68 52 45 .34 

92 75 57 48 .19 

100 81 63 51 .ll 

98 79 61 52 .ll 

92 74 56 51 -15 

81 65 49 46 .28 

68 54 40 42 .44 

57 47 38 40 .70 

6 

6 

7 

7 

8 

8 

7 

6 

6 

5 

5 

5 

January 22 12 3 6 .65 

Ftkuary 26 16 5 10 .62 

March 37 28 18 20 .67 

April 56 45 33 32 -65 

&Y 70 58 46 43 .64 

June 79 67 56 55 -60 

July 85 76 61 60 -49 

August 82 71 59 59 .51 

Septtfnbtr 72 61 49 50 -51 

October 60 48 37 40 .54 

November 40 31 21 25 .69 

Dtctmber 27 18 9 13 .69 

Minneapolis (Lat:45.0°N, Long:93.3'W) 

11 

11 

12 

13 

12 

11 

9 

9 

10 

11 

12 

11 
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TABLE v-2 CONT. 

January 37 27 18 20 .69 7 

February 42 33 23 23 .70 8 
March 51 40 30 26 .65 9 
April 62 50 37 31 -61 9 

&Y 72 58 45 36 .54 10 
June 82 67 52 40 .42 9 
July 92 '16 61 44 l . 35 9 
August 90 75 59 45 .34 10 
September 80 65 50 38 .34 9 

October 66 53 39 34 .43 9 
November 49 38 28 28 .56 8 

DtCtllbW 40 23 32 24 .69 7 

Tanocrrtun (OFI Dew Cloud Cover Wind 
MX. Mean Min. Point (OF) Fraction. (MPH) 

Salt Lake City (Lat:40.8°N, Long:111.9'Y) 

Jaouary 62 52 42 39 .64 9 

Wruary 66 55 45 42 .65 10 

krch 72 61 50 45 .63 10 

April 79 68 58 55 .64 11 

&by 85 75 65 64 .62 10 

June 92 82 72 68 .54 10 

July 94 84 74 68 .50 10 

August 94 84 73 67 .46 8 

September 89 79 69 65 .49 8 

October 82 71 60 56 .46 8 

November 70 59 49 46 .54 9 

Dtctmbtt 65 42 54 41 .57 9 

San Antonio (Lat:29.4'N, Long:98.5'Y) 
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TABLE V-2 COW. 

January 44 37 30 25 .61 11 

February 46 38 29 25 .56 11 

March 54 45 36 29 .56 12 

April 60 56 46 40 .54 11 

bY 76 66 56 52 .54 10 

June 83 74 65 61 .51 10 

July 87 78 69 65 .51 9 

August 85 77 68 64 .51 8 

September 79 70 61 59 .48 9 

October 68 59 50 48 .47 9 

November 57 48 39 36 .54 10 

December 46 43 31 26 -58 10 

Temoeratun (OF) Dew Cloud Cover Uind 
fbX. Hean Mn. Point (OF) Fraction (MPH) 

WashIngton. D.C. (Lat:38.9'N. Long:77.D0U) 

January 42 32 22 21 .5D 12 

february 47 36 26 25 .51 13 

March 56 45 33 30 .52 15 

April 68 57 45 41 .53 15 

bY 77 66 55 53 .53 13 

June 88 77 65 62 -46 13 

July 92 81 69 65 .39 12 

August 93 81 69 53 .38 11 

September 84 71 59 55 -39 12 

October 72 60 48 43 .40 12 

November 34 55 44 33 .44 13 

Dtctmbtr 45 36 27 25 .50 12 

Wichita (Lat:37.7'N, Long:g7.3'U) 

-13- 



m.-.-.-.-.-.-.-.-.-. EXAMPLE V-l .-.-.-.---.-.-we.-.---) 
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I 

Thermal Stratification i 
i 

Suppose one wants to know the llkelf hood that hypothetical Limpid Lake is i 
stratlfitd &ring June. The first step Is to coqilt the physlcal conditions for i 
the lake in tern of the variables llsttd in Table V-l. Table V-3 shows how this 

might %e done. Next, refer to the indexes provi dtd in Appendix D to locate the 
i 

plot set for conditions most similar to those of the studied impounbnent. In this i 
cast, the Wichita plots for a 200-foot deep inpoundnent with no inflow and high i 
mixing rate would be chosen (see Table V-3). Figure V-4 Is a reproduction of the i 
appropriate page from Appendix 0. i 

i 
i 

TARLE V-3 i 
LIMPID LAKE CP!RACTERISTlCS 

i 
Item 

i 
Limpid Lake Available Plot i 

Location Manhattan, Kansas Wichita, Kansas i 
Depth, ft (mcxinu;;ll 180 200 
Volu;rrc, ft3 6 x 10" 7.66 x 10" 

i 
Hem residence time (Tw) SOD days ag (no inflow) 

i 
Mixino high (windy) high coefficient i . 

i 

TABLE v-2 CONT. 

Notes: Mean: Now11 dally average temperature, OF. 

Max.: Norwal dally maximum temperature, OF. 

Mtn.: Nornral daily minimum temperature, OF. 

Wind: Mean wind speed, MPH 

Oeu Point: Mean dew point temperature, OF. 

*Complete data were not available for Billings. Tabulated 

data are actually a synthesis of available data for 

Billings, Cbntana and Yellowstone, Wyoming. 

All data taken from Climatic Atlas of the U.S., 1974. 
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I According to the plots, Limpid Lake is likely to be strongly ttrati- I 

i fied in June. Distinct strata form in Hay and overturn probably occurs in i 
i December. During June, the epilinnion should extend doun to a depth of about i 
i eight or ten feet, and the themocline should extend dam to about 30 feet. The i 
' gradient in the thennocline should be about 1’ C per Ilcter. I i 
i _-_-s-s-m__----- E)(D w EmPLE V-1 ----------.---------. j 

-.-s-s -.-.-we------ EuwLE V-2 ---------------.------- 
I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

Thermal Stratification 

What art the stratification characteristics of Lake Mth? 

The hypothetical lake is located east of Carthage, Texas, and Table V-4 shows 

its characteristics along with appropriate values for the the-1 plots. 

TABLE V-4 

PHYSICAL CHARACTERISTICS OF LAKE SMITH 

Item 

Loca-tion 

Depth. ft (maximum) 

Volume, ft3 

Kean residence time 

Mixing 

Lake Smith 

15 miles cast of 
Carthage Texas 

23 

3 x lo8 

250 days 

low (low wind) 

Plot Valuts 

20 

1.66 x lo8 

m 

low mixing coefficient 

From the available data for Lake Smith, it appears that plots for a XI-foot 

deep impounmnt with no Inflow and low mixing coefficient should give a good 

indication of the degree of s~rtimc stratification. The one remaining problem 

is climate. Data for nearby Shreveport, Louisiana cocrpare well tith those of 

Atlanta (Table V-S), for which plots are provided in Appendix 0, and latitudes are 

similar. Shrcvtport is somewhat wanner and insolation is higher, but this is a 

relatively uniform difference over the year. The net effect should be to shift 

the thermal plots to a slightly higher tcnptraturt but to influence the shape of 

the plots and the timing of stratification little. As a result, the plots for 

I 
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TABLE V-S 

COMPARISON OF MONTHLY CLIMATOLOGIC DATA 
FOR SHREVEPORT, LOUISIANA AND ATLANTA, GEORGIA 

DATA ARE PRESENTED AS SHREVEPORT/ATLANTA 
(CLIMATIC ATLAS OF THE U.S., 1974) 

Cloud 
ftmptraturt. OF Otw Cover, Wind, 

l&X. Mtan Min. Point, OF Fraction MPH 

January 57/54 4B/45 38/36 388/N 

February 60157 50/47 41/37 40/34 

March 67/63 57/52 47141 44139 

April 75172 65/61 55/50 54/48 

MaY 83181 73170 63157 62/57 

June 91/B7 81/77 71/66 69/65 

July 92/88 82/79 72/69 71/68 

August 94/BB 83178 73168 70/67 

September 88183 78173 67/63 65/62 

October 79174 67/63 55/52 55/51 

November 66/62 55/51 45/40 45140 

E&ember 59153 so/44 40/35 39134 

.60/.63 901 

.58/.62 9/12 

.54/.61 10/12 

.50/.55 9/11 

.48/.55 919 

.44/.58 B/B 

.46/.63 70 

.40/.57 7/B 

.40/.53 7/B 

.3B/.45 7/g 

.46/.51 B/10 

.58/.62 9/10 

Shreveport Lat:32.S0N, Long:94'W 

Atlanta Lat:33.B0R. Long:B4.4'W, 

Atlanta may be used, bearing in mind that the temperatures art likely to be biased 

unifonnly low. Figure V-5 (reproduced from Appendix D) shorrs thermal plots for a 

20-foot deep Atlanta area impoundrrnt having no significant inflow and low wind 

I 
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i 

stress. From the figure, it is clear that the lake is likely to stratify from 

April or May through Stptanbtr, the epilimnion will be very shallow, and the 
i 

themwclint will extend down to a depth of about 7 feet. The thermal gradient is i 
in the range of about 7OC per meter, as an upper limit, during June. Bottom water i 
uanns slowly during the swner until the impoundment beams fully mixed in i 
October. i 

i 
I I 
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5.3 SEDIMENT ACCWULATIOM 

5.3.1 Introduction 

Reservoirs, lakes, and other Impoundments arc Usually more qufescent than 

tributary streams, and thus act as large settling basins for suspended particulate 

matter. Sedjment deposition in impoundntnts gradually diminishes water storage 

capacity to the point where lakes fill In and reservoirs beco~ useless. In smne 

cases, sediment accumulation may reduce the useful life Of a reservoir to as little 

as ten to twenty years (Harsh, et al., 1975). -- 
Just how much suspended matter settles out as water passes through an impound- 

ment, as well as the grain size distributjon of matter which remains suspended, is of 

interest to the planner for several reasons. Suspended sediment within an impound- 

ment may signlflcantly reduce light penetration thus limiting algal and bottom-rooted 

plant (macrophyte) growth. This, in turn, can adversely affect food availability for 

indigenous fauna, or may slow plant succession. as part of the natural aging process 

of lakes. 

Settling of suspended matter may eliminate harborage on impoundment bottoms 

thus reducing populatlons of desirable animal species. Hare directly, suspended 

particulates 1mplngjng on the gills of fish may cause disease or death. 

Some minerals, particularly clays, are excellent adsorbents. As a result, 

farm chemicals and pesticfdes applled to the land find their way to an impoundwnt 

bottom and into Its food chain. The sediment which settles is likely to have a 

substant-la? canponent of organic matter which can exert an oxygen demand, and under 

conditions of thermal stratification, anoxic conditions on the IaQouncMnt bottan (in 

the hypolimnion) can result in generation of toxic gases. Indigenous biota may be 

harmed or even killed as a result. 

Knowing the rate of sediment transport and the deposition wlthln an inpountjrmnt 

allows for effective planning to be initiated, If sedimentation rates art unacctpt- 

able, then the planner can begin to determine where sediments originate, and hcnu to 

alleviate the problem. For example, densely planted belts may be established between 

highly erodible fields and transporting waterways, fanning and crop management prac- 

tices may be changed, or zoning may be modified to prevent a worsening of condltlons. 

These considerations, along with others relating to sediment carriage and 

deposition in downstream waterways, make estimates of stdimentatjon rates of interest 

here. ImpouncMnt-sediment computation methods discussed in this sectlon will permit 

the Planner to esthnate annual Impoundment sediment accmulation as well as short 

term aCCUmU?atiOn (assuning constant hydraulic conditions). Appllcatlon of the 

methods will pennit the planner to estimate the amount of sediment removed from 

transport in a river system due to water passage through any number of impoundmtnts. 
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5.3.2 Annual Sediment Accunulation 

Three different techniques are used to estimate annual sediment accumulation: 

available data, sediment rating curves, and a three step procedure to determine 

short-tern sedimentation rates. As discussed under each technique, caution should be 

used in selecting one method or another. If data are not available, it may not be 

feasible to use one or more techniques. When drauing conclusions, the uncertainty in 

the results should be considered in drawing conclusions based on whichever analysis 

that is selected. In addition, each technique has Its own degree of uncertainty, 

which should be considered when drawing conclusions. 

5.3.2.1 Use of Avallablt Data 

Data provided in Appendix F permit estimation of annual sediment accrraulation in 

acre-feet for a large number of impoundmnts in the U.S. The data and other materials 

presented provide some basic impoundment StatiStiCS useful to the planner in addition 

to annual sediment accumulation rates. 

To use Appendix F, first determine which inpountints within the study area art 

of interest in tenus of annual sediment accmul ution. Refer to the U.S. map Included 

in the appendix and find the index nunbers of the region within which the ipoundrrnt 

is located. The data tabulation in the appendix, total annual sediment accumulation 

in acre feet, is given by multiplying average annual sediment accumlation In acre 

feet per square mile of net drainage area ('Annual Sediment Accu.') by the net 

drainage area ("Area") in square mi Its: 

Total Accumulation = Annual Sediment Accm. x Area (V-2) 

To convert to average annual loss of capacity expressed as a percent, divide total 

annual accumulation by storage capacity (from Appendix F), and mltlply by 100. Note 

that this approach and those presented later do not account for packing of the 

sediment under its own weight. This results in an overestimate in loss of capacity. 

Note also that other data in Appendix F may be of interest in terns of drainage area 

estimates for detenni ning river sediment loading and assessment of storm water 

sediment transport on an annual basis. 

5.3.2.2 Trap Efficiency and the Ratio of Capacity to Inflow 

Uhere data are not available in Appendix F for a specific InpoundRcnt, the 

following method will permit estimation of annual or short-ten sediwnt accmulation 

rates. The mthod is only useful, however, for now? ponded reservoirs. 

To use this approach, a suspended sediment rating curve should be obtained 

for tributaries to the impounthcnt. Ah l xarplt of a sediment ratlng curve is 

providtd in Figure V-6. 
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SUSPENDED SEDIMENT DISCHARGE, Si (tons/day) 

FIGURE V-6 SEDIMENT RATING CURVE SHOWING SUSPENDED 
SEDIMENT DISCHARGE AS A FUNCTION OF FLOW 

(AFTER LINSLEY, KOHLER, AND PAULHUS, 1958) 

On the baslr of such a curve, one can cstlmatc the man sediment mass transport 

rate (51) in mass per unlt time for tributaries. If neither rating curve nor data 

arc available, one may estimate scdimcnt transport rates on a basis of data from 

nearby channels, canptnsattng for dlffcnncts by using mean vc\ocltlcs. To a first 

approximation, It would be expected that: 

Cl 
2 

+ - sj # 
(V-3) 

when 

51 - scdimcnt transport rate to be determined in tributary "I" in mass 

per unlt time 

3 - known transport rate for c-arable trlbutary (j) in same units 

as fl 

"1 = mean velocity for tributary 1 over the time period 

"j = mean velocity in trlbutary j over the same time period as Vi. 

~cc average transport rates over the time period of interest have been dcter- 

mined, the proportion, and accordingly the weight of sediment settling out in the 

impounchmnt may be estimated. Figure V-7 is a graph showing the relationship between 

percent of scdimcnt trapped in an lnpountint versus the ratio of capacity to inflow 

rate. The fmpllclt relationship is: 

p = f(“/Qf) ("-4) 

when 

P = percent of inflowing scdimcnt trapped 

V - capacl ty of the InQouncknt In acre-feet 
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GURE V-7 PELATIONSHIP AEWEEN THE QvKENTAGE 0~ INFLOW-TRANSPORTED SEDIMENT 
RETAINED WITHIN AN IMPOUNDMENT AND PATIO OF CAPACITY TO INFLOW 
(I-INSLEY, KOHLER, AND PAULHIJS, 1958) 

Qi = water inflaw rate in acre-feet per year. 

Data used for development of the curves in Figure V-7 Included 41 iwound- 

ments of various sizes throughout.the U.S. (Linslcy, Kohlcr, and Paulhus, 1958). 

To estlmatc the amount of suspended sediment trapped within an impoundment 

using this method, the capacity of the impounbnent In acre-feet nust first be 

determined. Next. average annual inflow, or better, average flow for the time 

period of interest is estimated. 

Then: 

s, - SIP (V-5) 

where 

St - weight of sediment trapped per time period t 

P = trap efficiency (expressed as a decimal) from Figure V-7. 

A word of caution is in order hcrc. The above dcscribtd tcchnlqucs for cvalua- 

ting sediment deposition in impoundments are capable of providing reasonable csti- 

mates. but only where substantial periods of time arc involved - perhaps six months 

or longer. The methods may be used for shorter study pcrlods. but results aust then 

be t'aken only as very rough estimates, perhaps order-of-magnitude. 
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5.3.3 Short-Term Scdimcntation Rates 

The three-step procedure prcscntcd below provides a means to make short-term 

sediment accumulation rate estimates for storm-event analysis and to estimate amounts 

of dlfftrcnt grain-size fractions passing through an impoundment. The steps are: 

0 Determine terminal fall velocities for the grain size distribution 

0 Estimate hydraulic rcsldcnce time 

0 Conputt trap (scdimcntatlon) rate. 

5.3.3.1 Fall Velocity Computation 

When a particle is rclcascd in standing water, it will remain roughly stationary 

if its density equals that of the water. If the two densltics differ, however. the 

particle will begin to rise or fall relative to the water. It will then tend to 

accelerate untfl the drag force imposed by the water exactly counterbalances the 

force accelerating the particle. Beyond this point, velocity is essentially constant, 

and the particle has reached terminal vcloclty. For spheres of specific gravity 

greater thdn 1, Stokes' law expresses the relationship between fall velocity (terminal 

velocity) and StVtral'othcr physical parwlcttrS of water dnd the particles: 

where 

Y +nax = 

i - 

pP = 

PM - 

d = 

P . 

DP = 

4 * 

V max = TF -o )d2 ucp w s &D,-Dw)d2 

terminal vclocfty of the SphtriCdl particle (ft sec'l) 

acceleration due to gravlty (32.2 ft see-2) 

mass density of the particle (slugs ftS3) 

mass density of water (slugs ftm3) 

particle dlamctcr (ft) 

absolute v~scoslty of the water (lb stc ft-2) 

uclght density of partlclt (lb ftW3) 

weight dcnslty of water (lb ft-3). 

;V-6) 

Stokes' law is satlsfdctory for Reynolds numbers between 1~10'~ dnd 0.5 (Camp, 

1968). Reynolds number is given by: 

R’$ (V-7) 

where 

R = Reynolds nunbcr 

v = pdrticlt velocity 
v = kinematic viscosity of water. 

Generally. for particles of dfameter less than 3 x 10s2 inches (0.7 mm) this 
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criterion 1s met. For large particles, bar far conditions dcviatt from this may be 

observed using the following approach (Carp, 1968). According to Ncuton's law for 

drag, drag force on a particle is given by: 

(v-8) 

where 

Fd = the drag force 

C - unltlcss drag coefficient 

A - PrOjtCttd drcd of the partlclc in the dlrcction of motion. 

Equating the drag force to the gravitational (driving) force for the spcclal cast of 

a spherical particle. velocity Is given by: 

All variables in the expression for Vmdx (Equatlon V-9) aray 

estimated except C, slncc C is dependent upon Rtynold's number. 

tion V-7, Reynolds number is a function of v. Thus a 'trial and 

procedure +uould ordinarlly be necessary to estimate C. Howcvcr, 

approach is available to evaluate the drag coefficient and Reyno 

estimate CR2 using the expression (Camp, 1968): 

be caslly 

According to Equa- 

error' or iterative 

a somcuhat simpler 

Ids number. First, 

CR2 = 40 ” top - owl gd3/3u2 

(V-9) 

(V-10) 

Then, using the plot in Figure V-8, estimate R and then C. For R~0.1 USC of Equation 

V-9 will give bcttcr estimates of V,x than wlll Equation V-6. 

Getwrally, one of the two approaches for spherical particles will give good 

estimates of particle fall velocity in an cffcctivcly laminar flaw fltld (in In- 

poun&cnts). Occasionally, however, It may prove desirable to collpcnsatc for 

nonsphcricity of particles. Figure V-9, which shows the effect of particle shape on 

the drag coefficient C, may be used to do this. Note that for R ( 1, shape of 

particle dots not materially affect C, and no correction is necessary. 

A sccohd problem In application of the Ncuton/Stokcs approach described above Is 

that it dots not account for what is called hindrance. Hindrance occurs uhtn the 

region of fluid surrounding a falling particle is disrupted (by the particle motion) 

and the velocity of other nearby particles is thereby decreased. Flgurc V-10 shows 

this effect schamtically. 

A vcr), lir~itcd amount of research has been done to dtttml nt the effect of 

Particle mcchtrat1on on fall vcloclty (Carp, 1968). Some data have been collcctcd 
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Valuer of R+ 

FIGURE V-8 PLOT OF C/R AND W* VERSUS Q CAMP, 1968) 
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LEGENDl 

A - Stokea’ L,r 

b - spheroa 
C - Cylindera, La 56 

0 - Direr 

FIGURE 

I lo lo2 

Reynolds Number, R 

DRAG ~OWICIENT (Cl AS FUNCTION 
AND PARTICLE SHAPE (CAMP, I%8) 

OF REYNOLD’S YuMRER 

however, and Figure V-11 Is a plot of a velocity corrcctlon factor, VI/V, as a 

function of volumetric concentration. Volumetric concentration Is given by: 

C 
ww m- 

vol *P 
(V-11) 

where 
C vol - volwtric concentration 

c, * nelght concentration. 

As an approxlnation. the curve for sand wy be used to correct v as a function 

Of cvol* 
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i 
i 4 

i 
i Scttllng Velocity 

i 
i 

Assune that a swiftly moving tributary to a large reservoir receives a heavy 

i 
loading of sediment which is mostly clay partlclcs. The particles tend to clump 

somuhat, and average dimeters are on the order of 2 microns. 

i specific gravity of 2.2. 

The clumps have a 

Applying Stokes' law for 20.C water: 

i 
i v = 

IMX re au b P- 

i V 
32.2 x t(2.2 x 62.4/32.2) 

i maX = (18 x 2.1 x 10-5) 
- (62.4/32.2)] x (6.56 x 1O-6)2 

i 
= 8.53 x 10-6 ft m-1 - .03 ft hr.1 

1 Thus the particles of clay night be expected to fall about nine inches per 
I 
I day in the reservoir. 
I 

It should be noted that for such a low settling rate, 

, turbulence in the water can cause very significant errors. In fact, the estimate 

1 is useful only in still waters having a very uniform flow lacking substantial 

i vertical components. 

i 
‘-,.-.-.-.-.--es-. EN0 OF EXAMPLE v-3 -------.-.-------.-_-- 

,.a.---.-.-.-.-.-.-. EMI(PLE v-4 -.-.---.-.---s---.-.-.a, 

i Settling Velocity for a Sand and Clay I 

i i 
i Suppose a river is transporting a substantial sediment load which Is mainly i 
i sand and clay. The clay tends to clump to form particles of 10 micron dieter i 
I while the sand is of 0.2 lan diwater. 
I 

The sand particles are very irregular in i 
i 

shape tending toward a somewhat flattened plate form. The specific gravity of the 

clay is about 1.8 while that of the sand is near 2.8. Given that the water 
i 

i temperature is about S'C. the tenainal velocity of the clay may be estimated as in i 
i Example v-3: i 

i 
i 

= 9.4 x lO-5 ft sec’l 

n 8 ft day-l 
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I For the sand, apply Equation Y-10: 

I 

i 
CR* - 4c,, (op - 0,) gd3/3u2 

4 s x 1.8 x 62.4 I x x 32.2 x (6.56 x 1O-4)3 
. . 3 x (3.17 x 10-v 

CR2 . 82 

I 
I 

I 

1 Referring to Figure V-8, a value of CR2 equal to 82 represents Rt2.8 and 

i cz10.3. From Figure V-9, the corrected drag coefficient for discs Is close 

i to 10.3 (no correction really necessary). Then, using Equation Y-9 as an approxi- 

i 
mation: 

i 

i 

vmax -J-yF 

I i V max 4 l x x 32.2 10.3 x x 62.4 (1.8 x I 62.4 12 . 2 / 32.2) x 6.56 x lo-’ 

i V ox = 0107 ft sec'l - 252 ft hr'l 

i Thus the clay will settle about 8 feet per day while the sand will settle about 

: 6,048 feet per day (252 feet per hour). 
I 

I 

I 

I 

i 

i 
I 
i 
I 
i 
i 
i 
i 
i 
i 
i 
i 

I I e-m-e-.-----.---. EN0 OF EXAMPLE V-4 ---s---e-------- -.-e-, 

5.3.4 Impoundment Hydraulic Residence Time 

Once settling velocities have been estimated for selected grain sizes, the flnal 

preparatory step in estimating sediment dtpositfon rates is to compute hydraulic 

residence time. 

Hydraulic residence time represents the mean time a particle of water resides 

within an impounbnnt. It is not, as is sometimes thought, the time required to 

displace all water In the impoundracnt with neu. In some impoundments, inflowing 

water may be conceptualized as moving in a vertical plane from inflow to discharge. 

This is called plug flow. In long, narrou, shallow impoundments with high inflow 

velocities, this is often a good assumption. As discussed later, however. adoption 

of this model leads to another problem, namely, is water within the plug unifonn or 

dots sediment concentration vary over depth within the plug? 

A second model ass-s that water flming into an impoun-nt instantaneously 

mjxes laterally wtth the entire receiving layer. The layer may or may not represent 

the entire impoundarnt depth. This simplification is often a good one in large 

surfaced, exposed impounhnts having many small inflows. 

Regardless of the model assumed for the process by which water traverses 

an impoundment f ran jnflar to discharge, hydraultc res'ldence time Is computed 
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as in Equation V-l. That is: 

The only important qualification is that to be aPaningfu1, V must be cocnputcd 

taking account of stagnant areas, whether these are regions of the leipoundrnt 

isolated from the main flow by a sand spit of prtmontoty, or whether they are 

isolated by a density gradIt&, as in the themocllnc and hypolianion. Ignoring 

stagnant areas may result in a very substantial overestimate of T,,, and in sediment 

trap computations, an overestimate in trap tfficitncy. Actually ~~ computed in 

this way is an adjusted hydraulic residence time. All references to hydraulic 

residence time in the remainder of Section 5.3 refer to adjusted tW. 

Hydraulic residence time is directly influenced by such physical variables as 

impoundment depth, shape, side slope, and shoaling, as well as hydraulic characttr- 

istics such as degree of mixing, Stratification, and flow velocity distributions. 

The concepts involved in evaluating many of these factors are elanentary. The 

evaluation itself is canpl icated, however, by irregularitits in impoundment shape and 

data inadequacies. Commonly, an impountint cannot be represented well by a simple 

3-dimensional figure, and shoaling and other factors may restrict flaw to a laterally 

narrow swath through the water body. 

In most casts, hydraulic residence time may be estimated, although it is clear 

that certain circumstances tend to make the conputatlon error-prone. The first step 

in the estimation process is to obtain impoun&aent Inflow, discharge, and thermal 

regime data as well as topographic/bathymetric maps of the system. Since a nunbtr of 

configurarion types are possible, the methods are perhaps best explained using 

examolts. 

1 
.-.-.-_-.-s-w-e---. EXAMPLE V-5 -_-_-_L--_---*-------- 1 

i i 
i Hydraulic Residence Time in Unstratified Impoundncnts i 
I The first step in estimating hydraulic residence time for purposes of 

I I 

i 
sedimentation analysis Is to dtttmine whether there art significant stagnant 

areas. These would include not only regions cut off from the main flow through I 
i the body, but also layers isolated by dense strata. Consquently. it must be 

i determined whether or not the impoundment stratifies. Consider Upper Lake located I 

i on the Catmans River, Long Island, New York. The lake and surrt%nding region art i 

i shown in Figure V-12, and hypothetical geanetry data are presented in Table V-6. 
i 

i 
Based upon Upper Lake‘s sha1lonntSs, its long, narrow gtanetry, and high tributary 1 

I 
i 

inflows, it is safe to assum that Upper Lake is nomlly unstratified. Also, 

because of turbulence likely at the high flows. one can asfune that the small sac i 
i northeast of the discharge is not stagnant and that Upper Lake represents a slow i 
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I 

I 

I 

I 

i 
i 
i 

TABLE V-6 

HYPOTHETICAL PHYSICAL CHARACTERISTICS AND 
COMPLITATIONS FOR UPPER IAKE, BROOKHAVEN, SUFFOLK COUNTY, NEW YORK 

Distance Downstream 
from Inflow 
Miles (feet) 

D w CSA 
Average Average Cross-sectional 

Depth Width Area, D x W 
ft. ft. ft2 

0.05 (264) 3 

O.iO (528) 4 

0.15 (792) 6 

0.20 (1,056) 7 

0.25 (1,320) 7 

0.30 (1,594) 8 

0.35 (1,848) 7 

0.40 (2,112) 8 

0.45 (2,376) 7 

0.50 (2,640) 10 

63 

110 

236 

315 

340 

315 

550 

550 

354 

350 

Total length = 0.5 mi. (2,640 ft.) 

Inflow from upstream = 380 cfs 

Outflow to downstream - 380 cfs 
(steady-state) 

189 

440 

1,416 

2,205 

2,380 

2,520 

3,850 

4,400 

2,478 

3,500 

mean 2.338 

Comoutation 

Volume (Vol) = Total length x mean cross-sectional area 

= 2,640 ft. x 2,338 ft2 = 6.17 x lo6 ft3 

Residence time (TV) * Voi/florl 

= 6.17 x lo6 ft3/(38D ft3/sec) = 1.62 x lo4 set (4.5 ht) 

Velocity (Vel) = length/-, 

= 2.640 ft/1.62 x 10' set = .163 ft/sec 

I 

I 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

moving river reach. With these assungtiona, the computation of hydraulic reridenct 1 

time is as shown in Table V-6. 
I 

Also shown in Figure V-12 is Lower Lake. According to the hypothetical data 

presented in Table V-7, Lower Lake is much deeper than Upper Lake. 
i 

Its volume is 

significantly greater also. but the inflow rate is similar. In this case, par- 
i 

ticularly during the summer, it should be detemiined if the lake stratifies. For i 
this example, however, we will assume that the time of the year makes stratifica- i 

-31- 



I 
I 

I 
I 
I 

I 

FIGURE V-12 UPPER AND LOWER LAKES AND ENVIRONS, 
LONG ISLAND, NEW YORK 

I 

I 
I I 
1 tion very unlikely. and that Lower Lake is a slw moving river reach. Me then 
I i 
i 

caputc hydraulic rcsIdcnce tiac as shown in Table V-7. Figure V-13, in particular 4 

diagram 1, rhcms what these asswtlons wan in tems of a flar pattern for both I 

1 lakes. i 
i i 
i i 
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TABLE V-7 

HYPOTHETICAL PHYSICAL CHARACTERISTICS AND 
CCMPUTATICMS FOR LOWER WE, BROOKHAVEN, SUFFOLK COUNTY, NEW YORK 

Distance Downstream 
from Inflow 
Miles (feet) 

0 w CSA 
Average Average Cross-sectional 

Depth Width Area, D x W 
ft. ft. ft2 

0.075 ( 396) 
( 792) :; 

157 
0.150 165 
0.225 (1,188) :: 173 
0.300 (1.584) 197 
0.375 (1.980) 35 197 
0.450 (2,376) 228 
0.525 (2,772) ii 232 
0.600 (3,168) 35 197 
0.675 (3,564) a20 220 
0.750 (3,960) 315 
0.825 (4,356) 41 433 
0.900 (4,752) :: 591 
0.975 (5,148) 551 
1.050 (5,544) 40 433 
1.125 (5,940) 37 323 

Total length * 1.125 mi (5,940 ft.) 

bflow from upstr-m 400 cfs 

Outflow to downstream 390 cfs I 
(surface rising) 

Average flow = 395 cfs 

2,355 
3,300 
3,460 
4,925 
6.895 
6,840 
8,120 
6,895 
8,800 

13,230 
17,753 
30,141 
23,142 
17,320 
11,951 

mean 11,008 

Comoutation 

Volume (Vol) * Total length x mean cross-sectional area 

= 5,940 ft. x 11,008 ft2 = 6.54 x lo7 ft3 

Residence Time (TV) = Vol/flow 

= 6.54 X lo'/(% ft3/SeC) * 1.65 x 10' set (46 nr) 
Velocity (Vel) 8 length/T, 

* 5,940 ft/1.65 x lo5 set - .036 ft/sec 

I 

i 
i 
i 
i 
i 
i 
I 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
I 
i 
i 
i 
I 

i 
i 
i 
i 
i 
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FIGURE V-13 IMPOUNDMENT CONFIGURATIONS AFFECTING SEDIMENTAT :ON 
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r’---‘-‘-‘-‘-‘-‘-‘.-’ EXAM'LE V-6 -I-s-w--- .------------q 

i Asslme for this example that Lower Lake is stratified during the period of I 

i interest. This significantly changes the computation of.residence time. To a i 
e first approximation, one can Irerely revise the effective depth of the impoundment 
I i 
i 

to be ftan the surface to the upper limit of the thennocline rather than to the 

bottom. 
i 

Figure V-13 shows schematically tiat this simple model suggests for Lower , 

i Lake as a stratified impounWznt (diagram 2 or possibly 3). The figure also shows ! 

i wind-driven shallow, and deep impoundments. To the right of each diagram is a I 

i p lot of the temperature profile over depth. Actually, the profile could represent i 
i a salinity gradient as well as a thermal gradient. i 

i Lake 

Table V-6 shows the procedure to cstia!ate travel time for stratified Lower i 
I l 

The upper boundary of the thermocline is assumed to be at a depth of 

10 feet. For all later computations of sediment accumulation, this same 10 i 
i foot depth would be adopted. Such an assumption is valid presuning that the i 
I thennocline and hypolimnlon are relatively quiescent. Thhs once a particle enters i 
i the thermoclinc it can only settle, and cannot leave the Irrpoundment. i 
I i L------.-.-------r END OF EXAMPLE V-6 --s-m- -,-,-----.----d 

c’-‘-‘-‘-‘-‘-‘---‘-- EXAMPLE V-7 ------------------------ 

I 

I Large, Irregular Surface Impoundment 

I 

I 

I 

Figure V-14 shows Kellls Pond and surrounding topography. This small 

pond is located near Bridgehampton, New York and has a surface area of about 

36 acres. From the surface shape of the pond, it is clear that It cannot 

be considered as a stream reach. 
I 

I 
I 
I 

I 

I 

Figure V-15 shows a set of hypothetical depth profiles for the pond. 

From the proflles, it is evident that considerable shoaling has resulted in 

the formation of a relatively well defined flaw channel thorugh the pond. 

Peripheral stagnant areas have also fomd. Hypothetical velocity vectors 

for the pond are presented in Figure V-16. Based upon them, it is reasonable 

to consider the pond as being essentially the hatched area in Figure V-15. 

To estimate-travel times, the hatched area may be handled in the same way as 

for the Upper Lake example presented above. It should be noted, however, that 

this approach will almost certainly result In underestimation of sediment depo- 

sition in later ccanputations. Thfs is true for two reasons. First, estimated 

travel time will be smaller than the true value since impounbnent volume is 

underestimated. Second, since the approach ignores the low flow velocities to 

I 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
I 
i 
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TABLE V-8 

HYPOTHETICAL PHYSICAL CHAJMCTERISTICS AND 
CDMPUTATIONS FOR LMR LAKE, BROOKHAVEN, SUFFOLK CWNTY, NEW YORK 

(ASWING AN EPILIMNI~ DEPTH W 10 FEET) 

Dlstanct Downstream 
from Inflow 
Milts (feet) 

D w CSA 
Average Average Cross-sectional 

Width Arta Dtpth 
ft. ft. 

*$I x u 
ft 

0.075 
0.150 
0.225 
0.300 
0.375 
0.450 
0.525 
0.600 
0.675 
0.750 
0.825 
0.900 
0.975 
1.050 
1.125 

160 
170 
175 
200 
198 
230 
233 
200 
222 
316 
435 
590 
552 
435 
325 

1.600 
1,700 
1,750 
2,000 
1.980 
2.300 
2;330 
2,000 
2,220 
3.160 
41350 
5,900 
5,520 
4,350 
3,250 

Total length - 1.125 mi (5,940 ft.) mean CSA = 2,961 ft2 

Inflow from upstream 397 cfs (steady-state surface, dlfftrtnct 
Outflow to downstream 393 cfs due to loss to water table) 

Average flow = 395 cfs 

Commutation 

VO~U~C (vol) = Total length x mean cross-sectional afta 

- 5,940 ft. x 2,961 ft* = 1.76 x lo7 

Residence Time (3) = Vol/flow 

= 1.76 x 107/(395 ft3/stc) l 4.46 x lo4 see (12.3 hr) 

Velocity (Vcl) m length/Tw 

= 5,940 ft/4.46 x lo4 set = 0.133 ft/scc 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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FIGURE V-14 KELLIS POND AND SURROUNDING REGION, LONG 

NEW YORK 
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FIGURE V-15 HYPOTHETICAL DEPTH PROFILES 
FOR KELLIS POND 
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,FIGURE V-17 HYPOTHETICAL DEPTH PROFILES FOR KELLIS POND 

NOT SHOWING SIGNIFICANT SHOALING 

either side of the central channel and nonuniform velocities within it, heavier 

sedimentation than computed is likely. 

Still more difficult to evaluate is the situation where shoaling and scour 

have not resulted in fonnation of a distinct central channel. Figure V-17 shows 

hypothetical depth profiles for Kellis Pond for such a case. 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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i 
i 
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Here, velocity distribution data should be Obtained. PartiCUlarly if the 

impoundment Is of much importance. If such data are not available but it iS 

deemed worthwhile to do field studies, methods available for evaluating flow 

patterns include dye tracing and drogue f!oats. A simple but adequate method (at 

least to evaluate the surface velocity distribution) is to pour a large nunber of 

citrus fruits (oranges, grapefruit) which float just below the surface, into the 

impoundnm2nt, and to mnitor both their paths and velocities. Although it is true 

that surface velocities may be greater than the velocity averaged over depth, this 1 

i 
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I will pcnit cstimatlon of hydraulic residence time directly or generation of data 1 

i to use in the prescribed method. In the latter case, the data might be used to i 
i define the major flcm path through an impoun&aent of a fonn like Kellis Pond. i 

-.-.-.-.-.-.-.-.- END OF EXAMPLE V-7 
I .-.-.-.-.-.-.-.-.-.-.. 

I .-.-.-.-.-.a.-.-.-. EXAMPLE V-8 -.a.-.-.-.-.-.-.-.-.-. 
7 

I 

I 
I 

I 
I 
I 

I 
I 

I 

I 

I 

I 

I 

Complex Gtcmttrits 
I 
I 

The final hydraulic residence time txamplt shows the degree of conplex- I 

ity that sediment deposition probleets may entail. Although it is possible i 
to make rough estimates of sediment accu#aulatlon, It is recoamtended that for i 
such impoundments more rigorous methods be used - mathematical modeling and/or i 
detailed field investigations. 

Figure V-18 shows Lake Duyhee in eastern Oregon. This impoundment is well 
i 

outside the range of complexity of water bodies which can be evaluated using these i 
calculation methods. i Because of geometry, the number of trlbutarits, and stze, it , 

is not feasible to conceptually reduce the impoun-nt in such a way as to estimate I 
travel times. Flow patterns are likely to be very canolex, and sediment deposition i 

is difficult to predict both in terms of quantity and locatlon. 

In contrast, Figure V-19 shows New Millpond near Islip, New York and surround- 

ing features. Although this water body does not have a simple surface geometry, 

it can be reduced to three relatively simple ccxnpontnts as shown in the figure. 

Bearing in mind the limitations imposed by wind mixing, stratification, and the 

presence of stagnant regions described in earlier examples, deposition mfght 

nevertheless be estimated in am A, B, and C. Because of the difficulty of 

predicting velocities and turbulence in section D, estimates of sedimentation 

cannot be reliably made there. However, it is likely that much of inflowing 

sediments will have settled out by the time water flows through the arms and into 

section D. 

i 
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FIGURE V-18 LAKE Owm AND ENVIRONS 
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FIGURE V-19 NEW MILLPOND AND I!NVIRONS, NEW MILLPOND IS 

SUBDIVIDED FOR PURPOSES OF FSTIMATING Sm- 
MENTATION IN REGIONS A, R, AND L 
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1 .-.-.-.-.-.-.- ---- END OF EXAMPLE V-8 .-.-.-.-.-.-.a.-.-. ; 
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5.3.5 Estimation of Sediment Accumulation 

Estimation of quantities of sediment retained in an impoundment follows directly 

fran the computations of settling velocity and travel time, although the computation 

depends upon whether the adopted model is plug flow, or a fully mixed layer or 

impoundment. 

In the case of plug flow, one of two subordinate assumptions is made: that the 

plug Is fully mixed as in turbulent flaw, or that it moves in a 'lrminar" flow 

through the impoundment. In terms of sediment accumulation estimates, the fully 

mixed plug assumption is handled in the same way as the fully mixed impounbnent 

model. Thus we have two kinds of computations: 

Case A a Plug flow with the plug not mixed vertically. 

1 

0 
Case B 

Plug flow assuming a vertically mixed plug 

a A fully mixed impoundment or stratum. 

Equation V-12 is pertinent to both casts A and B. It defines the mass of 

sediment trapped as a function of trap efficiency and inflowing sediment mass. 

Equation V-13 should be used for case A, and Equation V-14 for case B: 

St 
- sip 

P * (T~v) + 0" -0 

(V-12) 

(V-13) 

P- V7 
W (V-14) 

D' 
where 

P = mean proportion of Si trapped (1 2 P 2 0) 

s, = mass of sediment trapped per unit time 

% = mass of sediment in inflows per unit time 

V - particle settling velocity 

D = discharge channel depth 

D' = flowing layer depth 

D" = inflow channel depth. 

Figure V-20 shows the significance of the various depth measures D. 0'. D", 

and the assumed sedimentation pattern. In case B, in the absence of substantial 

erratic turbulence and unpredicted vertical velocity components, and within the 

constraints of-available data, it is clear that this approach can give reasonable 

estimates of trap efficiencies. In case A, however, small changes in D or D" can 
strongly affect trap efficiencies. It is important to remember in applying case A 

that P is a mean, preferably used over a period of time. It is also important to 

recognize that conditions within an impoundment leading to selection of case A or B 

are subject to change, thus affecting estimates. 

For convenience, Figure V-21 is included to provide estimates of vmax 
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FIGURE V-22 NOMOGRAPH FOR ESTIMATING SEDIMENT TRAP EFFICIENCY 

for sphericsl particles of 2.7 specific gravity. The data are presented as a 

function of particle diameter and temperature. Figure V-22 is a nornograph relating 

t,rap efficiency, P (in percent) to depth D', Vmx, and f,,. The nanograph Is 

useful only for case B assumptions. 
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Sedimentation in Upper and Lower Lakes 

Using the data fran Table V-6 and settling velocities for the clay anb sand 

of Example V-4, for case A: 

TV - 1.6~10~ set 

V max for clay = 8 ft day 
-1 

V milx for sand * 252 ft hour 
-1 

Although it is not specified in Table V-6, the inflow channel depth at 

the entrance to Upper Lake is 3 feet. The discharge channel depth is 10 feet. 

Assuming "laminar' flow with minimal vertical components (Case A), for clay: 

p I I& x0:; + D” - 01 

P= J11.6 x 104 x 9.3 x 10-5) + 3 - 101 
3 

= -5.5 

The negative value implies that the proportion settling out is virtually zero. 

Thus the clay will to a large extent pass through Upper Lake. However, tw for 

this example is very small (4.5 hours). Many impoundments will have substantially 

larger values. 

For the sand: 

P- J(1.6 x lo4 x 7 x W-2) + 3 - 101 
3 

= 371 

All of the sand will clearly be retained. Note that a clay or very fine silt of 

V 
IMX 

= 5~10’~ ft set-1 rould be only partially trapped: 

P- l(1.6 x 104 x 5 x 10-4) + 3 - 101 
3 

= 0.33 
Thus about one-third of this sediment loading would be retained. Mote that 

If D is large, trap efficiency drops using this algorithm. For the silt, d 

discharge channel depth (at the outflow fran Upper Lake) of 11 feet rather 

than 10 would give: 

P= l(1.6 x lo4 x 5 x 10-4) + 3 - 111 
3 

=o 

i 
i 
i 
I 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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j Thus with II l 11, all rI\t exits the ~ngOundm!nt. If 0 is only 9 feet, then: I 

I 

P- 5( 1.6 x lo4 x 5 x 1V4) + 3 - 91 
3 I 

- .66 
I 1 

i 
Two-thdrds of the silt is retained. Remember that P represents a mean value. 

, Clearly during soae periods none of the rllt will be retained (due to turbulence, 
i 
, 

1 higher vcloctties) while during other periods, all of the sllt Will be trapped. 

i The key here is the word %eah.' 

! 

I 

i If the impoundarnt 1s assumed to be vertically mixed (case 6). cmpute i 
i the mean depth b: i 

n 
b I 0,/n 

I=1 

i i 
i 

when 

l the nunber of cross-sections i n 
I 
I 
I 

I 
I 

I 

I 

I 
I 

Di = depth at the ith croSS-StCtiOn. 

For Upper Lake: 

0 l 6.7 - D' 

Then: 

P*+- 

For the clay: 

p I 9.3 x lW5 x 1.6 x lti 
6.7 

- 0.22 

About one-fourth of the clay is retained: 

For the sand: 

p I 7 x W2 x 1.6 x 104 
6.7 

l 167 

Al\ of the sand will be trapped within about l/167 times tht length of the 

lake. If the daily influent loading of sand is one ton, Chile tht loading 

of clay is fiftetn tons, then the daily accumulation will bt one ton of sand 

and 0.22.x-15 5.3.3 tom of clay. 

Finally, as an exwle of use of Figures V-21 and V-22, assume that the 

sediment loading consists primarjly of silt particlts in the size rangt of 

.OO2m diameter, and that the water tar@traturt is 5.C. Further, assume T,, has 

been estimated as 2.77 days (104 stconds), and that 0' - 50 feet. From 

Figure V-21, the stttlinq vtlocity is about 1 x 1cT4 feet per rtcond. 

I 

I 
I 

I 
I 
I 



I In Figure V-22, draw a line frun 1W4 on the V axis to lD4 on the I 

i fw axis. The point of intersection with axis L is L'. Next, canpute i 
i log1050 - 1.699. Draw a line fran this point on the D' axis to L'. i 
: Where this lint crosses the St/Si (2) axis gives the log of the percent i I 

i 
of the sediment trapped. This is 1OC.3 = 1.99a2Z. I 

i.-.- .-._. -.-.-.-. END w EMHPLE V-9 _._._._.-.-. - .-._._._ i 

5.4 EUTROPHICATION AND CONTROL 

5.4.1 Introduction 

Eutrophication is tht process of increasing nutrients in surface waters. 

The presence of nutritnts in an impoundment generally favors plant growth. Depending 

upon antecedent conditions, the relative abundance of nitrogen, phosphorus, light, 

and heat, and the status of a number of other physical and chemical variables, the 

predaninant forms may be diatoms. other microscopic or macroscopic algat, or bottmt- 

roottd or free-floating macrophytes. The quantity of plant matter present in an 

impoundment is important for sevtral reasons. First, plant cells produce oxygen 

during photosynthesis, thtrtby providing an important source of dissolved oxygen to 

the water column during daylight hours. Plant cells also consume oxygen through the 

process of respiration. Respiration occurs along with photosynthesis durinq the day, 

but occurs at night when photosynthesis does not. Oxygen consumed at night may be 

considerable, not only because it serves to sustain the plant cells, but because the 

cells actively perform various vital metabolic functions in tht dark. Also, ctlls 

that fall below the photic zone will conrune additional oxygen irrespective of the 

time of day. 

Plant growth within an impoundment is also important because plant bionrass is a 

major sourct of nutrition for indiqtnous fauna, and the growth of plants constitutts 

what is called "primary production." The stortd tnerqy and nutritnts provide food 

for various grazers higher in the food chain , either through direct consumption of 

living plant tissut by fishes and rooplankton or through consumption of detritus by 

fishes, microorganisms, and zooplankton. The grazers, in turn, provide food for 

predatory fishes, mammals, insects, and othtr higher forms. The kinds and amounts of 

prhafy producerS~dffut the-Otfter nrmben of the food chain resulting in a good 

sport fishery or 'trash fish,' depending on nutrient conditions. 

Finally, plant devtlopment in impoundments 1 s important because it tends to 

accelerate imgoundrant aging. As plants grow, organic matter and stdiment accwulatt. 

As the impoundment fills with rock fragments, soil, and plant detritus, an excellent 

substrate fons upon which more suspendtd matter may be trapped and which may ulti- 

mattly support the growth of higher plants and trtts. The gradual filling in of an 



impoundnent in this way reduces its ustfulness, and may finally l lini nate the impound- 

ment canplettly. 

5.4.2 Nutritnts, Eutrophy, and Algal Growth 

Eutrophy means literally a state of good nutrition. Plants rquire a number of 

nutrients, but to vastly dffftnnt degrees. Soae nutrients, such as carbon, nitrogen, 

potasslun, and phosphorus, are needed in laqe quantity. These are temed macronutri- 

tnts. The micronutrients, t.g. iron, cobalt, mangantse, zinc, and copper, are needed 

in very small amounts. In nature, the micronutrients, carbon, and potassiun are 

usually in adquatt supply (althouqh not always), while nitrogen and phosphorus are 

cmnly growth limiting. 

Nitrogen, particularly as nitrate and anaronim tons, is available to water-borne 

plant cells to be used in synthesis of proteins, chlorophyll 5, and plant hormones. 

Each of these substances is vital for plant survival. 

Phosphorus, an clement found in a number of metabolic cofactors, is also nects- 

sary for plant nutrition. The biosynthesis and functfonlng of various biochemical 

cofactors rtly on tht availabiltty of phosphorus, and these cofactors lie at tht very 

foundation of plant ctl 

grow. 

Since nitrogen and 

tend inherently to be c 

metabolism. Without adequatt phosphorus, plant cells cannot 

phosphorus art conunonly in Tim1 ted supply, many inpoundmcnts 

tar and essentially frte of clogging algae and vascular 

plants. Over long periods of time and depending on qtological conditions, natural 

sources of nutrients may lead to eutrophication in lakes. kause of socfety's 

ever-increasing size and need for food, chemical sources of nitrogtn and phosphorus 

are synthesized and spread over vast tracts of farmland. Stonnuattr washes off these 

nutrients, which then flow through streams and into natural and artificial impound- 

ments. Also, excessive nutrients occur in wastewaters fran municipalities and 

industry. Due to the fact that many inpoundmnts have very low flw velocities, 

impoundments represent excellent biological culturing vessels, and often becane 

choked with plant life when nutrients increase. 

Since a plant cell has at any point in time a specific need for nitrogen and for 

phosphorus, one or the other or both may limit cell growth or replication. Where 

nitrogen is the nutrient that rtstricts the rate of plant growth, that is, Were all 

other nutrients and factors are present in excess,.ue say that nitrogen is growth 

limiting. In general, N:P mass ratios in the range of 5 to 10 art usually associ- 

ated with plant growth being both nitrogtn and phosphorus limited. Mwre tht ratio 

is grtater than 10, phosphorus tends to be limiting , and for ratios below 5, nitrogtn 

tends to be limiting (Chiaudani, tt al -2' 1974). In lnOst lakes, phosphorus Is the 

11 control ling 

manual is on 

limitinq nutritnt. In many nitrogen-limittd lakts, phosphors is sti 

because of the process of nitrogen fixation. Thus, the focus in this 

phosphorus. 
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In additjon to ndtrogcn and phosphorus, any necessary nutrient or physical 

condition may limit plant growth 8. For exwple, in high nutrdcnt (eutrophic) waters, 

al gal bi omafS may increase until lfght cannot penetrate, and light is then limiting. 

At such a point, a dynamic quil i brium exists in which algal cells are consumed, 

settle or lyse (break) at the same rate as new cells are produced. In other cases, 

light may be limiting due to non-algal particulate natcrial. 

To summarize, the process of eutrophication (or fertllitation) is l nrlchmtnt of 

a lake with nutrients, particularly nitrogen an.4 phosphorus. However, the problems of 

eutrophication are caused by increase4 plant bianass as a result 0 

Therefore, the objective Is to predict plant biomass as relate4 to 

trations. The method for predicting plant biomass is based on the 

supply (loading), the concentration of phosphorus in the lake, an4 

plant biomass that is predicted base4 on the phosphorus concentrat 

enrichment. 

nutrient concen- 

rate of phosphorus 

tne amount of 

on. The plant 

biomass is exemplified by the phytoplankton (algae) concentration but macrophytes 

(aquatic weeds) are also of concern. The plant bianass an4 related variables define 

the scalar relationships of eutrophication. 

5.4.3 Predicting Algal Concentrations 

Predicting algal blooms or prcduninanct of macrophytes using a mechanistic 

approach can be a very canplex problem, and mDst methods art not suIted to a simple 

hand calculation technique. However, relationships regarding algal productivity 

have been derived that ptnnlt an evaluation of the eutrophic state of an impoundment. 

Because the methods penit algal biomass to be estimated with relatively little, 

easily obtained data, and because algae art very important in assessing inpoundrnent 

water quality, these techniques are useful here. The methods presented below art 

based upon the fact that in most casts (perhaps 60 percent) phosphorus is the bicanass 

limiting nutrient (EPA, 1975). he such approach has been developed by Vollenweider 

(Vollenueidtr, 1976; Volltnweider and Kertkts, 1981; Lorenzen, 1976). It may be 

used to predict the dtgrtt of impoundment eutrophication as a function of phosphorus 

loading. 

5.4.3.1 Nutrient Limitation 

Before considering application of any of the methods to assess eutrophication, 

it is important to txaint the nitrogen to phosphorus ratio, This Indicates whether 

any of the methods presented below is likely to give realistic results. Gent+ 

ally, an average algal cell has an elemental composition for the macronutrients of 

‘106 N16 ‘1’ With 16 atoms of nitrogen for each ata of phosphorus, the average 

composition by weight is 6.3 percent nitrogen and 0.87 percent phosphorus or an N/P 

ratio of 7.2/l. Although all nutrient rtqui mnents must bt net, the relative rate 

of supply is significant and must be dettnnined to know which is limitdng. For N/P 
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ratios greater than 7.2, phosphorus mruld be less rvailablt for growth ("limiting") 

an4 when less than 7.2, nitrogen would be limiting. In paractice, values of less 

than 5 are considend nitrogen llaiting, greater than 10 art phosphorus limiting, an4 

between 5 and 10, both are limiting. 

In canny cases of eutrophic lakes, nitrogen is not limiting because of the 

process of nitrogen fixation. Sam blue-green algae, a particularly noxious type of 

algae, have enzymatic processes for the biochaical conversion of dissolved elemental 

nitrogen into reduced nitrogen (amine groups) suitable for growth and metabolism. 

Special cells called hettrocysts perform this process an4 only appear when nitrogen 

is limiting. It can be argued that In general nitrogen is not limiting (Schindltr, 

1977) and a "worst cast" analysis can be made for a scrttning approach using phos- 

phorus. This is the basis for the eutrophication screening method. However, it 

should be remembered that the chlorophyll produced is afftcttd by the N/P ratio as 

art the algal species (Smith, 1979). 

5.4.3.2 Nutrient Availability 

Availability of nutrients is also imortant. Particulate nitrogen and phosphorus 

in the inflowing tributaries generally settle and can therefore be considtrcd unavail- 

able. Few estimates of bioavailablt nutrients have been made. The estimates have 

been made primarily for phOSptWNS using algal assay techniques. COUtn an4 Let 

(1976) indicated that 30 percent or less of urban runoff phosphors was available to 

algae whilfi Dorich et al. (1980) found a value of 20 to 30 percent for sediment bound -- 
phosphorus (as would occur in rural runoff). It appears that a fraction of 0.3 would 

provide a conservative tstinUtt of bioavailablt phosphorus in the absence of actual 

measurements. 

5.4.4 Mass Balance of Phosphorus 

A material entering a lake or impoundmnt will partition between the aqueous an4 

solid phases. The solid phase can settle and beccme bottom sediment or outflow can 

ranove susptndtd and aqueous phase material. A diagramnatic presentation of the 

concept of inflow, partitioning and settling, and outflow is shown in Figure V-23. 

The concentration of the material can be calculated very sinply after making several 

assumptions: the lake is carpltttly mixed, the lake is at steady state an4 inflowing 

water equals outflaw, and the annual average rates art constant. Although these 

assumptions art not met entirely for phosphorus, they are satisfitd wtll enough to 

meet requirements for a scrttning analysis of eutrophication. Based on its histor- 
ical development the eutrophication screening mtthod is tern4 tht ‘Volltnmi4er 

Relationship'. 

As shown in Figure V-23, any of three different forra of the steady state 

tquation can bt used to predict phosphorus concentrations in lakes. Each form wy be 
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./A= AREA 

01 = 
XI - 

INFLOW 

CONCENTRATION r 
OF POLLUTANT 

F . . 

UATER 

OuTFLOw - 0 

IMENTS 

/ 
v = VOLUME 

X - CONCENTRATION IN LAKE 

For Example - Phosphorus, P = X 

LOADING 

Lp *QI l PI / A, mg/m' year 

MASS BALANCE 

Assumptions: completely mixed. steady state, Q a 01, annual average 
rates art constant 

Definitions: ?lean depth, 'z = V/A; hydraulic flushing or dilution 
rate, 0 = Q/V; hydraulic loading, q = Q/A; M = 
QI l PI; K = net rate of solid phas& removal and 
release (proportional to P), typically negative when 
averaged over the annual cycle. 

Solving for P, 

P9.W (Mass Balance Form) (1) 

(Mass Inflow Form) (2) 

(Loading Form) (3) 

FIGURE V-23 FORMULATIONS FOR EVALUATING MANAGEMENT OPTIONS 

FOR POLLUTANTS IN FAKES AND RESERVOIRS 
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more or less suitable for a specific data set. The important variables are the 

hydraulic flushing or dilution rate (WV, inverse of residence time), lake volume to 

area ratio (V/A, equals mean depth), phosphorus in the influtnt (PI), and the net 

rate of removal (K). 

The variables Q, V, A aust be dettnnined from other data. The influtnt phosphorus 

can be based on measuranents or estimated fran CalCUlatiOnS perfOnrte4 as in Chapter 3 

and including any municipal an4 industrial effluents. Generally, effluents art 

considered totally available for growth. Nanpoint sources should be assessed as 100 

percent available and as 30 percent available to provide limits for screening purposes. 

Estimation of the net rate of removal (K) is not as clear. Volltnweidtr (1976) 

and Larsen and krcitr (1976) in4tptn4tntly estimated the net rate of removal as 

a function of dilution rate: 

This is the most accepted approach for screening. Jones 6 Bachmann (1976) estimated 

that K = 0.65 by least squares fitting of data for 143 lakes. 

Equivalently, Volltnweidtr and Ktrtkts (1981) provide a dtrivation of the mass 

balance equation (Equation 1, Figure V-23) in ttnns of phosphorus rtsldtnct time an4 

based on regression analysis: 

P- 1 

l+& 
(PI) = p1 

1 + &I 

Regression of predicted phosphorus and actual phosphoNs for 87 lakes showed 

reasonable correlation (r - 0.93) but indicate4 that there was a predicted s 

underestimate at low concentrations (~8 +g/l) an4 a Slight ovtrtstimatt at h 

concentrations (~20 rg/l) (Vollenweider and Ktrtkts, 1981). 

Also the value of K can be estimated from the ratio (R) of the rrPasurtd 

phOSphONS retained (in minus out) and the IWSS inflow: 

R I QI.PI - 0-P I PI-p 

01 l PI PI 

K l a& tR) 

P-7 

a 

light 

ightr 

mass 

To assess the placement of a specific lake relative to a set of lakes. phosphorus 

loading (Lp) is graphed as a function of hydraulic loading (qs) (Figure V-24). 

The data for 49 measurements of U.S. lakes art shown. (Some lakes occur m,rt than 

once because of multi-year studies.) 

More recently, Volltnweidtr and Kerekes (1981) have prtstntcd the OECD Eutrophi- 

cation Program results showing that lakes can be classified into discrete groups 

according to their eutrophication characteristics (Table V-g). However, as they 

note, there is overlap between the different categories showing that these charac- 

teristics art not coclglttt descriptors of trophic state but art relative indicators. 
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TABLE v-9 

PREL IWARY CLASSIFICATIOH OF TROPHIC STATE BASED ON IItVESTIGATOR OPINION 
(A&WED FRW VOCLENWEIMR ARD KEREMS, 198l) 

Varlablc+ 

Total Phorphorur 
Yan 
rmgc b) 

Total Nitrogen 
mean 
raw (4 

Chlorophyll 1 
mean 
raw 04 

Peak Chlorophyll 1 
mean 
range (n1 

Sccchi Depth, m 
wan 
range (nl 

011gotrophic l4esotrophic Eutrophic 

3% (21) llTgS(19) 16%0(n) 

660 750 1900 
310-1600( 11) 36001400(8) 390-6100(37) 

4.7 
0X*5(*2) 3-ll( 16) 2.7%(70) 

1.:::1(16) zo, 12) lO%O( 46) 

5.&(131 0X0(70! 

l(or q/m3) except Secchl depth; means are getmetrlc annual means 
l x9,,). except peak chlorophyll &. 

._-----.-----a-_-.-- EXAfjPLE v-10 ---I-_-.-_-_---_------- 

l I 

i Big Reservoir and i 
i The Vollenweider Relationship i 
i i 
t To use the Vollenweider relationship for phosphors loading, data on long- I 

i term phosphorus loading rates must be available. It is also important that the i 
' rates represent average loading conditions over time because transient phosphorus i 

loading pulses will g 

. and has the following 

Ava 

Length 

Width 

kpth (Z) 
Inflow (Q) 

ve misleading results. Big Reservoir is a squarish reservoir ' 
I 

characttristics: 
i 

Bfg Reservoir i 
lable Oata (all values are means): i 

2.0 ml l 3.22 ka i 
5. ml - .805 km i 200 ft - 20 m 

50 cfs - 1.42 CRI 
i 
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I Total phosphorus concentration in Water COlmn 0.482 ppn 1 

i Total nitrogen concentration in water column 2.2 Ppn I 

i Total phosphorus concentration in the inflow 1.0 Ppn i 

i In order to apply the plot In Figure V-24, the first step is to make as i 
i certain as possible that algal growth is phosphorus limited. In this case, 

the might to weight N:P ratio is 2.2/.48 - 4.6. Presumably, algal groutn 
i 

i , in Big Reservoir is not phosphorus limited, and the Vollenueider relationship for i 
1 phosphorus is not a good one to use. In this case a rigorous model should be i 
i used. If nitrogen fixation is observed to occur (heterocystous blue-green algae), i 

i an estimate of the potential problem can be obtained by assuming phosphorus to be i 
i 

limiting: i 
i V - length l depth l width 

I = 322011 1 80511 l 2011 = 51.8 million m3 
I 

i D = 
1.42 m3 

set 51.8hn5 

. 86400 set , 365 day I 0.865 
day yr yr 

i 
T - 1.16 years 

I KU = Ya - 0.93/yr 

p I DqL 0.482 mg/l 

i LP = Q l PI/A - 17.3 g/m2 yr 

i 9, 
= Q/A = 'zlf~ - 20/1.16 = 17.2 mlyr 

I 
I 
I 

I I 

I 
I 

Plotting Lp and q, on Figure V-24 shows that the reservoir could be extremely 
I eutrophic. I 
i i 
c----------------- END DF EXAMPLE V-10 ------.-.---.---.-.--~ 

I ------.- ---------- EXAMPLE V-11 -‘-'---'---'-'-'-'-‘---, 

i Bigger Reservoir and 

i The Vollenweider Relationship 

i 
The physical characteristics of Bigger Reservoir are: 

I 

i 
Bigger Reservoir 

i 

Available Data (all values are mans): 

Length 20 mi = 32.2 km 

i Yidth 10 mi = 16.1 km 

i Depth (r) 200 ft l 61 m 

i Inflow (Q) 500 cfs 

I 
Total phosphorus concentration in inflo* 0.8 Ppn 

i 
Total nitrogen concentration in inflow 10.6 ppm 

i 

As in the preceding example, first determine whether phosphorus is likely to 

be growth limiting. Since data are available only for influent water, and since 

i 

i 

i 
i 
i 
i 
i 

i 
i 
i 
i 
i 
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no additional data are available on iapoundrrrnt water quality, N:P for influent 

water will be used. 

N:P * lD.6/O.B - 13.25 

Thus algal' growth in Bigger Reservoir is probably phosphorus limited. 

Cocq,ute the approximate surface area , volune and the hydraulic residence time. 

Volwe (V) = 20 ml x 10 II x 200 ft x s28& 

1 . 12 x 1012ft3 = 3 . 16 x lO”n~~ 

Hydraulic residence time (7,) - V/Q = 

1 . 12 x 1012ft3/5W ft3seco1 * 2.24 x 1O’sec l 71 yr 

Surface area (A) = 20 q i x 10 ml x 52802 = 

5 . 57 x 1ogft2 * 5 . 18 x 108m2 

Next, canpute q, 

qs = TITw 

9, 
= 61 m/71 yr = 0.86 m yr 

-1 

Coewte annual Inflow, Qy 

QY 
= Q x 3.15 x lo7 set yr" 

Qy = 1.58 x lOloft yr-l 

Phosphorus concentration in the inflow Is 0.8 ppm or 0.8 mg/l. Loading (Lp) 

in grams per square meter per year is computed from the phOSphONS COnCentratiOn, 

in mg/l: 

Lp 1 28.:lf x 1 

ft 

1 g x O.:mp x 

looomg 5.18x108m 
2 x 1.58 x lOlo d 

yr 

Lp n 0.70 gm-'yr -1 

how, referring to the plot in Figure V-24, we would expect that Bigger Reservoir 

is eutrophic, Possibly 4th severe 5-r algal bloaM. 

I 
I 

I 
I 

I 
I 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i I ----------.----.-------ENDQEXAnpLEV-ll--------------------------' 

r --------.-.-.------EXA~LE V-12 ---‘-‘-.-‘-‘-‘-‘---‘-‘7 

i I 
I The Vollenmider Relationship i 
i Using tinthly Inflow Quality Data i 
i 
i 

Is Frog Lake eutrwhic? Frog Lake's physical characteristics are as shown 
i 

below: i 
i i 
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I 

i 
i 
i 
i 

i 

i 

i 
i 

i 
i 

i 
i 
i 
i 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 

i 

i 

i 
i 
i 
i 

i 

i 

i 
i 

Month 

October 

November 

December 

January 

February 

March 

Apri 1 

hY 
June 

July 

August 

September 

Frog Lake 

Available Data: 

Mean length 2 mi 

ban wfdth l/2 mi 

&an depth 25 ft 

Available Inflow Water Quality Data: 

Q (monthly mean, cfs) Total P (mg/ll Inorganic N (mg/ll 

1972 1974 1972 1974 1972 1974 

so 65 - 0.1 0.08 7.2 6.0 

80 90 0.02 0.02 6.3 2.4 

40 40 0.03 0.04 3.1 1.5 

60 58 0.01 0.02 2.0 1.9 

80 80 0.01 0.01 2.3 0.50 

75 76 0.04 0.05 0.55 0.52 

40 70 0.03 0.08 1.20 1.35 
s 25 w 0.11 - 2.01 

38 20 0.09 0.04 3.50 1.29 

38 25 0.06 0.05 2.80 1.00 

First, estimate the mean annual flow and the hydraulic residence time. To compute 

mean annual flow, 

Q-d “i 
iB1 jfl Qi 4 1’ iI “1 

where 

Qi j - the individual flow measurements 
. 

Y - the number of years of data 

n. 

Q’ 

- the number of observations per year 
- 1050/19 - 55.3 cfs - 1.75 x 10gft3/yr 

Now estimate the volume, surface area, hydraulic residence time, and q, 

v * 2 ml x l/2 ml x 25 ft x w - 6.97 x 108ft3 * 

1 98 x 107m3 . 
2 

A - 2 ml x 1/Z mi x l+JLL * 2.79 x 107ft2 * 2.59 x 106m2 

I 

I 
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T 
W 

I V/Q I 6.97 x lD8ft3/55.3 cfs * 1.26 x lo7 set - 0.4 yr 

qS * 7hw 

9, 
B 25 ft. om~~8 m/D.4 yr = 19.05 mlyr 

I 

I 
I 

I Mext, calculate the weighted mean inflow phosphorus and nitrogen concentrations I 

i V and ?I as follows: i 
i i 
i V (or T) - ( i 

“I Y “I 

i 
T: Q1.j X Cl ,jI/( Z 

i 
I=1 j=l 

' Qi,j) 
i-l j-l i 

i F * 43.86/1050 l 0.042 mg/l i 
i ?I * 2671.902/1050 * 2.54 mg/l i 
i The N:P ratio in the inflows is 60. 

L it iS probably phosphors. 

Therefore if one of the two is growth 1tmiting.i 

Compute the phosphorus loading, Lp. 
I 
I 

1 
2.59xlCFm’ 

x 1 .75x109d 

yr 

I 
I 

I Lp- 0.80 g/m2 yr I 
i Now, referring to the plot in Figure V-24 with Lp * 0.80 g/m2 yr and q, - 19 m&r, i 
I the impoundment Is well into the mesotrophic region. i 

.--------*---.---v- END w EXAMPLE V-12 -----.---.-----------: 

5.4.5 Predicting Algal Productivity, 5ecchi Depth, and Biomass 

The prediction of eutrophication effects is based primarily on prediction of 

chlorophyll 5 concentrations from phosphoNs concentrations rather than on general 

impoundment trophic status. The method has been advanced by several researchers 

including Sakamoto (1966), Lund (1971), Dillon (1974). and Dillon and Rigler (1975). 

Originally, the method related mean summer chlorophyll d concentrations to spring 

mean total phosphorus. As shown in Figure V-25, the relationship is highly correlated, 

and a regression of the log of sumner mean chlorophyll 2 on the log of spring mean 

phosphorus is linear (units are kg/l). Using a least squares method gives the equation 

of the line as (Lorenzen, 1978): 

log (chl ~1 * 1.5 log (PI-l.1 

or 

chl a * 0.08(P)1'5 for Pz25D m9/m3 n 0.25 ppn 

More recently (Vollenueider and Kerekes, 1981), additional data have been 

compiled and equations have been derived for predicting annual average chlorophyll 2 

from annual average total phosphorus (r - 0.88. n=78): 

chl a - 0,27(P) 0.99 (V-15) 
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l Joponase Lakes 
0Other L&es 

FIGURE V-25 RELATIONSHIP BETWEEN SUMMER CHLOROPHYLL AND 
SPRING PHOSPHORUS (FROM LORENZEN, (INPUBLISHED) 

Perhaps more important fran a water quality point of view, peak chlorophyll & 

can be computed fran annual average total phosphorus (r = 0.89, n=Sl): 

peak chl d - 0.58(P) 1.07 (V-16) 

The peak is approximately 2-3 times as much as the average chlorophyll b. If the 

relationships are computed from phosphorus loading equations, the equations change: 

chl d = 0.37(F'L)o*7g 

and 

peak chl d = 0.74(P,)oo8 

One of the major diagnostic tools in analysis of eutrophication is measurement 

of water transparency. Algal blooms decrease light penetration by light absorption 

and scattering that can be approximated by the Beer-tambert law. 

A simple method of estimating light penetration in the vertical direction is 

with a Secchi disk, where the disappearance depth is defined as the Secchi depth (SD) 

(Hutchinson, 1957): 
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ln( ISD/Io) = -k l SD 

where 

IO 
= Initial light intensity, light units 

ISO 
= intensity at kcchl depth, light unlts 

SD = Secchi depth, m 

k = extinction coefficient, l/w 

Algal blooms reduce transparency. Algal bloorrs arc marwed using the average 

summertime (July-August) chlorophyll 5 concentration (CA, rg/l) in the mixed layer 

epilimnion) since non-plant materials do not contain chlorophyll. Lorenren (1973, 

1980) showed that the extinction coefficlcnt (k) could be considered in two parts; 

that is, light attenuation would be the result of absorption and scattering by algal 

cells and by the water and non-algal materials in the water Column: 

k =a+b*CA 

Hutchinson ('1957) and others have shown that tht kcchi depth occurs over a relatively 

narrow range of light intensity ratios (I/IO). If It Is assrrmd that this ratlo 

is a constant (ln( I/I,) = R), we can substitute (A - a/R; B = b/R), and solve for 

Secchi depth as a function of chlorophyll 5: 

l/SD = A + B l CA 

In the quation, A represents non-algal attenuation while B*CA represents 

attenuation by chlorophyll 1. Larsen and cblueg (1981) used data from several lakes 

to compute this relationship. Similarly, data fran 226 lakes uere used to obtain the 

following equation: 

l/SD = 0.02 CA + 0.6 

However, I3 is considered 

with the background ligh 

matter (Lorenzen, 1980). 

the relationship will be 

Figure V-26 shows a 

carbon incorporated in a 

a constant (5 n 0.02, Wzgard et al., 1980). uhlle A will vary 

attenuation in the water due to dl ssolved and particulate 

It should be noted that as the particulate matter Increases, 

less likely to hold. 

plot of maximal primary production in terns of milligrams 

gac per square meter per day as a function of phosphate 

phosphorus levels. As was the case with predicting chlorophyll 2 concentrations, the 

relationship appears to be reasonably robust and therefore useful. 

Because dried algae contain very roughly 3 percent chlorophyll 2 (3.A. Elder, 

pers, comm., 1977). dry algal biomass may be estimated fran chlorophyll i concentra- 

tion by multiplying by thirty-three. Similarly, carbon productivity, as in the plot 

in Figure V-26, may be converted to total algal bianass. Since approximate analysis 

of dried algae has been detenined as (Stuwn and Morgan, 1970): 
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0 
h 

0.05 o.io 
Pods (as P, mg/l) 

FIGURE V-26 MAXIMAL PRIMARY PRODUCTIVITY AS A 
CONCENTRATION (AFTER CHIAUDANI, EL 

FUNCTION OF PHOSPHATE 

&a, 1974) 

the gravimetric factor is s-2.8. Thus, maximal carbon productivity may 

be multiplied by 2.8 to give a rough estimate of maximal algal biomass productivity. 

The user should bear in mind that applying this technique can only lead to rough 

estimates. If it is desirti to predict biomass or productivity with accuracy, more 

sophisticated approaches may be necessary. 

._---.---.----- ----- EXAMPLE V-13 -.---_-_-_-_----------~ 

i i 
i Phosphorus and Sumner Chlorophyll a i 
i i 
i Lake Sara mean annual total phosphorus concentration, P - .03 mg/l = 30 mg/m 3. 

i 
i chl a _ = 0.27(P)"'gg i 
i chl a = 7.8 mg/m3 

i algal dry bianass Z 7.8 x 33 = 258 mg/m3 
i 

Peak chlorophyll a would be 22 mg/m3. If calculated fra loading rates, the i 
I i 
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I numbers would differ. Secchi depth would be approximately 1.3 meters assuning I 

i that the average background light extinction was 0.6. i 
i i LI-.--------- ____. END OF Eu)lfPLE V-13 -------------I------- 

In the absence of measured data, the in-lake concentration (P) can be caputed 

based on the various point and nonpoint loadings (n): 

Lp - : 
i-l 

QiPIl 

PI 
P = - 

( > 
I +x6 

Then chlorophyll 2 can be estimated as shown in the previous paragraphs. 

5.4.6 Restoration Measures 

Control of eutrophication in lakes can be evaluated by a variety of approaches 

(Table V-10). Some methods are directed at external sources (PI) and others at 

recycling fra in-lake sources (K). Changes in volume (V) and inflow (Q) obviously 

will affect predicted results. For example, on a long term basis dredging will 

decrease the return of phosphors for the sediments (i.e. increase K) and increase 

the volume (and therefore decrease the dilution rate, 0). If the input concentration 

(PI) is the critical variable, then source controls should be investigated. If 

internal sources are involved, thqn in-lake controls should be evaluated. In many 

lakes, bot h source and in-lake controls will be needed. 

Prob em treatment is directed at the productivity directly. These controls are 

often the only alternative for many lake situations. These methods are evaluated 

only in a qualitative way. Indexes for evaluating lake restoration have been devel- 

oped (Car son, 1977; Parcel la et al., 1980). These are useful for prioritizing lake 

restoration projects and for evaluating progress. 

5.4.7 Yater Column Phosphorus Concentrations 

The relationships described in 5.4.5 for predicting algal biunass are predicated 

on phosphorus levels within the impoundncnt. A more precise mechanism for estimating 

phosphorus lake concentrations based on interactions between bottom StdimtntS and 

overlying water has been developed. 

Lorenzen, et al --• (1976) developed a phosphorus budget model (Figure V-27) which 

may be used to estimate water column and sediment bound phosphors in a fully mixed 

system. A mass balance on both sediment and water column phosphonrs concentrations 
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TABLE v-10 

CLASSIFICATION OF LAKE RESTORATION TECHNIQUES 

I. Source Controls 

A. Treatment of inflows 

8. Oiversion of inflows 

C. Watershed management (land uses, practices, nonpoint Source 
control, regulatfons and/or treatments). 

0. Lake riparian regulation or modification 

E. Product modification or regulation 

II. In-Lake Controls 

A. Oredging 

8. Volume changes other than by dredging or compaction of 

sediments 

C. Nutrient inactivation 

0. Dilution/Flushing 

E. Flow adjustment 

F. Sediment exposure and dessication 

G. Lake bottom sealing 

H. In-lake sediment leaching 

I. Shoreline modification 

J. Riparian treatment of lake water 

K. Selective discharge 

III. Problem Treatment (directed at biological consequences of lake 

condition) 

A. Physical techniques (harvesting, water level fluctutations, 

habitat manipulations) 

B. Chemical (algicides, herbicides, pesticides) 

C. Biological (predator-prey manipulations, pathological 

reactions). 

D. Mixing (aeration, mechanical pumps, lake bottom modification) 

E. Aeration (add 00; e.g. hypolimnetic aeration) 
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FIGURE V-27 CONCEPTUALIZATION OF PHOSPHORUS BUDGET 
M~DELINC (LORENZEN ET AL,, 1976) 

yields the coupled differential equatlons: 

!L Q K2ACs KIAC, C,,Q (V-17) 

et’ +-v- -v--r 

dCs KIAC” K2ACs K1K3AC” (V-18) 

ar=y,-y,-~ 

c - 
c* - 
HS = 
v - 
vs - 
A - 

Q = 

K1 - 

K2 - 

5 = 

average annual total phosphorus concentration in water column (g/m3) 

total exchangeable phosphorus concentration In the sediments (g/m3) 

total annual phosphorus loading (g/yr) 

lake volume (m3) 

sediment volume (n3) 
lake surface area (m') - sediment area (r') 

annual outflow (m3/yr) 

specific rate of phosphorus transfer to the std4rnts (n/yr) 

specific rate of phosphorus transfer from the sediments (m/yr) 

fraction of total phosphonrs Input to sediment that is unavailable 

for the exchange process 
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When the differential quatiom relating water column phosphorus to the 

various controlllng phtnomna art solved analytlcally, the following 

equation results for steady-state water column phosphorus concentration: 

C w- 
C,, 

1 + KIKf 
Q 

or 

(V-19) 

(V-20) 

where 

cw - steady-state water column phosphorus concentration In ppm 

C. In n steady-state influent phosphorus concentration in ppm 

The steady-state sediment phosphonrs concentration is thm given by: 

C,,K+l - K3) (V-21) 

cs - K2(1 + WIK$/Q)) 

It is Important to observe that these relationships are valid only for steady- 

state conditions. Yhere phosphorus loading is changing with ttw, where sediment 

deposition or physical characteristics are changing, or where there art long-term 

changes in physical conditions, the steady-state solutions are not applicable. 

Lorenzen applied the model to Lake Yashington data and obtain4 very good 

results. With their data set, the mst satisfactory coefficients had the following 

values: 

Kl 
= 43 mlyr 

K2 * 0.0014 m/yr 

K3 * 0.5 

It should be recognized, harever. that this model is relatively untested and that 

coefficient values for other impoundrrrnts will vary fran those cited here. 

r 
-------a- --------- EXAMPLE V-14 _-_-I-----_------------ 1 

i i 
i A Coclprehtnsive Example i 
i 

Impoundment Uater Colum Phosphorus i 
i 
i 

What will be the steady-state concmtration of phosphors in the water i 
colum of Lake Jones following diversion of flow? How will this affect algal i 
abundance? 
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I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
I 
i 
i 
I 
i 
i 
i 
i 
i 
i 
i 
i 
i 

Lake Jones: 

ha, A. 

Volua, v. 

20 llllts2 = 5.6 x lOaft -5.2 x 107m2 

3 . 08 x lOlIft n 8 . 73 x 10gm3 

Available Data (prior to diversion): 

Inflows: 

&an Annual 

Flow, cfs Mean P, mg/l 

1. Jams River 75 .15 

2. Jennies River 22 .07 

3. Johns Creek 5 .21 

4. Direct stormwater influx (narinal, my be disregarded) 

The divtrslon, crhich is for irrigation purposes, has dtcrtartd the wan 

annual inflaw from Jennies River to 1 cfs tith an average annual phosphorus 

concentration of 0.01 mg/l. Additionally, there is a reduction of flow in Jants 

River to 55 cfs. but the mean P conctntratlon stays the sm. 

To apply the Volltmweider rtlatlonship, first to the predivtrsion status of 

Lake Jones, canputt qs: 

i 
9s - i;: 

8 73~109,~ I* * - =168m 
5.2xlO7d 

Based upon the conceptualization (see Figure V-27). it is reasonable that the 

coefficients interact. For example, KI, the rate of phosphorus uptake by the 

sediment must be related to the rate of phosphorus release by the sediment. The 

node1 requires however, that the product KIKJ be constant. The value used by 

Lorenztn, et al --• was 21.6. As they point out, the coefficients mrst satisfy 

certain conditions, specifically those established by the derived equations. The 

equations are: 

c= n 
w Q + K1K3A 

(V-22) 

and % 
T= 

KZ 
(V-23) 

Kl(1-K3) 

Fran (V-22) 
WC" 

KIK3 = CA (V-24) 

w 

I 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 

i 

i 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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I 

i 
i 
i 
i 
i 
i 

i 

i 
i 
i 
i 

i 

i 

i 

i 

i 
i 

i 
i 
i 
i 
i 

i 
i 
i 
i 

i 

i 

i 

i 
i 

i 
i 

Computation of K1, therefore, requires a value for Kg. This coefficient, 

(K3) unfortunately, is usually unavailable. It represents the fraction of 

phosphorus entering the sediment which is not returned to the water column. 

Processes contributing to this phenomenon art burial caused by steady-state 

sediment accumulation, and steady-state chemical precipitation of phosphorus, 

such as wtth iron to form Fe3(P04)* 8H2O (vivianite). Lortnztn's value for 

Lake Uashington was 50 percent. Recause the fraction is likely to vary signifi- 

cantly from system to system and because the coefficient is difficult to evaluate, 

the planner is advised to use 30 percent as the lower limit, 50 percent as a 

probable value, and 70 percent as an upper limit for estimating sediment 

phosphorus content. The water column concentration is independent of changes in 

K3 because the product of Kl and K3 is a constant. 

Using Equation (V-24), K3 uniquely defines Kl. Then, from Equation 

(V-23): 

K2 = 

CwKI('-K3) 

cS 

K2 is therefore also defined by fixing K3, providing C, and C, are known. 

M= l ?5ft3 ~XqA + 
> ( 

22f& 
see 

x -07 mg 
L ) ( 

5ft3 21 mo 
+ Secx-r 11 

x 28.311 3.16xlO'sec 

ft "ld& *--yr 

o I (75+22+5)ft3 x 3.16x107stc - 3.22x10gft3 - 9.13xlo7m3 
set Yr Y' Yr 

T,, * 8.73x10g~/9.13x1dm3yr-1 - 95.6 yr 

% = 16W95.6 = 1.76 m yr -1 

Compute phosphorus loading: 

LP = + 

LP = 
1.24x107 g yr'l 

= 0 24 gm-5r-1 
5.2x107m2 - 

1 

i 

i 
i 

i 

I 

i 

i 
i 

i 

i 

i 

i 
i 
i 

i 

i 
i 
i 
i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 
i 

i 

i 

i 

I I 
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I Referring to Figure V-24 with qs = 1.76 and Lp l 0.24, one can see that this 

i lake may have eutrophication problems under pre-diversion conditions. 

i After the diversion, 
I 

I 
i Tw * 

I , Assuming the 

qs = 

8 73 x 10gm3 . 

6.98 x 107m3/yr 
I 

lake depth is not 

168/125 - 1.34 % 

i For the new conditions, 

i 
M = 8.33 x lo6 gP yr -1 

I 
I 
I 
I 
I 
I 

I 

I 
I 

I 

I 

125 yt 

materially changed over the short term, 

LP = 
8.33 x 106 g yr-1 

5.2 x 10’~~ 
= .16 gP/n'yr 

Now, according to the Volltnuelder plot (Figure V-24). thfs is in the region 

between "dangerous' and 'permissible - the mesotrophic region. under the 

new circunstances, algal blooms are less likely than before the flow diversions 

were established, but blooms are by no means to be ruled out. 

Turning now to an estimate of algal biomass under pre-dIversion.condltions, vc 

nust calculate the inlake concentration (P). 

First, O= lrw = l/125 l 0.008; K l fl - 0.09 

Since our data are already in the loading fern: 

PL 1 P= - 
7 o*ll 
0.24 1 I 
168 0.008+0.09 

= 15 mg/m3 

Based on annual average chlorophyll 2, 

chl a - 0.37(P)o='9 

chl d l 3.1 mg/m3 

lhdtr post-drvtrsfon conditions, 

P = 0.16 1 
iz 0.008+0.09 

. 10 mg/n3 

chl i = 2.3 ng/m3 

Mote that these low levels of chlorophyll 5 almost certainly mean that the 

lake is oligotrophfc to mesotrophic. and that the Vollenmider #thod suggests 

uorse conditions than may actually exist in this case (Table V-9). 

Consequently, one might choose to use the Lorenzen model to evaluate K1 

and K3 and determine whether the impoundment is at steady state with respect 

to phosphorus levels in the water column and sediment. berally, this is 

the case where K1K3 lies in the range of 20 to 40. If KlK3 is outside of 

I 

i 

i 

i 

i 

i 

i 
i 
i 
i 
i 

i 

i 

i 

i 

i 
i 
i 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

i 

i 

i 
i 
i 
i I 
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1 this range, field data should be obtained for current water colunn phosphorus. 

Sediment volune, Vs Irrelevant for steady-state solution 

Phosphorus (water colunn) 

K3 l 0.5 

MC, 
Kl=~w 

C ” l 0.15 q/l l .OlS 9/m3 

.15 mg/l 

Kl - 1.24xlO’gP 9.13x1dm3 _ x ,015 

yr v W II 

.5 x -q x 5.2 x 1dlpZ 
In 

> - 28.3 5 

I 

i 

i 

i 
i 
i 

i 

i 

i 

i 
i 

i 

i 
i 
i 

i 

i 

i 

I This result, therefore, gives reason to suspect non steady-state conditions I for water column phosphorus. If more definitive answers are needed, additional 

i field data should be collected. 

i 
L--.,.,.-.-.-.--- E)(DOF EwLE V-14-m.-.-.-.-.-.-.-.-----' 

5.5 IMPOUNDMENT DISSOLVED OXYGEN 

Organic substances introduced into an impoundment with inflowing water, falling 

onto its surface, or generated in the water column itself through photosynthesis, may 

be oxidized by indigenous biota. The process consumes oxygen which may. in turn, be 

replenished through surface reaeration, photosynthetic activity, or dissolved oxygen 

in inflowing water. The dynamic balance between DO consumption and replenishment 

determines the net DO concentration at any point in time and at any location within 

the water column. 

These processes result in characteristic dissolved oxygen (DO) concentrations in 

the water columns of stratified lakes and reservoirs (Figure V-28). During strati- 

fication, typically during sunmer months, the DO is highest on the surface due to 

photosynthesis and reaeration. It decreases through the thennocline and then, in the 

hypolimnion. the DO decreases to zero in those lakes that have high organic matter 

concentrations. 

During spring, after turnover, when lakes are not stratified, the DO is essen- 

tially uniform. Homver, in highly organic lakes benthic processes can already begin 

to deplete oxygen from lower depths. as shown in Figure V-28. 
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1 17, 1973 

5 

Dissolved Oxygen, q/l 

FIGURE V-28 TYPICAL PATTERNS OF DISSOLVED OXYGEN (DO) IN 
HYRUM RESERVOIR (DRURY, u &,, 1975) 

Essentially, the patterns result from processes that are restricted due to 

incomplete mixing. The overall effects of such patterns as shown tn Figure V-28, are 

to restrict fishery habitat dnd create water quality problems for downstream users, 

especially for deep water discharge. 

8OD exertion Is not the only sink for DO. Some important sources and sinks of 

impoundment dissolved oxygen are listed below: 

Sources 

Photosynthesis 

Atmospheric reaeration 

Inflowing water 

Rai nuater 

Sinks 

Water Column 800 

Benthic 8OD 

Chemical oxidation 

Deoxygenation at surface 

Plant and animal respiration 

Many of the processes listed above have a complex nature. For exMF)le, the 

atmospheric reaeration rate is dependent in part upon the near-surface velocity 

gradient over depth. The gradient, in turn, is influenced by the magnitude, direc- 
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tion, and duration of wind, as well as the depth and geometry of the impoundment. 

Photosynthetic rates are affected by climatological conditions, types of cells 

photosynthesizing, temperature, and a number of biochemical and biological factors. 

Exertion of 8OD is dependent upon the kind of substrate, tccrperature, dissolved 

oxygen concentration, presence of toxicants, and dosing rate. 

Despite this degree of complexity, a number of excellent models of varying 

degrees of sophistication have been developed which include simulation of impoundment 

dissolved oxygen. 

5.5.1 Simulating Impoundment Dissolved Oxygen 

Because an unstratified impounbnent generally may be considered as a slow-moving 

stream reach, only stratified impoun&nents are of interest here. For estimating DO 

in unstratified impoundments, one should refer to the methods described in Chapter 4. 

To understand the phenomena affecting dissolved oxygen in a stratified impound- 

ment and to gain an appreciation of both the utility and limitations of the approach 

presented later, it is useful to briefly exam1 ne a typical dissolved oxygen model. 

Figure V-29 shows a geometric representation of a stratified impoundment. As indi- 

cated in the diagram, the model segments the intpoundnent into horizontal layers. 

Each horizontal layer is considered fully mixed at any point in time, and the model 

advects and diffuses mass vertically into and out of each layer. The constituents 

and interrelationships modeled are shown schematically in Figure V-30. 

The phenomena usually taken into account in an inpouncbnent DO model include: 

< Vertical advection 

l Vertical diffusion 

0 Correction for element volume change 

0 Surface replenistmtent (reatration) 

0 BOD exertion utilizing oxygen 

0 Oxidation of ammonia 

l Oxidation of nitrite 

0 Oxidation of detritus 

8 Zooplankton respiration 

a Algal growth (photosynthesis) and respiration 

m DO contribution from inflowing water 

a DO removal due to withdrawals. 

Many of the processes are complex and calculations in detalled models involve 

simultaneous solution of many cumbersome quatfons. Among the processes simulated 

are zooplankton-phytoplankton interactions, the nitrogen cycle, and advection- 
di ffuslon. Thus it is clear that a model which is coqrehens1ve and potentially 

capable of simulating DO in impoundments wl th good accuracy is not appropriate for 

hand calculations. A large amount of data (coefficients, concentrations) are needed 
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SlICt3 

FIGURE V-29 GEOMETRIC REPRESENTATION OF A STRATIFIED 

IMPOUNDMENT (FROM HEC, 1974) 

to apply such a model, and solution is most easily done by coqwtcr. Furthermore, 

some of the terms in the model equation of state do not improve prediction WI&f sane 
circumstances. This is true, for example, where there art no withdrawals or in an 

oligotrophic impoundment where chlorophyll & concentrations are very low. 

hand calculations must be based upon a greatly simplified model to be practical. 

Since SO(R DO-deteminlng phenomena are more ivortant than others, it is feasible to 

develop such a model if some assumptions are made about the impounW??nt itself. 

5.5.2 A Simplified Impoundment Dissolved Oxygen Model 

For purposes of developing a model for hand calculations, the following assump- 
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FIGURE V-30 QUALITY AND ECOLOGIC RELATIONSHIPS 
(FROM HEC, 1974) 

tions are made: 

l The only condition where DO levels may become dangerously low is 

in an impoundment hypolimnion and during warm weather. 

l Prior to stratification, the impoundment is mixed. After strata 

form, the epilimnion and hypolimnion are each fully mixed. 

l Dissolved oxygen in the hypolimnion is depleted essentially through BOO 

exertion. Significant BOO sources and sinks to the water column prior 

to stratification are algal mortality, BOO settling, and outflows. A 
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minor source is influent BOO. Following formation of strata, sources 

and sinks of BOO are BOO settling out onto the bottom, water column BOO 

at the time of stratification, and benthfc BOO. 

0 Photosynthesis is unimportant in the hypolimnion as a source of DO. 

0 Once stratification occurs (a thenaocline gradient of 1°C or greater per 

meter of depth) no mixing of thennoclina and hypolimnion waters occurs. 

0 BOO loading to the unstratified inpouncW?nt and to the hypolimnion 

art in steady-state for the computation period. 

5.5.2.1 Estimating a Steady-State BOO Load to the Impoundment 

Equation V-25 is an expression to describe the rate of change of BOO concentra- 

tion as a function of time: 

dC I 
dt 

k 
a - k,C - klC - q (V-25) 

where 

C = the concentration of BOO in the water column in mgl-I 

Ira = the mean rate of BOO loading from all sources in mgl-I day-I 

kS = the mean rate of BOO settling out onto the impoundment bottom in 

day-1 

kl = the mean rate of decay of water colunm BOO in day-1 

0 - mean export flow rate in liters day -I 

v = impoundment volume in liters. 

Inttgratin‘p Equation V-25 gives: 

Ct = 
Ika + kbCo)e(kbt) - ka 

kb 
where 

Ct l concentration of BOO at time t 

CO - initial concentration of BOO 

kb = -k, -kl - $ 

To estimate the steady-state loading of BOO. we set dcfdt l 0 and obtain: 

where 

ka 
c *-r 

Sf b 

ks = steady-state water column BOO. 

(V-26) 

(V-27) 

Thus Equation V-27 may be used to estimate a steady-state water column BOO conccntra- 

tion and Equation V-26 may be used to compute BOO as a function of time, initial 

concentration of BOO, and the various rates. 
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5.5.2.2 Rates of Carbonaceous aad Nftrogenous beds 

The rate of exertion of BOO and therefore the value Of kl 1s dependent 

upon a number of physical, chemfcal, and biologfcal factors. Among these are 

temperature, numbers and kinds of mfcroorganisms, dissolved oxygen concentration, 

and the kind of organic substance involved. Nearly all of the biochemical oxygen 

demand in impoundments is related to decaying plant and animal matter. All such 

material consists essentially of carbohydrates, fats, and proteins along with a vast 

number of minor constituents. Some of these are rapidly utilized by bacteria, for 

example, the simple sugars, while some, such as the celluloses, are metabolized 

slouly. 

Much of the decaying matter in impoundments Is carbonaceous. Carbohydrates 

(celluloses, sugars. starches) and fats are essentially devoid of nitrogen. Proteins, 

on the other hand, are high in nitrogen (weight of carbon/ weight of nitrogen F 6) 

and proteins therefore represent both carbonaceous and nitrogenous demands. 

The rate of exertion of carbonaceous and nitrogenous demands differ. Figure 

V-31, which shows the difference graphically and as a function of time and tempera- 

ture, may be considered to represent the systun response to a slug dose of mixed 

carbonaceous and nitrogenous demands. In each two-section curve, especially where 

concentrated carbonaceous wastes are present, the carbonaceous demand is exerted 

first, and this represents the first stage of deoxygenation. Then nftrffiers increase 

timately to nitrate. This in numbers and ammonia Is oxidized through nitrite and ul 

later phase Is called the second phase of deoxygenation. 

BOO decay (either nitrogenous or carbonaceous alone) 

order kinetics. That is, the rate of oxidation is direct 

amount of material remaining at time t: 

may be represented by first 

ly proportional to the 

dC 
dt = -kC (V-28) 

The rate constant, k, fs a function of temperature, bacterial types and numbers, 

composition and structure of the substrate, presence of nutrients and toxicants, and 

a number of Other factors. The value of the first stage constant kl was first 

determined by Phelps in 1909 for sewage filter samples. The value was 0.1 (Camp, 

1968). More recent data show that at 2O'C. the value can range from 0.01 for slowly 

metabolized industrfal waste organics to 0.3 for relatively fresh s-age (Camp, 

1968). 

The typical effect of temperature on organic reactions is to double reaction 

rates for each temperature rise of 15°C. The relationship for correcting kl for 

temperature is: 
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Period of Incubction,Ooys 

FIGURE V-31 RATE OF BOD EXERTION AT DIFFERENT TEMPERATURES 
SHOWING THE FIRST AND SECOND DEOXVGENATION 
STAGES 

kl,(T) = kl ,( 20°C) e(T-2o) (V-29) 

where 

T - the temperature of reaction 

8 . correction constant = 1.047. 

However, Thereault has used a value foreof 1.02, while Noore calculated values 

of 1.045 and 1.065 for two sewages and A.025 for river water (Cam, 1968). 

Streeter has determined the rate of the nitrification or second deoxygenation 

stage in polluted streams. At 2O*C, k1 for nitrificatlon is about 0.03 (Carry, 

1968). Hobre found the value to be .06 at 20°C and .035 at 10°C (Carp, 1968). For 

purposes of this analysis, BOO exertion will be characterlrtd as simple first order 

decay using a single rate constant. 

Benthic demand, which is important in later coaqutations, may vary over a 

wide range because in addition to the variabi 1 ity due to the chanical nature of 

the benthic matter, rates of oxidation are limited by upward diffusion rates of 

oridizable substances through pores in the btnthos. Since the nature of the sediment 

is highly variable, benthic oxygen demand rates vary more than values for kl In the 

water column. In a study using sludges through which oxygenated water ws passed, 

initial rates of demand ranged frm 1.02 g/u& day (see Table V-Xl) for a Sludge 
depth of 1.42 cm UP to 4.69 g/m2 day for a sludge depth of 10.2 cm (Camp, 1968). 
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TABLE V-11 

OXYGEN DEMAND OF BOTTOM OEPOSITS 
(AnElI CAMP, 1968) 

Initial Ama krmnd 

Btnthic Initial 
lnitlal 

day 
-1 

Depth 
Deinand 

fme3nl cm omB2dav 
-1 k4120°C) 

10.2 3.77 

4.75 1.38 

2.55 0.513 

1.42 0.188 

1.42 0.\88 

739 4.65 .0027 

426 3.09 .0031 

227 1.70 .0032 

142 1.08 .0033 

134 1.02 . a033 

In that study, the values found were for initial danand since the sludge was not 

rtpltnjshtd. The rate per centimeter of sludge depth, then, can vary from a low of 

0.46 g/m2 day for 10.2 centimeter depth sludge up to 0.76 g/m2 day for 1.42 

centimeter depth sludge. 

The constant loading rate (ka) used In Equation V-25 Is best estimated 

fran historical data. Alternatively, inflow loading (see Chapter IV) and algal 

productivity estimates (this chapter) may be used. In the latter cast, a value 

must be adopted for the proportion of algal biomass ultimately exerted as BOD. 

To a first approximation, ka may be estimated using this value and adopting 

some percentage of maximal primary productivity (set Figure V-25). Thus: 

katalgae) = SW x 10-3/D (V-30) 

where 

ka(algat) - algal contribution to BOO loading rate 

5 .a stoichiometric conversion from algal biomass as carbon to 

BOO - 2.67 
n = proportion of algal biomass expressed as an oxygen demand 

(unitless) 

P - Primary production in mgCr%ay'l. 

The difference between algal bianass and the parameter H representing the 

proportion of algal biomass exerted as BOO may be conceptualized as accounting for 

such phenomena as incorporation of algal biomass into flsh tissue which tither leaves 

the impoundment or is harvested, loss of carbon to the atmosphere as CHq, and loss 
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due to outflows. 

The settling rate coefficient, ks in Equation V-25 ust be estimated for 

the individual case. It represents the rate at which dead plant and animal matter 

(detritus) settles out of the water colun prior to oxfdation. Clearly, this co- 

efficient is sensitive to the coupositton and physical characteristics of suspended 

matter and the turbulence of the system. Quiescence and large panicle sizes in the 

organic fraction will tend to give high values for ks while turbulence and small 

organic fraction particle sizes will give saw11 values for k,. 

5.5.2.3 Estimating a Prt-Stratification Steady-State Dissolved Oxygen Level 

Prior to stratification, the iwounctrrrnt is assumed to be fully mixed. One of 

the important factors leading to this condftfon is wind stress, which also serves to 

reaerate the water. As a rule, unless an itnpoundacnt acts as a receiving body for 

large amounts of nutrients and/or organic loading, dissolved oxygen levels art likely 

to be near saturation during thjs period (DA. Smith, pers. cm., November, 1976). 

Table V-12 shows saturation dissolved oxygen levels for fresh and saline waters as a 

function of temperature and chloride concentrations. and DO levels may be estimated 

accordingly. 

The hypolimnetic saturation dissolved oxygen conctntratlon is dtttrmined 

by using the average (or median) tmperature for the hypolimnion as determined 

during the period of interest throughout the depth of the hypolimnion. Informa- 

tion on the hypolimnion is obtained using the procedures described in kctlon 

5.2. For example, hypolimnetic water at the onset of stratification might be 

4-5'C and during the critical summer months be 1OY. The value 10°C should be 

used naving a saturation DO of 11.3 mg/l. 

Host lakes are near sea level (<2OOO ft elevation) and art relatively fresh 

(~2000 mg TDS/l). For lakes that do not meet these criteria, corrections for atmos- 

pheric pressure differences and salting out due to salinity might be needed. Pressure 

effects can be approximated by using a ratio of barometric pressure (B) for the 

elevation of interest and sea level (BSTP) as follows: 

e.g. B at 4600 ft elevation. 

B 640 
BSTP xi? 

in nxn Hg, 

* 0.84 

OOsat at lO*C - 0.84 x 11.3 

- 9.5 mg/l. 

Chloride is an estimator of dilutions of sea water in fresh water where 20000 

mg Chloride/l is equivalent to 35000 mg salt (TDS/l), that is, typical ocean water. 
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TABLE V-12 

SOLUBILITY OF OXYGEN IN WATER (STANDARD METHODS, 1971) 

Chloride Concentration In Water - mg/l 

Temp. 
in 

OC 

0 
Sea 

5,000 10,000 15,000 Water Difference 
per 100 mg 

Dissolved Oxygen - mg/l Chloride 

14.6 13.8 13.0 12.1 11.3 0.017 
14.2 13.4 12.6 11.8 11.0 0.016 
13.6 13.1 12.3 11.5 10.8 0.015 
13.5 12.7 12.0 11.2 10.5 0.015 
13.1 12.4 11.7 11.0 10.3 0.014 
12.8 12.1 11.4 10.7 10.0 0.014 

12.5 11.8 11.1 
12.2 11.5 10.9 
11.9 11.2 10.6 
11.6 11.0 10.4 
11.3 10.7 10.1 

10.5 
10.2 
10.0 

E! 

9.8 0.014 
9.6 0.013 
9.4 0.013 
9.2 0.012 
9.0 0.012 

11.1 
10.8 
10.6 
10.4 
10.2 

10.5 
10.3 
10.1 

i:; 

9':; 

is: 
9:1 

9':: 

E 
B:6 

8.8 0.011 
8.6 0.011 
8.5 0.011 
8.3 0.010 
8.1 0.010 

10.0 

9':: 

z 

9.5 
9.3 

89.; 
817 

:-OS 
8:6 
8.5 
8.3 

8.5 

E 
810 
7.9 

8.0 0.010 
7.8 0.010 
7.7 0.009 
7.6 0.009 
7.4 0.009 

89:: 

:-: 
8:4 

8.6 
8.4 

it: 
B:O 

8.1 
8.0 

:*; 
7:6 

7.7 7.3 

:*: 
7:3 

r-:, 
6:9 

7.2 6.7 

0.009 
0.008 
0.008 
0.008 
0.008 

8.2 
8.i 
7.9 
7.8 
7.6 

7.8 

::: 

::; 

2: 

:*:, 
619 

7.0 6.6 
6.9 6.5 

66.68 
615 

66.: 
6:l 

0.008 
0.008 
0.008 
0.008 
0.008 

7.5 
7.4 

:*; 
7:1 
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5.5.2.4 Estimating Hypolimnion 00 Levels 

The final step in use of this model is preparation of a DO-versus-time plot for 

the hypolimnion (or at least estimation of DO at incipient overturn) and estimation 

of BOO and phosphorus loadings which result in acceptable hypolimion 00 levels. An 

equation to compute DO at any point in time during the period of stratification 

is: 

e - -klC-kqL/O 
dt 

when 

0 - dissolved oygen in ppm 

k4 = benth i 

L - area1 

0 - depth 

The second term 

tude of 800 1 oading 

c decay rate in day-l 

BOO load in gm'2 

in m. 

in the equation rquires that an estimate be made of the magni- 

n benthic deposits. To do this within the present framework, it 

(V-31) 

is assumed that BOO settles out throughout the period of stratification. Although 

many different assumptions have been made concerning benthic BOO decay, it was 

assumed that benthic demand was a function of 800 settling and the rate of benthic 

BOO decay. This BOD includes that generated in the system by algal growth and that 

which enters in tributaries and waste discharges. Based upon the rate of settling 

used earlier in estimating a steady-state BOD concentration (Equation V-25) and rate 

of decay for conditions prior to stratification, the rate of benthic matter accumula- 

tion is: 

dL 
dt 

= ksCssD-k4L (V-32) 

where 

Css l 
concentration of BOD in the water column in gm-3 at steady-state. 

The assumption of steady-state EOD concentration reduces Equation V-32 to the 

same form as Equation V-25 and integration gives: 

Lt - 

(ksDCss-k4Lo)e-k4t-ksDCss 

'k4 

(V-33) 

For Steddy-State deposition (dL/dt = 0, Ok,C,, = constant): 

L ksCs so 
5s -kq 

(V-34) 
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where 

Lss = steady-state benthic BOD load in gW2. 

Application of Equation V-34 with k, and kq appropriately chosen for the 

month or two preceding stratification will give an estimate of the benthic BOO load 

upon stratification. Application of Equation V-33 gives the response of 1 to different 

water column BOO (steady-state) loading rates and changes in rate coefficients. 

After strata form, benthic matter decays while hypolimnion water column BOO 

decays and settles. The change in L over the period of stratification Is: 

Since 

and 

!L 
dt 

-kqL + Dk,C 

5 
dt 

-k,c -klC = -( kl+k,)C 

c, = co e-(“1 + ks )t 

dL. 
dt 

-k4L + Dk,C,e'(kl + ks)t 

then 

(V-35) 

(V-36) 

(V-37) 

(V-38) 

Water column BOO in the hypolimnion is given by Equation V-36 and the integrated 

form is Equation V-37. 

Note thdt k,, the settling coefficient is equal to v,/D where vs is the 

settltng velocity of the BOD, and 0 is the depth of the hypolimnion (or when the 

impouncbwnt is unstratified, D is the depth of the entire impoundment). Also note 

that we usually assume that the DO is at saturation at the onset of stratification. 

Thus we can ignore the assumptions and calculations (Equation 

periods prior to onset. 

V-32 to V-34) done for 

The equation presented earlier (Equation V-31) for hypol imnion DO was: 

dO. 
dt 

-klC-k4L/D 
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Equation V-31 is not integrable In Its present fom, but slnct L and C art defined as 

functions of t (Equations V-39 and V-37 rtspectivtly), It is pottiblt to deternine 

dissolved oxygen in the water colurr. The qurtion for oxygen at time t IS: 

0-w 

utltn 
0, - dissolved ovgtn at time t 

OO 
= dissolved oxygen rt the t . 0 

-L = dissolved oxygen decrease due to benthlc demnd 

+ = dissolved oxygen &crease due to hypollwion BOO. 

Fran Equation V-39, and ustng bs as Lo and C,, as h: 

and fran Equatton V-37: 

klcss 
*Oc = k 

l-e-Ik,+krh 

1s 

Solution of Equation V-40 gives an estirrated DO concentration In the hypolimnIon 

as a functton of ttm. 

To cocnpute equation V-40, a simpler fonm of quation V-41 can be derived by 

substituting as follows: 

since Lss = %sW 
kq' 

To simplify coraputrtlons, the following sttpuise solutions can be made: 

A . kSCSS 
t,*Lrl-kg 

B= ks+kl 
T- 

c l &4t 

E . l-c-(k'+kl)t 

F l ‘1’S, 

K 

(V-42) 

(V-43) 



then 

bq=A(BC-1) 

AO,=E l F 

5.5.3 Temperature Correcttons 

All reactlons are computed on the basls of the optimum tcnperature, but the 

environment is often at different tcnperatures. Some rate coefficients for ChHIiCdl 

and btological reactions vary with temperdture. A slnple correction for such rate 

coefffcients to 20°C is as follows: 

x 1 047 (T - 20.C) 
KT = KT20 l 

For example, tf a rate at 20*c - 0.01 and the lake is at lD*C, then: 

KT = 0.01 x 1.047 
(10 - 20) 

KT = 0.00632. 

Generally the following optima are used: 

kl - first order decay rate for water column BOD, 

use 20°C 

k4 - benthic 600 decay, use 20°C 

P - productivtty rate, use 3D'C. 

In the screening methods we do not have to correct for temperature except in the 

oxygen calculation for the rate coefficients, K1, K4, P and in the toxics 

section (5.6) for the biodegrddatton rate coeffictents. 

---m--e-- ------*-e- EXAMPLE V-15 --- ---.-----------------~ 

i I 

I 

I 

I 

I 

I 

@let Lake 

JComprehensive Example) 

Duiet Lake is located a few miles south of Colton, New York. The lake 

is roughly circular in plan view (Figure V-32) and receives inflows from three 

tributaries. There is one natural outlet fra the lake and one withdrawal used 

for quarrying purposes. 

The first step in l valuation of ldke hypolimnion DO levels is physical 

and water qualtty d&t& collection. Table V-13 shows characteristics of Quiet 

Lake, Table V-14 shows tributary discharge data along with withdraw&l and outflow 

levels, dnd Table V-15 provides precipitation dnd runoff infomdtion. 

In order to evaluate hypolimnion DO as d function of time, the very first 

question to be answered is, does the impoundment stratify? If so, what are the 

&inning and ending dates of the stratified period, how deep is the upper surface 

I 

I 

I 

I 

I 
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I 
TABLE V-13 

CHARAClERI~ICS OF QUIn LAKE 

I 

i 
i 

I 

I 

i 
i 
i 
i 
I 
i 
I 
I 
i 
I 

Length (in direction of flow) 3.5 miles = 18,480 ft. 

Width 4.0 miles = 21,120 ft. 

Mean Depth 22 ft. 

Maximum Depth 27 ft. 

Water Column P O.O14<P<.O32 -- 

TABLE V-14 

WATER QUALITY AND FLOW DATA FOR TRIBUTARIES TO QUIET LAKE. 
DATA REPRESENT MEAN FIGURES FOR 1970-1975. 

Swift River (Station 1, above Ouiet Lake) 

Nonth Kcan Flow, cfs Total N Total P 600 
Ppn: 

Cctober 54 2.2 0.2 3 

November 38 4.1 0.08 4 

December 10 5.3 0.10 6 

January 5 6.1 0.20 12 

February 2 5.0 0.15 10 

March 8 4.3 0.08 12 

April 40 3.3 0.04 13 

&Y 55 2.1 0.02 B 

June 85 2.8 0.02 4 

July 150 2.9 0.02 2 

Augur t 70 1.0 0.02 1 

September 85 2.4 0.03 t 
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TABLE V-14 (Continued) 

First Creek (Station 51 

Month Mean Flow. cfs Total N Total P BOD 
Ppol 

October 5 1 .o .Ol 0.5 

November 3 2.0 .Ol 1.0 

December 2 0.5 .ot I.5 

January 2 1.2 .Dl 1.0 

February 3 1.3 .02 0.8 

March 4 2.3 .Ol 0.6 

April 6 2.0 .Ol 0.5 

WY 8 1.8 .02 0.6 

June 10 1.6 .Ol 0.8 

July 8 1.4 -01 0.8 

August 6 1.5 .oo 1.0 

September 4 0.8 -00 1.2 

Second Cretr; (Station 4) 

Month Mean flow. cfs Total Y Total P COD 
Ppm 

October 14.0 15 .15 7 

hovember 12.0 16 .O8 8 

December 12.5 10 .20 10 

January 5.0 9 .15 7 

February 1.2 12 .12 7 

March 2.0 13 .10 6 

Apt11 2.5 B .ll 7 

&Y 4.0 6 .07 9 

June 8.0 5 .08 12 

July 12.0 7 .20 3 

August 8.0 6 -22 4 

September 5.5 8 .25 8 
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I 
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TABLE V-14 (Continued) 

Swift River (Stations 2 and 3) and Pumoed Withdrawal 

Month 
Pumped 

Withdrawal, cfs 

Mean Monthly Flow. cfs 

Station 2 Station 3 

October 22.6 69.5 77.0 

November 22.0 50.0 55.0 

December 3.5 20.0 22.0 

January 1.2 7.5 9.0 

February 0.8 1.2 1.4 

March 0.4 9.1 10.1 

April 12.0 44.5 48.75 

bY 24.0 63.2 69.5 

June 30.7 100.0 110.0 

July 89.5 168.5 184.8 

August 29.8 80.6 88.5 

September 43.9 91.3 100.25 

Notes: All three trfbutaries have their headwaters within the shed. 

me net inflow-outflow to the groundnater is known to be close to 

zero In the two creeks. Swift River is usually about 10: effluent over 

its entire length (10: of flow comes Into the river from the 

groundwater table). 

of the hypolimnion, and what is its volme, and what is the distribution of 

hypolimnlon mean temperatures during the period? To answer these questions, 

either use field observation data, or apply some computation technique such as 

that presented earlier in this section. Asruning that methods presented l drlier 

are used, the selection of appropriate thennal profile curves hinges around three 

factors. These are: 

0 Climate and location 

0 Hydraulic residence time 

0 Impoundment geaetry. 
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TABLE V-15 

PRECIPITATION AND RUNOFF DATA FOR QUIn LAKE WATERSHED. 
VALUES ARE MEANS OF OATA COLLECTED FROM 80TH STATIONS 
(SEE FIGURE V-31). THE WATERSHED HAS AN AREA OF 55 
SQUARE MILES INCLUDING THAT OF THE LAKE 

Mean Total 
Monthly Preciyi- Runoff Ouality 
tation. inches Total N Total P t\OD 

Ppm 

October 3.0 6.0 0.1 27 

November 2.4 6.5 0.2 37 

December 1.0 4.0 0.1 46 

January 0.5 3.0 0.008 34 

February 0.3 1.0 0.07 33 

Fbtch 0.6 1.5 0.1 30 

April 2.0 2.5 0.15 40 

fQY 2.0 3.2 0.25 50 

June 4.2 3.6 0.20 40 

July 7.6 7.0 0.40 37 

August 3.5 7.8 0.60 45 

September 4.2 9.2 0.80 50 

Total 32.1 

Mote: Infiltration to the water table on a monthly basis accounts for roughly 30% 

of precipitation volume. 
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In terms of climate and location, the Du iet Lake area is similar to Burlington, 1 

Vermont. Examination of the Burlington plots from Appendix D reveals that a 
i 

20-foot maximum depth impoundment can stratify in an area shielded from the wind. 
i 

The area surrounding Duiet Lake does provide good shielding, so the next task is 

to estimate the hydraulic residence time to select a specific set of plots. i 

Inspection of all Burlington plots indicates that stratification is likely to i 

occur at most from May to August. Accordingly, for purposes of plot selection, we i 

are most interested in a mean hydraulic residence time based on flows in the i 
period from about March to August. Since hydraulic residence time (=) is 

i 

given by‘, = V/Q, we canpute mean Q (a). 3 represents the 
i 

i 

i 

I I 
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1 average of tributary inflaws during this period, computed as follows: 

I 8 + 40 t 55 + 85 t 150 + 70 4+6+8+10+8+6 

i 
u=++6+ 

(Swift River) (First Creek) I 
I 

I 

2 + 2.5 + 4 + 8 + 12 + 8 

(Seconds Creek) 

= 68 + 7 t 6.08 = 81.1 cfs 

However, in order to fully account for mass transport as well as properly estimate 

hydraulic residence time, one more factor should be considered. This is non-point 

inflow. At this point, we have enough information to estimate the stormwater 

contribution directly to Quiet Lake. In view of the available data, the conputa- 

tion is as follows: 

i 
i 

i where 

i 
I 
i 

i 

i 

i 

i 
i 
i 
i 

I 

Q,= APK(l-L)- (i~lQi(l-li)) 

Qs = 
A - 

n = 

Qi = 

P = 

L = 

K = 

stornwater or non-point inflow in cfs (excluding rivers and 

creeks) 

area of shed in square miles 

number of tributaries 

monthly mean pickup (in cfs) in the ith tributary 

monthly total precipitation, in inches per month 

percent (expressed as d deCimd1) of flow contributed 

by exfiltration (from the water table into the channel) 

the proportion of precipitation lost by infiltration into the 

soil (expressed ds d decimal) 

unit correction - 0.895 ft3mo mi -2i n-lsec-l . 

As an example, the computation for October is: 

QS 
= 55 mi2 x 3.0 5 x 0.896 ft3mo x (l-0.3) - 

Ill0 mi 
2 

in set 

( 
54(1-0.1) + 5(1-0.0) + 14(1-0.0) + (77-69.5)(1-0.1) 

> 
= 29.1 cfs 

Now, since we know the pumped withdrawal rates ds well as the difference between 

flows dt stations 2 and the sum of 1, 4, and 5, dnd that the impoundment surface 

is at steady-state over the mouth, we also cdn estimate the net infiltration rate 

from the lake into the groundwater. The infiltration rate is (again, for October): 

kt eff’ux : ;tt,l 1 t 4 + 5) - Q2+Q,-Q, 
. - 69.5 + 29.1 - 22.6 - 10.0 cfs 

Note that the pickup in each channel above Quiet Lake is equal to the flow 

at the pertinent sampling station. This is the case because the three channels 
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I 

I 
t 

I 
t 

I 

have their htadwattrs within the watershtd. If one were conctmtd about a subshed 

with tributary htadwattrs above the subshtd boundary, the difference in Q between 

each of stations 1, 4, and 5 and the rtsptctivt flows at the upstream subshtd 

boundary would be used. 

To estimate hydraulic ttsldenct time add the man stormuattr contribution 

over the months of interest to that of the tributaries, as cquted tarlitt. 

The individual stonnwater caaputations are not shun. The acthod Is as just 

described. 

6.6 
+ .+ 

pt otrl 20.7 29.4 6 
t 

41.4 
t 

81.1 92.5 
+ 

36.6 = + = 119 cfr 

Then the hydraulic residence time is given by: 

tw 
I v/Q w trr20/0 

r = [ px5280 ] 

when 

L = length of the lake in ml 

Y = width of the lake in mt 

D = mean depth in ft 

r = radius in ft. 
L 

I 

L 

‘; w = 3.14 x F x 5280 x 22/119 

= 5.69 x lo7 set = 658 days 

Accordingly, the infinite hydraulic residence time plots for a to-foot deep, 

wind-protected, Burlington, Vtnnont, inqoundmtnt should suffice. Note that 

the entire impoundment volumt was ustd in the above computation. Strictly, 

one should use the epilimnion volume during stratification. In this cast, 

such a Change would not alter selection of the plots because tw would still be 

greater than 200 ddyS. A reproduction of the appropriate plot from Appendix D is 

presented in Figure V-33. As indicated. Quiet Lake Is likely to be wtakly strati- 

fied from Hay to August inclusive, 
-1 

with a thermoclint temperature gradient of 

about l’ft . The hypolimnion should extend downward to the bottom from a 

depth of about 3-l/2 meters, giving a man hypolimnion depth of: 

'H = 
22 ft 

3.29 ft m-l 
- 3.5 m - 3.2 meters 
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I The approximate hypolimnion voluc, then, is: 

I 
I 

1 

I 

OH 
"H = ; ' 'Total 

'H = $% x 1.9xlO"~ * 9.2xlO’Ol 

I 
Over the period of interest, the hypollmlon mean ttrrptraturr distribution 

1 is: 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

&an 
Month Tenwraturt, l C 

March 2.0 

April 5.5 

&by 9.5 

June 12.5 

July 14.0 

August 15.5 

The next step in use of the DO mock1 Is to dtttnni nt a Steady-state or 

mean water column BOD loading (ka) and DO level prior to stratification. 

This is a multi-step process because of the several 800 sources. The sources are 

tributaries, runoff, and priory productivity. First, ut estimate algal produc- 

tivity using methods of this chapter (or better, fltld data), 

Using the curve in Figure V-26 and phosphorus data from Table V-14. the 

maximZ1 primary productivity should be in the range 1,400 mg Caw2day -1 

to 1,900 mgCm-*day . -1 To convert to loading in mgl-'daywl. divide by 

(1000 lmS3 x 6.7m). 
-1 

This gives the loading as 0.21 to 0.28 mgl-lday . 

Now assuming that maximal productjvity occurs at about 30°C and that produc- 

tivi ty rates obey the same temperature rule as 800 decay, tenptratutt-adjusted 

estimates of productivity fates can be made. Using the maximal rate range of 0.21 

to 0.28mgl-'day , -1 the adjusted rates are: 

PrcxIuctivity = (0.21, 0.28) x 1.047(3*75-30) 

= (.06. .08) mgl-' day" 

Then, according to Equation V-30 and assuming M l 1, kd due to algae is 

estimated by: 

k 
alalgae) = 2.67 x (.06, .08) - (.16, .21) m&day-' 

The next contributor to water column BOO is BOD loading of infltming waters. 

The value to be computed is the loading in milligrams per liter of irrpoundmnt 

water per day: 

I 

i 

i 

; 
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n Ll 
Datly 800 loading rate = 15, jfldiQi,j 'i,j 

I when 

i n = the nrnbct of tim periods of measurement 

i v = volw of irapoundmcnt in liters 

i 
d n the nu&er of days per time period 

I 
L n the number of Inflows. 

For all Inflows, the value is therefore approximately: 

'a(Trlb) = (2185 + 48.3 + 643.9 + 14240) x 2.45 x lo6 x 

(Sulft (F1rtt (Second (Storm (Units 

i 
River) Creek) Creek) water Conversion) 

i 

Runoff) 

n 0.22 mgl-'day-l 

1 how, sunming the two contrlbutlons: 

/ 
V; d 
k=l k 

1.9i1011 
Inpound- 
ment 
Vol ume ) 

I 

i 

k, = k 
a (alwe) + ‘a(Trlb) 

= (.16, .21) + .22 = (.38, .43) mgl-‘day-’ 

i 

ka 
The value of k, will be assuned as 0.1 at 2O'C uith 8 In Equation 

i 
(V-29) equal to 1.047. Then at 3.75"C: 

i kl(3.75°C) = kl(2D'C) l 

x 1 047(3.75-20) 

i - = .l x 1.047(-16.25) = 0.047 

i Itow '(discharge) (mean for March and April) and V are known, with: 

Q(dfscharge) = 26.8 (Swift Rfver, Station 2) 

+ 6.2 (pumped wfthdrawal) x v = 9351 set -1 

ft 
I 

i 
v = 1 9 x loll1 . 

then 

I 

C 
.38, .43 

fS = (0.3 +. 047 + (935/1.9 x 1011)) 
= 4.94, 5.58 

For further computations, C,= l 5.25 will be assumed. 

i 
-e 

Since ks has been defined as .03, a steady-state areal concentration 

i of benthlc BOO prior to stratification can be estimated. If k4(20°C) = 

i .OD3 and C,, = 5.25, using Equation (V-34): 

i L 

i 
5s = )r 

ksCssD 
4(3.75X) 

i k4( 3.7vc 1 = .oo3x1.047(3~75-20) 
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= .0014 
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0 754 gm -2 

i 
The next step in evaluating hypolianlon DO depression is to estimate pre- 

i 

stratification DO levels. If we assume saturation at the man temperature 

in April (5.5.C). the dissolved oxygen concentration at onset of strata should be 

i about 12.7 (from Table V-12). 

i Nou we have all values needed to plot hypolimnion DO versus time using 

I 

I 

Equations V-40 through V-42. 

Using 

Lo l Lss 

53 - Css 
k, l D.l~l.O47(~*~-~~) = .062, (T = 9.5.C for Hay) 

ks = 0.03 

Ir4 = .003x1.047(9'5-20) * .002 

t l 5 days 

and applying Equation V-42: 

At+ - &lCss 

kl+k, 1 
,-e-(kl+k,)t 

) 

0.062x5.25 
A”c l 0 062x0 05 

lse-(O.O62+O.O3)5 I 1 3. . . . 

I 

I 

L I .03 x 5.25 x 6.7 
ss .0014 

then, according to Equation V-41: 

L 
AoL = + + ks~::f~4)(l-tek4t) - ( ksI::':4) (&)(l-e.(LI'kl)t) 

then from Equation V-40: 

Ot 
=O 0 -mc-dL 

OS = 12.7 - 1.30 - 2.35 = 9.05 
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I DO SAG CURVE FOR QUIET LAKE HYPOLIHNION 

I 

Solving the same equations with increasing t gives the data in Table V-16. 

If it has been necessary to develop more data for the remainder of the stratified 

period, appropriately updated coefficients might be used starting at the beginning 

of each month. 

TA8LE V-16 

Date ML Aoc Ot 

t=o 0 0 12.70 

5/5 2.35 1.30 9.05 

5/10 4.68 2.13 5.89 

5/15 6.99 2.65 3.06 

5/2D 9.22 2.98 0.50 

5/25 11.54 3.18 0.00 

Finally, if it is desired to evaluate the impact of altered BOO or phosphorus 

loadings, the user nust go back to the appropriate step in the evaluation process 

and properly modify the loadings. 

I 
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____ H----m------- END OF EXAMPLE V-15 ---------------------~ 

5.6 TOXIC CHEMICAL SUBSTANCES 

Although reasonably accurate and precise methods have been prepared for Screening 

only d few of the many priority pollutants (Hudson and Porcelld, 1981). a reasonable 

approach for assessing priority pollutants in lakes based on the methods presented in 

Chapter 2 cdn be mdde if certain assumptions are made: 

0 The major processes affecting the fate dnd transport of toxicants 

in aquatic ecosystems are known 

0 That reasonable safety factors are incorpordtecl by making reasonable 

most cast analyses 
0 Because it is a screening apprOdCh. prioritization can be done to 

identify significant constituents, lakes where hunan health or ecological 

problems can realistically be expect&, dnd processes which might 

require detailed itudy. 

The major processes affecting toxicants art listed in Table V-17. The primary 

measure of the impact of a toxic Ch0IIiCdl In a 1 akt depends on its concentration in 

the water column. Thus, these screening methods are primarily directed at fate and 
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TABLE V-17 

SI6NIFICANT PROCESSES AFFECTING 
TOXIC SUBSTANCES IN AQUATIC ECOSYSTEMS 

Processes 

Physical-Chemical Processes 

Rate Coefficient Symbol, time -1 

Sorption and sedimentation 

Volatilization 

Hydrolysis 

Photolysis 

Oxidation 

Precipitation 

SED 

k 
V 

kh 

kP 
not assessed 

not assessed 

Biological Processes 

Biodegradation 6 
Bioconctntration BCF (unitless) 

transport Of toxic chemicals. A secondary target is the concentration in aquatic 

biotd. princlpdlly fish. Because of the canplexity of various rOUttS of exposure dnd 

bioaccumulation processes, the dpprOdCh of bioconcentration is used to identify 

compounds llktly to accumulate In fish. These can be applied to lakes using the 

following method: 

0 A fate model is used thdt incorporates sediment transport, sorption, 

partitioning. and sedimentation 

l Significant processes include the kinetic effects of sedimentation, 

volatilization and biodegradation 

0 Significant biochemical processes can affect the fate of a toxic chemical 

as well as affect biota. such, as, bioaccumulation, biodegradation, and 

toxicity 

I) In keeping with the conservative approach of the toxics screening 

methodology, some important processes are neglected for simplicity; 

for example, lake stratification, photolysis, oxidation, hydrolysis, 

coagulation-flocculdtion. and precipitation are neglect&. Also, 

it is assumed that the organic matter is associated with inorganic 

particles and therefore organic matter settles with the inorganic 

particles. 

CwIerdlly the toxic chemicdl concentrations dre cal culdted conservatively, 

that is, higher concentrations art cdlculated than would occur in nature btCdUSe of 

the dssurrptions that are made. The uattr column concentrations dre cdl culdtcd as the 



primary focus of the screening method. Then bioconcentrdtion is estimated, based on 

water concentration. To determine concentration and bioaccumulation, point and 

nonpoint source loadings of the chemicals being studied are needed. Other data 

(hydrology, sediments, morphology) are obtained from the problems previously done in 

earlier ChdptetS or sections of this chapter. The person doing the screening would 

have to conpile or calculate such data. 

Occdsiondlly. such information mSt be estimated based on prodUCtiOn, use, dnd 

discharge data. Information on chemical dnd physical properties is inportdnt to 

determine the significdnct of these estimates. 

5.6.1 Overall Processes 

Several processes affecting distribution of toxic Chemicals Ire more significant 

than others. Equilibrium aquatic processes include suspended sediment sorption of 

chemicals. Organics in sediments can have a significant effect on chemical sorption. 

Hydrolysis dnd acid-base equilibria can alter sorption equilibria. Volatilization is 

dn equilibrium process that tends to remove toxic chemicals fran aquatic ecosystems. 

Removal processes include settling of toxics sorbed on sediments, volatilization, and 

biodegradation. Chemical reactions for hydrolysis dnd photolysis are included and 

precipitation dnd redox reacttons could be included if refinement of the method were 

desired. &nerdlly, biodccumulation ui 11 be neglected as a removal process. 

These removal processes are treated ds first-order reactions thdt are Simply 

combined for a toxicant (C, mg/l) to give: 

where 

dC/dt = - K x C (V-44) 

K = SED+B+k +k +k 
V D h 

SED = sedimentation rate, toxicdnt at equilibrium with sediments 

k” = voldtllization rate 

6 - biodegradation rate 

. 

k 
P 

= photolysis rate 

kh = hydrolysis rate 

This equation is analogous 

DO screening method. 

The input of toxic chemicd 

V-23): 

to the BOD decay rate equation used in the hypolimnttic 

1 s&stances is computed simply (refer to F i gure 

where 

c. = in the concentration 

dC, 
dt $ xc. -$ 

in 
W 

in the inflow (tributary or discharge); 

(V-45) 

flow (Q). volume of reservoir (V) dnd time (t) are ds defined previously. 
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At steady state, accounting for Inflow (Q-C,,) and outflow (QC), and 

using Q/V * l/Tw: 

dC,l 7 (Gin - C) - K x c = 0 
dt w 

and solving: 

C = C&l + fW x K) (v-47) 

To dcttrminc the concentration at any time during a non-steady state condition 

(assuming Gin is a constant): 

c . L+E (1 - C-ft/Ty) + Co C-ft/T" 

(V-46) 

(V-48) 

where 

f l I++,,xK 

cO 
- reservoir conccnttat4on at t * 0. 

5.6.1.1 Sorption and Scdlmntrtion 

Suspended scdintcnt sorption is treated as an cqulllbrlum reaction which includes 

partitioning between water (C,) and the sediment organic phases (C,). The 

concentration sorbed on sediment can be coaputcd as follows: 

C 
L= axKpxS 
C 

(V-49) 

where 

C l the total concentration (Cw + Cs), mg/\ 

5 l input suspended organic scdimcnt = OC x So, mg/l 

a l fraction of organic carbon. 

so = input of suspended sediment, mg/l 

K 
P 

l distribution cotffl citnt between organic sediment and water 

a = fraction of pollutant in solution 

l l/(1 + (KP x S)). 

If Kp Is large, essentially all of the conpound will be sorbed onto the scdimcnts. 

Note that 5 and C must be cstilnated or otherwise obtained. 

The organic matter content of susptndcd sediment and the lipid solubllity 

of the compound arc important factors for certain organic chemicals. Other SOfQtiOn 

can bt ignored for scrttning. A slnplc lintar txprtssion can be used to calculatt 

the sediwnt partition cocfflcicnt (Kp) based on the organic sediment carbon 

conccntrat~on (CC) and tht octanol-watcr cocfflcicnt (kow) for tht chunical: 
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kp - 0.63 (kou) (a) 

Tht scdimcntation ratt (SED) of a toxic chcmjoal fs coaputcd as follows: 

SED - a x D x Kp (V-50) 

where 

D = P x 5 x Q/V, scdimcntatfon rate constant 

P - scdimcnt trapping efficiency 

Q/V l l/Tw 

5.6.1.2 Biodegradation 

Tht biodegradation rate (B) is obtaincd from the literature or is caaputcd as 

follows: 

B--& (v-51) 

kdffication to the ratt can be made for nutritnt limitation using phosphorus 

(Cp) as the limiting nutritnt: 

(V-52) 

Temperature correction can be performed using the follarlng equation: 

B(T) = B(20.C) x l.072(T'20) (V-53) 

Previous exposure to tht pollutant is important for most toxic organic ConpOundS. 

Higher rates of degradation occur in cnvirorxncnts with frqucnt or longterm loading 

(discharges, nonpoint sources, frtqucnt spills) than infrtqucnt loadings (ant-time 

spills). In pristine areas, rates of ant to two orders of magnitude less should be 

used. 

It is assumed that tht suspcndcd scdimcnt decay rate is the same as aqueous 

phase decay. Also bcnthic dtcay is disregarded because bottom sediment rcltast may 

be negligible. 

5.6.1.3 Volatiltration 

Many organics are not volatile so this process is applied only to thost which 

arc. It is assumed that the mass flux of volatile organics is directly proportional 

to the concentration diffcrcncc bttwccn the actual concentration and the conccntra- 

tion at equilibrium wfth the atmosphcrc. The latttr can be neglected in lakts. 
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Also, only the most volatflc arc rrrcSsed. 

thus: 

% 
l - k, x C (V-M) 

UhCf-t 

% l volatllfration raft constant, hr -1 

The rate cocfficfcnt is dcrivtd frm tht 2 resistance rode1 for the llquld-gas 

interface. but It can bt cstfnatd using correlatfon ulth the oxygen natratlon 

cocfffcitnt (based on Zfson et al., 1978): -- 

k = I(r (b/b) (V-55) 

and tstimatt (a/Cb) n (32/a~)l'~ 

and tht surfact film thfckntss, SFT - (200-60 l & ) x 10 -6 

and Kal = Do/sfT 

Ka = Kal/ZB 

when 

Ka l rtacration ratt. hr 
-1 

Dw = pollutant dlffuslvfty In uattr 

00 l dfffusivity of oxygen in water (2.1 x 10” m2/s*c, 2OT) 

m = pollutant mlccular ucfght 

Y' = wf nd speed, a/stc 

7 = man depth, n. 

The volatflfratlon rate cocfffcfcnt (k,,, hr") is dctcfmfncd by kv = k x t when k 

is obtained from lftcraturc valuts or carputcd as abovt (m). The rate should bc 

corrtcted for tmptraturt (kvt) even though tcmpcraturc has only a rclltfvcly small 

tffcct: 

k = k, x 1.024 (T-20) 
vt (V-56) 

5.6.1.4 Hydrolysis 

hot all coqbounds hydrolyze and thost that do can bc dlvfded Into three groups: 

acid catalyzed. ntutral , and base catalyztd reactants, A pseudo flnt-ordcr hydrolyrls 

constant (k,) is tstfmttd for the hydrolysis of the conpound: 

dC.ak .C 
dt h (V-57) 

The rate constant (k,) Is pH dcpcndtnt and varits as dlrcussed In Chapter 2. 

Tht typical pH of the lakt for the apprwrfatt season should k obtained for the 

-102. 



ncctssary calculations. Generally, the pH is a coeunon measurement and is available 

for most lakes. If not, pH valuts for most optn lakes llc bctwtcn 6-9 and can bc 

estimated based on the following empfrical values based on Hutchinson, (1957): 

Hardness 
(or Alkalinity1 pH 

acfd lakts (25 6 - 6.5 

neutral lakes 25 - 75 6.5 - 7.5 

hard water lakts 75 - 200 7.5 - 8.5 

cutrophfc and alkaline lakes 0 - MO 8.0 - 10.0 

Mcdfan values on a range of values can be used to tvdluatc the signiffcdncc of 

hydrolysis as a factor affecting the fate of compounds. 

5.6.1.5 Photolysfs 

Generally, photolysis is a reaction between ultraviolet light (UV, 260 to 380 nm 

is most important) and photosensitive chemicals. Not all cocngounds art subject to 

photolysfs nor dots UV light pcnctratt signfficdntly in turbid lakes. In tht absence 

of turbidity data, light transmission can be tstimatcd by scasonal\y averaged Sccchl 

disk readings according to the following equation: 

In (ISD/Io) = -kc(SD) - In 0.1 = -2.3 

kc = 2.3/SD 

where 

kt = the extinction coefficient 

ii = the Sccchi depth in meters 

(ISD/Io = 0.1) n relative intensity bastd on Hutchinson (1957). 

Photolysis for appropriate chemicals (discussed in detail in Chapttr 2) depends 

on a first order rate constant (kp) incorporating cnviromwntal varidblts (solar 

itradiance, IO) and Chemical variables (quantum yield, 6, and absorbance, E). 

Turbidity effects arc included as estimated as above since turbidity ddta arc generally 

not availablt. These values are inCOrpOrdttd into the rdtt constant and the conccn- 

tratfon reduced as described in Chapter 2: 

dC - -kpt 
at- 

(V-58) 

where 

kP = f (IO. c, E. ke, ?) 

and 

k I 'r 

P ia 
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when 

kr - photolysts rate constant uncorrected for depth and turbidity 

of the lake. 

Depth (2) 1s generally applied only to the photlc zone; meun depth (Z) 

1s an appropriate nrasure sfnce It approximtes the rfxed depth and the photlc 

zone. 

5.6.1.6 Bioconccntration 

BioconctntratIon fr a complex subject that depends on aany variables. The 

simplest approach has been developed for organic coclpounds using the octanol-wattr 

coefficient (kou) to calculate tissue concentrations (Y): 

Y - BCF x C. g/kg fresh might of fish flesh (V-59) 
where 

BCF - BIoconcentration factor 

log BCF - 0.75 109 kou - 0.23 

(The coefficients for the equation (0.75, - 0.23) art median estimates obtained 

frm correlation equations snd art default values for occasions Uhtre no other data 

a4 avafl able.) 

5.6.2 Guidelines for Toxics Scrtcnirq 

Generally metals do not biodegradt nor volatil12e. However, pH, hardness, 

alkalinity and other ions art very important and can cause thtlr removal by precipi- 

tation. The conservative approach is taken here and metals are calculated wlthout 

removal (K l 0). 

Orgdnics may have variable sorption, volatilization, and biodegradation rates. 

If data are available in the literature, these should be used. Otherwise, a conferva- 

tivt approach should be used and calculations made without removal (K n 0). For 

chl orihattd (and other halogens) compounds or refractory canpounds, biodegradation 

should be assumed to be zero. 

---.-.-.-- --------- EXAMPLE V-16 *---.-.-.---.---.---.-., 

I I 

i Estimating Trichlorocthyltne and Pyrene i 
i Concentrations in an Impoundment i 
i i 

i An impoundment with a single tributary is located in a windy valley. 

The following conditions are known for E.G. lake: i 

i i 

i 
Hean tributary flow rate l 3.6 x 104m3/hour 

Total volume = 1 1 x 108m3 . i 



I 

i 

i 
i 

i 

i 

i 

i 

i 

i 

i 
i 
i 

i 
i 

i 
i 
i 
i 

i 
i 
I 
i 
i 
i 
i 
i 
i 
i 
i 

i 
i 
i 
i 

Hean depth l 11 n: 

Tributary average sediment lord = 200 rig/l 

Sediment average organic carbon content n .05 

Inlet rveragt pyrene concentration = 50 rg/l 

Inlet average trichl oroethylene concentration * 100 Y g/l 

Lake average phosphorus concentration l 50 ug/l 

*an water twerrture l 15'C 

Mean wind speed - 6 m/set (35 mph) 

Stcchi depth l 1 m 

ion of pyrene and trich 

(aostly clay) is 3.2 x 

The trapping efficiency is obtalntd from Figure V-34.. 

Determine the steady state conctntrat 

lake, assuming V max for the stdlment 

loroethylene in the 

10m5 feet/second. 

Other data Pyrene Trichloroethylene 

kou 148000 190 

B 1x10-’ a 

kV 0.45xKa 

The processes of photolysis and hydrolysis can be neglected because turbfdity 

prevents photolysls (SD = 1 meter) and these carpounds have negligl ble hydrolysis 

(set Chapter 2). 

We use the sumnary quation V-47 for the rnrlysis: 

C n Cin/(l + = l K) 

The hydraulic residence time of E.G. Lake Is: 

5 = 1.1 x 108m3/(3.6 x 104m3/hr) 

= 3048 hours 

= 127 days 
. .349 year 

* 1.1 x lo6 seconds 

Sedimentation 

First, the suspended sediment concentration In E.G. Lake must be estimated. 

The trapping efficiency of the impoundment jr estimated from Figure V-34. 

Data: 

v max = 5 x 1o-6 fps 
10 log 

-5.30 

Tw = 1.1 x IO6 stc 6.04 

O1 n 11 m = 36.1 ft 

A value of lOlag ’ 1s obtained which yields: 

P = 90 = 0.9 

1.56 

I 

i 
i 
i 

i 

i 

i 

i 

i 

i 
i 
i 

i 
i 
i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 
i 

i 

i 

i 

i 
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I 

i v L 
Till St/S, (%I 

I 

i 
i 10-3 
I 
i 
i ,c-2 
i 
I 
i 
) IO” I 
i 
i 
i IOC 
i 
i 
i 
i 
i 
i 
i 
i 

i 

i IC’7-- 

I 

i 
i lo-6 
I 

i 
i 
’ IC’5 I 
i 

IO' 

IO7 - 

to-6 

t 

IO3 * 

Sct:li 
second 

ng velocity in feet/ i0’ 

Hydraulic resiccncc time 
in seconds 

Flowing layer depth 

Mdss of sedjwnt trdcpcd 

Mess of std:xent enterlng 

Pivct axis 

100 i 

L : Pivct axis 

I 

i 
i 
i 

.Soi 
i 
i 
I 

I 

I 

-106- 



I In the inflowing stream, the tOXiCUntS are assuned to be at l ouflfbrium 

i with the Organic matter. Thus: 

i 5 = oc x so - .05 x ml x loo6 - 1 x 10 O5 kg/l 

i Therefore, for pyrene: 

i K - 0.63 x 148000 x 0.05 - 4660 

i 
P 

a - l/(1 + 4660 x 1 x 10°5) - 0.955 

i + = 0.955 x 4660 x 1 x 10 -5 - 0.044 

i and 

i 
i 

SED - a x D x Kp 

D - P x 5 x Q/V 

i D = 0.9 x 200 x 1o-6 x & hours 

i D = 5.91 x 10 -8 hour 

i SED = .955 x 5.91 x lO-8 x 4660 

i SED * 2.63 x low4 hr-' 

' For trichloroethylenc: 
I 

i KP 
= .63 x 190 x 1 x .05 - 6 

i 
a = l/(1 + 6 x 1 x 10 -5 ) = 1 

s *1x6x1x10 -5 -5 

i 
-6x10 =O 

i and 

j 

SED = 1 x 5.91 x 1O’8 x 6 

- SED = 3.54 x 10” hr-' 

1 Biodegradation 

I 
Assume that the presence of trichloroethylene does not affect the 

! biodegradation of pyrene. Trichloroethylene does not biodegrade. The 

1 temperature corrected and nutrient limited rate constant for microbial decay 

I of pyrene are: 

i Bo - 1. x 1Dw4 hr-' 

I B - .0277 x 501 (1 + .0277 x 50) 

i = .58 

i B(15) - .58 x 1. x 1O’4 x 1.072(‘5-20) 

j Volatlli*ation= 4*1 ' lo 

-5 hr-l 

I 

I 
The reaeration coefficient for E.G. Lake will be estlmatcd for trichloro- 

8 ethylene only, because pyrene does not volatilize: 
I 

i Kal = 2.1 x 10 -’ / (200 - 60 x 6”2 ) 1O’6 
= 3.96 x 10 -5 

I 
m/set 

= .143 m/hr 

I 

i 
i 
i 
i 
i 

i 

i 

i 
i 
i 
i 
i 
i 
i 
i 

i 

i 

i 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

i 
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I lb l (.143 n/hr) / 11 I . .013 hr-' 

i For trichlorocthylcm (TCE): 

kV 
. [HW(TCE),MN(D,)]~ Ka l .45 x .013 1 .0058 hr-' 

1 When adjusted for teqmaturc: 

i 
kV l 

.0058 x 1.024(15-20) 

i = .0052 ht" 

i Volatilization for pyrcne my be neglected. 

i Pollutant Mass Balance 

i The overall decay rate constants are: K l SED + 8 + k, 

i 
Pyrene: K - 2.63 x 10" + 4.1 x log5 

i l .000304 hr.' 

i 
Trichloroethyltne: K l 3.54 x 10" + 0 + 0.0051 

i 
l .0052 hrgl 

i 

Using the steady state equation: 

i 
C l Gin/ (1 + T#) 

For 

i 
Pyrent: 

i 
c l 50rg/l / (1 + 3048 hr x .000304 hr") 

i 

C l 27 rg/T 

Mote : WQC for hman health is 0.0028 wg/l at 1Dw6 Risk (FR: 

i 11/28/80 p. 79339). 

i For Tr)thlomethylent: 

i c - 100 @Q/l / (1 + 3048 hr x .0052 hr-I) 

i l 5.9 @Q/l 

i Note : W9c for hunan health is 2.7 rg/l at loo6 Risk (FR: 11/28/80 

’ p. 79341) 
I 

i 
Tlrsue burdens (v) can be calculated: 

i Y - BCF x C 

i 
where 

i log BCF - .75 log kow - 0.23 

1 For Pyrene: 
I 

i 
y l 4330 x 27 - 120000 pg/kg fish flesh 

: For Trlch\oroethy\ene: 
I 

i Conmnts 

v l 30 x 6 - 180 rg/kg fish flesh 

I 
Several conclusions are apparent from this analysis: 

t Certain processes dominate the overall fate for a specfflc toxic 

I 

I 

I 

I 

I 

I 
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I 

i 

i 

i 

i 

i 0 
i 
i e 

i 

i 

i 
i 
i t 
i 

i e 

i 

chemical so that, practically speaking, trrors in estimating coeffic- I 

ients art ntgligiblt except for the important processes. After i 

identifying the important processes, the CtX?ffiCientS can be varied 
i 

to determine the range of conctntratlons. For example, sedimentation 
i 

of trichloroethylene can be ignored; however, volatilization~should 

be studied. 
i 

The IIsre stringent Water Duality Criteria are for toxicants that have i 

significant bioconcentration; e.g. canpart pyrtne to trichloroethylene. i 

Volatilization of trichloroethylene rould be investigated in detail i 

since this process might not be significant in this lake because of 

its depth. Also, the physical properties are important; e.g. 

trichloroethylene has a specific gravity of about 1.5. Thus, it may 

accumulate on the bottom of the reservoir and remain there unless it 

is completely dispersed. I 

Based on this analysis, sources of pyrene would be assessed first, i 
then trichloroethyltne. i 
What other observations can you draw frcxn this analysis? i 

I 
-__.-.-.-.-- -.-.-.-END OF EXAMPLE y-16 -.-.-.-.-.-.-.-.-.-.a 

5.7 APPLICATION OF HETHODS AND EXAHPLE PROBLEM 

This chapter has presented several approaches to evaluation of five impoundmnt 

problem Treas. These are thermal stratification, sediment accumulation, eutrophica- 

tion, hypolimnion DO/DOD, and toxic chemicals. Figure V-35 shOws how the different 

approaches are linked together with their data needs. In studying any or all of the 

potential problem dress in an impoundment, the user should first define the potential 

problms ds Cltdrly as he cdn. Often the nature of a problem will change entirely 

when its various facets are carefully described dnd examined en masse. -- 
Once the decision is made that an aspect of impoundment water quality should be 

evaluated and the problem is clearly stdted. the user should examine dvailab 

solution techniques presented both in this document and elsewhere. The exam 

should address the questions of applicability, degree of accuracy, and nttd 

The user will generally know what funds are available for data collection as 

the likelihood of procuring the needed data from previously developed bases. 

l 

nation 

or data. 

uell as 

Also, 
the decision concerning neuled accuracy rests with the user, and he should make 

decisions based upon the way in which his results will be used. 

Once appropriate methods have been selected, the next task is to set down 

the data and to manipulate it according to canputational requirements. Data are best 

displayed first in tabular form and then plotted in some meaningful way. Careful 

tabulation of data and graphing can themselves sometimes provide a Solution to a 
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F ‘ICuRE V-35 GENERALIZED SCWIATI c OF LAKE COMPUTATIONS 

problem, negating need for further analysis. To illustrate these steps, a cocnpre- 

hensive application to a river basin system was perfomd in this section. 

5.7.1 The Occoquan Reservoir 

The Occoquan River basin in Virginia wds used to demonstrate the screening 

approach. A basin map is shown in Figure V-36. Because the Occoquan Reservoir 

Is a pubiic drinking water supply downstream from metropolitan areas, water quality 

ddtd were available to ConOarc to the tcretning mthod's outputs. 
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FI CURE V-36 THE Occoau~~ RIVER BASIN 

5.7.2 Stratification 

Occoquan Reservoir is about 32 km southwest of Washington. D.C. and has 

the following morphomtttic characteristics: 

Volume, m3 - 3.71 x lo7 

Surface area, m2 n 7.01 x lo6 

Maximum depth, m = 7.1 (Occoquan Dam) 

Mtan depth, m = 5.29 

Based upon the above gtotxttry and the thtnnal plots, dtttrrint whether the 

lake will stratify, the thfckntss of the tpilimnion and the hypoli#Iion, the depth to 

the thennoclint, and the interval and starting and ending date of Stratification. 

Also note the tcnptraturt of the hypolimnion at the onset of stratification. 

Predicting the extent of shitldlng from the wind rtquirts use of topographic 

maps. The reservoir is situated among hills that rise 25 meters or mrt above the 
lake surface within 200 meters of the short. The relief provides little access for 

wind to the lake surface. Average annual wind spttds art 15.6 km/fir in Washington, 

D.'C. and 12.6 km/hr in Richmond, VA. lnflar cants tsstntially fran two crttks, tht 
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Occoquan River and Bull Run River (Figure V-35). 

First, determine n&e&d infomat1on and then do natric/English conversions 

as necessary. 

The first step in assessing ilpounQcnt water quality ts to dctcrarfnc whether 

I kely 

the iwoundmnt theNl\y stratifies. This requires knowledge of local climate, 

IIxpoundAcnt gemtry, and inflow rates. Using this Infomation, them1 plots 1 

to reflect conditions in the prototype apt selected fma Appendix 0. 

For the thenxal plots to realistically descrlbc the theN\ bhhavior of the 

prototype, the plots llust be selectal for a locale cliratlcally simi\ar to that of. 

the area under study. Because the Occoquan Reservoir is within 32 kllomettrs of 

Washington, D.C., the Washington theNI plots (Appendix D) should best reflect the 

climatic conditions of the Occoquan watershed. 

The second criterion for selecting a Set of thtN1 plots iS the dtgf%t Of 

wind stress on the reservoir. This is detemined by evaluating the amount of pro- 

tection from wind afforded the reservoir and estirwrting the intensity of the local 

winds. Table V-2 shows annual wind speed frequency distribution for Yashington, D.C. 

and Richnond, Virginia. The data suggest that winds in the Occoquan arta are of 

moderate intensity. 

Predicting tht extent of shielding from the wind rtquires use of topographic 

maps. The rtstrvolr is situated mnong hills that rise 25 meters or n,re above 

the lake surface within 200 meters of the shore. The relief providts little access 

for wind to the lake surface. The canbination of shielding and mDderatt winds 

implies that low wind stress plots art appropriate. 

The geometry of the reservoir is the third criterion used in the selection 

of them1 plots. Geunetric data for the Occoquan Reservoir art summarized in 

the problem. The volume, surface area, and raaxinum depth art all nearly midway 

bttmtn the parameter values used in the 40-foot rnd 7%foot mdxinum-depth plots. 

Houtvtr. the mean depth is Iwch closer to the mean depth of the 40-foot plot. 

The mean depth represents the ratio of the volume of the impoundment to its 

surface area. Because the volume and surface area are proportional to the thermal 

capacity and heat transfer rates respectively, the mean depth should be useful in 

characterizing the thermal response of the impoundment. It follows that the 409foot 

thermal profiles should match the tcnptratures in the Occoquan Reservoir more closely 

than the T5-foot profiles. However, it is desirable to use both plots in order to 

bracket the actual tgptrature. 

Flow data provide the final information needed to determine which them1 

plots should be used. The inflow fran the two tributaries adds up to be 20.09 
3 

m /sec. 
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The hydraulic residence time can be estimated by using the expression: 

3.71 x 10' fl? 

m3 
= 21.4 days 

20.09 G x 86400 $ 

Since the residence time is miaay between the thermal plot Parameter values of 

10 and 30 days, both should be USWI to bracket the mean hydrauliti residence tima ih 

the prototype. It should be nottd that these flow estimates do not include runoff 

fran the area imnediattly around the lake. However. the upstream Ckcoquan watershed 

is large enough relative to the inmnediatt runoff and direct PrtCiPitatiOn to justify 

the assumption that the contribution of the imediatt area is not Significant. 

The likelihood that the Occoquan Rtstrvoir thensally stratifies can now be 

evaluated. For a hydraulic residence time of ten days, the therm1 plots show 

that stratification is not likely for mdxim~m depths Of 40 t0 75 ftct. In the 

cast of a 30-day hydraulic residence time, the profiles suggest that.tht reservoir 

develops a thermal gradient between 1.C m-l and 3.C III -' for tither value of 

maximum impoundment depth. Tht 40.foot plots (Figure V-37) indicate stratification 

occurs from Hay to August at 5-7 meters depth. However, the 750foot plots predict 

that the impoundment wfll have a thermal gradient greater than 1.C m -1 only at 

depths greater than 17 meters. Si net the Occoquan Reservoir is 17.1 nrters deep at 

the deepest station, this suggests that the Impoundment does not stratify. 

The mean hydraulic rtsidtnct time can be computed using tither the average 

annual flow rate or the flow rate just prior to stratification. In order to use the 

latter method, the flow rate during the months of March and April should be computed. 

The flow rate for this period, 25.4 m3 stc", reduces the hydraulic retention 

time to 17 days. Since the model predicts no stratification for a ten-day residence 

tlme, the judgment as to whether stratification occurs becomes difficult. 

Because lower flows occur during the Sumner. the 30-day residence time, 40 

foot depth and minimum mixing should be used. In borderline casts such as this, the 

reservoir will alnnst certainly stratify during some part of the sunmer. 

The temperatures predicted by the thermal plots match those actually measured in 

the reservoir quite closely. A canparison of predicted and observed monthly mean 

temperatures (1974-1976) in both the tpilimnion and hypolinnion can be nradt using 

observed data (Table V-18) and the plot of the 40 foot, 30 day residence time, 

minimum mixing (Figure V-37). The difference between the two tpilimnion tmptraturts 

averages l.O’C and varies between 0.2 and 1.U.. The difference in the hypolimnion 

temperatures averages l.O’C and ranges from 0.2 to 2.7OC. 

The close agreement of the predicted and observed inpoundnxznt tcnptraturts 

probably results from the relatively long hydraulic residence times observed in 

two of the three years on which the averages art based. In 1974, 1975, and 1976, the 

mm hydraulic residence times were 31, 18, and 25 days, respectivtly. The 3041~ 
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TABLE V-18 

COMPARISON OF HODELED THERMAL PROFILES TO 
OBSERVED TERERATUIES IW OCCOQIJAN RESERVOIR 

Epilimnion 
Depth 

Htan Epilimnion Ttmp., 'C Htan Hypolimnion Ttmp., 'C, (ml 

Month 40-foot Plota ObSeWhdC 40-foot Plotb ObscwtdC 409foot Plotb 

March 7 8.4 6 6.3 

April 13.5 12.6 10 9.2 

May 19 20.5 15 14.4 

June 24 24.8 18 17.2 

July 26 26.6 20 21.2 

August 26 26.5 21 23.7 

September 22 23.6 20 20.2 

October 17 17.2 16 15.8 

November 11 12.2 10 11.6 

December 7 6.2 7 5.8 

Source: Northern Virginia Planning District Commission. January, 1979. 
%ean temperatures in cpilimnion fra thermal plots with t w - 30 days and a maximum 
depth of 40 feet. 

bHean temperatures in thennocline and hypolimnion fran thermal plots with 7 
w - 30 

days and 1 maximun depth of 40 feet. 

'Means of observed temperatures in 'upper" and "lower" 
1974-1976. at Sandy Run. 

layers of Occoquan Reservoir for 

thermal plots should prtdict results rtlatlvtly close to the tuo low-flow years. The 

difftrtncts txptctcd for 1975 would be less pronounctd when averaged with the other 

two. 

In conclusion, Occoquan Reservoir dots apparently stratify, the depth to 

the thennoclint or the tpilimnion approximates the mean depth (5.29), tht hypolimnIon 

has a depth of 11.8 m (17.1-5.3). and the fnttrval of stratification approximates nay 

1 to mid Septenber or 138 days. The hypolimnttic temperature Is about 11 degrees C, 

typically. 

5.7.3 Sedimentation 

TO evaluate Potential stciimtntrtion probltms, Appendix F Is txamintd to set If 

any data txiSt on the upstream rtstrvo!r (Jackson) or Occoquan Reservoir (Flgurt 

V-36). 5Ome data exist for Jackson but not for Occoqwn Reservoir (Figure V-38 taken 
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fran Appendix F). Thus, m can dcttrainc the trapping of sediment in Jackson Reservoir 

but trapping must be calculated for the OCWuan. To reflnc the analysis, calculations 

on Jackson Resewolr wi 11 also be -de and the rcSUltS Calibfatd. 

To apply the Stokes' law approach to a reservoir, we need to knob! the loading 

first. The necessary Sediment loading l stifnates for the tributaries were Ptovided by 

the methods in Chapter 3 and are listed In Table V-19 (Oean et al., 1980) &fore they -- 
are used in further conputatlons, a delivery factor ust be applied to these values. 

This factor (the sediment dellvery ratio or SDR) accounts for the fact that not all 

the sediment removed from the land surface actually reaches the watershed outlet. 

Nonpoint loads fran urban sources are presumed to enter the reservoir through Bull 

Run River since lnost of the urban1 ted portton of the watershed \Its in this sub-basin. 

Computing the annual sediment load into Occoquan Reservoir Is complicated 

by the presence of Lake Jackson immediately upstream fran the reservoir. The 

trap efficiency must be computed for Lake Jackson as well in order to determine 

the amount of sediment entering the Occoquan Reservoir from Lake Jackson. The 

steps involved are to compute the sedi#nt delivered (Table V-20). the size range, 

the fraction trapped for each sire range and the total amount trapped. A table has 

been dwised to simplify these srcps (Table V-21). 

Soil types provide an indication of the particle sizes in the basin under 

study. Soils in the Occoquan basin are predcnminatcly sllt loams. Particle sltc data 

on the principal variety, Penn silt loam, are glvcn in Table V-22. These data and 

all calculations are transcribed into Table V-23. 

Some effort can be conserved by first calculating the smallest particle size 

that will be comQlttcly trapped in the imoundment. To do so. P, tht trap efficiency, 

must first be computed. Because both reservoirs are long and narrow and have nla- 

tively small residence times, the flow will be assumed to approximate vertically 

mixed pluq flow (Case 81). In this case, P is found from the expression: 

v t 
P = max u 

D' 

where 

D‘ - mean flwing layer depth, m. 

To calculate the Smallest particle that is trapped in the irrpoundment, P 

is set equal to unity and the above equation is solved for Vmx: 

V I D’ l 1.0 
max % 

This expression for Vmx is then s&stltutcd into the fall velocity equation 
(Stokes' law), which in turn is solved for d: 
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TABLE V-19 

ANNUAL SEDIMENT AND POLLUTANT LOAD5 IN DCCDDUAN 

UATERSHED IN HETRIC TONS PER YEARa 

Kettle Cedar broad Bull Occoquan Urban 
Type of Load Run Run Run Run River Runoff 

-Sediment 46,898 396,312 

Total Nittogtn 164.46 1.457.42 

Available Nitrogen 16.45 145.74 

Total Phosphorus 39.01 341.95 

Available 
phosphorus 2.18 14.95 

00D5 328.92 2,925.63 

Rainfall Nitrogen 0.72 5.50 

142,241 232,103 139,685 12,699 

518.91 789.24 469.46 12.88 

51.89 78.92 46.05 5.38 

114.22 202.71 119.42 2.59 

5.57 12.50 8.43 1.27 

1.042.45 1,578.47 925.85 77.47 

2.00 3.92 2.48 - 

' Estimates provided by Midwest Research Institutes Nonpoint kurcc Calculator. 
These values have not yet had a sediment delivery ratio (SDR) applied to 
them. We will use 0.1 and 0.2 as lower and upper bounds. The SOR does not 
apply to rainfall nitrogen. 

Note : A large number of significant figures have been retained In these 
values to ensure the accuracy of later calculations. 

TABLE V-20 

SEDIHEKT LMDED INTO LAKE JACKSON, 
1,000 Kg/Year 

Sediment Delivered to 
Tributaries Total 

to Available 
Lake Jackson Sediment 

Lake Jackson 
Case I 

(Sob0.1) 
&e. I 

. . 4, 

Kettle Run 46,898 4,690 9,380 

Cedar Run 396.312 39,630 79,260 

Broad Run 142,241 14,220 28,440 

Total 58,540 117,080 
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TABLE v-21 

CALCULATION FORMAT FOR DETEIUIINING SEOIHENT ACCUMULATION IN RESERVOIRS (NOTE UNITS) 

rrnction 

Size Pet-cent c Density flean 
Particle I rappl3l ( P) Incoainq Trapped 

Frac t ion Cott~psition Absolute Uulk Diawcter hlMx A 0 lest Case Scd illlCll t Sed illlel~t 

-119- 



TABLE v-22 

PARTICLE SIZES IN PENN SILT LoAn 

Partlclc Strc 5 of Particles Smaller Than 

(ml (By Height) 

4.76 100 

2.00 99 

0.42 93 

0.074 84 

0.05 78 

0.02 50 

0.005 26 

0.002 16 

v = 
4.8 x 18 (D - D.>d2 . o' 

MX Y T 
w 

The resulting expreSSiOn 1s: 

The trap efficiency of Lake Jackson is calculated ftrst. The data required 

for these calculations art: 

v . = 1 a93 x lo62 

Q = 12.47 n3stc 

D = 3.34ln 

w l 1.11 (Assuming 19 l6.C as in Occoquan Rcstrvolr) 

and 7,,,=Ym 1.893 x lo6 d 
Q 12.47 m3 l scc -’ l 86400 scc l day-l 

l 1.76 days 

The riniwua particle stat for 100 percent trapping Is caputed as: 

d . 3.34 m x 1.11 - 
lo6 (2.66 

5.14 x 10-4 or4 
4.8 x - 1.0) l 1.76 



TABLE V-23 

CALCULATION FORMAT FOR DETERMINING SEDlblENl ACClJMUlATlON IN RESERVOIRS (NOTE UNITS) 

Stze Percent 
Fract Ion CanposIt ion 

m ton/yr 
Incoming Trapped 
Sed bent Sed Iment 

cln 

.OOO!i14 0.3 2.66 

. OOQSO 5 2.66 

.00035 5 2.66 

.ooo20 16 2.66 

> .000518 73.7 2.66 

m/day 

2.24 N/A 1.90 

2.24 N/A 1.79 

2.24 N/A 0.88 

1.28 N/A 0.29 

2.33 N/A - 
(average) 

Totals 
Trwped 

N/A 1.00 
1; 

176 176 
352 352 I;: 

N/A 0.94 
II 

2927 2751 1228 
5854 5502 1356 

N/A 0.46 
*t 

2927 601 
5854 2582 1209 

N/A 0.15 
1; 

9366 1405 1098 
18732 2810 2196 

N/A 1.00 
II 

43144 43144 19000 
86288 86288 37000 

1 mtonslyr 48822 
II ntons/yr 97644 

1 m3Jyr 21523 
II n3Jyr 43046 

Exanpl e 
Calculation SLlR l 0,115 

Vol = 24750 d/yr 
Vol of Jackson Reservotr last per year = 24 75Od/yr - 1.3XJyear 

(75 yrs lifethe) 1893UQOd 
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The amount trapped of each sftt fraction is computed separately for Cast 

8-l frfn the quation: 

” ?w max 
P-- 

D' 

For txaqlt, for sire fraction 0.00035 cm: 

A caposlte trapping effIclency can be obtained by dcttmlning the total percent 

trapped (48822/58540 l 0.83). 

The sediment accu#rlated fn Lake Jackson for each SIZC range Is dtttnui ntd 

from the expression: 

where 

P = trap efficiency 

si - sediment load from trlbufaty f 

st - sediment trapped. 
For the two casts (I, II): 

$t 
- (0.1, 0.1) x 0.83 [46898 + 1322411 metric tons/year 

= (48822, 97644) metric tons/year. 

Data obtained frun Appendix F of the screening manual shor that the estimated 

rate of sedimentation in Lake Jackson is 56,153 metric tons/year. This indicates 

that an SIXI of 0.115 would be appropriate. 

Bulk density (q/cc) includes the water that fills port spaces In sediment 

that has settled to the bottom and this nust be accounted for when dtttrminlng 

volume lost due to sedimentation. Bulk density varies with particle size and 

sane approximate values for the size ranges for sand (0.005-0.2 cm), silt (0.0002- 

0.005 cm), and clay (<0.0002 cm) art as follows: 2.56 for sand, 2.24 for silt and 

1.28 for clay. Thus, using an SDR of .115, 24,750 m3 (or 1.X) of reservoir 

volume would be lost per year. In conparing to Appendix F data, we find that this 

value is conservative. The loss of volume was estimated by the SCS to be 47.5 acre 

feet/year while these calculations show only 20 acre feet/year btlnq lost. The 

estimated bulk density used by the SCS was 0.93 q/cc and we used a more constrvat~vt 

value. If the SCS figure is used, the volume lost is determined to be 46.4 acre 

feet/year. 

No* we caputt the stdimentatjon in Occoquan Reservoir. The minimum particle 

sire that is capltttly trapped is computed using the following values: 

D' - 5.29 

P - 1.11 (1 - 16'C = wan of Table V-18) 
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Ow = 2.66 g em -3 

Dbl = I.0 g cm 
-3 

T = 21.4 days. 

Under stritified conditions, the cpilimnion thickness should be used for D'. 

Since stratification is uncertain in this case and the predicted average hypolimnion 

thickness, 5.75 R, is greater than the man depth, the latter value ulll be used. All 

particles with diameter, d, such that: 

d I Jz,, _ ~.D) . 2,.4 - 1.86 x 1D-4 = 

will be corrpletely trapped in the Dccoquan Reservoir. Because this value is smaller 

than the smallest size calculated for Lake Jackson (2 x 10.' CIII), our computations 

are simple. Ye assured that 84 percent of the sediment is totally trapped and the 

remainder is trapped at an effidtncy calculated for particle slzts of 0.0001 cm: 

Y * 4.2 x lo6 (2.66 - 1.) (1 x 1O-4)2 
max . 

= O.C72 m/da] 

Tne annual sediment trapped is: 

St = P - s, 

but corrections for sources and SDR must be made: 

'i = SDR x sediment from each source. 

5 - 13390 (Lake Jackson, already corrected for SDR) 0.115 (232103) 

(Bull Run) + 0.115 (139685) (Occoquan River) + 12699 (Urban Runoff 

'i = 68045 metric tons/year 

Assuming the distribution of particle sizes for all sources are errtntially the 

same and aCCOunting for the fractions (f) of material that are in the two different 

size ranges: 

3 * fl PI si + f2 P2 si 

st = (0.84) (1.0)(68845) + (0.16) (0.29) (68845) 

St . 57030 ; 3194 l 61024 metric tons 

The volume lost is Qw - 65620 m'/year or 0.2 percent per year of tht reservoir volume. . 

5.7.4 Eutrophication 

Yhat would be the consequences to eutrophication in Occoqwn Rtstnoir of 

instituting 90 percent phosphorus removal at the treatment plant? If, In addition to 
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phosphorus removalr nonpoint source (HPS) phosphorus w8S ndUCl!d by 90 percent by 

instituting urban runoff and erosion control, green belts, and other HPS controls, 

uoul d an iaprovewnt in lake quality occur? 

Several assrragtionr concerning pollutants in the Occoquan uatcnhtd-resenoir 

system are ntctssay in order to ca\culatt the dcsirtd annual loads: 

0 The unavailable ~BIOS~~ONS IS a&Orbed on StdiBtnt PartiCleS. Therefort, 

of the unavailable foms cming into Lake Jackson, only the fraction (1 

- 9, [Jackson]) is delivered to the Dccoquan Reservoir; available P 

gets through Jackson. 

0 Al 1 of the phosphorus and nitrogen fror the swage trtataent plants 

(STPs) is in availablt fom. 

l The output of STps outside the Bull Run srrb-basln is negligible conpared 

to that of the STps in Bull Run. This is justified by the fact that 

during the period: under study, the plants in Bull Run had a canbined 

capacity several tirs larger than the few plants outside the sub-basin. 

0 The problems of tutrophication depend on loading of phosphorus. 

By applying these assunOtions to the nonpoint source data in Tables V-19 

and V-24 the total load of each pollutant type my be calculated (Table V-25). 

The caputati on for the total annual phosphonrs load in Dccoquan Rtstnoi r is 

canputed in the following paragraphs. first the quantity of total phosphorus 

caning into the Occoquan Reservoir through Lake Jackson is calculated by: 

TP 
Jackson n (1 - P cJackson) x [Total P - Available P] l Available P 

The total phosphorus from Broad run, Cedar Run, and Kettle Run are sunnned and 

the available DhOSphONS loads art subtracted to give the unavailable load. This 

load is multiplied by the trap tfficlcncy of the lake, PC l 0.83, which yields 

the unavailable load passing through. This value, plus the available load, Is an 

estimate of the total phOSDhONS tnttring OCCOqUan RtStwOir fran Lake Jackson. This 

quantity is 103.24 metric tons yr -' (Table V-25). This value is added to the 

non-urban, nonpoint source loads from Bull Run and areas adjacent to the Occoquan 

Reservoir (Table V-18): 

TNPW = 202.71 + 119.42 + 103.24 

= 425.37 metric tons yr -1 

This quantlty is tmdifisd by the sediment delivery ratio. The urban nonpoint 

loads and STP (Table V-24) loads are added to complete the calculation: 

TP l (0.115) (425) + 2.59 + 11.92 

= 63.3 rrwtric tons yr -1 

Similarly the SCM7 MS appl icd to nonpoint sources of nitrogen and BOD . The results 

of load calculations art smriztd in Table V-25. 

The calculated annual total PhOSphONS and nitrogen loads (Table V-25) llay 
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TABLE V-24 

SEUAGE TREATUENT PLANT POLLUTANT LCMDS 
IN BULL RUN SIB-BASIN IN METRIC TONS PER YEAR" 

Total Nitrogen Total PhOSfJhONS BOD, 

108.0 11.92 54.80 

Source: Northern Virgt nia Planning District 
bmnission, March 1979. 

"Averages for July 1974 - Deccarber 1977 

TABLE V-25 

CALCULATED ANNUAL POLLUTANT LOACS TO OCCOGW RESERVOIR 

Metric TonslYezv 

Load Source Total :I Avai1.N fatal P Avai1.P BODe; 

Urban runoff 

Sewage treatmen: 

Rainfall 

Other konpoint Source* 

TOYAL 

Nonpoint Source lb 

Point Source % 

* Used SDR of 0.115. 

12.x 5.38 2.59 1.27 77.47 

102.00 106.00 11.92 11.92 54 .so 

IS.62 14.62 - M 

30:.30 39.10 48.83 2.65 802.00 

525.50 167.10 63.34 15.84 93c.27 

80 35 81 25 94 

20 65 19 75 6 

be compared with the observed Toads lIsted $n Table V-26. The loads Observed 

are 1.5 to 6 times higher than highest calculated loads for nitrogen. Conpari- 
son of loadings (kg/ha year) with literature values suggest that Grizzard Is mOst 

accurate (Likens et al., 1977). -- 
The first method of predicting algal growth is kncnvn as the Vollehueidtr 

Relationship. In the graph of total phosphorus load (g mm2 yr") versus mtan 
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TABLE V-26 

OBSERVED ANNUAL POLLUTANT LOADS TO OCCOQUAN RESERVOIR 

Period 

Mtan flow' 
Rate 

(In3 WC-' ) 

Total Nitrogen Load Total Phosphorus Load 

(metric tons year-l) (metric tons year -5 

IO/74 - 9175 24.7 B05b 1lOb 

7/75 - 6/76 29.0 1905= lW= 

7/76 - 6/77 10.4 4763= 454= 

l source: USGS Regional Office, Richmond, Yirginla. 

b Grfzzatd et al., 1977 -e 

' Northern Virginia Planning District Commission, March, 1979. 
Data gathered by Occoquan Uatetshed Monitoring Laboratory. 

depth (m) ddvldtd by hydraulic retention tlmt (yrs) (stt figure V-24). areas can ht 

defined that roughly correspond to the nutritional state of the iwoundmtnt. For the 

Occoquan Rtstrvoi f, the values of the paramtttrs are: 

LDJ 63.34) x 10’ g/y+ - 9.04 -2 g II yt -1 

7.01 x 106 aI? 

I, 5.29 TM b*05B6 m - yr yt'l 90 m 

According to the Volltrwtidcr Relationship, Occoquan Rtstrvoi r is well into the 

eutrophic region for loading of total phosphorus. Bawd on thtst prtdictlons a more 

in-depth study of the al gal productivity seems to be in order. 

Solving for the phosphors concentration in this rtstrvoit: 

LP 1 9.04 g ns2yre1 
pm_ -t 

2 tdii 5.29m[(17.1+VEi)yr’1] 

P = 0.030s g/u?= 80.5 pg/l. 

Calcula?td and tiservrd pollutant conccqtrations art listed in 'able v..?'. 

The man summer concentrations of phosphorus atd nitrogen art Closer to ttv conce9- 

trations calcula?ti than would be expect& on the basis of the colaparjson ol ar~*.~ 

loads. 
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TABLE V-27 

CALCULATED AND OBSERVED MEAN ANNUAL POLLUTANT 
CONCEKTRATICMS IN OCCOQUAN RESERVOIR 

Total 
NItrogenb 

;$$'nfi 
Total 

(g m-3 (9 m-3) 
Php9S;hO;;S 

Calculated (SDR - 0.115) 0.831 0.264 0.08 

Observed Valuesa 

Mean 

MilX. 

Min. 

0.88 0.16 0.08 

1.50 0.24 0.12 

0.35 0.10 0.04 

a Assuming no removal processes for nitrogen. 
b Averages for April-October between 1973 and 1977. 

Source: Northern Virginia Planning District Cunnission, 
March, 1979. 

The ratio of nitrogen to phosphorus concentration In the nstrvolr can be used 

to estimate which nutrient will limit the rate of plant growth. For the Occoquan 

Reservoir, the N:P ratios art 10 to 1 for total N to total P. The calculated nutri- 

ent ratios and the N:P ratio of the observed data (11.0) indicates that phosphorus is 

probably growth limi tfng. 

The available data also ptrmltr the estimation of the maxiwl primary production 

of algae from the Chiaudani and Vighi Curve (figure V-26). The theoretical phosphorus 

concentration should be about 0.08 g m according to calculations. The maximal 

primary production of algae is found from Figure V-26 to be about 2500 mgC II -2 

day-? This level of algal productlon is roughly the maxinum production shown on 

the curve. Both this result and the Vollenueidtr Relatfonship suggest algal growth 

will contribute significantly to the BOO load in the InpoundRlcnt. 

Effects of 90 percent P removal at treatment plant on TP loading: 

N = 52.61 m ton/yr 

* 7.50 g m -2y-1 

9, = 90 m yr" 

Althwgh improved, we conclude that loading Is stl\\ too great according to Figure 

V-24. 

Ef ftcts of 90 percent STP removal of TP plus 90 percent NPS runoval of TP: 
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H - 6.334 II ton/v 

This would mve Occoquan Rtrervoir into the botta of tht mtsotrophic range. 

Lake concentrations of total P would be: 

p . m*n - 66.9 ug/l 

P= 0.90 
n 8 ug/l . t . 

Although tht scmning mtthod shows w~rktd iIprovuntnt in Occoquan eutro- 

phlcatlon, 90 ptrctnt control of phosphorus NPS would bt very txpenslvt. Cartful 

analysis of assumptions made In the scrttning ncthod and of control alttmativts 

would bt necessary btfort procttding to map such a control strategy. Moreover, 

canful study of reservoir TP sources and sinks and of algal productivity would be 

necessary. The scrttning rthod has served to illustrate the ftaribillty and 

potential value of such further analysis. 

5.7.5 Hypolimnttic 00 Depletion 

Excesslvt nutrient loading plus inputs of BODs suggest that 00 probltrnr in 

the hypolimnfon could result. WC will use the data obtaintd in the first thrtt 

problems to determine the hypolimnetic DO. These data art runmarized below. 

All rate coefficients listed have already been corrtcttd for ttmptrature. 

Physical/Biological 

Area l 7 01 x 106m2 

v01ulnt ='3 71 x lO’m3 

0 = 20.09 m stc-l '3 
l 1.74 x 10$n3 day-' 

kpth to thtrmoclint = 5.29 m (average depth) 

Interval of Stratification (Ray to mid-Stptcmbtr) l 138 days 

BOO loading n 934.27 106g . yr-' 

Algal loading - 1800 rngCw~-~ day;' 

BOO concentration l 
934.27 x 10 g/yr 
3.71 x 10 m x 365 days/yr 

- 0.069 mg/l 

Ttnqtraturt n 1O’C 
Rates and lnput Values 

n l 0.8 
kl 

* 0.063 day” 
5 = 2.67 k = 0.0378 day” 
P - 0.824 gC .-2 dry-’ 

Ir4 = 0.0019 day” 
u - 5.29 n 00 

sat - Il.3 rig/l 
t 

Y - 21.4 day t - 138 
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The simplified model used to predict hypolimnlon dissolved oxygen levels assumes 

that the only substantial dissolved oxygen sinks are water Column and benthic deposit 

BOD (Section 5.5). Additionally, all sources of oxygen, photosynthesis, etc., are 

neglected In the hypolimnion after the onset of stratlflcrtion. Thus, the procedure 

requires that pre-strat.ffIcation levels of BOO and dlssolvcd oxygen be crttraatcd in 

order to compute the post-stratiflcatlon rates of oxygen dlrrppearrnce. The prt- 

stratification concentration of water column BOD Is determined first. A simple a~55 

balance leads to the following relationship, If steady state conditions are aSSw%t: 

C ka 
55-q 

where 

C 
-1 

5s n steady state concentration of BOD in water column, m 11 

‘a 
= mean rate of BOD loading from all sources g a a3 dry- ! 

1 kb = -k, - kl - T;i 

where 

kS 
n V,/T = mean rate of BOD settling out onto 

impoundment bottom, day -1 

kl n mean rate of decay of water column BOD, day -1 

0 - man export flow rate, m3 day -1 

V - impoundment volume, m3 

5 = settling velocity, m day -1 

7 = impoundmnt mean depth, m, 

The BOD load to the impoundnmnt origlnatts in two prlnclpal sources: algal 

grouth and trlbutary loads. The algal BOD loading rate Is carputecl from the expression: 

kd(algde) n SHP/7 

where 

s - stotchiomettic conversion from algal bless as carbm to BOD - 

2.67 

M * proportion of al pal blmass txprtsstd as oxygen demand 

P - algal primary production, g m -2 day. 
Since the chiduddnt and Vighi curve (Figure V-26) gtvts the maximal algal pro- 

duction, a correction should be made for the actual tptllmnion tcnperature. If the 
maximal rate occurs dt 3O'C and the producttvfty decreases by half for each 1S.C 

decrease in temperature, the algal PrOdUCttOn can be correct4 for temperature using 

the expression: 

‘VI’ ‘(30) l 

x 1 D4,(T-3O.C) 

According to the data tn Table 1, the cpilimnlon tarperature during the mnth 

prior to stratification is approximately 13*C. Thus: 

p(13') = (1.B) gC mw2 day-l x 1.047(13*c-30ec) 

= 0.824 gC m -2 day-' 
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If H Is assumed to be 0.8, then: 

ka(algae) 2.67 x 0.8 5 293 x a 0.824 gC a-' . day-’ 

- 0.333 g 
'-3 -1 
a W 

The BDD load borne by tributaries ls found by the expression: 

'a(trib) I 
Hean Dally BOO from Tributaries (Table V-18) 

LaQoundrcnt Volrru 

I 034.27 x lo6 g y ,-l 
3 71 x 1o7.3 . 

* 0.069 g m -3 
day 

The total BOO load to Occoquan Rtstrvolr Is then: 

ka - ka(algae) + ka (Mb) 

- 0.33 g m O3 day" l 0.069 g a O3 day-' 

= 0.402 g m -3 -1 
W 

Before the water column BOD concentration can be coquted, the constants 

canvising kb arst be evaluated. The first of these, k,, rqulres knowledge 

of the settling velocltits of BOO panicles. Idrrlly these would be detetwincd by 

using values of the physical properties of the particles and the water In the settling 

velocity equation, V-6. Because such data art lacking, a settling velocity of 0.2 II 

day -' rtportcd for detritus will be substituted. The reported values ltt between 

0 an4 2 meters day -1 O1 , with most values close to 0.2 m day (21son et al - -* ' 
1978). Then : 

k 
5 = 0.2 a 4ayo1/5.29 m =O .037B day-l 

The second constant ccfnprlsing kb Is the first-order decay rate constant for 

water column BOD. Reported values of It1 vary widely dependtng on the degree of waste 

trtatanent. bison et al. (1978)l presents data for rfvers. but contatns only two -- 
values for kl tn lakes and tstusrfts. -1 Both are k1 = 0.2 day . Cant (1968) reports 

values from 0.01 for slowly mttdbOlfZtd industrial wastes to 0.3 for raw sewage. 

Because thtrt is constderable sewage dtschargt into the Occoquan Reservoir, k1 

may be dSSUmed to be in the upper range of these values.. between 0.1 and 0.3 or 0.15 
-1 

ddy . Li kc the dlgdl PrOduCtiOn fdtt, kl must be corrtcte4 for the water 

temperature. In April, the mean rater tccrptrature Is about 1l.C. 

Then: 

k * 0.095 day -1 x 1.047 (11°C-200C) 

l 0.063 day -1 

Finally, kb is evaluated as follows: 

kb = -0.0378 day-’ - 0.063 day-' - 
&days 

= -0.148 day -1 

Mext, ka an4 kb may be substttuted tnto the fo 1 
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k 
C ss = -; 

b 

Once the water column BOD concentration 1s known, the benthic BOD is 

computed from the expression: 

I kS css 
D 

L 5s 
k4 

where 

k4 = mean rate of bcnthic BOO decay, day -1 

Values for the btnthic 800 decay rate constant span a greater range than 

those for water column BOD. Caap (1968). houever, reports values of k4 very 

near 0.003 day -' for a range of benthic depth from 1.42 to 10.2 cm (Table 

V-10). Assuming this to be a good value. a teqwraturt-corrected value of k4 

may be computed at an April hypolimnlon taperature of 10°C (Table V-18): 

kq = 0.003 day -1 x 1.047(10-20) * 0.0019 day" 

Then: 
x 5.29 n 

L 
0.0378 day" x 2.72 -3 g m 

n 

SS 0.0019 day-’ 

- 286 g mo2 

Prior to stratification the impoundment is assumed to be fully mixed and 

saturated with oxygen. During AptIl, the hypolimnion tenpcrature is 1O’C. Saturated 

water at this tenqerature contains 11.3 ppm oxygen (Table V-12). 

Finally, the dissolved oxygen level in the hypolimnion may be predicted during 

the period of stratification. The applicable expressions are: 

A B C E B 

A"L 
= (1.04) [(53.1) (0.231) - (l/S3.1)3 

AoL = 12.74 

F E 

A°C * (1.7) (1) = 1.7 

Ot = 11.3 - 12.74 - 1.7 

Therefore the hypolinnion is depleted of oxygen at the end of the stratification 

period (138 days). By selecting different conditions for decay rates and for time of 

stratificatl on a fmi ly of curves was generated that can be cocrpared with actual 

observations (Figure V-39). As can be seen sftuations 3 and 4 (BOO decay of 0.3 

later corrected for temperature and a total BOO loading of 0.36 or 0.57 g . mm3 

day-l) gave a reasonable fit of observed data at the deepest station (Dccoquan 

Dam, 1973). 
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Interpretation of the dissolved oxygen-time data at High Dam in 1970 presented 

in Figure V-39 Is complicated by the introduction of fresh oygtn after the onset of 

stratification. Although a direct coraparlson of oxygen depl ttion times is not 

possible, the rates of oxygen level follows curve 2 of FIgurn V-39 vty closely, 

while during the second period of oxygen consumption the oxygen concentrations 

closely match those of curve 1. Since the nstrvolr is shallowest at High Dam and 

the substantially lower than average flow rate In 1970 resulted in strongly stratified 

conditions, the oxygen dtpletlon rates In this case should be among the highest 

likely to be c&served in the impoundnmnt. Curve 1 represents the fastest decay rates 

predicted by the model. Thus, the observed oxygen consuptIm times should be 

greater than the lower limit predicted by the model In nearly all cases. 

The above agreement of the observed with the predicted limlts for the range of 

oxygen depletion times in Occoquan Reservoir laplies that the typical or average tim 

must also fall within the predictal range. 31nce It was for %veragem conditions 

that the impoundmnt was modeled, It may be concluded that the model does accurately 

describe the behavior of the Occoquan Reservoir. 

5.7.6 Toxlcants 

It was not possible to obtain data on toxicants in Occoquan Reservoir. In 

order to provide a problem with some realism, published data on a priority pollutant 

in another reservoir were obtained. In Coralville Reservoir, Iowa, conxnercial 

fishing was banned in 1976 because of excessive accumulation of dleldrin residues in 

flesh of cmrcIally important bottom feeding fish (Schnoor, 1981). The dieldrin 

arose from biodegraded aldrin, an instctlcide in wide use along with dieldrln before 

cancellation of regfstration of both pestlcfdes by USEPA In 1975; 

After 1976 there was steady diminution of dieldrin In the waters, ffsh, and 

bottom sediments of Coralvllle Reservoir, until the late 1970’s when dieldrln levels 

in fish flesh declined to less than 0.3 mg/kg (Food 1c Drug Administration guideline). 

In 1979, the fishing ban was rescinded. 

Using the screening methods and data abstracted from Schnoor's paper, the 

potential dieldrin problem can be evaluated in Coralville Reservoir. Avallable 

and back-calculated data include the following values: 

Reservoir Ditldrin 
f = 14 days = 336 hrs 

; - 
kou - 305000 

8 feet n 2.4 m koc = 35600 

C - 0.05 rg/l dieldrin solubility in fresh water * 200 rg/l 

DC - 0.05 (estimate) 

So = 200 rg/l (estimate) 

= 200 x d kg/kg 

P * 0.9 (estimate) 
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Assuing that conditions raarincd constant, the Steady State concentration 

of dieldrin can be computed using the approach dcscrfbed In Section 5.6 as follows: 

C = tin/ (1 + ‘,, l k) 

when 

K - SE0 l B + t, + kp + kh 

Evaluation of K depends on tst~nntim of the separate rate constants. lnfoma- 

tion in Chapter 2 and in Callahan, et al. (1977) indicate that the biodegradation -- 
rate (B) in aquatic systeas is extremely small. Sfailrrly volatfliratfon (k,) and 

hydroloysis (k,) are negligible processes affecting the fate of dieldrin. Photoly- 

sir (kp) can be significant in soma cimmstances but the high turbidity in 

Coralville Restnoir indicates that minimal photolysis takes place. Consquently, K 

f SED. These assuqtions are supported by Schnoor (19Bl). 

Calculation of the sedimentation rate constant (SED) is as follows: 

SED = a x D x Kp 

k 
P 

= 0.63 x kou x OC 

= 0.63 x 305000 x 0.05 

= 9610 

D 1 l Px5Oxq 

0 = 0.9 x 200 x loo6 x & = 5.36 x 10’%-’ 

a = l/ (1 + kpS) 

5 =OCx50- .05 x 200 x loo6 = 1 x loo5 

a = 0.912 x 5.36 x lt+ x 9610 

l 0.0047 Ill-' 

The steady state concentration of dieldrin in Coralvflle Reservoir Is estimated 

to be: 

C = 0.05 rg/l (1 + (0.0047 hr-1 x 336 hr)) 

C= 0.019 rg/l 

This value is much greater than the present fresh water quality criteria of 0.0023 

ditldrin rg/l (Federal Rtglster: 79318.79379. Mov. 28, 1980) and would indicate a 

serious potential problem In the reservoir that would rquire significant action and 

study. 

Evaluation of bioconctntration supports this conclusion: 

Y = BCF x C 

If the default estimate is used (Section 5.6.1.6): 

log BCF l 0.75 log KCU - 0.23 

= 3.88 

BCF l 7642 

Y n 7642 x 0.019 = 145 rg/kg fish flesh 



This value would be less than the FM gufdelfhe. However, tuu published 8CF values 

are avaflable: 35600 from Chapter 2; 70000 ftan Schnoor (1981). These values 

produce much higher tissue burdens, both of which violate the FM guideline: 

Y = 35600 x 0.019 = 676 rg/kg 

Y l 70000 x 0.019 - 1330 rg/kg 

In 1979, it is l stirwted that Gin l 0.01 (CdlCUldtcd frum Schnoor, 1981). 

Therefore, assmfng other cohditfons are constant: 

C - O.Ol/ (I + (.0047 x 336)) 

= 0.0039 rg/l 

A value about double the water quallty criterion. Flesh concentration would be 

(using BCF = 70000): 

Y = 70000 x 0.0039 = 270 *g/kg 

This value (0.27 rg/kg) would be less than the FM guidelines of 0.3 pg/kg and 

support the conclusion to lfft the ffshfng ban. khnoor (1981) shows the following 

measured data that can be conpared to the screening results: 

1970 1979 
Yater Fish Water - Fish 

Screening 0.019 1300 0.04 270 

Measured 0.015 1100 0.005 250 
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GLOSSARY OF TERKS 

Sfgnificant variables are shown wfth typical units. Units mst be conpati- 

blc or use conversion factors (Chapter 1). Rote that sonc symbols are used for 

oore than one term. 

A 

a 

B 

B(T) 
BCF 

Bo 

C 

cO 
C 

c: 

cs 

ct 
C 

CW 

C" 
C 

5s 

Lt 
C vol 
D 

0 

D 

0 

0' 

D" 

u 

u 

Oh 

Oi 
00 

0 

op 

ow 

dW 

d 

Lake surface area. m2 - sediment area, 2 

Fraction of pollutant In solution l l/(l+Kp x 5)). unitless 

Blodcgradation rate, hr -1 

Biodegradatfon rate, corrected for temperature 1, hr -1 

Bioconcentratlon factor, unitless 

Initial microbial biodegradation rate, uncorrected for temperature 

or nutrient concentration, hr -1 

Reservoir conccntratlon at time, t, mgl" 

Initial concentration, mgl 
-1 

Concentration of phosphorus, PgPl -1 

Total exchangeable phosphorus concentration in the ScdiUmtS, g m -3 

Toxicant concentration sorbed on sediment, mg 1 
-1 

Concentration of 500 at time t, mg 1-l 

Concentration tn water phase, mg 1-l 
-1 -3 

Steady-state water column phosphorus concentration, mg 1 . 9m 

Steady state influent COnCentratlon, mg/l 

Steady-state water column BOO, g m -3 

Weight concentration 

Volumetric concentration 

Depth, m 

Discharge channel depth, ft 

Stdimentatlon rate constant - P x 5 x WV, mg l-'day" 

Dilution rate, day" 

Flaring layer depth, ft 

Inflow channel depth, ft 

Mean depth, m 

Depth to thermocline. m 

Mean hypolimnion depth, m 

Oepth at the ith cross-sectlon, m 

Oiffusivity of oxygen in water (2.1~10-~ m2 src”, 20.C) 

Weight density of a particle. lb ftm3 

Ueight density of water, lb ftB3, g cm-3 

Pollutant dfffuslvity in water, m* set 
-1 

Number of days per time period, days 

Rartlcle diameter, cm 
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f 

9 

Is0 

IO 
K 

K 

Kl 

K2 

K3 

Ka 

9 
K 

P 

K1 
K4 
K a 

Ka(algae) 

'r(trib) 

‘6 
k 

e 

‘h 
k 

P 

kr 

k 
s 

k 
V 

koc 

kou 

L 

L 
P 

L 
IS 

n 

n 

MY 

oc 

tic 

*OL 

1 + (7" x K), unitless) 

Acceleration due to gravity, 32.2 ft sec.' 

Intensity of light at Sacchi depth, rtlrtivt units 

Initial inttnsity of light at surface, relative units 

Pollutant rmtoval rate, n SE0 + B + kV + kp + k,,, hr -1 

Met rate of phosphorus removal. hr.' 

Specific rate of phosptwus transfer to the SadimtntS, A yr -1 

Specific rate of phosphorus transfer frm the sediments, 111 yr" 

fraction of total phosphorus input to sediment that is available 

for the exchange process, unitless 

Reaeration rate, hr -1 

Rtatration coefficient, R hr -1 

Oistrlbution coefficient between organic sediment and water, 

uni t1 tss 

First order decay rate for water column 800 at 2O*C, day -1 

Benthic BOO decay rate at 2O.C. day" 

Htan rate of BOO 1 oadi ng f rm al 1 sources, g mo3day -1 

Algal contribution to BOO loading rate, g mm3day -1 

Trlbutay or point source contribution to BOD loading rate, 

g mo3day -1 

- -K s -K1 -(l/~,J, day” 
Extinction coefficient, m -1 

Hydrolysis rate, hr -1 

Photolysis rate, hr'l 

Photolysis rate constant uncorrected for depth and turbidity 
of the lake, m -1 

Mean rate of 8Otl settling out onto the impoundment bottom, 

day 
-1 

VoTatiliration rate, hr -1 

Organic carbon based partition coefficient, unitltss 

Octanol-uater coefficient, unitless 

Area1 BOD load, gm -2 

Phosphorus loading, g m'*yr -1 

Steady-state benthic BOO load, g m-* 

Total annual phosphorus loading, g yr -1 

ProPortion of algal biomass expressed as an oxygen demand (unitless) 

Wlecular weight, g mole-l 

kdiment organic carbon fraction, unitltss 

O'issolvtd oxygen decrease due to hypolimnion 600, ng 1-l 

Oissolvtd oxygtn decrease due to btnthic dtmand, ng 1-l 
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** 

*+ 

P 
P 

P 

PI 

QI 

Q 

9s 
R 

r 

s 

5 

3 
so 
3 
SD 

SDR 

SED 

T 

V 

54 
V 

Lx 
u 

Y 

Y 
2 

7 

P 

P 
P 

pw 
t w 

Dissolved oxygen at time t = 0, q g 1 
-1 

Dissolved oxygen at tin t, rg 1 
-1 

Sediment ttapplng cfflcicncy, unftless 11 P i 0 

Pri~f=y productlvlty rate, g Carbon a -2 day" 

Total phosphorus In the water colunn, mg R -3 

Influent phosphorus, ag 1-l 

kan annual inflow, m3 yr -1 

Mean annual outflow, q 3 yr'l 

Hydraulfc loadlng (T/r,),m yr" 

Reynolds number, unltless 

Radius, ft 

Stoichianetric converslon from algal bicmss as cation to DOD, 

2.67, unitless 

Input suspended organic sediment = OC x So. ng 1-l 

Mass of sediment in inflow per unit time, ng 1 -1 

Input of suspended sediment, mg 1-l 

Sediment trapped, metric tons yr -1 

kcchl depth, m 

Sediment delivery ratio, unitless 

Sorption and sedimentation rate (toxlcant at quillbrium with 

sed4mnts), hr -1 

Temperature, degrees centrigrade 

Lake or impoundmnt volume, m3 

Hypolimnion volume, 1 

Sediment volume. m3 

Tenninal velocity of a spherical particle, ft sec.' 

Wind speed. m set -1 

Tissue concentration of pollutant, g kg” fish flesh 
Number of years 

Depth. m 

Mean depth, m 

Absolute viscosclty of water, lb set ft.*, g set cm-2 

Mass density of a particle, slugs ftM3 

Mass density of water, slugs ft -3 

Mean hydraulic residence time (V/Q), days 
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CHAPTER 6 

ESTUARIES 

6.1 INTRODUCTION 

6.1.1 General 

Estuaries are of primary social, economic, and ecologic importance to America. 
forty-three of 110 of the Department of Commerce's Standard Metropolitan Statistical 
Areas are on estuaries (DeFalco, 1967). Estuaries are the terminal or transfer point 
for essentially all waterborne national and international commerce in this country, 
and biologically are more productive on a mass per unit area basis than any other 
type of water body. Essentially all conservative wastes and much of the nonconserv- 
ative wastes discharged into any inland stream in America eventually pass into an 
estuary. Yet these coastal formations on which there is such a demand for services 
are less stable geologically than any other formation found on the continent (Schubel, 
1971). Sedimentation processes, for example, are filling, destroying, or at least 
altering all estuaries. While this process is always rapid in a geological sense, 
the actual length of time required for complete estuarine sedimentation is a function 
primarily of the stability of the sea level, the rate of sediment influx, and the 
intra-estuarine circulation pattern (Schubel, 1971). The instability, variation, and 
complexity of estuaries make water quality assessment and prediction especially 
difficult, yet the demands placed on estuaries require a most active water quality 
management program. 

This chapter will describe a systematic approach which may be used to provide 
estuarine water quality assessment and prediction. Its purpose is two-fold. First, 
the planner will be provided the capability of making elementary assessments of 
current estuarine water quality. Second. methodologies are presented by which the 
planner can evaluate changes in water quality which might result from future changes 
in waste loading. 

Chapter 3 provided methodologies for assessing the waste load directly entering 
an estuary. Chapter 4 provided methodologies which can be used to assess the rater 
quality of a river or stream as it enters an estuary. The output of these chapters 
will provide information about present and projected estuarine water quality which 
can be used to identify regions having greatest water quality problems, rater quality 
parameters of special concern. and areas for which subsequent computer study is nec- 
essary. Methods presented below comprise a screening tool which may be used by the 
planner to focus attention on critical spatial regions and water quality parameters. 
These can then be fully assessed using computer models or other techniques, as 
desired. 
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The seaward end of an estuary is established by the requirement that an estuary 
be semi-enclosed. Because this boundary is normally defined by physical land features, 
it can be specifically identified. The landward boundary Is not as easily defined, 
however. Generally tidal influence in a river system extends further inland than 
does salt intrusion. Thus the estuary is limited by the requirement that both salt 
and fresh water be measurably present. Accordingly, the landward boundary may be 
defined as the furthest measurable inland penetration of sea salts. The location of 
this inland boundary will vary substantially from season to season as a function of 
stream flows and stream velocities and may be many miles upstream from the estuarine 
mouth (e.g., approximately 40 miles upstream on the Potomac River, 27 miles on the 
James River, and approximately 16 miles upstream for the small Alsea Estuary in 
Oregon) (Pritchard, 1971). This definition also separates estuaries from coastal 
bays (embayments) by the requirement for a fresh water inflow and measurable sea 
water dilution. 

6.1.3 Types of Estuaries 

6.1.2 Estuarine Definition 

It is difficult to provide a concise, comprehensive definition of an estuary. 
The basic elements included in most current definitions are that an estuary is: 

• A semi-enclosed coastal body of water 
• Freely connected to the open sea 
• Influenced by tidal action 
• A water body in which sea water is measurably diluted with fresh 

water derived from land drainage (Pritchard, 1967; Pritchard and 
Schubel, 1971). 

While the above definition provides adequate criteria for segregating estuaries 
from other major types of water bodies, it does not provide a means to separate the 
various types of estuaries from one another. The variations in estuarine circulation 
patterns and resulting variations in pollution dispersion from estuary to estuary 
make classification a necessary part of any water quality assessment. Two basic 
estuarine classification systems have been used in recent years to accomplish 
estuarine subclass separation: a topographical system and a physical processes 
system (Dyer, 1973, Chapter 2 or Ippen, 1966, Chapter 10). 

6.1.3.1 Topographical Classification 

Under a topographical system, estuaries are divided into four subclasses. 
These are briefly described below. 

• Drowned River Valley (Coastal Plain Estuary). These estuaries are 
the result of d recent (within the last 10,000 years) sea level rise 
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tilch has kept ahead of sedimentation processes at a river's mouth. 

Such estuaries are, quite lltrrally, rivers rhosc lower basins have been 

drowwd by the rising oceans. Coastal plain estuaries are charactcris- 

tically broad, relatively shallow estuaries (rarely over 30 m deep) with 

extensive layers of recent sediment. 

0 Fjord-like Estuartcs. These estuaries are usually glacially formed and 

are extraaely deep (up to GOD a) with shallow sills at the l stuarine 

mouth. Fjord-iike estuaries are restricted to high latitude mountainous 

regions and are not found In the United States outside of Alaska and 

Puget Sound fn the state of Washington. 

l Bar-built Estuaries. Utten offshore barrler sand islands butld above sea 

level and form a chain between headlands broken by one or more Inlets, a 

bar-butlt estuary 1s formed. These estuaries are characteristically 

very shallow, elongated, parallel to the coast, and frequently are fed 

by more than one river system. As a result bar-bullt estuaries are 

usually very ccxaplex hydrodynanlcally. A nrmbcr of l xaples of bar-built 

estuaries can be found along tha southeast coast of the United States, 

a Tectonic Process Estuaries. Tectonic estuaries exist as the result of 

major tectonic events (movement of tectonic plates with associated 

faulting or subsidence and coastal volcanic activity). San Francisco 

Bay Is a good l xaple of an American estuary of this type. 

Based on this topographic classification systm\, the vast majority of American 

estuaries fall into the drowned river class. As a result, this system is not 

functional for categorization of American estuaries. The classification system 

described below is based on physical processes and is more useful. Further, the 

parameters used in physical classification are directly applicable to estuarine 

pollution analysis. Consequently, a physical paraeter classification system will be 

used for the water quality assessment approach to be presented. 

6.1.3.2 Physical Process Classificatfon 

Physical process classification systems are generally based on the velocity 

and salinity patterns in an estuary. Using these tbm pdruneters, estuaries can 

be divided lnto three classes, each of chich is of potential importance to planners 

concerned wfth American coastal plain estuaries. The classes are: stratified, 

partially mixed, and well mixed. 

The general behavior of salinity and velocity regimes in the three types 

of estuaries has been described by a number of researchers (Gienne. 1967, Duxbury, 

1970, Pritchard, 1960, and Dyer, 1973, anorq others) and is smnariztd below: 

0 Stratified [Salt Wedge) Estuary. In this type of estuary, large 

fresh water inflows ride over d salt water layer which intrudes landward 
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along the estuary bottom. Generally there is a continuous inland flow 

ln the salt water layer as sane of this salt water Is entrained into the 

upper seaward-moving fresh water flow. Tidal action Is not sufficient 

to mix the separate layers. Salinity (S) and Velocity (U) profiles and 

a longitudinal scheaatlc of this flow pattern are shown in Figure VI-l. 

The Mlsslssippl River Estuary Is usually a Salt wedge estuary. 

a Yell Mixed. In a well mixed estuary, the tidal flow (or the tidal 

prlsa+) is much greater than the river outflow. Tidal mixing forces 

create a vertically well mixed water column with flow reversing fran ebb 

to flood at all depths. Typical salinity and velocity profiles and a 

longitudinal flow schematic for a well mixed estuary are shorn in Figure 

u-2. As exaplts, the Delaware and Raritan River estuaries are both 

normally well mixed. 

0 Partially Mixed. Partlally mixed estuaries lie between stratified 

and well mixed in terms of flow and stratification characterlstlcs. 

Tide-related flows in such estuaries are substantially greater than 

river flows. Significant salinity gradients exist as In fully stratl- 

fied estuaries, but are much less steep. While velocity at all depths 

normally reverses with ebb and flood tide stages, it Is possible for net 

inland flow to be maintained In the lowest layers. Typical salinity and 

velocity profiles and a longitudinal schematic flow dlagran are shown in 

Figure VI-3. There are many partially mixed coastal plain estuaries in 

the United States; the lower Jmes River Estuary is typical. 

classification primarily depends on the river discharge at the time of classl- 

fication. Large river flows result in more stratified estuaries while low flow 

conditions in the sane estuaries can lead to full mixing. Thus the classification of 

any single estuary is likely to vary from season to season as river flows vary. As 

eXmpieS, many West Coast estuaries are partially mixed in winter when river flows 

are high and art well mixed in Sumner when river flows are very low. 

6.1.4 Pollutant Flow in an Estuary 

The importance of understanding the basic types of estuarine systuns may 

be appreciated by briefly reviewing the general advective movements of a pollutant 

released Into each of the three types of estuaries (sumarized fran Pritchard, 1960). 

The associated spatial and temporal variability of pollutant levels have water system 

management as *ll as water aualfty implications. 

If a pollutant flow of density greater than the receiving water colunn Is 

fntrOduCed into a salt wedge type estuary, the pollutant tends to sink into the 

*The tidal prism Is that volune of water which enters an estuary during an 
incaning (flood) tide and equals high tide estuarine volume minus low tide volu~. 
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FIGURE VI-1 TYPICAL RAIN CHANNEL SALINITY AND VELOCITY 
FOR STRATIFIED ESTUARIES 

bottcmn salt water layer and a portion can be advectively carried Inland toward 

the head of the estuary. Frictionally induced vertical entrainment of the pollutant 

into the surface water flow is slow, residence time of the pollutant is high, and the 

time required to flush the pollutant fran the estuary is also high. Sane pollutants 
which are sufficiently dense and stable renain in or settle to the bottom layer of 
water, and are not transported out of a salt wedge estuary. Such constituents bu4ld 

up in the estuarine sediment layer. 

Conversely, if a pollutant of lower density than the receiving rater colunn Is 

introduced into a salt wedge estuary, it rsnalns in the surface layer and 1s readily 
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Yottws cor+rsoon4 to cnrnnel cross-sections. 

FIGURE VI-2 TYPICAL MAIN CHANNEL SALINITY AND VELOCITY 

PROFILES FOR WELL !ilXED ESTUARIES 

flushed fran the system. This is the case because seaward flows strongly prcduninatc 

in this layer. 

At the opposite end of the estuary classification scale, a pollutant introduced 

into a we1 1 mixed estuary is advectively transported in a manner independent of the 

pollutant's density. Tidal forces cause turbulent vertical and lateral mixing. The 

pollutant is carried back and forth with the oscillatory motion of the tides and is 

slowly carried seaward with the net flow. 

Pollutants introduced into partially mixed estuaries are dispersed in a manner 
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l Lltttri 4tmtt chtnnt~ cmss-stctlms 

FIGURE VI-3 TYPICAL NAIN CHANNEL SALINITY AND VELOCITY 
PROFILES FOR PARTIALLY MIXED ESTUARIES 

intermediate between the transport patterns exhibited in well mixed and stratlfled 

estuaries. Pollutant transport is density dependent but neverthtlers Involves 

considerable vertical mixing. Eventual flushing of the pollutant fra an estuary in 

this cdse depends on the relative magnitudes of the net river outflow and the tidal 

seawater inflow. 
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6.1.5 Estuarine Complexity and Major Forces 

Before outlining the canplexitics of estuarine systans, & brief revicw Of 

the nmenclature used in this chapter will be helpful. Th!s infOrmatiOn IS Shown in 

Figure VI-4. This figure shows top, side, and cross sectional views of an estuary 

and indicates the basic estuarine dimensions. Additionally, the relationship between 

tidal elevation (or tidal stage) and surface water velocity is shown In the upper 

right quadrant of Figure U-4. 
The complexities of estuarine hydrodynmrics are evident frcm even the brief 

qualitative descriptions presented above. Many varlations in flow pattern and many 

of the fOrCeS acting on an estuarine water colunn have been anitted in order to 

permit a verbal description of the normally preduninant phenunena, and It should be 

understood that the descriptions do not fully account for the canplexltles of estuarine 

mot ion. Estuarine circul a 

with variations possible i 

and the lateral axes. As 

transitional zone between 

number of major water qua 1 

Typical concern pH is 7.8 to 8.4. Typica 0 I!!!* 
acid 

ac ro 

tics 

9.25 

tion may be conceived as a three-dimensional flow field 

n salinity and velocity along the longitudinal, the vertical, 

a result of this caplexlty, and because an estuary is a 

fresh water and marine systems, great variations in a 

ity and physical parameters are possible. For l x8nple: 

lly, rivers are slightly 

ic (pH<f). Thus the pH can change frun slightly acidic to basic 

ss an estuary with resulting major changes in chemical characteris- 

of dissolved and suspended constituents. pH variations from 6.8 to 

across an estuary have been recorded (Perkins, 1974, p. 29). 

0 Salinity. Over the length of an estuary, salinity varies firm fresh 

water levels (typically less than 1 ppt) to oceanic salinity levels 

(usually 32 ppt to 34 pPt)*. Moreover, salinity at any given location 

in an estuary may vary substantially over one tidal cycle and over the 

depth of the water column at any single point in time. Salinity vsria- 

tions are especially significant in estuarine calculations for a variety 

of reasons. First, salinity distribution can be used to predict the 

distribution of pollutants; second, salinity is a prime determinant of 

water density; and third, variations in salinlty affect other major 

water quality paraneters. For exanple, the saturated dissolved oxygen 

concentration normally diminishes by 2 mg/l as salinity increases from 

0 to 35 ppt. 

a River Flow. River flow is a major determinant of l stuarine circulation 

and flushing characteristics. Instantaneous flow rates for sane western 

rivers vary by orders of magnitude fra winter high flow to Sumner low 

flow periods (Goodwin, et al - -* * 1970). These differences in river flow 

result in major variations in estuarine water quality characteristics. 

+ppt represents parts per thousand by mass. Sometimes the swbol o/o0 is used. 
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FIGURE VI-4 ESTUARINE DIMENSIONAL DEFINITION 
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l TilW. Estuarine water quality parameters vary over several separate 

time scales. First, variations occur with each tidal cycle over a 

period of hours. Second, tidal cycles vary in mean amplitude from 

spring (maxinum amplitude) to neap tides (mininum anpli tude) every two 

We&S. This affects water quality since flushing characteristics are in 

part dependent on the tidal prism which is, in turn, dependent on tide 

stage. Third, there are seasonal variations in river flow, terrperature 

and waste loadings. 

The four factors just listed affecting the range and rate of variation of 

cstuarine parameters pose part of the difficulty in analyzing estuarine water 

quallty. In order to avoid large errors, both small time increments and small 

spatial increments nust be used. This, in turn, necessitates a large number of 

individual calculations to fully analyze the variation of even a single parameter 

over the estuary and sometimes requires the use of a canputer model. 

Further complicating the analytical process is the large number of independent 

forces acting on the estuarine water column which should be considered. This group 

includes (from Harleman and Lee, 1969): 

a Ocean tides 

l Local wind stresses 

l Bottom roughness and bottom sediment types 

l Channel geanetry 

l Coriolis forces* 

0 Nearby coastal features and coastal processes, 

6.1.6 Methodology Sumnary 

A variety of techniques are presented in this chapter to assess water quality in 

estuaries. Table VI-1 sunmarizes the techniques and indicates If they are applicable 

to one-dimensional (well-mixed) or two-dimensional (vertically stratified) estuaries. 

Many of the techniques can be applied to conventional or toxic pollutants. If decay 

rates for toxic pollutants are needed, Chapter 2 can be used. 

It is redundant to describe in detail each method dt this point in the chapter, 

because the procedures are presented later. As a general statement, however, most of 

the methods for prediction of water quality apply to continuous, steady-state dis- 

charges of pollutants. The discharges cdn be located anywhere within the estuary, 

l COrfOliS forces reflect the effect of d rotating reference plane (the earth) on 
particle motion. The net effect is to cause a water flow to drift to one side as it 
moves down a channel. The same effect tends to laterally segregate fresh water 
flows (moving from head to mouth) and salt water iqfl,ws (moving from mouth to head) 
in an estuary and in the northern hemisphere to create d counterclockwise flow 
pattern with fresh water to the right (looking from the head of the estuary tward 
the mouth) flowing toward the sea and salt water on the left flwing toward the head 
of the estuary. 
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TABLE VI-l 

SUMMARY OF METHODOtOGY FOR ESTUARINE UATER QUALITY ASSESSMENT 

Cllculrtions IwhDds TY# of Estuary Applicrblc. 

Thermal Pollt,tlon 

Turbtct ty 

Esturrine Clrsrificrtion l Mmsm rod Rattray 

l Flow ratio 

Flushing lime l Fraction of freshwater 

l kxlifird tlorl orisa 

Pollutant Distribution . Fraction of+freskmtor (conservative 
oollutlntsl 

l HodifleQ tlorl prism (conrrwftlve or 
first-order decay Dollutants)~ 

l Dispersion-rdvection towtions 
(conscwrtivc,first-order decay fxollutrnts,+ 
end dissolved oxygen) 

l Pritchrrd's Box rrOde1 (consewrtlve 
polluUntsj& 

. Initial dilutlon 

l Pollutrnt concmtrrtion at capletlon 
of initial _dilutron (conscwrtivt 
oolluunrs, DH. dissolved oxygtn) 

. Ferfirld distribution (pnsewrtlve end 
first-order oollutrnts. end dissolved 
oxygtn) 

l AT of water prssing through condenser 

l bxiM dlschargt temoerJturt 

l ThCRIbJl block crittrion 

l Surfrct lrtd crittrion 

l Surfrct temotreture crittrlon 

l Turbidity at caplttion of initial 
dilution 

l Susotndtd solids at the caolttion of 
initirl dilution 

. Light atttnurtion and turbidity 

art- or two-diunsionrl 

ont- or tm-diwnsionel 

one-dimen510M1 

one-dimsionrl 

ont-dinnsionrl 

one-aimensionrl 

one-dimensional 

the-aiwnsionrl 

one- or to-drmnsionrl 

one- or two-dimnsionrl 

tm-dimensional 

not 4oDlicrblt 

not rooliublt 

one- or two-dimensionrl 

ont- or two-dimensional 

one- or two-dimensionrl 

ont- or two-bimensionrl 

ant- or two-dimtnsionrl 

StCtmtnraclon 

rtlrtionship 

l Stcchi disk and 

l Dtscriptton of s 

l Stttling velocit 

l Hull tont calcul 

turbidity relatiOnshi 

td1mYlt lnovml?nt 

y attemin&tion 

atlons 

one- or two-dimenrionrl 

ont- or two-drmensionrl 

Dnt- or two-dimensionrl 

ant- or two-dimenstonrl 

two-drmsionrl 

'one clmenstonrl mans a vtrtically -11 mlxtd systa. A tr, dimensional estuary is vtrttcelly strrtifiti. 
'These methods rp~ly to either convtntionrl or toxic pollutrnts. 
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fran head to mouth. Multiple sources of pollutants can be analyzed by applyinp the 

method of superposition, which is illustrated shsequently. 

Although no single sequence of calculations must be followed to use the method- 

ology, Figure VI-5 shows a suggested procedure. It is often useful to begin by 

classifying the estuary by season to find out when it Is well mixed and when it is 

stratified. If the estuary is never well mixed, then the tools listed in Table VI-l 

pertaining to one-dimensional estuaries should not be used. 

Users are cautioned that the methods in this chapter are of a simplified 

nature, and consequently there are errors inherent in the calculations. Additionally, 

inappropriate data can produce further systematic errors. Oata used should be 

appropriate for the period being studied. For exanple, *hen salinity profiles are 

needed, they should correspond to steady flow periods close to the critical period 

being analyzed. 

Even though the methods presented in this chapter are rmenable to hand calcula- 

tions, some methods are more difficult to apply than others. The fraction of fresh- 

water and modified tidal prism methods are relatively easy to apply, while the 

advective-dispersion equations offer greater canputational challenge. Since the 

advective-dispersion equations require nunerous calculations, the user might find it 

advantageous to program the methods on a hand calculator (e.g. TI-59 or HP-41C). 

6.1.7 Present Water-Quality Assessment 

The first step in the estuarine water quality assessment should be the evaluation 

of existing water quality. Before an analysis of the impact of future waste load 

changes is made, the planner should know whether or not current estuarine water 

quality is acceptable, marginal, or substandard. 

By far the best way to assess existing water quality is to measure it. The 

planner should attempt to locate other agencies uhich might have already collected 

acceptable saples and/or data. Candidate organizations include the United States 
Geologic Survey, the U.S. Army Corps of Engineers, state water quality control and 

monitoring agencies, and engineering and oceanographic departments of local colleges 

and universities. If such data cannot be located. a data collection progrun could be 
undertaken. If at all possible, high tide, and especially low tide in-situ measure- 

ments and sunples should be collected along the full length of the estuary's main 

channel and in all significant side enbayments. Analyses should then be made in an 

appropriate laboratory facility. If funds for such data collection efforts are not 

available, the use of a mathenatical estimation of existing water quality is an 

alternative. The methods presented in subsequent sections and applied to the exist- 

ing discharges can be used. However, it should be remembered that actual data are 

preferable to a mathematical estimate of existing water quality. 
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FIGURE VI-5 SUGGESTED PROCEDURE TO PREDICT ESTUARINE WATER QUALITY 
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6.2 ESTUARIM CLASSIFICATION 

6.2.1 General 

Section 6.1.7 discussed making a first estimate of current estuarine water 

quality. This section begins a calculation methodology designed to look at the 

effect of future changes in waste loading patterns. 

The goal of the classifications process presented below is to predict the 

applicability of the hand calculations to be presented. The classification 

process is normally the first step to be taken in the calculation procedure 

since it reveals which techniques can be applied. 

6.2.2 Classification Methodology 

The classification system recanmended for purposes of hand calculations is 

based on salinity and velocity profiles within the estuary. As both of these 

paruneters vary seasonally and spatially for each estuary, their use will result in a 

range of values rather than in one single classification nunber. The following 

section will describe in detail the procedure for use of this system, and show 

exaples of the procedure. 

6.2.3 Calculation Procedure 

Hansen and Rattray (1966) developed an estuarine classification system using 

both salinity stratification and water circulation patterns (based on water COlUnn 

velocities). This procedure involves the calculation of values for tm, parameters at 

various points along the main estuarine channel and the plotting of these intersec- 

tions on the graph shown in Figure VI-6. Figure VI-7 shows plots made by Hansen and 

Rattray for Various estuaries at d Single point in time. It should be noted that 

each estuary is not represented by d point but by a line connecting the points 

calculated for the mouth and head areas. 
The area designations (e.g. la, lb, 2b) on Figure VI-6 were related by Hansen 

and Rdttray to previously used classification titles (e.g. stratified, well mixed). 

In general, area la corresponds to well mixed estuaries. Area lb has the water 

circulation pattern of a well mixed estuary yet shows increased stratification. 

Areas 2 and 3 correspond to the "partially mixed" class of estuaries with area 3 

showing more significant vertical circulation within the estuary, Designations 2a/b 

and 3a/b. as was true of la and lb, indicate increasing degrees of vertical strati- 

fication. Type 3b includes fjord-type estuaries. Area 4 represents highly stratified 

salt wedge estuaries. 
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Increasing longitudinal circulation .-w 

FIGURE VI-6 ESTUARINE CIRCULATION-STRATIFICATION DIAGRAM 
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(Station code: !l, Mlssissippt River mouth; C, Columbia 
River estuary; J. James River estuary; NM, Narrows of 
the Mersey estuary; JF, Strait of Juan de Fuca; S, 
Silver Bay. Subscripts h and 1 refer to high and low 
river discharge; numbers indicate distance (in miles) 
from mouth of the James River estuary. 

FIGURE VI-7 EXAMPLES OF ESTUARINE CLASSIFICATION PLOTS 

(FROM HANSEN AND ROTRAY, 1966) 

- 156- 



6.2.4 Stratification-Circulation Diagram Interpretation 

The closer an estuary falls to the lower left hand corner of a stratification- 

circulation diagram, the more vertically and laterally homogeneous it is. Dn the 

stratification-circulation diagram (Figure VI-6). two types of zonal demarcation can 

be seen. First are the diagonally striped divisions between adjacent estuarine 

classifications used by Hansen and Rattray to indicate a transitional zone between 

separate classifications. The second Is a wide solid band arching around the lower 

left corner of the diagram. Estuaries falling primarily inside of this band (to the 

lower left of the band) are those for which the one dimensional calculation f&hods 

may be applied to obtain reasonably accurate results. If an estuary falls outside of 

this band, the planner should use only the arthods presented which pertain to strati- 

fied estuaries, or use conputtr analysts. Ylthin the band is a borderline of marginal 

zone. Calculations for one-dimensional estuaries can be used for estuaries falling 

principally within this zone, however the accuracy of the calculations will be 

uncertain. 

The two parameters used with the stratification-circulation diagram are described 

below: 

a. Stratification Parameter: The stratification parameter is defined as: 

AS 
Stratification Parameter = r 

0 
(VI-l) 

where 

AS = time averaged difference in salinity between surface and bottom 

water (Sbottm - SsurfaceL wt 

So 
= cross-section mean salinity, ppt. 

The diagrammatic relationship of these values is shown in Figure VI-B. 

b. Circulation Paraneter: The circulation paraneter is defined as: 

U 
Circulation Paraeter = 2 

"f 
(VI-2) 

where 

“S = net non-tidal sectional surface velocity (surface velocity 

through the section averaged over a tidal cycle) measured in 

ftlsec. See Figure VI-8 for a diagrammatic representation of 

“S 

uf = mean fresh water velocity through the section, ft/sec. 

In eouation form: 

R 
“f = A (VI-3) 
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CIRCULATION PARAFPTER 

Velocity l 

STRATIFICATION PARAMETER 

Salinity l 

*Both velocity and salinity values for these profIles are averaged over a tidal cycle 
(net velocity and salinity) rather than being instantaneous values. Of the two the 
stratification parameter is much less sensitive to variations over a tidal cycle and 
can be approximated by mean tide values for salinity. Surface velocity (Us) must be 
averaged over a tidal cycle. 

FIGURE VI-8 CIRCUUTION AND STRATIFICATION PARAMETER CIAGRAM 

*where 

R = fresh water (river) inflow rate, ft3/StC 

A = cross-sectional area of the estuary through the point being 

used to calculate the circulation pattern and stratification 

paruneters based on a mean tide surface elevation, ft2. 

If good cross-sectional area data are not available, cross-sectional profiles 

can be approximate4 fran the U.S. Geological Survey (USGS) coastal series topographical 

maps, or, more recently, fran NOAA National Ocean Survey charts. The circulation and 

stratification paraeters should be plotted for high and low river flow periods and 

for stations near the mouth and head of the estuary. The area enclosed by these four 

points should then include the full range of possible instantaneous estuary hydra- 

dynanic characteristics. In interpreting the significance of this plotted area, by. 

far the greater weight should be given to the low river flow perioos as these periods 

are associated with the poorest pollutant flushing characteristics and the lowest 

estuarine water qual'ty. The interpretation of the circulation-strstification 

diagras will be expldifled more fully after an exaple of parrmeter caputation. 
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Calculation of Stratification and Circulation Parameters 

The estuary for this txrmple is the Stuart Estuary tiich is shown in Figure 

VI-9. The estuary is 64,000 feet long, is located on the U.S. west coast, and is 

fed by the Scott River. Two stations were selected for paraeter calculation (A 

and 8) with station A located on the southern edge of the main channel 6,500 feet 

fran the estuary's mouth and station B in center channel 47,500 feet fran the 

mouth (16,500 feet frun the head of the estuary). 

&cessary salinity data were obtain& frun the coastal engineering department 

of a nearby university. USGS gage data mzre available for river flow, and, as a 

result of its own dredging progran, the local district office of the U.S. Corps 

of Engineers could provide cross-sectional profiles in the approximate areas of 

both stations. The cross-sections are labeled (1) and (2) on Figure VI-g. The 

mean low tide depth reading on NOAA Coastal charts was used to verify Corps data. 

Current meters were tied to buoy channel markers at A and B to provide velocity 

data. The information obtained fran these various sources is shown in graphical 

form in Figure VI-lo. 

The calculatjons proceed as fo??ons: 

a. Stratification Parrmeter: 

STATION 

A B 

.qf-+x&5 14.5 - 10.5 * .2* SUWER 
. 

f 
= 'bottom 'Ssurface * ' 

SO 
!q+-.58 WINTER 

4 

b. Circulation Paruneter: 

1. Calculate Ai's using cross sectional information on Figure VI-lo: 

Aa * (630 ft) (20 ft) (l/2) + (630 ft) (20 ft) + (1590 ft) (20 ft) (l/2) 

= 34,800 ft 

% = (2580 ft) (16 ft) (l/2) + (1720 ft) (16 ft) (l/2) 

* 34,400 ft 

For most CrOSS-SeCtiOnS it is advisable to use more finely divided 

segments than in the simple exixnple above in order to reduce the error 

associated with this approximation, The method for this calculation, 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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OCEAN 

fICURE VI-9 THE STUART ESTUARY 

I 
i 

however, Is idcntlcal 

UScd. 

i 2. Calculate Ufls (with 

i 
i 

regardless of the nunber of regular segments 

R and Al values obtained from Figure VI-lo): 

STATION 

i A 
I 

I 

ill i f = i 

550 f&S:, ~ = 1.58 x 10S2ft/sec 
3.48 x 10 ft 

1 

i 
i 
i 

,*z. 5.17 x lO-‘ft/sec 
. 

i 
i 3. Calculate 

u 
s '2: 

i T 

i 
i 
i 
i 
i 
i 

Us values are read frm Figure VI-lo. The precise value for 

Us is tht Integral of the velocity curve (area under "ebb' 

velocity curve minus the area under the 'flood' velocity curve) 

divided by the elapsed ticne period (length of one tidal cycle). 

If the l lapwd the for flood flow at a station is only slightly 

below the elapsed t+me for ebb flow Us may be approximated as 

(Uebb(aax) - Uflood(mx) )'2* 

I 
Ii 
.* = 5.23 x 10w2ftjsec~ lINTERi[ 

I 
I 
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FIGURE VI-10 STUART ESTUARY DATA FOR CLASSIFICATION CALCULATIONS 
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FIGURE VI-11 ESTUARINE CIRCULATION-STRATIFICATION DIAGRAM 

The circulation-stratification plots for the Stuart Estuary are shown 

in Figure VI-11 with points A, (station A, Sumner value), Av, (station A, 

winter Value), 8, (station 8, sunmer value), and 8, (station B, winter 

value). 

As indicated, this estuary shows a significant anount of vertical strati- 

fication (especially at station A) but little evidence of major vertical 

variations in net circulation. 
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..-.-.-.-.-.-.-.-. END w EXAMPLE VI-1 I.-.-.-.-.-.-.-.-.-.- 

Turning to Figure VI-11, the Stratificat\on-Circulation diagran for the Stuart 

Estuary, it is apparent that this estuary lies principally within the marginal area. 

Moreover, the low flow classification (line As-B,) also lies primarily within 

the marginal area. Thus, the planner for the Stuart Estuary should calculate an 

additional criterion (see below) to help determine the suitability of using the 

calculation procedures for well mixed estuaries. If the Stuart Estuary plotted more 

predaninately below the marginal zone, the planner could proceed with flushing time 
calculations since the estuary would then meet the well mixed classification criterfa. 

It should be noted that the data for the Stuart Estuary produced a fairly 

tight cluster of data points. As can be seen in Figure VI-12, the salinity profiles 
for one west coast estuary (the Alsea River and Estuary along the central Oregon 

coast) vary considerably more fran season to season than those of the Stuart Estuary. 
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ALSEA RIVER 

s(Y..) AT HIGH TIDE 

IO 
20 

WINTER - Feb.9,1969 

..’ .- _, 
I, 

b. . _ ’ SUMMER - Aug. 9,1968 

f I”““’ ” 1” 1 
0 I 2 3 4 5 6 I El 9 IO II I2 I3 '4 

MILES UPSTREAM 

FIGURE VI-l2 ALSEA ESTUARY SEASONAL SALINITY 

VARIATIONS (FROM GIGER, 1972) 

This increased variation would produce a far greater spread in the sunmer and winter 

AS/S, paranetet values. 

6.2.5 Flow Ratio Calculation 

If application of the above classification procedure results in an snbiguous 

outcae regarding estuary classification, another criterion should be applied. 

This is the flow-ratio calculation. Schultz and Simmons (1957) first observed 

the correlation between the flow ratio and estuary type. They defined the flow 

ratio for M estuary as: 

F* ; (VI-4) 
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where 

F = the flow rdtio, 

R = the river flaw measured over one tidal cycle (measured in m3 or 

ftq 

P 1 the estuary tldsl prism (in at3 or. ft3). 

Thus the flow ratio canpares the tiddlly fnduced flow in dn estuary with 

the river induced flow. khultz drill 5imns observed that hen this ratio was 

on the order of 1.0 or greater, the dSSOCidted estuary was Mmtdlly highly strati- 

fied. Conversely, rdtiOS of about 0.1 or less were usually associated with very 

uell-mixed estuaries and ratios in the range of 0.25 were 8SSOCidted with partldlly 

mixed estuaries. A flow ratio of 0.2 or less warrants inclusion of the estuary in 

the hand calculation process for one dimensional estuaries. Flow ratios in the range 

0.2 to 0.3 should be considered marginal. Estuaries with flow ratios greater than 

0.3 should not be included in the one-dimensional category. 

r’-‘-‘-’ -m-w-e - ----- EXAMPLE VI-2 -.---------------------.--1 
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Calculation of the Flow Ratio for an Estuary 

The following data appply to the Patuxent Estuary, Maryland: 

R, total river discharge over one tidal cycle = 1.42 x 105m3 (low flow) 

3 58 x 106m3 (high flow) . 

P, estuary tidal prism volune = 3.51 x 107m3 

The flow ratios for the Pdtuxent Estuary dt low and high river flows are thus: 

= 0.004 

F 3 58 x 106m3 
high flow = ,'rl 

J.JA 

= 0.10 

x 10’mj 

Values of FLO.1 are usual 

calculated above indicate 

y associated with well mixed estuaries. The F values 

a wll mixed estuary. However, historical data indicate 

the Pdtuxent River Estuary Is partially stratified dt moderate and high river 

flows. 

i 
i 
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i 
i 
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i 
i , 

L-------------W--- EM0 m EXAMPLE VI-2 ,.-.,,,,,.,,---,-.--~ 

Uhen tidal data are not available, NOAA coastal charts may be used to estimate 

the dlfferencc betueen mean high tide and mean low tide estuary surface areas. As 
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p, (section 1) = sectlon Length a tidal hrlpht x 
MT width l #f width 
z 

P estuary = CP, for all sectlons 
I 

l Yidths obtrfned from NOAA tide table for the l rea 

**Available fran local Coast Guard Stations 

FIGURE VI-13 ESTUARY CROSS-SECTION FOR TIDAL PRISM CALCULATIONS 

can be seen in the cross-section diagrun in Figure VI-13 the l studtlne tiddl prism 

can be approximated by averaging the MLT and HHT surface dress and multiplying this 

averaged dred by the local tidal height. Mean tidal heights (approximately 1 week 

before or after spring tides) should be used for this calculation. As indicated in 

Figure VI-13, the estuary can be conveniently subdivided into longitudinrl sections 

for this averaging process, to reduce the resulting error. Table VI-2 lists tidal 

prisms estimated for many U.S. estudries. These vdlues may be used ds dn alternate 

t0 tidal prism CdlCUldtiOnS. 

6.3 FLUSHING TIME CALCULATIONS 

6.3.1 General 

Flushing time is d medsure of the time required to transport a consewdtivc 

pollutant fran some specified location within the estuary (usudlly, but not always, 

the head) to the mouth of the estuary. Processes such as pollutdnt deCdy or tedmen- 

tdtion which can alter the pollutant's distribution within the esturry dre not 

considered in the concept of flushing time. 

It was mentioned earlier in this Chapter thdt the net non-tidal flow in dn 
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TABLE VI-2 

TIDAL PRISMS FOR SOME U.S. ESTUARIES 

(FROM O'BRIEN, 1969 AND JOHNSON, 1973) 

Estuary COdSt Tidal Prism (ft3) 

Plun Island Sound, Mass. 

Fire Island Inlet. N.Y. 

Jones Inlet, N.Y. 

Beach Haven Inlet (Little 
Egg Bay), N.J. 

Little Egg Inlet (Great 
Bay), N.J. 

Brigantine Inlet, N.3. 

Absecon Inlet (before 
jetties), N.J. 

Great Egg Harbor Entr, N.J. 

Townsend Inlet, N.J. 

Hereford Inlet, N.J. 

Chincotedgue Inlet, Va. 

Oregon Inlet, N.C. 

Ocracoke Inlet, N.C. 

Drm Inlet, N.C. 

Bedufort Inlet, N.C. 

Carolina Beach Inlet, N.C. 

Stone Inlet, S.C. 

NOFth Edisto River, S.C. 

St. Helena Sound, S.C. 

Port Royal Sound, S.C. 

Calibogue Sound, S.C. 

Wdssaw Sound, Ga. 

OSSdbdw Sound, Ga. 

Sapelo Sound, Ga. 

St. CdtherineS Sound, Ga. 

Doboy Sound, Ga. 

Altamaha Sound, Ga. 

Hampton River, Ga. 

St. Simon Sound, Ga. 

St. Andrew Sound, Ga. 

Ft. George Inlet, Fld. 

Old St. Augustine Inlet, 
Fla. 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 
Atlantic 

Atlantic 
Atlantic 

Atlantic 
Atlantic 
Atlantic 
Atlantic 
Atlantic 
Atlantic 

Atldntic 

Atlantic 

Atlantic 

Atlantic 
Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

1.32 x 10' 

2.18 x log 

1.50 x 109 

1.51 x 109 

1.72 x log 

5.23 x lo8 

1.65 x 10' 

2.00 x log 

5.56 x lo8 

1.19 x 109 

1.56 x 10' 

3.98 x 109 

5.22 x 109 

5.82 x lo8 

5.0 x 109 

5.25 x 10' 

2.86 x log 

4.58 x 10' 

1.53 x lOlO 

1.46 x lOlo 

3.61 x 10' 

8.2 x 10' 

6.81 x 109 

7.36 x 10' 

6.94 x 10' 

4.04 x log 

2.91 x 109 

1.01 x 109 

6.54 x 10' 

9.86 x 10' 

3.11 x 108 

1.31 x log 
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TABLE VI-2 (Cont.) 

Estuary Coast Tidal Prism (ft3) 

Ponce de Leon, Fld. 
(before jetties) 

Delaware Bay Entrance 

Fire Island Inlet, N.Y. 

East ROckdwdy Inlet, N.Y. 

Rockdwdy Inlet, N.Y. 

Hasonboro Inlet, N.C. 

St. Lucie Inlet, Fld. 

NdntuCket Inlet, MdSS. 
Shinnecock Inlet, N.Y. 

Moriches Inlet, N.Y. 

Shark River Inlet, N.J. 

Mmdsguan Inlet, N.J. 

Barnegdt Inlet, N.J. 

Absecon Inlet, N.J. 

Cold Springs Harbor 
(Cape May), N.J. 

Indian River Inlet, Del. 

Winyah Bay, S.C. 

Charleston, S-C. 

Savannah River (Tybee 
Roads), Ga. 

St. Mdrys (Ferndndind 
HdFbOF) , Fla. 

St. Johns River. Fla. 

Fort Pierce Inlet, Fld. 
Ldke Worth Inlet, Fla. 

Port Everglades, Fld. 

Bakers Haulover, Fld. 
CaptiVd PdSS, Fla. 

Bocd Grande Pass, Fld. 
Gdspdrilld PdSS, Fld. 
StU7'tp PdSS. Fld. 

Midnight Pass, Fla. 

Big Sarasota Pass, Fld. 

New Pass, Fla. 

LOngbOdt Pass, Fla. 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Atlantic 

Gulf of Mexico 

Gulf of Mexico 

Gulf of Mexico 

Gulf of Mexico 

Gulf of Mexico 

Gulf of hexico 

Gulf of Mexico 

Gulf of Mexico 

5.74 x 1oS 

1.25 x loll 

1.86 x log 

7.6 x lo* 

3.7 x log 

8.55 x lo8 

5.94 x lo8 

4.32 x lo8 

2.19 x lo8 

1.57 x log 
8.46 x lo8 

1.48 x lo8 

1.75 x lo8 

6.25 x 10' 

1.48 x 10' 

6.50 x lo8 

5.25 x lo8 

3.02 x 10' 

5.75 x log 

3.1 x log 

4.77 x 109 

1.73 x log 

5.81 x lo3 

d.0 x loB 

3.0 x 106 

3.6 x 1OB 

1.90 x 109 

1.26 x lOlo 

4.7 x 108 

3.61 x lo8 

2.61 x lo8 

7.6 x lo8 

4.00 x 106 

4.90 x 106 
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TABLE VI-2 (Cont.) 

Estuary Coast Tidal Prism (ft3) 

Sarasota Pass, Fld. 

Pass-d-hi 1 le 

Johns Pass, Fld. 

Lip':;: (;:fandter) 

* . 

Big (Dunedin) Pass, Fld. 

East (Destin) Pass, Fld. 

Pensacola 8ay Entr., Fla. 

Perdido Pass, Ala. 

Mobile Bay Entr., Ala. 

Barataria Pass, La. 

Caminada Pass, La. 

Cdlcasieu Pass, La. 

Sdn LuiS PdSs, Tex. 
Venice Inlet, Fld. 

Galveston Entr., Tex. 

AFdnSds PdSS, Tex. 

Grays Harbor, Wash. 

Wi?ldpd, Wash. 

Columbia River, Wash.-Ore. 

Necanicum River, Ore. 

Nehalem 8dy, Ore. 

Tillamook Bay, Ore. 

Netdrts Bay, Ore. 

Sand Lake, Ore. 

Nestucca River, Ore. 

Salmon River, Ore. 

Devils Lake, Ore. 

SiTetZ Bay, Ore. 

Ydquina Bay, Ore. 

Alsea Estuary, Ore. 

Siuslaw River, Ore. 

Uwqua, Ore. 
coos Bay, Ore. 

Caquille River, Ore . 

Floras Lake, Ore. 

Gulf of Mexico 

Gulf of Mexico 

Gulf of Plcxico 

Gulf of Mexico 

Gulf of Mexico 

Gulf of Mexico 

Gulf of Mexico 

Gulf of Mexico 

Gulf of Mexico 

Gulf of Mexica 

Gulf of Mexico 

Gulf of Mexico 

Gulf of Mexico 
Gulf of Mexico 

Gulf of Mexico 

Gulf of Mexico 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

Pacific 

8.10 x lo8 

1.42 x 10' 

5.03 x lo8 

6.8 x lo8 

3.76 x lo* 

1.62 x 10' 

9.45 x log 

5.84 x lo8 

2.0 x lOT0 

2.55 x 10' 

6.34 x lo8 

2.97 x log 

5.84 x lo8 
8.5 x 10' 

1.59 x 1o'O 

1.76 x 10' 

1.3 x lOTO 

1.3 x 1o'O 

2.9 x 10" 

4.4 x 10' 

4.3 x lo8 

2.5 x 10' 

5.4 x lD8 

1.1 x lo8 

2.6 x 10' 

4.3 % IO7 

1.1 x lo8 

3.5 x 108 

8.4 x lo8 

5.1 x 108 

2.8 x t08 

1.2 x log 

1.9 x log 

1.3 x 108 

6.8 x lo7 
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TABLE VI-2 (Cont.) 

Estwry Codst Tidal Prism (ft3) 

Rogue River, Ore. Pacific 1.2 x ?a8 

Chetco River, Ore. Pacific 2.9 x 107 

Smith River, Cd. PdCifiC 9.5 x lo7 

Lake Earl, Cd. Pacific 5.1 x lo8 

Freshwater Lagoon, Ca. Pacific 4.7 x lo7 

Stove Ldgoon, cd. Pacific 1.2 x lo8 

Big LdgOOn, Cd. Pacific 3.1 x lo8 

fhd Rfver, Cdlif. Pacific 2.4 x ?07 

Hutiolt Bay, Cdlif. Pacific 2.4 x 10' 

Eel River, Calif. Pacific 3.1 x 108 

Russian River, Calif. Pacific 6.3 x lo7 

8odegd Bay, Cdlif. PdCifiC 1.0 x 108 

Tamales Bay, Calif. Pacific 1.0 x log 

Abbotts Lagoon, Cdlif. Pacific 3.5 x lo7 

Drakes Bay, Calif. PdCifiC 2.7 x IO8 

Bolinas Lagoon, calif. Pacific 1.0 x 108 

San Francisco Bay, Calif. Pacific 5.2 x lOlo 

Santa Cruz HdFbOF, Cal if. Pacific 4.3 x lo6 

Moss Landing, Calif. Pacific 9.4 x lo7 

Morro Bay, Calif. Pacific 8.7 x lo7 

Marina Del Rey, Calif. Pacific 6.9 x 10' 

Aldmitos Bay, Calif. Pacific 6.9 x 10' 

Newport Bay, Calif. Pacific 2.1 x lo8 

Camp Pendleton, Calif. Pacific 1.1 x 10' 

Aqua Hediondd, Calif. Pacific 4.9 x lo7 

Mission Bay. Cdlif. Pacific 3.3 x lo8 

San Diego Bay. Cdlif. Pacific 1.8 x 10' 

estuary is usually Sedwdrdc dnd is dependent on the river dfschdrge. The non 
tidal flow is one of the driving forces behind estudrine flushing. In the absence of 
this advectfve displacement, tidal osc4lldtion and wind stresses still operdte to 

‘While net flow iS dlWdyS seaward for the estuaries being considered here, it 
is possible to have d net UPStFeaII flow in individual embaj#nents of an estuary. 
While this occurrence is rare in the United States, dn exaple of such d situation 
is the South Bay of San Francisco Bay here freshwater inflows are so small that 
Surface evaporation exceeds freshwater inflow. Thus, net flow is upstremr during 
most of the year. 
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disperse and flush pollutants. However, the advective canponent of flushing can be 

extremely important. Consider Tcxnales Bay, California as an example. This small, 

elongated bay has essentially no fresh water inf?w. As a result there is no advective 

seaward motion and Pollutant raoval i's dependent upon dispersion and diffusion 

processes. The flushing time for the bay is approximately 140 days (Johnson, et al., -e 
1961). This can be cunpared with the Alsea Estuary in Oregon having a flushing time 

of approximately 8 days, with the much larger St. Croix Estuary in Nova Scotia 

having a flushing time of approximately B days (Ketchun and Kern, 1951). or with the 

very large Hudson River Estuary with a short flow flushing time of approximately 10.5 

days (Ketchun, 1950). 

6.3.2 Procedure 

Flushing times for a given estuary vary over the course of a par as river 

discharge varies. The critical time is the lw river flow period since this period 

corresponds with the minimun flushing rates. The planner might also want to calcu- 

late the best flushing characteristics (high river flow) for an estuary. In addition 

to providing d more canplete piCtu?-t of the estuarint system, knowledge of the ful 1 

range of annual flushing variations can be useful in evaluating the impact of seasonat 

di schdrges (e.g., fall and winter cannery operation in an estuary with a character- 

istic Sumner fresh water low flow). Further, storm sewer runoff normally coincides 

with these best flushing conditions (high flow) and not with the lw flow, or poorest 

flushing conditions. Thus analysis of storm runoff is often better suited for high 

flow flushing conditions. However, the lw flow calculation should be considered for 

use in primary planning purposes. 

There are several ways of calculating flushing time. Two methods are presented 

here : the fraction of freshwater method and the modified tidal prism method. 

6.3.3 Fraction of Fresh water Method 

The flushing time of a pollutant, as determined by the fraction of freshwater 

method is: 

vf 
Tf = A (VI-S) 

where 

vf = volune of freshwater in the estuary 

Tf = flushing time of a pollutant which enters the head of the estuary 

with the river flow. 

Equation VI-S is equivalent to the follwing concept of flushing time which is 
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more intuitively meaningful: 

M 
Tf = ; 

(VI-6) 

where 

M * total mass of conservative pollutant contained in the estuary 

M = rate of pollutant entry into the head of the estuary with the river 

water. 

Since the volume of freshwater in the estuary is the product of the fraction of 

freshwater (f) and the total volune of water (Y). Equation VI-5 becones: 

Tf = ';: 

If the estuary is divided into segments the flushing time becomes: 

fiyl 
Tf = I - 

Ri 

(VI-7) 

(VI-8) 

Equation VI-8 is more general and accurate thdn the three previous expressions 

because both fi (the fraction of freshwater in the ith segment) and Ri (the fresh- 

water discharge through the ith segment) can vary over distance within the estuary. 

Note that the flushing time of a pollutant discharged fran some location other than 

the head of the estuary cdn be computed by sunming contributions over the segments 

seaward of the discharge. 

A limitation of the fraction of freshwater method is that it assunes uniform 

salinity throughout each segment. A second limitation is that it assunes during 

each tidal cycle a volune of water equal to the river discharge moves into a given 

estudrine segment fran the adjacent upstream segment, and that an equal volume of tht 

water originally in the segment moves on to the adjacent one downstream. Once this 

exchange has taken place, the water within each segment is assuned to be instantdne- 

ously and canpletely mixed dnd to again becane a homogeneous water mass. Proper 

selection of estuarine segments can reduce these errors. 

6.3.4 Calculation of Flushinq Time by Fraction of Freshwater Hethod 

This is a six step procedure: 

1. Graph the estuarine salinity profiles. 

2. Divide the estuary into segments. There is no minimun or maximun nunber of 

segments required, nor must all segments be of the sane length, The divisions 

should be selected so that mean segment salinity is relatively constant over 
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the full length of the segment. Thus, stretches of steep salinity gradient 

will have short segments and stretches where salinity WWtainS constant may 

have very long segments. Exrmplt VI-3 provides an illustration. 

3. Calculate each segment's fraction of fresh water by: 

5, - Si 
fi -7 

rrhtrt 

fi = fraction of fresh wattr for seqment .i. 

5 = salinity of local sea water+, o/o0 

si 8 mean salinity for segment '1.. o/00. 

4. Calculate the quantity of fresh water in each stgment by: 

wi = f, x v, 

rrhtre 

5 = quantity of fresh water in segment "i' 

vi = total volune of segment "I' at MTL. 

5. Calculate the exchange time (flushing time) for each segment by: 

(U-9) 

(VI-lo) 

fi = WI/R (VI-11) 

where 

h . segment flushing time, in tidal cycles 

R = river discharge over one tidal cycle. 

6. Calculate the entire estuary flushing time by sunminq the exchange times for 

the individual segments: 

n 

Tf lifl 5 
(VI-12) 

where 

Tf = estuary flushing time, in tidal cycles 

n - number of segments. 

Table VI-3 shows a suggested method for calculating flushing time by the fraction of 

freshwater method. 

+Scd surface salinity along U.S. shorts vary spatially. NeUMn and PitrSOn (1966) 
mapped Pacific mean coastal surface salinities as varylng frun 32.4 O/QO at Pugtt 
Sound to 33.9 oloo at the U.S.-Mexico bordtr; Atlantic mean coastal surface 
salinities as varying frun 32.5 o/o0 in Maint to 36.2 o/oo at the southern 
cxtrane of Florida; and 6ulf coast salinitits as varying between 36.2 ofoo and 
36.4 0100. Surface coastal sdlinltfts in Long Island Sound (Hardy, 1972) and off 
Long Island south coast (Hydroscienct, 1974) vary between 26.5 and 28.5 0100. 
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TABLE VI-3 

SAMPLE CALCULATION TPBLE FOR CALCULATION OF FLUSHING TlHE 
BY SEGMENTED FRACTION OF FRESHWATER HETHOD 

Mean Mean 
Segment Segment Mean Segment 

Segment Salinity Length Cross-sectional 
Number Sy(PPt) (4 Area (ml) 

? 1 1 I 

I I River Water 
I 

Segm t 
Seaent Mean Fraction of Volune Flushinq Time 
Tiie Vo une 

! 

I 

River Water 
Vi h 1 

.-- 
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---*-__.----------- EXAWLE VI-3 -------*-.-*-------_- I 

I 
Flushing Time Calculation by Fraction of Fresh Water Method 

This exaple pertains to the Patuxent Estuary. This estuary has no maJor 

side anbayments, and the Patuxtnt River is by far its largest source of fresh 

water. This estuary therefort lends itself well to analysis by the segmented 

fraction of fresh water method. 

I 
I 
I 

I 

Salinity profiles for July 19, 1978 art used to find segment salinity i 
values. Chesapeake Bay water at the mouth of the Patuxtnt Estuary had d salinity 

of 10.7 ppt (5,). 
i 

The Patuxent River discharge over the duration of one tidal i 
cycle is: 

I 
R = (12 m3/sec) (12.4 hr/tidal cyclt) (3600 sec/hr) 

- 5.36 x 103111 /tidal cycle 
I 

A segmentation schene based on the principles laid out above is used to div 

estuary into eight segments; their mtasurtd characteristics art shorn Table 

ide the i 
VI-4. i 

The segmentation is shown graphically on the estuary salinity profile (Figure i 
VI-14). i 

The next step is to find the fraction of fresh water for each segment. i 
For segment 1: i 

s,- s, 
f, = 7 

S 

Were 

f1 = fraction of fresh water, segment 1 

ss = salinity of local seawater 

5 = measured mean salinity for segment 1 

‘1 = 
10.7 ppt-0.8 ppt I o g3 

IO.7 PPt 
The cdlculation is reported in Table IV-4 for segments 2 through 8. 

The volune of fresh water (river water) in edCh segment is next found 

using the formula: 

'i B fi X Vi 

For segment 1: 

Ml = f1 x v1 = 0.93 (0.79 x 107m3) 

= 7 35 x 106m3 . 

The flushing time for each segment is next calculated by: 

Ti = Wi/R 

I 
I 

I 
I 
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TABLE VI-4 

PATUXENT ESTWRY SEMNT CHARACTERISTICS FOR 
FLUSHING TIME CALCULATIONS I 

i I 
i 

&an Tide a 
Mean Segment Seurnent Volume I 

8 Segment Mean Segment Salinity Segnent Length Cross-Sectional Area 
! dumber meter2 

vi 
5,' PPt meters meters' i 

I b i I 
! I 

8 10.3 10,400 16,000 16.6x107 
I i 
i ’ 9.5 10,400 12,500 13.0X10’ i 

i 6 8.7 6,100 11,400 6.95x10’ i 

i 6 7.6 6,100 7,500 4.58~10’ i 
i 4 5.8 5,800 4,300 2.49x10’ i 
i 1.55x10’ i 
i 

3 3.3 5,000 3,100 
2 1.8 4,650 2,200 1.02x10’ * i 

I 
0.8 4,650 1,700 0.79x10’ ’ 

I 

I 

i ’ 
I 

I 

i 1o- 

i 
i 8- 
i ./ 

/ 

5 

7 
6 

I 1 I 

I DISTANCE FROM HEAD OF ESTUARY (Km) 

.---- 

SEGMENT 8 

I 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

I i 
i FIGURE VI-14 PATUXENT ESTUARY SALINITV PROFILE AND SEGMENTATION SCHEME i 

USED IN FLUSHING TIME CALCULATIONS, 
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I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

For segment 1: 

T 1 = MI/R = 7.35 x 10%1~/(5.36 x 105m3/tldal cycle) 

= 13.7 tidal cycles 

Fraction of freshwater, river water volune and flushing time values for the 

eight segments are capiled in Table VI-5. 

The final step is to determine the flushing time for the estuary. In 

this case: 
8 

Tf ylTi = 

11.4 + 27.2 + 24.6 + 24.8 + 21.5 + 20.0 + 15.8 + 13.7 

m 159 tidal cycles, or 2.74 months 

6.3.5 Branched Estuaries and the Fraction of Freshwater Method 

Branched estuaries, where more than one source of freshwater contributes 

to the salinity distribution pattern, are canmon. The fraction of freshwater 

method can be directly applied to estuaries of this description. Consider the 

estuary shorin in Figure VI-15, having two major sources of freshwater (River 1, 

R1; and River 2, R2). The flushing time for pollutants entering the estuary 

with river flow R 
2 

is: 

T (R2)=T,+TZ+T,+T,+Tr+TI= f - 

flV, f,V2 f.,V> f,Vc f,Vs f‘V‘ 
-+-+-+-+-+- 

R2 R2 R2 R2 RI+& R1+R2 

For the pollutants entering with R,, the flushing time is: 
I 

Tf (R,) = 
faVa fbVb fcvc 
-+-+- 

RI RI RI 

fsVs fbVb 
+-+- 

Rl+R2 R1+R2 

The flushing time caiiputations are sim 

freshwater source, modified to account 

and 6. 

ilar in concept for the case of a single 

for a flow rate of R1 + R2 in segments 5 

6.3.6 Modified Tidal Prism Method 

I 

I 

I 
I 

I 

I 
I 

I 

I 

I 

This method divides an estuary into segments whose lengths are defined by 

the maximun excursion path of a water particle during a tidal cycle. Yithin each 

segment the tidal prism is compared to the total segment voluw as a measure of the 
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I 
I 
i TABLE VI-5 

i FLUSHING TIM FOR PATUXENT ESTUARY 

I 
I 

I 
I 
I 

, 
I 
I 

I 
I 

I 

I 

#an Sepncnt 
Sallntty Segmnt length 

Segocnt Nmbrr 51. PPt meters 

Wan Segment 
Cross-Secttonal Area 

meter' 

Sc9ment Mean 
Tide Voltme 

VI 
meter' 

Frrctlon of 
Rlvcr Hater 

‘t = T ,) 
(5, * 

0 IO. 3 10,400 16,000 

7 9.5 10.400 lZ.500 

6 0.7 6,100 Il.400 

5 7.6 6.100 ?.500 

4 5.0 5,000 4.300 

3 3.3 5.ooa 3.100 

2 1.a 4.650 2.200 

I. 0.8 4.650 1.700 

16.6x10' 0.031 

13.0x10' 0.112 

6.95~10' 0.19 

4.58x10' 0.29 

2.49~10’ 0.46 

1 .SSxlO’ 0.69 

1.02x10’ 0.83 

0.79x10’ 0.93 

i 
*In thlr numbering scheme regrcnt I is the most upstrrm segrcnt. 

River Yater Segnent 
Vollme rlush lime 

"'(ieilr:'~' 
71 = h/ 

tldrl B cyc ts 
- 

6.14~10’ Il.4 

14.6~10' 27.2 

13.2x10’ 24.6 

13.3x10’ 24.0 

11.5x10' 21.5 

~0.7x10’ 20.0 

0.47x10’ 15.8 

1.35110’ 13.7 

Su m 159 tldrl cycles 

or 2.74 months 

I 
, 

L--.---.---.,., *-------.---I----- ENDW EXA"f$LEVI-3--*-.--------------.-s-e- 
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FIGURE VI-15 HYPOTHETICAL TWO-BRANCHED ESTUARY 

flushing potential of that segment per tidal cslle (Dyer, 1973). The method affunts 

complete mixing of the incuning tidal prism waters with the low tddc volums within 

each segment. Best results have been obtained in estuaries when the nunber of seg- 

ments is large (i.e. &en river flow is very low) and when estuarine cross-sectional 

area increases fairly quickly dormstrem (Dyer, 1973). 
The modified tidal prism method does not require knowledge of the salinity 

distribution. It provides sane concept of mean segment velocities since each 

segment length is tied to particle excursion length over one tidal cycle. A dis- 

advantage of the method is that in order to predict the flushing time of a pollutant 

discharged midway down the estuary, the method still has to be applied to the entire 

estuary. 

The modified tidal prism method is a four-step methodology. The steps are: 

1. kgacnt the estuary. For this method an estuary must be segmented so that 

each segment length reflects the excursion distance a particle can travel 

during one tidal cycle. The innermost section must then have a tidal prism 

volune caplctely supplied by river flow. Thus: 

PO = R 

where 

po = tidal prism (intertidal volrmc) of segrrnt '0' 

R n river discharge over one tidal cycle. 

-178- 



The low tide volume in this section (V,) Is that water volune 
occupying the space under the intertidal volune PO (which has just 

been defined ds being equal to R). The seaward limit of the next seaward 

segment is placed such that its low tide volune (VI) is defined by: 

v1 = PO+ v, 

PI is then thdt intertidal volunc which, at high tide, resides 

dbOVe V . Successive segments are defined in an identical manner to 

this Segment so that: 

vi - q-1 + vi-1 

(VI-13) 

(VI-14) 

Thus each segment contains, at high tide, the volume of water contained 

in the next Seaward section at low tide. 

2. Calculate the exchange ratio (r) by: 

'i 
'I VT (VI-E) 

Thus the exchange ratio for d segment is d medsure of a portion of 

water dSSOCidted with that segment which is exchanged with adjacent segments 

during each tidal cycle. 

3. ldlculdte segment flushing time by: 

Ti =+ 
1 

(VI-16) 

where 

Ti 
* flushing time for Segment .i', measured in tidal cflles. 

4. Calculate total estudrine flushing time by sunming the individual segmnt 

flushing times: 

n 
Tf = i Ti 

i=l 
(U-17) 

where 

Tf 
= total estuary flushing time 

n = number of segments. 

Table VI-6 shows a suggested method for calculating flushing time by the modified 

tidal prim method. 
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TABLE V1-6 

SAMPLE CALCULAT10N TAME FOR ESTUARINE FCUSYING TIME BY 
THE t!DOIFIEO TtOAL PRISH MEW00 

Segment Dfmensfo 

Starting Endfng 
Distance Dfstance 

Above Mouth Above Mouth 
b) Id 

LS 

Intertfdal 
Uater Volme 

Pi 
(d 

Segment 

Ex'R:F 

'I 

Segment 
Flushfng 
The, Tf 

(Tidal Cycles) 

I I 

I 1 I 

I 
I 

1 I 
I I 1 

I 1 I 

-- _--- 
I I 1 
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I 
e-s_--m---w-.----- EXAMPLE VI-4 -_---------_-_---_-_-__ 

I 

i 
i 
i 
i 

i 

i 

i 

i 

i 

i 

i 
i 

i 
i 

i 
i 

i 
i 
i 

i 

i 

i 

I 

i 

i 

i 

i 

i 

i 
i 
i 

i 

i 

i 

Estuary Flushing Time Calculation by the 

Modified Tidal Prism Method 

The Fox Mill Run Estuary, Virginia, was selected for this example. During 
I , 

low flow conditions, the discharge of Fox Hill Run has been measured at 0.031 m3/sec.1 

R = river discharge over one tidal cycle 

n 0.031 m3/sec x 12.4 hrs/tidal cycle x 3600 sec/hr 

= 1384 m3/tidal cycle 
The estuary flushing time is found in four steps: 

1. Segmentation 

Fra bathymetric maps and tide gage data, cumulative upstrean 

vollane was plotted for several positions along the estuary (see Figure 

VI-16). 

Since: 

I 
I 

I 

I 

I 

I 
PO = R 

i 

pO 
= 1384 m3 

Reading across the graph fran 
i 

"aa to the intertidal volume curve, then down I 

the s&tidal volune curve and across to 'b': I 
i 

vO 
= 490 m3 

i The known cumulative upstrem water volune also establishes the dmstrem , 
segment boundary. Reading downward fran the s&tidal volune curve to “c”, 
V. of 490 m3 corresponds to an upstreun distance of 2.700 meters for 

the segment 0 lower boundary. 

The low tide water volune tur the next segment can be found by the 

equation: 

v1 l PO + v. 

or 

v1 = 1384 + 490 = 1874 m3 

Since the graphs of Figure VI-16 are cunulative curves, it is necessary, 

when entering a Vi value in order to determine a Pi value, to sun 

the upstream Vi's. For VI the cunulative upstream low-tide volune 

fs: 

V. + V1 = 490 + 1874 = 2364 m3 

Entering the graph where the subtidal volune is equal to 2,364 m3 

(across from ‘da), we can move upward to read the corresponding cunulativc 

intertidal volume 'e. on the vertical scale, and downward to read the 

aI 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 
i 
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FIGURE VI-16 CUMULATIVE UPSTREAM IATER VOLUME, 

Fox MILL RUN ESTUARY 
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1 

i 
i 
i 
i 
i 

i 

i 

i 

i 

i 

i 

i 
i 

i 

i 

i 

i 

i 

i 

I 

I 

I 

t 

I 

i 

i 

i 
i 

i 

i 

i 

i 

i 

I 

dounstrean boundary of segment 1 at 'f' on the horizontal scale. The 

cunulative upstream intertidal volune is 5900 m3. 

Since: 

5900 In3 = PO + P1 

p1 = 5900 - 1384 - 4516 m 
3 

For segment 2: 

v2 = p1 + V1 = 1874 + 4516 = 6390 m3 

To find P2, it is necessary to enter the graph at a cunulative 

subtidal volume of: 

V. + V1 + VP = 490 + 1874 + 6390 = 8759 m3 (across fran "9') 

This yields u cunulative intertidal volume of 14,ODO m3 (across frun 

"ha) and a downstream segment boundary of 1,650 m3m1m. 

The tidal prism of Segment 2 is found by: 

14000 = PO + P1 + P2 

or 

P2 + 14000 - 1384 - 4516 + 8100 m3 

The procedure is identical for Segment 3. For this final segment: 

v3 = 14,490 m3 

p3 n 36,000 m3 

Dimensions and volunes of the four segments established by this procedure 

are canpiled in Table VI-7. 

2. The exchange ratio for segment 0 is found by: 
P- -3 

‘0 = o+vo = ?+ 
1384 m 

1384 m3 + 490 m3 

Exchange ratios are.calculated s imilarly for the other three segments. 

3. Flushing time for each segment " i' is given by: 

Ti =$ 
1 

so 

To=&= o &=1.35 

Exchange ratios and flushing times for the four segments are shown 

in Table IV-7. 

4. Flushing time for the whole estuary is found by: 

3 
Tf - i4, Ti 

I 

i 
i 

i 
i 

i 

i 

i 
i 
i 

i 

i 

i 

i 

i 

i 

i 
i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 
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i Segment aMumber I 

-4 

i r 

; 

I TARLE VI-7 

i DATA ANO FLUSHING TIE CALCULATIONS FOR FOX MILL RUN ESTUARY i 

i i 

i I 
Segment D1wrtsfons water 

Volw rt Inttrtldrl Exchanoc 
i 

Flushing 4 
Starts 8t this fto t rt thtr 

+ Distmcc Above D st8nce Above 0iSknCe Above lmgth kqranti Saptnti 
I 

FbUth-UtVS WathYtWS ml&h-meters i 

3.200 2.700 2.950 500 490 I.384 0.74 1.35 i 

2,700 2,240 2.470 460 I 1.074 4.516 0.71 1.11 
I 

i 

i ’ 
2.240 1.650 1.945 590 6,390 8,loD a.56 1.79 i 

i 

3 1,650 180 915 1,470 14,490 36.Doa 0.71 1.41 
1 i 

i 
fT l 5.96 tidal cycles I 

i 
I 

i or 
i 

i 
i 

i 

T = 1.35 + 1.41 + 1.79 + 1.41 
* 5.96 tidal cycles 

i 

i = 73.9 hours i 

i 
l 3.1 days i 

i 
i 

.-.-*-.-.---I------ EN0 (JF EXAMPLE ~1-4 ,.,.,.,.-.-.-.-.---.,’ 

6.4 FAR FIELD APPROACH TO POLLUTANT DISTRIBUTION IN ESTUARIES 

6.4.1 Introduction 

Analysis of pollutant distribution in estuarfes can be accanplished in a 

nunber of ways. In particular, two approaches, called the far field and near 

field &pprOdCheS, dre presented here (Sections 6.4 and 6.5, respectively). As 

oPerdtlon&lly defined in this document, the far f\eld approach Ignores buOydnCy 

and munentun effects of the wasterater as it is discharged into the estuary. 

The pollutant is assured to be instantaneously dirtrlbuted over the entire crost- 

section of the estuary (in the case of a well-mixed estuary) or to be distributed 

Over a 1CSSCr portion of the l studry in the case of d two-dimensional analysis. 

Whether or not these assumptions are realistic depends on d variety of factors, 

including the rapidity of mixing canpared to the kinetics of the process being 

analyzed (e.g. canpared to dissolved oxygen depletion rates). It should be noted 

that far field analysis (either one- or two-dimensional) cun be used even if actual 

mixing is less than USSuned by the method. However, the predicted pollutant concen- 

trations 41 be lower than the actual concentrat!ons. 



hear field analysis considers the buoyancy and nmentun of the wastewater 
as it is discharged into the receiving water. Pollutant distribution can be cdlcu- 

lated on a smaller spatial scale, and assunptions such as "CmPlete mixing' Or 

"partial mixi'ng" do not have to be made. The actual unount of mixing which occurs is 

predicted as an integral part of the method itself. This is a great advantage in 
analyzing compliance with water quality standards which are frequently Specified in 

terms of a maximun allowable pollutant concentration in the receiving water at the 

canpletion of initial dilution. (Initial dilution will be defined later in Section 

6.5.2$ 
The following far field approaches for predicting pollutant distribution 

are presented in this chapter: 

0 Fraction of freshwater method 

0 Modified tidal prism method 

0 Dispersion-advection equations 

8 Pritchard's Box Model. 

The near field analysis uses tabulated results frm an initial dilution mode1 Called 

MERGE. At the canpletion of initial dilution predictions cm be mdde for the following: 

8 Pol lutdnt concentrdtlons 

a pti levels 
a Dissolved oxygen concentrations. 

The nedr field pollutant distribution results are then used as input to dn analytical 

technique for predicting pollutant decay or dissolved oxygen levels subsequent to 

initial dilution. The remainder of Section 6.4 will discuss those methods applicable 

to the far field approach. 

6.4.2 Continuous Flow of Conservative Pollutants 

The concentration of d conservative pollutant entering an estuary in d continuous 

flow varies ds d function of the entry point location. It is convenient to separate 

pollutants entering an estuary at the head of the estuary (with the river discharge) 

fran those entering along the estuary's sides. The two impacts wi 11 then be addressed 
separately. 

6.4.2.1 River Discharges of Pollutants 

The length of time required to flush a pollutant frcxn an estuary after It 

is introduced with the river discharge has already been calculated, and is the 

estudrine flushing time. Now consider d conservative pollutant continuously dis- 

charged into d river upstrean of the estuary. As pollutant flows into the estuary, 

the net flow. 

10 tidal cycles 
is flushed out to 

it begins to disperse and move toward the mouth of the estuary with 
If, for exunple, the estuary flushing time Is 10 tidal cycles, then 

following its initid 1 flow into the estuary, some of the pollutant 
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the ocean. Eventually, a steady-state condition lo reached in which a certain anount 

of pollutant enters the estuary, and the sane anount is flushed out of the estuary 

during each tidal cycle. The aount of this pollutant which resides in the estuary 

at steady-state is a function of the flushing time. Fraar the definition of flushing 

time, the aount of fresh water (river water) in the estuary nay be calculated by: 

YE - Tf R (VI-M) 

where 

wE = quantity of freshwater in the estuary 

Tf m estuary flushing time 

R - river discharge over one tidal cqrc le. 

Using the rune approach, the quantity of freshwater in any stacnt of the estuary is 

given by: 

WI = TI R (VI-19) 

where 

iii’= quantity of freshwater in the .th I segment of the estuary 

Ti - flushing time for the ith segment calculated by the fraction 

of freshwater method. 

If a conservative pollutant enters an estuary with the river flow, it can be assmd 

that its steady-state distribution will be identical to that of the river water 

itself. Thus: 

Mi = w i C, = Ti R C, 

an8 

5 = upi 

(VI-201 

(VI-21) 

where 

'i 8 quantity of pollutant in estuary segment 'I' 

c = 

c; = 

concentration of pollutant in the river inflow 

concentration of pollutant in estuary segment '1' assuning 

all of pollutant "i" enters the estuary with the river discharge. 

Thus direct discharges into the estuary are excluded. 

5 l water volune segment .ig. 

The same values for Cj an8 Hi may also be obtained by using the fractfon of 
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freshwater, fi, for each segment by: 

Cl = fi c, (VI-221 

and 

HI = 5 “I 
(VI-23) 

Thus both the quantity of a pollutant in each segment and its concentration 

within each segment are readily obtainable by either of the above methods. The 

use of one of these methods will be danonstrated in Example VI-S below for calculation 

of both Ci and Hi. 

,.--B-e e-m-s-I----- EXAMPLE VI-5 -w---m-m-e-e---.---- --- 
I 

I 

I 
I 
I 
I 

I 

I 
I 

Calculation of Concentration of Conservative 

River Borne Pollutant in an Estuary 

The Patuxent Estuary is the subject of this exsnple. The problem is to i 

predict the incremental concentration increase of total nitrogen (excluding N2 
i 

gas) in the estuary, given that the concentration in river water at the estuary 

head is 1.88 mgN/l. 
i 

i Assune that total nitrogen is conservative and that the nitrogen concentration , 

in local seawater is negligible. The segmentation schene used in Example VI-2 I 

(fraction of freshwater calculation) will be retained here. For each segment, the 1 

total nitrogen concentration is directly proportional to the fraction of freshwater i 

in the segment: i 

ci = fi c, i 
The total nitrogen concentration for the uppermost segment is therefore given i 
by: 

i 
Cl n 0.93 (1.88 mgN/l) i 

* 1.75 mgN/l 

For the next segment it is: 
i 

i 
C2 = 0.83 (1.88 mgN/l) = 1.56 mgN/l 

i 
and so on. Nitrogen concentrations for all the segments are compiled in Table 

“I-8. Note that these are not necessarily total concentrations, but only nitrogen i 

inputs fran the Patuxent River. 

The incremental mass of nitrogen in each segment is found by: 

Mi = wi c, 
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TABLE VI-8 I 

I 

I 

I 

I 
I 

i 
i 

i 
i 
i 

i 

i 

i 

i 

i 
i 

i 

i 

i 

POLLUTANT DISTRIBUTION IN THE PATUXENT RIVER 

Resultant Pollutants** 
Fraction of Freshwater* Concentration 

Segment knaber* in SegrPnt fi Ifi x 1.88 mgN/l 

a 0.037 0.07 

7 0.112 0.21 

6 0.19 0.36 

5 0.29 0.55 

4 0.46 0.86 

3 0.69 1.30 

2 0.83 1.56 

1 0.93 1.88 

River 1.00 1.68 

*Fran Exrnple VI-2 
**These am the increment concentrations of total nitrogen in the estuary 

due to the river-borne input. 

TABLE VI-9 

INCREMENTAL TOTAL NITROGEN IN PATUXENT RIVER, 
EXPRESSED AS KILOGRAMS 

(See Problem VI-5) 

Segment Number 

8 

7 

6 

5 

4 

3 

2 

1 

River Water 
Volume 
ui=fixV 
meters 

6.14~10~ 

14.6 ~10’ 

13.2 x106 

13.3 x106 

11.5 x106 

10.7 x106 

a. 47xlo6 

7.35x106 

Incremental Total N 
ni = WI (1.88) 

kilograms 

11,500 

27.400 

24,800 

25,000 

21,600 

20, loo 

15,900 

13,800 

I 

I 
I 
I 
I 

I 

I 
i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 
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I The Wi values for the eight segments rare determined in Example VI-Z. For I 

ment 1, the incremental nitrogen is given by: i 

“1 = ‘1 ‘r 
I (7.35 x dm3)(l.88 mqN/1)(1031/n3) 
= 1.38 x lOlo mq or 13,800 kg 

I 
I 
I 

i Increased total nitrogen (in kiloqrrms) for the entire estuary is shown in Table i 
i VI -9. 

1 _-e-e---------.-- END (x EXAMPLE VI-5 __-~-~-~-~-~-----~-. J 

In this exanple, low tide volumes were used to calculate Hi since low tide 

volunes had been used to calculate fi's. The approach assumes that Ci's are 

constant over the tidal cycle and that Mi'S are constant wer the tidal cycle. 

This leads to the assumption that calculation of a low tide Cl and Hi will 

fully characterize a pollutant in an estuary. This, however, is not strictly true. 

Figure VI-17 depicts one tidal cycle in an estuary and shows the periods of the cycle 

during which a pollutant is flushed out of the estuary and during which river discharge 

brlnqs pollutants into the estuary. During periods of high tide, rising tidal 

elevation blocks river dlscharqe and backs up river flow in the lower stretches of 

the river. Figure VI-17 also shows the resulting quantity of a pollutant in residence 

in the estuary (Up,) over the tidal cycle. This variation over the tidal cycle 

as a percentage of ME is dependent on the flushing time but is usually small. The 

change in the total volume of water in an estuary over a tidal cycle is equal to the 

tidal prism which is often of the sane magnitude as the low tide volune. As an exaple, 

the Alsea Estuary in Oregon has Pt = 5.1 x lo8 ft3 while Vt = 2.1 x lo8 (Goodwin, 

Emmet, and Glenne, 1970). Thus the variation in l stuarine volune is 2.5 times the 

low tide volune. As a result, estuarine volune variations over a tidal cycle have a 

much greater impact on variations in pollutant concentrations in the estuary than do 

changes in the quantity of pollutant present in the estuary over a tidal cycle. It 
is important to note, however, that low tidal volune and low ME nearly coincide, 

so that variations in mean pollutant concentrations are less severe than are estuarine 

water mass changes. 

This qualitative description of pollutant flow into and out of an estuary 

is somewhat simplistic since it assunes that high tide and low tide at the mouth of 
an estuary coincide with those at the head of the estuary. This is usually not the 

case. There is normally a lag time between tidal events at an estuarine mouth and 

those at its head. Thus river discharge into the estuary crhich depends on tidal 

conditions at the head, and tidal discharge which depends on tidal conditions at the 

mouth, are not as directly tied to each other as indicated in Figure VI-17. 

Uh'ile UE does not vary substantially over a tidal cycle under steady-state 
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FIGURE VI-17 RIVER BORNE POLLUTANT CONCENTRATION 

FOR ONE TIDAL CYCLE 

condltlons, the mean concentration of a pollutant in an estuary (CE) does. Alsea 

Estuary data can be used to show this CE variation over a tidal cycle. Using 

data for the estuary as a whole (mean concentration), the equations for this canpari- 

son art: 

ME = ‘r ‘f (VI-24) 

and 

with 

CE * ME/& + Pt) 

or 
% = (566.4rg/ft3) (4.64 x 106ft3/tidal cycle) 

'r * 2.628 x lO'kg/tidal cycle. 

Then: 

WE = (2.628 x lO’pg/tidal cyclt)(20.8 tidal cycle) 

'E * = 5 466 x 1Ol’pg 
and 

(VI-25) 

cE(lou) = 5.466 x 10’°Fg/2.1 x 108ft3 
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or 

'E(lou) 
* 260.31 rg/ft3, or 46 percent of river concentration. 

However: 

'E(high) 
= 5.466 x 1010pg/(2.1 x lOaft + 5.1 x 108ft3) 

'E(high) 
= 75.92 rg/ft3 or 13 percent of river concentration. 

In an actual tstuary, the concentration of a pollutant Is not a sttpuist 

function as Indicated by segment Ci values, but is more rtalistically a contin- 

uous sptctrun of values. By assigning the longitudinal midpoint of each segment a 

concentration value equal to that segment's C,, a rtsult!ng continuous curve can 

be constructed as shown in figure VI-la. This type of plot 1s useful In tstimating 

pollutant concentrations within the estuary. It can also bt used, however, to 

estimate maximum allowable C, to maintain a glvtn level of wattr quality at any 

point within the estuary. This latter use of Figure VI-18 Is based on determining 

the desired concentration level (Cx) and thtn using the ratio of C, to C, 

to calculate an allouablt Cr. 

6.4.2.2 Othtr Continuous Constwativt Pollutant Inflows 

In tit prwious section, an analysts was madt of the steady-state dlstrl- 

bution of a continuous flow pollutant entering at the head of an estuary. The 

result was a graph of the longitudinal pollutant conctntration within the estuary 

(Figure VI-la). This section addresses a continuous, conservative pollutant flow 

entering-along the sidt of an estuary. Such a pollutant flow (e.g. the conservative 

tlentnts of a municipal sewer discharge, industrial discharge, or minor tributary) is 

carried both upstrtan and downstreun by tidal mixing, with tht hightst concentration 

occurring in the vicinity of the outfall. Once a steady statt has been achieved, the 

distribution of this pollutant is directly related to the distribution of fresh river 

water (Dyer. 1973). 
The avtragt cross-stctlonal concentration at the outfall under steady-state 

conditions is: 

QP 
co = -;; f. 

(VI-26) 

where 
co = mean cross-sectional concentration of a pollutant at the point of 

discharge, mass/volum 

CP - dlschargt rate of pollutant, mass/tidal cycle 

f. = segment fraction of frtshuattr 

R = river discharge rate, volune/tldal cycle. 

Dounstrtrm of tht outfall, the pollutant must pass through any cross section at 
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FIGURE VI-18 ALSEA ESTUARY RIVERBORNE CONSERVATIVE 

POLLUTANT CONCENTRATION 

a rate equal to the rate of discharge. Thus : 

QP 
,=f - 
I x R (VI-27) 

where 

5 x, C, and fx denote downstrean cross-sectional values 

So, Co and f, denote tht cross-sectional values at the dfscharge 

point (or segment into which discharge 4s made). 

Upstream of the outfall, the quantity of pollutant diffused and advectively 

carried upstrean is balanced by that carried dounstrtan by the nonttdal flow so 

that the net pollutant transport through any cross section is ztro. Thus, the 

pollutant distribution is directly proportional to salinity distribution and (Dyer, 

1973) : 

c, = c 5 
O so 

(VI-28) 

Dounstrerm of tht outfall, the pollutant concentration resulting fran a point 

discharge is directly proportional to river-borne pollutant concentration. ltpstrean 

fran the discharge point, it is inverstly proportlonal to river-borne pollutant 

conctntrations. Figure VI-19 is a graph of fx versus distance fran the estuary 
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FIGURE VI-19 POLLUTANT CONCENTRATION FROM AN 

ESTUARINE OUTFALL (AFTER KETCHUM, 1950) 

head for a typical estuary. The solid fx lint is also a measure of pollutant 

concentration for all points dounstrtun of a pollutant outfall (tither discharge 

location A or 8). The actual concentration (C,) for any point is equal to this 

fx value multtplied by Qp/R which is a constant over all x. Upstrem concen- 

trations decrease fran Co in a manner proportional to upstream salinity reduction 

(see dotted lines). It is important to note how even a wall dohnstrtun shift in 

discharge location creates a very significant reduction in upstreun steady-state 

pollutant concentration. Table VI-10 shous a suggested format for tabulating pollutant 

concentrations by the fraction of freshwater method. 

.m-m---_-e---------- EXAMPLE VI-6 -------------------___- 
I I 

I Calculation of Conservative Pollutant Concentration 
i 

i for a Local Discharge i 

I i 
i This txmplt will again utilize the tight-segment schene devlstd for the i 

i 
Patuxent Estuary in Exaple VI-2. The objective is to predict the concentration i 
distribution of total nitrogen in the estuary resulting frun a discharge of 80,000 

i 
mgN/sec,into segment 4. 

The first step is to determine the nitrogen concentration in segment 4. 
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TABLE VI-10 

SAvPlE CALCULATION TABLE FOR DISTRI8UTION Of A LOCALLY DISCHARGED 
CONSERVATIVE POLLUTANT BY THE FRACTION OF fRESWAfER METHOD 

1 From Table VI-3 

Segment 
Number 

Segment 
c Containing 
z Discharge 
w 

2 

Fraction of 
Freshwater 

f i 

Mean Segment 
Salinity 

(PPt) 

1 1 

Pollutant 
Concentrations* 

(mg/~ 1 

u 
b-here C = - f, 

o R 

*Pollutant concentration = 

fi 
co ;- ’ down estuary of the discharge 

0 

si 
co j- 1 UP estuary crf the discharge 

0 

Fran Equation VI-26: 

5 = Q f. -Ii 
= (8~10~ mgN/sec x 12.4 hts/tidal cytlc x 3600 sec/hr)(D.46) 

5.36x1&n3/t ida cycle 

- 3.065 a@/1 

For segments 1-3, upstreun fran the discharge, nltrogcn concentration is 

found by Equation VI-28: 

Ct = Co? 
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i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

I 

i 

i 

i 
i 

i 

i 
i 

I 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 
I 

For segment 1: 

s1 = 0.8 y.0 

so * s, = 5.8 go, 

c, = 3.065 mgN/l 

SO 

cl - 3.065 rqN/l - 0.42 rngN/l 

Nitrogen concentrations in segments 2 and 3 are found in an identical way. Table 

VI-11 sunmarizes the infonnation used In the calculation. 

I 

i 

i 

i 
i 

i 
i 

i 
i 
i 

i 
I 

For the segments downstrean of the discharge, total nitrogen concentration Is I 

found using Equation VI-27: 

'i = Co? 

In segment 5: 

f, = 0.29 

fO 
= f, - 0.46 

TABLE VI-11 

NITROGEN CONCENTRATION IN PATUXENT ESTUARY 
BASED ON LOCAL DISCHARGE 

Fraction of Mean 5. 
Segment Freshwater Segment $ 

fi 

Number fi Salintty 0 % 
Concentration 

mgN/l 

8 0.037 10.3 0.08 0.25 

7 0.112 9.5 0.24 0.74 

6 0.19 8.7 0.41 1.26 

5 0.29 7.6 0.63 1.93 

Discharge 4 0.46 5.8 1 1 3.06 

3 0.69 3.3 0.57 - 1.75 

2 0.83 1.8 0.31 - 0.95 

1 0.93 0.8 0.14 - 0.43 

i 

i 

i 
i 
i 
i 

i 

i 

i 

i 

i 

i 

i 

i 
i 
i 

i 
i 

i 
i 
i 
i 
i 

-195- 



I 

i 
i 
i 
i 
i 

i 

i 

i 

i 

i 

i 
i 
i 

i 

i 

i 

i 
i 

i 

i 
i 
i 
i 
i 
i 

i 

i 

i 
i 
i 
i 

i 

i 
i 

and 

c4 = 3.065 mgN/l 

SO 

C, l 3.065 qN/l 

The sme procedure yields nitrogen concentrations in segments 6-8, also downstrean 

of the discharge. 

Figure VI-20 below shows the nitrogen concentration distribution over the 

entire estuary. Note that the nearer a discharge is to the estuary's mouth, the 

greater the protection rendered the upstreim reaches of the estuary. 

4.0 * 

3.0; 

2.04 

1.0. 

1 
10 

1 I 

30 40 
dmharge 

Dlstence above estuary mouth UOOO’s 01 meters) 

r 
UGURE VI-20 HYPOTHETICAL CONCENTRATION OF TPTAL NITROGEN 

IN PATUXENT ESTUARY 
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i 
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i 
i 
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i 

i 

i 

i 
i 

i 

i 

i 

i 

i 

i 

i 

.------------e-m---w END m EXA)IIPLE VI-6 I ----we------------- 

-l%- 



6.4.3 Continuous Flow Non-Conservative PO??utantS 

bst pollutant discharges into estuaries have some components which behave 

non-conservatively. A nunbet of processes mediate the removal of compounds frcxn 

natural waters, song these: 

0 Sorption by benthic sediments on suspended matter 

0 Partitioning 

e Decay (by photolysis or biologically mediated reactions) 

0 Biological uptake 

e Precipitation 

a Coagulation. 

The latter two processes are particularly significant in estuaries. Thus, in addition 

to dispersion and tidal mixing, a time-dependent component is incorporated when 

calculating the removal of non-conservative pollutants fran estuarine waters. The 

concentrations of non-conservative pollutants are always lower than those of conserva- 

tive pollutants (which have d decdy rate of zero) for equal discharge concentrations. 
The results of the previous section for conservative constituents serve to set upper 

limits for the concentration of non-conservative continuous flow pollutants. Thus, 

if plots similar to Figure VI-17 for river discharges and to Figure VI-19 for other 

direct discharges have been prepared for flow rates equal to that of the non-consewd- 

tive pO1 IUtant under study, some reasonable approximations can be mdde for Steddy- 

state non-conservative pollutant concentrations without requiring additional data. 

Assuning d first order decay rate for the non-conservative constituent, its concentrd- 

tion is given by: 

ct - Cockt (VI-29) 

where 

ct = pollutant concentration at time l t" 

co = initial pollutant concentration 

k = decay rate constant. 

For conservative pollutants k = 0 and C - Co under steady-state conditions. 

Decay rates are determined enpiricdlly and depend on a large nunber of variables. 

Typical decay rates for BOO and colifonn bacteria are shown in Table VI-12. If ddta 

are not available for a particular estuary. the use of these average values will 

provide estimates. 

It should be noted that decay rates are dependent upon temperature. The values 

given dssune a temperature of 20-C. Variations in k values for differing temperatures 

are given by Equation VI-30: 

kT = 
T-20’ 

k20" * 
(VI-301 
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TABLE VI-12 

TYPICAL VALUES FOR DECAY REACTION RATES 'k'* 

where 

kT - 

k20 = 
8 = 

Thus an ambient 

0.074 for a* = 

SOWCC 800 Collform 

Dyer, 1973 .578 

Ketchem, 1955 .767 

Chen and Orlob, 1975 .l .s 

HydroscIencc, 1971 .OS-.125 l-2 

McGaughhey, 1968 .09 

Harleman, 1971 .069 

+k values for all reactions given on a per 
tidal cycle batls, 20' C. 

decay rate at temperature T 

decay rate at 20-C (as given in Table VI-12) 

a constant (normally between 1.03 and 1.05). 
tanperature of 10'C would reduce a k value of 0.1 per tidal cycle to 

1.03. 
Decay tffects can be canpared to flushing effects by setting time equal to 

the flushing time and comparing the resulting decay to the known pollutant ranoval 

rate as a result of flushing. If kt in Equation VI-29 is less than 0.5 for t = 

Tf, decay processes reduce concentration by only about one-third over the flushing 

time. Here mixing and advective effects dcxninate and non-conservative decay plays a 

minor role. Uhen kTf > 12 decay effects reduce a batch pollutant to 5 percent of 

its original concentration in less than one-fourth of the flushing time. In this 

case, decay processes are of paranount importance in determining steady-state concen- 

trations. Between these extremes, both processes are active in ranovlng a pollutant 

fran the estuary with 3 < kTf < 4 being the range for approximately equal contri- 

butions to removal. Dyer (1973) analyzed the situation for which decay and tidal 

eXChdngt dre of equal magnitude for each estuarine segment. Knowing the conservative 
concentration, the non-conservative steady-state concentration In a segment is 

given by: 

for segments downstream 

of the outfall 
W-31) 
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and 

where 

'i 
cis '0 r is1 n n 

0 ,.-. 

for segments upstream 

of the outfall 

(VI-321 

ci 
= non-conservative constituent mean concentration in segment '1' 

CO 
- conservative constituent mean concentration in segment of discharge 

'I = the exchange ratio for segment Ii. as defined by the modified 

tidal prism method 

n = nunber of segments away frun the outfall (i.e. n = 1 for segments 

adjacent to the outfall; n = 2 for segments next to these segments, 

etc.) 

Other paruneters are as previously defined. 

In the case of a non-conservative pollutant entering fran the river, n = 1, and 

the only concentration expression necessary is: 

f 
'i - Cl-1 i-1 5 + (VI-33) 

where 

Bi =+ - - 
i 

(VI-34) 

Table VI-13 shows a suggested format for tabulating pollution concentrations by 

the modified tidal prism method. 

I 
--e-.-*-e--------- EXAMPLE VI-7 ---_-___-_-_-_-_-_____- 

I 
i 

i 

i 

i 
i 

i 

i 

i 

i 
i 

Continuous Discharge of a Non-Conservative Pollutant 

into the Head of an Estuary 

The Fox Mill Run Estuary (see Exunple VI-3) is downstream of the Gloucester, 

Virginia, sewage treatment plant. Knowing the discharge rate of CBOO in the plant 

effluent, the purpose of this l xunple is to determine the concentration of CR00 

throughout the estuary. 

It is first nKessary to determine the concentration of CBOO in Fox Mill Run 

dS it enters the estuary (assune no CEO0 decay within the river). The following 
information has been collected: 

C r, Background CBOD in river 1 3 mg/l 

I 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 
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TABLE VI-13 

SAMPLE CALCULATION'TABLP FOR'DffTRlEUTlOW OF A LOCALLY DISCHARGED 
NCWCONSERVATIVE POLLUTA)(T BY THE MDDIFIED TIDAL PRIM HETMOD 

. 
I Fran Table VI-6 

Hean Salinity Pollutant 
Distance of Segment 

Center Above Exchange 
(fr;,;:;inlty 

Fractton of 
River Yater Concentr ion 

Ii 

Segment Houth Ratio si ss-sI 5 %l ‘f,-, -% 

Number (4 rr PPt fl- 5, (cl/l 1 



I 

i 
i 
i 
i 
i 

i 

i 

i 
i 
i 
i 

i 
i 
i 
I 
i 

i 

i 
i 

i 
i 
i 

i 

i 
i 

i 

i 

i 

i 

i 
i 

i 

i 
i 

0 r, River flow below treatment plant discharge = 0.031 fn3/sec 

'd* 
Treatment plant discharge rate . 0.006 m3/sec 

'd' 
Treatment plant effluent CBOD = 45 mg/l 

The CBOD concentration in the river dounstrerm of the treatment plant is found 

using the equation: 

C= 
c,(Q,-0,) + $Q, 

Qr 

I 

I 
I 
I 
I 

or I 

C= 3 mg/1(.031-.006 m3/sec)+45 mg/l(O.OC% m3/sec) 

0.031 m3/sec 
i 

i 
= 11.1 mg/l 

To find the CBOD concentration distribution in the estuary, the following 
i 

additional. 

data are used: 

so 

s s, Chesapeake Bay salinity = lg.0 o/o0 (at the mouth of 

fox Hill Run Estuary) 

k, CBOD decay constant = 0.3/day 

T, Tidal cycle = 12.4 hours 

kt = 0.3lday x 12.4 hr x 1 day/24 hours 

= 0.155 

Also necessary are mean salinity values for each estuary segment. Values for 

the Fox Mill Run Estuary are sunmdrired in Table VI-14. Fraction of freshwater 

value; for each segment are found using the formula: 

Ss-Si 

fi B-5- 
s 

The variables are as previously defined. 
Next, values of the coefficient Bi must be calculated for each segment 

q t.w For segment 0: 

ro, the segment exchange ratio, = 0.74 
and 

‘0 m 
0.74 

B. = l-(l-ro)e-kt l-( l-0.74)e-““5S 
= 0.95 

Coefficient values for all segments are compiled in Table VI-14. 

Finally, CBOD concentrations for the individual segment are calculated, beginning 

with the uppermost segment and working dounstrea. The concentration in segment 
*j. is found by: 

Ci * Ci-1 i'i Bi 
i-l 

I 
i 

i 
I 
i 
i 
i 
i 
i 

i 

i 

i 

i 
i 

i 

i 
i 
i 

i 

i 

I 

i 
i 

i 

i 
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TABLE VI-14 

SALINITY AND CBOD CALCULATIONS FOR fOX MILL RU?I ESTUARY 

from Problem VI-3 

fraction of Concentration of 

Center Point Mean Segment fresh (River) C8OE, 
Distance Above EXtchdfIge RdtiO Salinity fi 

Est. Ebuth, for Segment 
Segment Number 

5-s PPl 
Ekters r. 1 (from kdl. Plot) 

Bi ci’ci-l f.,l 84 
(m9tl 1 

River (>3200) -0 1.00 - 11.1 

0 2950 0.74 4.7 0.75 0.95 8.1 

1 2470 0.71 8.6 0.55 0.94 5.5 

2 1945 0.56 11.6 0.39 0.90 3.6 

3 915 0.71 15.3 0.19 0.94 1.6 

-*-*---_---_-_-._.____-_-----.-_-I-_---.---. -e--e.---.- ------*___ ---- 
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I 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

I 

i 
i 

i 
i 

i 

i 

i 

i 

i 

i 

i 

i 

For segment 0. the river is taken as segment ‘i-l’, and the CdlCUldtiOn is dS I 

follows: i 

I 

co * 11.13 mg/l 0.95 = 8.1 mg/l I 

For segment 1: 

Cl = 8.1 mg/l 0.94 l 5.6 mg/l 

and so on. 
Figure VI-21 depicts this l stimdte of the distribution of CBOO in the estuary. 

In addition, hypOthetfCd1 concentrations of d conservdtive pollutant (k = 0) dnd 

colifonn bdcterid (k * 1 .O) dre plotted. Dounstrean concentration diminishes 

faster for substances having larger decay constants, ds might be expected. 

1 I I I 

10 20 30 rlvor 35 

Dbtmco Above Mouth Ot Emmy (100’8 of motorI) 
mouth 

FIGURE ~I-21 RELATIVE DEPLETIONS OF THREE POLLUTANTS ENTERING THE 
Fox MILL RUN ESTUARY, VIRGINIA 

I 
i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

1 ---------------------END(Y EmClQLE VI-7 I --e-m ---s-s-I-m-e------- 
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6.4.4 Hultfple Waste toad Parmeter Analysts 

The preceding analysis allowed calculatton of the longitudinal distribution 

of a pollutant, either conservative or non-consewative, resulting fran a single 

waste dtschargt. Houtvet, tht planner ~111 probably want to simultaneously assess 

both consewatlvt ahd non-conservative elements fran several separate discharges. 

This can be acconpllshed by graphing all desired single tlenent distributions oh one 

graph showing concentration versus length of the estuary. Once grapkd, the rtsulttng 

concentration may be linearly added to obtatn a total waste load. 

The pollutant concentration increment fran each source ts calculated by assuning 

the source is the sole contrtbution of pollution (I.e. other waste loadings are 

temporarily set equal to zero). This method, called superposition, 1s valid as the 

long as volumetric discharge frun any of the sources does not signifkantly influence 

the salinity distrlbutlon within the estuary. This assunptton js typically true, 

unless the estuary is l xtranely small and poorly flushed, and the volunetric dtscharge 

is large rtlattve to tjdal and advective flushing components. 

Ah txunple of the superposition procedure is shown in Figure VI-22. Three local 

FIGURE ADDITIVE EFFECT OF 

-204- 

PiutrwLE UASTE LOAD /EDITIONS 



potnt sources of pollutants discharge at locatlons A, 8, and C. A background source 

enters the estuary wtth the river discha-•. The contribution due to each source can 

be found fran tk fraction of frcshuater method (assuning the pollutants act constrva- 

tively) as follows: 

wR 
'b = T fx * x > 0, Mere x Is measured fran the head of the estuary 

uA Ffx . x>A 

'A = 

WAf 3 
R As g x'A 

A 

I 

we 7 ‘x ,x>B 
'B = 

'B 'X 
TfBF, x<B 

1 

% R fx ,x>c 

cc - 
"c sx 
FfCF * x<c 

where 

'b n concentration due to rjvtr discharge 

CA* CB. CC l concentrations due to sources A, B, and C. respectively 

R = river flow rate 

fA' foe fc - fraction of freshwater at locatfons A, B, C, respectively 

SAW $9 sc m salinity at locattons A, B, C, respectively. 
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The pollutant concentration (above background) at any location in the estuary is: 

b” = CA + tB + cc 

and is shown in Figure VI-22. Uhen this is added to the background level, the 

total pollutant concentration becomes: 

5 * (CA + CB + CC) + cb 
The dotted line in Figure VI-22 depicts CT. 

The technique of graphing outfall location and characteristics with resulting 

tstuarine pollutant concentration can be done for all anticipated discharges. This 

will provide the planner with a good perspective on the source of potential water 

quality problems. 

Where the s8nt segmentation scheme has been used to define incrunental pollutant 

distributions resulting fran several sources, the results need not even be plotted to 

determine the total resultant concentrations. In this case, the estuary is evaluated 

on a segment-by-segment basis. The total pollutant concentration in each segment fs 

calculated as the arithmetic sun of the concentration increments resulting fran the 

various sources. 

-s-m-m-w---.-.----- 
l 

EXAMPLE VI-B ---------_-----------* 
1 

i i 
Tht previous two exunple problems involved calculations of nitrogen concentra- S 

I tion in the Patuxent Estuary resulting fron individual nitrogtn sources. The I 

i objective of this txunple is to find the total nitrogen concentratton In the i 

i estuary resulting frun both nitrogen sources. i 

i The eight-segment scheme of Exanplts VI-6 and VI-7 is retained for this i 
' problem. 
I 

For each segment, the increnental nitrogen increases are sunmed to give 
i 

a the total concentration: 
I i 

i where ’ * ‘b + 'A i 

I 

i 
'b = concentration resulting fra the N source discharging into the 

i 

estuary at point A. 

i F or segment 1, the calculation is: 

i C= 1.75 mg/l (fran river) + 0.43 mg/l (frun local source) 

i = 2.18 mg/l total nitrogen 

i Necessary data and final concentrations for each segment art shown in Table 

i Vl-15. 
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i 
i 
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i 

i 

i 

i 

i 

i 

i I 
I 

i 

i 
i 

i 

i 

i 

i 

TABLE VI-15 

OISTRIBUTION OF TOTAL NITROGEN IN THE PATUXENT 
ESTUARY DUE TO TM0 SCMCES OF NITROGEN 

Results From 
Results Fran Problem VI-5 
Problem VI-4 Total Nitrogen Resultant 

Total Nitrogen Fran Point A Source 
Fran River (Segment 4) 

Co;c;ntratlon 

=b+CA 
Segment Number mgW1, m#/l, CA mgN/l 

8 0.07 0.25 0.32 

7 0.21 0.74 0.95 

6 0.36 1.26 1.62 

5 0.55 1.93 2.48 

4 0.80 3.06 3.92 

3 1.30 1.74 3.04 

2 1.56 0.95 2.51 

1 1.75 0.43 2.18 

Rivtr 1.88 0.00 1.88 

I 

i 

i 

i 
i 

i 

i 
i 
i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 
I 

c-.-.-.-l-.-.-.-.-. END w EXAMPLE VI-8 .-.-.-.-.-.-.-.-.-.--J 

6.4.5 Disptrslon-Advection Eouations for Prtdictinq Pollutant Distributions 

Dispersion-advcction equations offer an attractive method, at least theoretically, 

of predicting pollutant and dissolved oxygen concentrations in estuaries. However, 

fran the point of vleu of hand calculation, the advection-dispersion equations art 

USUally tedious to solve, and therefore mistakes can unknowingly be incorporated rnto 

the calculations. 

Dispersion-advtction equations have been developed fn a variety of forms, 

including one-, two-, and three-dimensional representations. Tht equations in this 

section art limited to one-dimensional representations in order to reduce the anount 

of data and calculations required. 

One-dimensional dispersion-advection equations can be expressed In quite diver- 

gent forms, depending on boundary conditions, cross-stctlonal arta vartatlon Over 

distance, and source-sink terms. O'Connor (1965). for example, developed a variety 

of one-dimensional advection-dispersion equations for pollutant and dissolved oxygen 

analysts in estuaries, sant of which art infeasible for use on the hand-calculatton 

level. 
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The advection-dispersion equations to be presented SrrbSeQUently in this chdvter 

can be used to predict: 

t Distributions of conservative or non-COnStWatfVe Pollutants 

0 Polllutant distributions in anbayments 

a Dissolved oxygen conctnttatlons. 

Solutions fran advectlon-dispersion can be superposed to aCCOUnt for multiplt 

discharges. Exanple VI-g, to be presented sllbsequently, will illustrate this 

process. 

As the nane of the equations implies, dispersion coefficients art needed in 

order to solve ddvect ion-dispers ion equations. Tlddl ly averaged dispersion coeffic- 

ients are repuircd for the steady-state formuldtions used here. The tidally dverdged 

dispersion coefficient (EL) can be estimated fran the following expression: 

EL * 
RS 

A dS/dx 
(VI-35) 

2RSbx 

=' A( Sx+& -Sxwti) 
(VI-36) 

where 

5 - tidally and cross sectiondlly averaged salinity in vicinity of 

discharge 

20% = distance between the salinity measurements S,+, (at d distance 

AX down estuary) and 5X, (at a distance Of AX up estuary) 

R = freshwater flow rate in vicinity of discharge. 

The distance interval2Ax should be chosen so that no tributaries art contained 

within the interval. 

In the absence of site specific data, the dispersion coefficients shown in 

Tables VI-16 and VI-17 can provide estimates of dispersion coefficients. 

For po1lutdnts rrhich decay dCCOrding to first order decay kinetics, the steady 

state mass balance equation describing their distribution is: 

d2C U dC 
ELdxl - 7 -kC =O 

The solution to Equation VI-37 is: 

I 

co t bx x > O(doun estuary) 

C- 

cot jlX x < O(up estuary) 

(VI-37) 

(VI-38a) 

(VI-38b) 
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TABLE VI-16 

TIDALLY AVERAGED DISPERSION COEFFICIENTS FOR SELECTED 
ESTUARIES (FROM HYDROSCIENCE, 1971) 

Estudry 

Delaware River 

HudsOri River (N.Y.) 

Freshwater 
Inflow 

(cfs) 

2,500 

5,000 

Low Flow 
fiei hontidal 

Vtilocity (fps) 
ttedd - Mouth 

0.12-0.009 

0.037 

East River (N.Y.) 0 0.0 

Cooper River (S.C.) 10,000 0.25 

Savannah R. (Ga., S.C.) 7,000 0.7-0.17 

Lower Raritan R. (N.J.) 150 0.047-0.029 

South River (N.J.) 23 0.01 

Houston Ship Chdnnel (Texas) 900 0.05 

Cape fear River (N.C.) 1,000 0.48-0.03 

10 

31) 

IO-20 

5 

5 

27 

2-10 

Potomac River (Va.) 550 D.Q06-0.0003 l-10 

Compton,Creek (N.J.) 10 0.01-0.013 1 

Uappinger and 

Fishkill Creek (N.Y.) 2 0.004-0.001 0.5-I 

*l mi2/day * 322.67 ft2/sec 

where 

j,=g (1 -JT) 

j,=-& (l+dT) 

u = net velocity 

k = decay rate 

w = discharge rate of pollutant (at x = 0). 

For Equations VI-38a and VI-38b to accurately estimate the pollutant distribution 

in an estuary, the cross-sectional area of the estuary should be fairly constant over 
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TABLE VI-17 

TIDALLY AVERAGED DISPERSION COEFFICIENTS 
(FROM OFFICER, 1976) 

Estuary 
DispenionCoeffi'citnt 

Range (ft*/scc) Commnts 

San Francisco 0ay 
Southern Ann 
Northern Arm 

20092,DDO 
soo-20,000 

Hudson River 4,800-16,000 

Narrows of Hercty 1,430-4,000 

Po*,~IK River 65-650 

Stvern Estuary 75-750 
(by Stomnel) 

580-1.870 
(Bowden) 

Tay Estuary 

Thdmes Estuary 

Yaquina Estuary 

530-1,600 
(up estuary) 

1,600-7,500 
(down estuary) 

600-1.000 
(low flow) 

3,600 
(high flow) 
650-9.200 

'r$hl f-&l 

(low-f&Iw) 

Measurements were made at slack 
water over a period of one to a 
fen days. The fraction of 
freshwater method uas used. 
Measurements were taken over 
three tidal CyCltS dt 25 
locations. 

The dispersion cotfficjent was 
derived by assuming E 

ii 
to be 

constant for the riac studied, 
and that it varied only with 
flow. A good relationship 
resulted between EL and flow, 
substantiating the assunption. 
The fraction of freshwater 
method wds used by taking medn 
values of salinity over a tidal 
cycle at different cross 
sections. 
The dispersion coefficient was 
found to be a function of dis- 
tance below the Chain Bridge. 
Both salinity distribution 
studies (using the fractton of 
freshbrater method) and dye 
release studies were used to 
detetmine EL. 

Bowden recdl culated L values 
originally determined by 
Stormlel, who had used the 
fraction of freshwater method. 
8owden included the fresh- 
udter inflows from tributaries, 
which produced the larger 
estinlates of EL. 

The fraction of freshwater 
method was used. At a given 
location, EL was found to vary 
with freshk.?ter inflow rate. 

Calculations were performed 
using the fraction of fresh- 
water method. between 10 and 
30 miles below London Brjdgc. 
The dispersion coefflcientt for 
high flow conditions were sub- 
stantfally higher than for low 
flow conditions, at the same 
locations. The fraction of 
freshwater method uas used. 
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distance, and the estuary should be relatively long. For screening purposes the 

first constraint can be met by choosing a cross-sectional area representative of the 

length of estuary being investigated. If the estuary is very short, however, pollut- 

ants might be washed out of the estuary fast enough to prevent attaiment of a 

steady-state distribution assuned by Equations VI-38a and VI-38b. For shorter 

estuaries the fraction of freshwater method, modified tidal prism method, or near 

field approach are more appropriate. 

At times rhen the freshwater flow rate in an estuary is essentially zero pollutant 

concentrations might increase to substantial levels, if tidal flushing is small. 

Under these conditions the mass-balance expression for a pollutant obeying first 

order kinetics is: 

EL&C - kc = 0 
dxf 

The solution to this equation is: 

for x > 0 (down estuary) (VI-40a) 

for'x CO (up estuary) (VI-40b) 

where 

co= w 
A d%EF 

When the pollutant is conservative (i.e., k = 0). Equation VI-39 reduces to: 

The solution is: 

c = 

d'C 

ELz-0 

I co* x < 0 (up estuary) (VI-43a) 

(VI-41) 

(VI-42) 

I 
;7; (L-x) + CL , x P 0 (down estuary) (VI-43b) 

I L 
where 

co = c,+yL 
ELA 

cL = background concentration of the pollutant at the mouth of the 

estuary 

L = distance fran the discharge location to the mouth of the estuary. 
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Equation VI-43 illustrates the important concept that the COnCentratiOnS Of Consewa- 

tfve pollutants are constant up estuary frrn the discharge location (when the river 

discharge is negligible) and decrease linearly fraa the discharge point to the mouth 

of the estuary. Equations VI-40 and VI-43 apply to estuaries of constant, or approxi- 

mately constant, cross-sectional area (e.g. sloughs). If the cross-sectional area 

increases rapidly with df stance toward the mouth, the methods presented in Section 

6.5 are more appropriate. 

The dissolved oxygen deficit equation (nhere deficit is defined as the difference 

between the saturation concentration and the actual dissolved oxygen concentration) 

for one-dimensional estuaries at steady-state conditions is: 

WxE C2D 

cx 57 
- k,3 + I.? 

(vi-::) 

where 

D = dissolved oxygen deficit 

L = BOO concentration 

kt - reaera t ion rdte 
k = BOO decay rate. 

Using Equation IV-38 to represent the BOO distribution, the expression for the 
deficit D t: 

(U-44) 

where 
The plus sign (+) is used to predict concentrations up estuary (x < 0) 

The minus sign (-) is used to predict concentrations dam estuary (x > 0) 

d, = U2 + 4kE L 

a2 = U' + 4k2EL 

H n mass flux of dissolved oxygen deficit contained in the discharge. 

Y = fIUSS flux of ultimate EOD contained in the discharge. (C, - Ce)+e. 

5 = saturation concentration of dissolved oxygen. 

k = effluent concentration of dissolved oxygen. 

+e l effluent flow-ate. 

The advantage of expressing the dissolved oxygen concentration in terms of the 

deficit is that the principle of superposition can be invoked for multiple discharges 

rfthin a single estuary. Specifically: 

0 l z 0, (VI-46) 
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C * C, - Z Di (VI-471 

where 

Of = dissolved oxygen deficit resulting fran the ,th discharge 

C = final dissolved oxygen concentration 

Cs = 
dissolved oxygen saturation level. 

Figure VI-23 shows the relationship between dissolved oxygen 
saturation and temperature 

and salinity. 

FIGURE VI-23 DISSOLVED OXYGEN SATURATION AS A FUNCTION 
OF TEMPERATURE AND SALINITY 

.-em EXAMPLE VI-9 

i 
i 

i Dissolved Oxygen Concentration Resulting from Two Sources of BOD 
i 

i 
i 

i 
Two municipal wastewater treatment plants discharge significant quantities of i 

i 
BOO into the Jaes River in Virginia. One discharges near Hopewetl, and the i 

i 
second 10 miles further down estuary, near West Point. Calculate the dissolved 

i 
oxygen concentration in the estuary as a function of distance. Pertinent data 

i 

rrii: 
i 
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I 

i 
i 
i 
i 
i 

i 
i 

i 
i 
i 
i 

i 
i 

i 
i 

i 
i 
i 
i 
i 

I 

i 

i 

i 

i 

i 
i 
i 

i 

i 

i 
i 

i 

i 

BOO5 in Hopewell plant effluent n 69,000 lbs/day 

BOD9 in Yest Pofnt plant effluent, located 10 aill 

Hopewell = 175,000 lbslday 

Freshwater flow rate = 2,900 cfs 

Dissolved oxygen saturation = 8.2 mg/l 

Cross sectional area = 20,000 ft2 

Reaeration rate - 0.2lday 

Deoxygenatfon rate = 0.3/day 

Dispersion coefficient n 12.5 nf2/day 

Effluent dissolved oxygen = 0.0 mg/l. 

I 

es dounstremr fran 

The df ssolved oxygen deficit due to each of the two contributions can be 

detewafned independently of the other using Equation IV-45. The results are 

plotted in Figure VI-24. The deffcfts are added to produce the total deficit 

(D(x)) due to both discharges (Figure VI-24a). The distance scale In Figure 

VI-24a is referenced to the Hopewell plant. The West Point plant is placed at 

mile 10. When the deficit at this location due to the West Point plant is calcu- 

lated, set x = 0 In Equatfon VI-45. The dissolved oxygen concentration then 

becones C(x) = 8.2-D(x), and is shown in Figure VI-24b. 

One exmple calculation of dissolved oxygen deficit will be showf to fllus- 

trate the process. Consider the deficit produced at mile 0.0, due to the cbpewell 

plant. The waste loading fran the Hopeuell plant is: 

69,000 x 1.46 = 100,000 lbslday, BOO-ultimate 

= 1.16 lbs/sec 

Wien x = 0, Equation VI-45 simplifies to: 

a, = U + 
4(.3)(12.5)(5280)(52BO) = 

81400 l 86400 

so 

ft' 
077 - 

sec2 

4 a1 = .278 ft/sec 

a2 = U2 + 4k E 
2L 

= 0.058 ft21sec2 

so 

i 

i 

i 
i 

i 

i 
i 
i 
i 
i 
i 
i 
i 

i 
i 
i 
i 
i 
i 
i 
i 

i 
i 
i 
i 
i 412 l .242 ft/sec 
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I I 

I 
I 

I 

I 

I 

i 

i 
i 
i 
i 
i 
i 
i 
i 
I 

i 
I 

7.0 - 

6.0 - 

--- Dcfrclt due to Hopewell 
- Deficit due to Wert POlnt 

- - Total deftcit 

-15 -10 0 10 20 30 40 50 
HopLwell West’Pomt 

M11es Below Hopewell 
(a) 

6.0 - 

5.0 - 

4.0- 

3.0 - 

-15 -10 0 10 20 30 40 50 

Mites Below Hopewell 
(h) 

FIGURE VI-24 PREDICTED DISSOLVED OXYCEN PROFILE 

IN JAMES RIVER 

I 
I 

I 

I 
I 
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I The dcflcit is: 

i (.3)(1.16) 

i o* = 9.3 x 10m5 lb/fts = 1.5 mg/l 
20000(.2-.3) 

i 
* This value is then plotted in Figure VI-24 at mile point 0.0. The deficit 
I 

at this locatdon due to Yert Point is waluated at x = -10 miles in Equation 
i 

i Vl-45, since West Point is located 10 miles dovm estuary of Hopewell. A deficit 
i 

i of 0.6 mg/l iS found, and is plotted in Figure VI-24 at mile point 0.0. The total i 

i deficit at Hopewell is 1.5 + 0.6 l 2.1 rig/l,, as shorn In the figure. i 

i i 
L.-----.---------- END of EXA)SLE VI-9 ----------- _-__s____ ,’ 

6.4.6 Pritchard's Two-Dimensqonal Box Model for Stratifled Estuaries 

Many estuaries in the united States are either stratified or partially mixed. 
Because the circulation of stratified systans is fairly ccxn~lex, few hand CalCUTdtiOn 

methods WC avdllable for their analysis. Instead computerized solutions are gener- 

dlly Used. 

One method developed by Pritchard (1969) which predicts the distribution 

of pollutants tn partially mixed or stratified estuaries is suitable for hdnd 

calculations provided the user does not require too much spatial resolution. 

This method, Cdlkd the .two-dimensional box model,m divides the estuary horizontally 

fran head to mouth into a series of TOngitUdindl segments. Each segment is divided 
into a surface layer and d bottom layer. The analysis results in a system of n 

simultaneous linear equations with n unknowns, where n equals twice the nunber of 

horizontal segments. The unknowns are the pollutant concentrations in edCh layer. 
Oivision of the estudry into only two hOriZOntd1 ScgIWntS results in four 

simultaneous equations, which is probably the most one would like to Solve entirely 

by hand. However, many programmable hand CdlCUldtOtS Contain librdty tOUtineS for 
solving systems of 10 or more simultaneous equstions, which would dllou the estuary 

to be divided into 5 or more hOri2Ontdl segments. If many more segments dre desired, 

the Solution could be easily implemented on d canputer using d nunericdl technioue 

such as Gaussian elimination to solve the resulting system of simultaneous linear 

equations. 

The following information is required for the tW-dimensiondl box analysis: 

1) the freshwater flow rate due to the river; 2) the pollutant mass loading rates; 

and 3) the longftudindl salinity profiles along the length of the estuary In the 

upper and louer layers, ana the salinity at the boundary between these two layers. 

The upper layer represents the portion of the water colunn having a net nontidal flow 

directed seaward, dnd the lower layer represents the portion of the water colunn 

having net nontidal flow directed up to the estuary. If no velOCIty ddta dfe dvdil- 
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able, these layers cdn generally be estimated bdSed on the vertical salinity profiles. 

Figure VI-25 shows the paraneters used in the andlysls, which Ire defined 

dS fOilOWS: 

n = segment nunber, increasing fran head toward mouth 

lSu)n = salinity in upper layer of segment n 

(*l)n - sdlinity in lower layer of segment n 

(Sv)n = salinity at the boundary between the upper dnd 

lower layers of segment n 

(Su)n-l, n = salinity in the upper layer at the boundary 

between segments n-l dnd n 

(%)n-1, n * salinity in the lower layer at the boundary 

between SegmentS n-l and n 

(%)n-1, n - net nOntidal flow rate in the upper layer frcan 

segment n-l to n 

‘%)n-1, n = net nontidal flow rate in the lower layer from 

segment n to n-l 

(%)n = net upwdtd VertiCdl flow fran the lower to the 

the TOUer dnd 

upper layer of segment n 

E n = vert icdl exchdnge coefficient between 

upper layers of segment n 

R = freshwater flow rdte due to river 

(qu)n = pollutsnt mdss loading rdte to upper 

segment n (fran external sources) 

wn = pollutant mdss loading rate to lower 

segment n (frcxn external sources) 

layer of 

layer of 

= pollutant concentrdtion in the upper layer of 

segment n) 

= pollutant concentration in the lower layer of 

segment n. 

Pritchard's two-dimensional box analysis as presented here requires the following 

assumptions: 

a Steady-State Salinity distribution 

a The pollutant is conservative 

l The concentrdtlon of the pollutant is uniform within edCh layer of 

edCh segment and 

0 The pal lutdnt concentration at the boundary between segments or layers 

is ewdl to the average of the Concentrations in the two adjacent 

segments or layers. 

Application of the two-dimensional box model involves six steps. These are: 

1. Plot the longitudindl salinity profiles in the upper and lower 
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9, - 
n-l Wn n n*l 

(SU)n-l.n lSu)n,n+l 

El) n-1.n 

FIGURE VI-25 DEFIWTION SKETCH FOR PRITCHARD'S TWO-DIMENSIONAL Box MODEL 

layers, dnd at the interface between the two layers. If informd- 

tion on the net nontidal veloctty distribution is not available to 
define the layers, the boundary may be estimated for a given 

SeCtiOn of the estuary ds the depth It which the vertical salinity 

gradient is mdximun. The resulting plots will be used to determine 

the average salinities in each segment and layer, dnd the sdiinl- 

ties dt the boundaries between each segment and layer. 

2. Segment the estuary. The number of segmnts will depend on the 

degree of spdtldl resolution desired, and the Timitdtions of the 

hand calculators used to solve the system of simltaneous equations. 

The accuracy of the results will generally increase with the number 

of segments used, since the assumptions of the analysis are better 

sattsfied. A niniaur of three horizontal segmnts should probably 

be used to obtain even a rough estimate of the pollutant distribution 

in the estuary. This will require the solution of six quations 

and six unknams. 

3. Coq~utc the net nontidal flares in the upper layer and lower layer 

at the boundary between each horizontal segant using Knudson's 
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Hydrographical Theorem (Dyer, 1973): 

4. 

5. 

(sl)n-l, n 

(%)n-1, n f ’ (5 ) 1 n-1, n-(Su)n-l, n 

(Su)n-l, n 

(pl)n, n-l = R (g ) 
I n-l, n-(Su)n-l, n 

At the upstream freshwater boundary of the estuary: 

(VI-46) 

(VI-49) 

Compute the net upward vertical flows between layers for each 

segment using the continuity equation for the upper layer of the 

segment: 

('v)n m (%)n, n+l - (%)n-1,n 
(VI-50) 

Compute the vertical exchange coefficients between layers for each 

segwent using the salinity balance equatfon for the upper layer of 

the segment, which can be arranged in the following fom: 

E = 
"u)n, n+l (*u)n, n+l - (%)n-1, n (Su)n-l. n - (Q)n (Sv)n (U-51) 

n 
(5 1 1 n - (Su)n 

6. Set up and solve a systan of simultaneous linear quations with 

one quatlon for each segmmt and layer where the pollutant 

concentrations are the unknowns. These quatlons are based on a 

pollutant mass balance for each segmnt and layer. The mass 

balance quations are: 

(PJnB1, n [""'n*l; (cu)n] + (Q,), ['cu'n; "l)n\ + En [(Cl& - (Cu),,] 

L J L 

- (%)n, n+l 

i 

(Cu)n + (Cu)n+l 
2 1 (U-52) 

+ hJn - 0 

b J 

for the upper layer of segment n and 
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('l)n+l + "l)n 

(Qi)n+l, n i 1 2 
- wn, n-l 

L J 

- (Q,), 

[ 

(c,), + (CJn 

2 1 -E n 

L 

(Cl)” + (q)*-l 
1 

2 J (VI-53) 

(C j I n - (CJn 

I 
+ k$), = 0 

for the larer layer of segmnt n. 

Since most pollutant discharges are buoyant, they should be considered as 

loadings to the upper layer, even though they may be physically introduced at 

the bottom. Pollutants which are denser than the upper waters and which would 

slnk to the bottoa should be considered as loadings to the lower layer. However, the 

analysis is not appllcablt to pollutants which tend to remain near the bottom and 

accumulate In or react with the bottom sediments. 

The above mass balance quations can be simplified and rearranged into the 

following fom: 

kQu)n-l, n] (Cu)n-l + [ -2En] (‘u)n + [,,n + (Q,),] tcl In 

+ [s(Qu)n, .+I] (Cu)*+l = -2(qu)n 

for the upper layer of seQrnt n and 

[-(P,)*, n-13 (C*ln-l + [ 2En - ,,,),I ICu)n + [ -2E*] (‘1 )n 

r 1 

(U-54) 

(VI-55) 

+ (Ql)n+l, n (‘l)n+l * -2(ql)n 

1 1 

for the lower layer of seQrnt n. This pair of equations is written for each 

segnmt, resulting in a system of simltaneous equations where the conctntra- 

tions, (Cu),, and (Cl),, an the unknms, the terms enclosed in square brackets 

are the coefficients, and the tern on the right hand side of the equations are the 

constants. 

However, since each quation Involves both the upstream and downstream segmnts 
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for a given layer, the boundary condltlons rt both the upstream and downstream end of 

the estuary must be applied so that there will not be ame unknowns than quations. 

At the upstream end of the estuary, the following boundary conditions apply: 

(9r)n-1, n 
= R = river flor rate 

(‘u)n-l n ‘R 
- pollutant in river 

(PI), 
l 

n-I n 0 l (no salt water movement upstream into the river). 

These conditions simplify the previous equations to: 

[-2Ei ] Ku), + [2E, + (C,), ] (c,)r + [-(T&z ] ('u 4 - 
(CJ 1 R m -2(q,,), -2RCR 

(U-56) 
for the upper 

[ 2E, - (P,), 

for the lower 

ayer of the first upstream segment and 

] (Cull + [ -2E,] ($1, + [ (P,),.,] 

ayer of the first upstream segment. 

(5 4 = al, 1, (U-57) 

For the lower layer of the last downstream segmnt at the ocean end of the 

estuary, the following boundary condition is used to slrpllfy the equation: 

'Cl)n+l = 0 (no pollutant entering the lower layer from the ocean 

waters outside the muth of estuary) 

which simplifies the corresponding quation to: 

r 1 r 1 r 1 

1 -IQ, I,,, ,,wl 
1 

(C, lnel + 25, - (Q,,), J (c,), + 1 -ZE, J (C, In - -2(q,), 1 (VI-58) 

For the upper layer of the last segmnt at the mouth of the estuary, some 

assumption rrust be made about the pollutant concentration in the upper layer just 

outside the mouth to eliminate the (n + I) term from the quatlon. If actual data 

are available based on field measuramnts, a measured value of (Cn),,+I can be 

used. This simpllfits the corresponding equation to: 

[ (QJ,+ ,, ] (C,,),,wl + [=,I (C&,, + [ 25 + (Q,),] (C, I,, = -2h,,),, + (Q,),, ,,+1 co 

(VI-59) 

where Co is the measured pollutant concentration In the surface waters outslde 

the mouth of the estuary. If no data art available, the sillpltst assumption that can 

be made is that the concentration outside the mouth quals the concentration in the 

surface layer of the last segment inside the mouth, or (Cu)n+I = (Cu)n. Alternatively, 

the concentration outside the mouth may be assumed to equal som fraction of the 

concentration inside the mouth, or: 

('u)n+l = f, (CJn 
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when fc is the selected fraction. The previous asswtlon (Cu)n+l - (Cu)n 

Is one case of this second assulrption where the fraction quals one (fc - 1). 

Using the second lyre general aSsusWiOn, the quation of the upper layer of the last 

downstream segaPnt sinplifies to: 

(VI-60) 

Step (6) of the two-dimensional box analysis Involves corputlng all of the 

coefficients and constants in the system of quations dtffnlng each segmnt and 

layer (Equations VI-54 and VI-55) and applying the boundary conditions to produce 

quations for the first upstream and last dwnstrrw seglrnts In the estuary (Equations 

VI-56 through VI-60). The coefficients and constants art functions of the variables 

previously computed in steps (3) through (5). The rtsultlng equatlons art then 

solved using library routines in prograrnrwblt hand calculators, or by programning an 

appropriate numerical technique such as Gaussian tlWnat4on on either a progrmble 

hand calculator or a computer. 

Since the analysis rquires application of the boundary conditions at the 

freshwater-head of the estuary and the coastal mouth of the estuary to obtain 

the same &nbtr of equations as unknatns, the entire estuary arst be included 

in the first cut analysis. The initial analysis will yield the overall pollutant 

distribution throughout the entire estuary. Once this is determined, the analysis 

could be repeated to obtain more detail for smaller portions of the estuary by using 

the first-cut results to estimate the pollutant boundary conditions at each end of 

the region of concern, and then rearranging equations (7) and (8) so the tenm 

involving the concentrations outside the specified regions art treated as constants 

and moved to the right hand side of the quatlons. 

The Pritchard Model theoretically allows external pollutant loading to be 

introduced directly into any segmnt along the estuary. By moving external loadings 

fran the head to near the mouth of the estuary, the planner can predict how pollutant 

levels are affected. However, experience with the model has shawn that when external 

side loadings are considerably larger than those which enter at the head of the 

estuary, model instabilities can arise. Yhcn this occurs, the pollutant profile 

oscillates from segment to segment, and negative concentrations can result. It is 

rtccmendtd that the user first pun the Pritchard Model by putting all pollutant 

loading into the head of the estuary. This situation appears to be always stable, 

and, as the following example shows, reasonable pollutant profiles are predicted. 
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i 

EXA,,f,,J VI-10 ----.-----.-------‘----, 

i 

i 
Pollutant Mstrlbution In a Stratified Estuary i 

i i 
i The Patuxtnt River in Maryland Is a partially stratified estuary, where 

i 

i 
the degree of stratification depends on the freshwater flw rate discharged 

at the head of the estuary. Table VI-18 shows the salinlty distribution within 
i 

i the estuary under low flow conditions for each segment and layer. The location of i 
i each layer is shown in Figure Vl-26. Also shown in the table is the pollutant i 

i distribution by layer and segmnt for a mass flux of 125 lbslday (57 kg/day) of i 

i 
conservative pollutant input at the head of the estuary. i 

i The pollutant dlstribution was predicted by solving on a carputer the 

120segment, 2-layer system (24 simultaneous equations). The salinity distribution 
i 

i shown In Table VI-18 was used as input data. As a point of interest, the same i 

i i 
i 

network was solved using the node1 WASP (courtesy of Robert A&rose, ERL, U.S. 

Environmental Protection Agency, Athens, Georgia), which is a dynamic two-dimen- i 
i sional estuary model. Instead of using sallnity directly, WASP predicts the i 

i salinity distribution based on dispersive and advective exchange rates. The i 

i salinity dlstribution predicted by WASP is the smt as shown in Table VI-18, rrhich 
i 

i 
was uwd 8s input to Pritchard’s Model. After running WASP to steady-state 

i 
condif ions,-the pollutant distribution throughout the estuary was virtually the 

i 

sane bs predicted by Prltchard's &Mel. i 

i The pollutant distribution in the Patuxant estuary will be solved in detail i 
i using 4 segmnts Instead of 12. The resulting system of 8 simultaneous equations i 

I can be solved on a variety of hand-held calculations. The tabulations below show i 

i salinities at each stgmnt boundary, and the horizontal flow rates in the upper 
i 

i 
and lower layers. i 

i i 

i 
i 

Boundary (Su)n-l n (Sl)n-l n 
i 

n-1,n mg/i-ci ~/i-d i 

i 0, 1 0.0 0.0 3.P 0.0 i 
i 1, 2 4960. 5080. 116.7 113.4 i 
i 2, 3 9420. 9640. 139.5 136.2 i 
i 3, 4 11445. 11860. 94.3 91.0 

i 
4, 5 13500. 13500. 156.8 153.5 

i 

i 
*This is the specified river Inflow rate, R. i 

i 

i The flow rates were calculated from Equations VI-48 and VI-49, while the salinities i 

i 
I 

were found directly frm Table VI-18. 
I 
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i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
I 
i 

i 

i 
i 
i 
i 
i 
i 
i 
i 
i 

i 

TA8LE VI-18 

SALINITY AND POLLUTAMT OISTRI6UT~ON IN PATUXENT 
ESTUARY UNOER LOW FLOW CONDITIONS 

Salinity Pollutant Concentration 
(as Chlorfde, mg/l) (Wll 

Segment Number Upper Layer Lower Layer Upper Layer Lower Layer 

1 496. 524. 0.193 0.192 

2 1831. 1940. 0.173 0.171 

3 3771. 3970. 0.144 0.141 

4 6050. 6280. 0.100 0.108 

5 8040. 8220. 0.081 0.078 

6 9310 9910. 0.062 0.053 

7 IOOlO. 10660. 0.051 0.042 

8 10790. 11070. 0.040 0.036 

9 11240. 11760. 0.033 0.025 

,ln 11830. 12120. 0.025. 0.020 

11 12100. 12650. 0.021 0.013 

f2 12750. 12850. 0.011 0.009 

boundary 13500. 13500. 0.0 0.0 

The salinitfes within each layer, the salinity and flow rate between the interface 

of each layer, and the exchange coefficients are tabulated below. 

Segment (Su)n lSv)n (Sl)n (Q ) En 
n 3" n mg/l-Cl mg/l-Cl mg/l-Cl m /rtc m3/stc 

1 1830 1890 1940 113. 3260. 

2 8040 8130 8220 23. 3140. 

3 10790 10930 11070 -45. 930. 
4 12100 12380 12650 63. 280. 

The flow rates were found fran Equation VI-50, and the exchange coefficients 

frun Equation VI-51. 

1 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

Substituting these data into the pollutant mass balance expressions (Equations 1 
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VI-54 through VI-59), the following systua of equations result: 

I i -117. 0. 0. 0. 0. 0. 
: 0.0 113. 0. 0. 0. 0. 

117. 0.0 -6275. 6297. -139. 0. 0. 0. 

0. 2113. 6252. -6275. 0.0 136 0. 0. 

0. 0. 139. 0.0 -1856. 1811. -94. 0. 

0. 0. 0. -136. 1901 -1856. 0.0 91. 
0. 0. 0. 0. 94. 0.0 -561 624. 

0. 0. 0. 0. 0. -91. 499. -561 m . 

in 
0. 
0. 
0. 
0. 
0. 
0. 
0. 

. 

I 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

The value -1.32 in the first row of the right-hand side column vector is twice the 

loading of pollutant which colrcs Into the upper layer of the first segment, as 

requtred in Equation VI-56. The units art In a/set to be canpatiblt with the 

ruaaining terms in the equations: units of the 

n* 

so an* 

Th? ooi 

equatlas is ; 

125 lbs/day 9 0.66 gm/stc 

250 lbs/day = 1.32 gmlsec 

lutant distribution which results from solving the eight linear 

W 1 
l (0.17) 

(clJ 1 = (0.17) I 

(cu)2 n (0.08) I 

(cl )2 = (0.08) 
I 

(cu’3 = (0.04) 

(c1’3 = (0.04) 

(Cu )4 = (0.02) 

(Vr l (0.01) 

There values are nearly the same as found when 12 segmnts were used, which 

indicates 4 segmnts art sufficient to accurately predict pollutant dlstrl- 

button for this problem. I 

L .-.- -e---w.-.- END OF EXAMPLE ~I-10 ,.-.-.-.-.-.-.-.-.-.-.J 

6.5 POLLUTANT DISTRI8UTION FOLL[YIfG DISCHARGE FRCM A NARINE OUTFALL 

6.5.1 Introduction 

Numerous coastal states have enacted water quality standards which limit 

the maximum allouablt concentration of pollutants, particularly metals and organic 
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toxicants, which can be discharged into estuarine and coastal waters. The standards 

normally permit that an exempt area. called a mixing zone, be defined around the 

outfall where water quality standards are not applicable. For exaqlc, thewater 

hality Control Plan for Ocean Maters of Californfa (StateMater Resources Control 

Board, 1978) sets forth the fo\\cuing statment dirtcted at toxic substanct Iinitatlrms: 

"Effluent limitations shall be imposed in a mnncr prescribed 

by the State Board such that tht concentrations set forth . . . IS 

water quality objectives, shall not be exceeded in the receiving 

water upon the corrpletion of initial dilution.' 

The mixing zone, or zone of initial dllution (ZID), is non-rigorously defined as 

the volume of water where the wastmater and ambient saline water rrix during the 

first few minutes follouIng discharge, when the plume still has -ntm and buoyancy. 

As the wastewater is discharged, it normally beglns to rise because of Its buoyancy 

and momentum, as illustrated in Ffgure VI-27. 

If the ambient water column Is stratified and the water depth Is great enough, 

the rising plume will not reach the surface of the water, but rather will stop at the 

level whert the densities of the plume and rectiving water become qual. This level 

is called the plume's trapping level. (See Figure Vl-27.) tkte to residual norntrsa, 

the plume might continue to rise beyond the trapping level, but will tend to fall 

back after the momentum is caupletely dissipated. Once the plume stops rising, the 

waste field beglns to drift away from the ZID with the ambient currents. At this 

time, itiitial dilution is considered carplttt. Stction 6.5.2, which follows, shows 

how initial dilution is calculated, and then Sections 6.5.3 and 6.5.4 illustrate boy 

Pollutan* comentrations at the conx)letion of initial dilution can be predicted. 

Sections 6.5.5 and 6.5.6 explain methods of predicttng pollutant and dissolved oxygen 

concentrations, respectively, as the waste field migrates away from the 210. 

The methods presented In Sections 6.5.2 through 6.5.6 are applicable to strati- 

fied or non-Stratified estuaries, embayments, and coastal waters. The aPthods assume 

that reentraifunent of previously discharged effluent back into the 210 is negliglble. 

Reentrainment can occur if the wasteuater is discharged into a confined area where 

free circulation is irrpaired or because of tidal rtversals In narrow estuaries. 

6.5.2 Predictlon of Initial Dilution 

6.5.2.1 General 

Discharge to bodies of water thrwgh submerged diffusers is a c-n waste 

water management technique. A diffuser Is typically a pipe with discharge ports 

spaced at regular intervals. Such discharges are often buoyant with high exit 

velocity relative to the ambient velocity. The resulting waste streams act as plwes 

or buoyant jets. The velocity shear between ambient and ply fluids results in the 
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FIGURE VI-27 WASTE FIELD GENERATED BY URINE OUTFALL 

Incorporation of ambient fluid into the plume, a process called entrainment. Initial 

dilution results from the l ntraifnnent of mbient fluid into the plune as the pIme 

rises to Its trapping level. 

The magnitude of Initial dilution depends on a number of factors including, 

but'not limited to, the depth of water, ambient density stratification, discharge 
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rate, buoyancy, port spacing (i.e. plume merging), and Current velocity- These 

factors may be referred to collectively as tht diffuser flw configuration or simply 

the flow configuration. Depending on the flaw configuration, the initial dilution 

may be less than 10 or greater than 500. As attaining water quality criteria may 

often rquire relatively high initial dilution, the need to be able to estimate 

initial dilution for various flaw configurations beccxnes apparent. 

Other than actually sampllng the water after a facility is in operation, 

there are various ways to estimate pollutant concentrations achieved in the vicinity 

of a particular diffuser. A scale model faithful to all similarity criteria could 

yield the necessary dilution information. Dimensional analysis and empirical fomulae 

may also be very useful. Al tematlvely, a nunerical model based on the laws of 

physics may be developed. This method is chosen to provlde initial dilution estimates 

here because it is more cost-effective than field sarrpling and more accurate than a 

scale model. 

Any numerical model used to provide dilution estimates should faithfully 

replicate the relevant plume relationships and should be verified for accuracy. 

The plume model MERGE (Frick, 1981c) accounts for the effects of current ambient 

density stratification and port spacing on plume behavior. In addition, it has been 

extensively verified (Frick, 1981a. 1981b; Tescht et al., 1980; Pollcastro et al., 

1980; Camarf et al., 1981). 

There are several ways of presenting the initial dilution estimates. MERGE may 

be run ?Dr specific cases or run for many cases spanning a range of conditions and 

presented in nomogram or tabular form. The latter method is the most conpact. The 

resulting ini-tial dllution tables display values of dilution achieved at the indicated 

depths dnd densimetric Frwde numbers. he hundred tables dre presented in Appendix 
G for various combinations of port spacing, density stratification, and effluent-to- 

current velocity ratio. 

Before describing the tables in more detail and discussing examples, it may be 

helpful for some users to read the following, occasionally technical, discussions of 

the plume model MERGE (Sectlon 6.5.2.2) dnd of basic principles of similarity (Section 

6.5.2.3). Others may want to advance direct\y to Section 6.5.2.4 describing tab\t 

usage. 

6.5.2.2 The Plume Model MERGE 

MERGE Is the latest in a series of models whose development began in 1973. 

Various stages of model development have been recorded Niniarski and Frick, 1976 and 

1978; Frick, 1981c). In the realm of plume modeling, MERGE belongs to the Lagrangian 

minority since more models are Eulerian. The model can be demonstrated to be basically 

equivalent to its Eulerian counterparts (Frick and Winiarksi, 1975; Frick, 1981c). 

Time is tht independent variable which is incremented in every program iteration 

based on the rate of l ntrai nrnt. 
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lo siqiify tht problem, many assmptlons and apProxf~t~ohs art mdt In 

plume modeling. In MERGE, steady-state Is ass-d and the Plum 1s ass-d to 

have a round cross section tvtyuhVt. 

The MERGE user may input arbitrary currtnt and mbltnt density prof41 es, 

The rode1 includes a canprtsslblt quation of continuity so that the prtdictlons 

art also valid for hlghly buoyant pluats. It accounts for rrging of adjacent 

plumes but only when the mbftnt currtnt dilution Is normal to the diffuser pipt. In 

many casts, this Is hot a slgnlflcant restrictIon as many dlffustrs art oritnttd to 

be nom1 to the prtvallfng current dirtction. 

The mdt) contains an optlon for using tither constant or varAablt cotffitnts 

of bulk expansion In the quation of state. The water dtnsftits In Table VI-19 

are gtntrattd using the model's dtnslty subroutiht bawd on actual tcaptraturts 

and salinltlts (i.e. tfftct~vtly using variable cotfficimts). If tcrptraturt 

and sallnlty data art unavatlablt then the mdtl can be tun bastd on dtnsity data 

alone. The latter method Is satisfactory for relatively high tcrptraturts and 
salinities btcaust the quatfon of state Is rtlatlvtly linear with these varlablts In 

that range. However, for low densities and tccrptraturts gross Inaccuracies may 

result. Unfortunately, the lnltial dilution tables art bawd on the latter rrthod. 

A more accurate rtprtstntatioa would greatly incrtast the nubtr of tables necessary 

to cover a.31 the casts. Users with applications Involvfng cold, law satinlty water 

are urged m run the more accurate form of tht aodtl. 

The sactss of MERGE In prtdicting plum khrvl or 1s primarily attrlbutablt 

to tua unique model features. The first of thtst relates to the expression of 

forced entrainment. Entraimtnt may be attributtd to the velocity shear present even 

In the absence of currents, i.e. aspiration, and to current-induced tntrairmant, 

sonrtimcs called forced cntrainrcm. 

The forced entrainment algorithm in MERGE Is based on the assuapptlon that 

all fluid flawing through the upstream projtcttd area of tht plumt is tntraintd. 

This hypothtsls Is based on ml\-tstablishtd principles and obstrvatlons (Rawn 

et al., 1960; Jirlta and Harlan 1973). Paradoxically, the hypothtsls has never 

been implemtnttd In numerical models btfort. The projtcttd area nonnally contains 

linear and quadratjc terms in plume dieter, whereas In conventional modcling, 

forced entrafnmtnt Is gemrally expressed as a linear function of dimettr. It ds 

ntctssary to Include addltlonal sources of tntraiment to make up the dlfftrtnct whtn 

so expressed. 

The second feature is the use of a constant aspiration cotfflcltnt. This 

Cotfficimt IS Often consldtrtd to bt variable (e.g. Fan, 1967). The need for 

a variable coefflc~ent Is attrlbutablc to the fact that many models prtdict centerline 

plume vatuts. For plums discharged vertically upward into density stiatifltd 

aabitnt wdttr, such models art txptcttd to prtdict the uximm penetration of tht 

plume. TO achieve agreement rqulrts a rtlatlvtly small rspiration cotfficjent. 
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TRIILYVI-19a 

WATER DENSIdES (EXPREfSED AS SIGMA-T)* CALCULATED 
USING THE IIENSltY SUBROUTINE FOUNU IN MEMGE 

Sal tnttv TEWEWATURE ("Cl 
&/ooj 0 2 4 5 -- 8 10 12 14 

- . . . . . . - . - . - . - . - . - . - . 
. . . . . . . . . . . . . . . 

5 

IO 

15 

20 

1.535 1.586 1.620 1.631 1.638 1.623 1.593 1.548 1.489 1.416 1.329 1.230 I.117 .992 .854 
2.348 2.395 2.425 2.439 2.437 2.419 2.385 2.338 2.276 2.200 2.111 2.008 1.893 1.766 1.626 
3.159 3.203 3.230 3.240 3.234 3.213 3.177 3.126 3.061 2.983 2.891 2.786 2.669 2.539 2.397 
3 970 4 010 4 033 4 040 4 031 4 007 
4:7el 4:817 4:836 4:840 4:818 41800 

3 968 
4:758 

3 914 
41701 

3 847 
41631 

3 765 
41547 

3 671 
4:450 

3 564 
4:341 

3 444 
4:218 

3 312 3 . 166 
4 :otr4 3 938 

5.590 5.623 5.639 5.639 5.623 5.593 5.548 5.488 5.415 S.329 5.229 5.117 4.992 4.856 4: 708 
6.399 6.428 6.441 6.437 6.418 6.385 6.337 6.274 6.199 6.109 6.007 5.893 5.766 5.627 5.477 
7.207 7.233 7.242 7.235 7.213 7.176 7.125 7.060 6.982 6.890 6.785 6.668 6.539 6.398 6.245 

%%40 37 i-0842 42 i-829 032 8;8IT1 8.007 8 7.967 758 
3:628 9:643 9:642 9:625 9.594 9: 548 

7.913 8 701 
9:4aa 

8 7.845 630 
9:415 

8 7.764 546 
9:328 

8 7.670 449 
9:228 

8 7.563 340 
9:116 

8m 7.443 
8: 992 

8 7.312 084 
8:856 

7 7.168 939 7.UlC 7 7@ 
8: 708 a:549 

10.434 10.446 10.441 10.421 10.387 10.338 10.275 lU.199 lU.lU9 10.007 9.893 9.766 9.628 9.478 9.317 
li.240 11.248 11.240 11.217 11.179 11.127 11.062 10.983 lo.890 10.786 10.669 10.540 10.399 10.247 lO.ll84 
lCti4!i-l-2I2.i114 12 038 12 012 11 971 11 916 
T2.850 12.851 12:856-lihf 12:763 12:705 

11 848 
121634 

11 766 
121549 

11 671 
12:452 

11 564 
12:342 

11 445 
12:220 

11 313 
l2:087 

11 170 
II:941 

11 ulb 10 m 
II:785 11:618 

13.654 13.652 13.634 13.602 13.555 13.494 13.420 13.332 13.232 13.120 12.996 12.860 12.712 12.554 12.384 
14.459 14.453 14.432 14.396 14.346 14.282 14.205 14.115 14.013 13.898 13.771 13.633 13.483 13.322 13.151 
15.263 15.254 15.229 15.190 15.137 15.071 14.991 14.898 14.793 14.676 14.547 14.406 14.254 14.091 13.917 
~.Ti-~7~~~;.~2~15.9~T51429~5.859 15.777 15.681 15.573 15.453 15 322 
Tm7ti--lK;855 16 824 16 779 16 720 16 647 
17.674 17.655 17:621 171573 17:511 171436 

16 562 
171347 

16 464 
17:247 

16 354 
17:134 

16 231 
17:009 

16’097 
15 179 

16:873 
151952 

15.U25 14.860 14.684 
15 796 15-61 

16.725 16:566 16:397 16:217 
18.478 18.455 18.418 18.367 18.302 18.224 18.133 18.030 17.914 17.787 17.648 17.498 17.337 17.166 16.984 
19.281 19.225 19.255 19.161 19.093 19.012 18.919 18.813 18.694 18.565 18.424 18.271 18.10&l 17.935 17.751 
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TABLE VI-19a 

(Continued) 

Sallnlty 
(O/00) 

TEMPEMATUWE ("C) 
0 2 4 5 8 25 10 12 20.085 20.056 20.012 19.955 19.884 19.801 19 704 19 596 475 I4 

8 20 856 
21:657 

20 810 2cl 749 20 676 
19 19 343 19 199 19 045 18 800 10 704 5IB 

21:607 21:544 
20 fi@l 20:490 2U:379 20:256 20’121 19’975 19’819 19’651 

. 18 . 

2 21:46? 
19 473 19 m 

22.496 
21:378 21.276 21.162 21.037 20:9DO 20:751 20:592 20:423 20:243 201053 

22.457 22.405 22.338 22.259 22.167 22.063 21.946 21.818 21.678 
23.300 23.258 

21.528 21.367 21.195 2l.103 
23.202 23.133 23.051 

20.821 
22.956 22.849 22.730 22.599 22.458 30 n 104 22.305 22.141 21.967 21.783 

241908 

m 

241861 

24 DO1 

241799 

n-%!9 

24:R4 

23 843 

241636 

23 746-m 21.589 

241536 241423 241299 241164 241017 
25.713 25.662 25.598 

23k9 231691 231513 231325 
25.520 25.429 

23’fn 

26.518 26.464 26.391 26.316 26.223 
25.326 25.211 25.084 24.946 24.797 231897 24.637 24.467 24.287 24.097 
26.117 25.999 2S.870 25.729 25.578 25.416 25.243 25.061 24.869 24.667 

27.324 27.267 27.196 
28.m $7&3 . 0 

21.016 26.908 26.788 26.656 26.513 26.359 
B.130 

26.195 26.020 
35 

25.836 
27.811 27.700 

25;64i 
27.577 27.422 27.n7 

25.437 
27.141 26.974 26.798 26.611 26.414 26 m . 

. . . . . . . . 
29.743 29.677 29.598 29.506 29.401 29.285 29.157 19.017 28.867 28.706 28.535 28.354 28.163 30.550 30.482 30.399 30.305 30.197 30.078 29.948 29.806 29.653 29.490 27.963 27.753 

29.317 29.133 31.358 31.287 31.202 31.104 30.994 30.872 30.739 30.595 30.440 28.940 28.738 28.526 
30.275 20.099 29.913 40 X.167-321005 29.718 29.514 29.300 

30.694 30.497 30.290 30.0% 

*Sigma-t (et) Is defined as: (density-l) x 103. For example, for seawater with a density of 1.02500 g/cn3, vt n 25. 
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TABLE VI-l% 

WATER DENSITIES (EXPRESSED AS SKMA-T)* CALCULATED 
USING THE DENSITY SUBROUTINE FOUWD IN MERGE 

Sallnlty TEHPERATURE ("C) 
(O/00) 16 18 20 22 24 26 28 

0 

5 

10 

15 

20 

l 705 .544 ,372 .I89 -0.006 -0.211 -0.426 -0.651 -0.887 -1.132 -1.387 -1.651 -1.925 ‘-2.208 -2.499 
1.475 1.312 1.138 .952 .756 .550 .333 ,106 -0.131 -0.378 -0.635 -0.901 -1.176 -1.460 -1.753 
2.244 2.079 1.903 1.716 1.518 1.309 1 .D91 .862 .623 .375 .I17 -0.150 -0.427 -0.713 -1.007 

. . . . 2 279 2 068 1 848 1 618 1 377 1 127 868 599 321 034 * 0 . 252 
3 780 
4: 548 

3 611 
4: 377 

3 431 
4: 195 

3 240 
4: 002 

2:039 21827 2:605 21373 2:131 I:880 I:619 I:348 1 :069 :78u 
3.799 3.585 3.362 3.128 2.884 2.631 2.369 2.097 1.816 1.526 

1:2!8 45 

5.315 5.142 4.958 4.763 4.558 4.343 4.118 3.882 3.637 3.383 3.119 2.846 2.563 2.272 1.972 
6.082 5.907 5.721 5.524 5.317 5.100 4.873 4.636 4.390 4.134 3.868 3.594 3.310 3.017 2.716 

l . . . . . . . . . . 4.057 3.763 3.4ii0 
14 7 455 

a:198 
7 245 
a: 007 

7 045 
7:805 

6 835 
7: 593 

6 
7:371 

6 384 
7:139 

6 144 
6: 897 

5 894 
6: 646 

5 635 
6: 385 

5 367 
6:116 

5 D89 
51837 

4 803 
5: 549 

4 507 
5: 252 

snn 
41947 

9.145 8.962 8.768 8.565 8.351 8.127 7.893 7.650 7.397 7.135 6.864 6.584 6.295 5.997 5.690 
9.910 9.725 9.530 9.324 9.108 8.883 8.648 8.403 8.149 7.885 7.613 7.331 7.041 6.741 6.433 

. . l . . . . . . . . 

9 11 
4 121013 

11 052 
ll:813 

10 gsj 
11:602 

10 623 
11:381 

10 3m 
II:150 

10 156 
lo:910 

9 908 
lo:661 

9 651 
lo:402 

9 385 
lo:134 

9 109 
9: 858 

8--%% 
91572 

8 l 532 8 230 
9.278 8:975 

7 m 
81663 

12.969 12.776 12.573 12.361 12.138 11.906 11.664 11.413 11.153 10.884 10.606 10.319 10.023 9.7 19 9.406 
13.733 13.539 13.334 13.120 12.895 12.662 12.418 12.166 11.904 11.634 11.354 11.066 10.769 10.464 10.149 

8 14 . 301 14 095 
i856 

13 879 
14:638 

13 653 
14:410 

13417 
141173 

13 173 
13:927 

12 919 12 656 12 384 12 103 11 813 11 515 11 208 IO 8l 
2 15.064 13:671 131407 13:134 22:851 12:560 12:261 11:953 11:637 

16.027 15.827 15.617 15.397 15.168 14.929 14.681 14.424 14.158 13.884 13.600 13.308 13.007 12.698 12.381 
16.792 16.590 16.378 16.156 15.925 15.685 15.436 15.177 14.910 14.634 14.349 14.056 13.754 13.443 13.125 
17.557 17.353 17.139 16.916 16.683 16.441 16.190 15.931 15.662 15.384 15.098 14.803 14.500 14.189 13.869 
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TABLE VI-l% 

(Continued) 

Salinitv TEMPERATURE ("Cl 
. [O/o0 j- 16 18 20 22 24 26 28 

25 18 . 322 18 . 116 17 . 901 17 . 676 17 . 441 17 . 198 16 . 945 16 . 684 16 . 414 16 . 135 ---I% . 848 15 . !%-? 15x7 . 14 l 5% 14 . 614 
. . . . . . . . . . . . . . . 

iii53 19.643 19.424 19.196 18.958 18.712 18.456 18.192 17.919 17.637 17.347 17.049 16.742 16.428 16.105 
20.619 20.408 20.187 19.957 19.717 19.469 19.212 18.946 18.672 18.389 18.098 17.798 17.490 17.175 16.851 
21.385 21.172 20.949 20.718 20.477 20.22? 19.968 19.701 19.425 19.141 18.849 18.548 18.239 17.922 17.597 

30 TZ-T!i? 21.937 21.713 21.479 21.136 20.985 20.725 2O.m 20.179 19.894 19.6w 19.npB 18.m 18.m 18.m 
23:468 22 702 22 23:240 476 22 23:003 241 21 221757 997 22:503 21 744 22:240 21 m 21 21:968 -n2 21:689 20 934 21:401 20 647 20 21:104 -9 PO:800 20:488 19 730 2O:l68 19 m 19 19:840 m 

24.455 24’.235 24.005 23.766 23.519 23.263 22.998 22.725 22.444 22.155 21.857 21.552 21.239 20.917 20.588 
25.224 25.001 24.770 24.530 24.281 24.023 23.757 23.483 23.200 22.910 22.611 22.304 21.990 21.668 21.338 

35 X.993 25.7.69 w-76 24.241 23.m 23.665 23.m 23.m 22.772 22.419 m 
3 26 537 

27:306 
26 302 26 0?i8 25 VW-277 23 811 23 4% 23 171 22 g5p 

4 27:069 26:824 26:570 26:308 26:037 251759 251472 251178 241876 24:566 24:248 23:923 23:590 
28.305 28.075 27.837 27.590 27.334 27.071 26.799 26.519 26.231 25.936 25.632 25.321 25.003 24.677 24.343 
29.077 28.846 28.605 28.357 28.100 27.834 27.561 27.280 26.991 26.694 26.390 26.078 25.750 25.431 25.096 

40 m 29.617 29.315 2m 28.%6 28.599 28.324 28.1142 27.751 27.453 27.148 26.m 26.m 26.186 25.m 

+Slgma-t (at) fs deflned as: (density-l) x 103. For example, for seawater with a density of 1.02500 g/cn3, @t - 25. 
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TABLE VI-19~ 

WATER DfNSiTIES (tEXPRESSED AS SIGHA-T)+ CALCULATED 
USING WE DENSIT'Y SIBROUTINE FOUND IN MERGE 

Salfdty 
(O/00) 

TfCIPERATURE 1°C) 
30 32 34 36 38 40 42 44 

0 

-2.800 -3.109 -3.427 -3.753 -4.088 -4.430 -4.781 -5.140 -5.507 -5.881 -6.263 -6.653 -7.050 -7.455 -7.867 
-2.055 -2.366 -2.685 -3.013 -3.349 -3.693 -4.045 -4.405 -4.774 -5.150 -5.534 -5.925 -6.324 -6.730 -7.144 

5 

10 

15 

20 

-1.311 -1.623 -1.943 -2.273 -2.610 -2.956 -3.309 -3.671 -4.041 -4.418 -4.804 -5.197 -5.597 -6.006 -6.421 

.920 .604 ,279 -0.054 -0.396 -0.475 -1.103 -1.469 -1.843 -2.225 -2.615 -3.013 -3.418 -3.831 -4.252 
1.663 1.345 I.019 .685 .342 -0.009 -0.368 -0.736 -1.111 -1.494 -1.886 -2.285 -2.691 -3.106 -3.528 
2.406 2.082 1.759 1.424 1.079 .727 ,367 -0.002 -0.379 -0.763 -1.156 -1.556 -1.965 -2.380 -2.804 

. . . l . . . . - . - . - l - . - l - . 

90 3 569 
4: 310 

3 239 
31979 

2 901 
3:639 

2 554 
3:291 

2 199 
2:935 

1 836 
2:571 

I 465 
2: 199 

1 086 
1:a1a 

699 
1:430 

304 
I:034 

- 0 099 
1629 

- 0 510 
1217 

0 929 
IO:203 

1 3% 
IO:630 

5.375 5.051 4.718 4.378 4.029 3.671 3.306 2.932 2.551 2.161 1.764 1.358 .945 ,524 .O95 
6.117 5.792 5.458 5.116 4.766 4.408 4.041 3.666 3.284 2.893 2.494 2 l oaa 1.673 1.251. .820 

8.343 8.014 7.677 7.332 6.978 6.617 6.247 5.869 5.483 5.089 4.687 4.277 3.860 3.434 3,001 
9.085 8.755 8.417 8.070 7.716 7.353 6.982 6.604 6.217 5.822 5.419 5.008 4.589 4.163 3.728 
9.827 9.496 9.157 8.809 8.454 8.090 7.718 7.338 6.951 6.555 6.151 5.739 5.320 4.892 4.457 

11:312 569 10 lo:979 237 IO:638 9 897 lo:288 9 549 9 9:931 192 8 9: 827 565 8 9:191 455 8 8:SOS 074 7 8:420 685 7 8:022 288 6 7:61? 884 6 7:203 471 6 6: 050 782 5 6: 622 353 5 5.915 . 186 

12.055 11.721 11.378 11.028 10.669 10.303 9.928 9.546 9.155 8.757 8.350 7.936 7.514 7.084 6.646 
12.798 12.463 12.119 Ii.768 11.408 11.041 10.666 10.282 9.891 9.491 9.084 8.669 8.246 7.816 7.377 
13.541 13.205 12.861 12.508 12.148 11.780 11.403 11.015 10.627 10.227 9.819 9.403 8.980 8.548 8.109 
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TA8u VI-19c 

(Cont1nuCd) 

Salfnlty TEWERATURE f"C) 
32 34 36 - . 38 40 42 44 

$h 13.940 13.-g 12.888 12.519 12.142 1l.m 11.361 10.963 10.554 10.138 9.714 9.282 8.m 
. . . . . . . . . . . . lO.m6 9-m 

15.773 15.434 
16.518 16.178 
17.264 16.923 
18.010 17.668 

la.ni- 
19.504 19.160 

15.087 14.732 14.369 13.999 13.620 13.233 12.839 12.437 12.027 11.610 
15.830 15.475 15.111 14.739 14.360 13.973 13.578 13.175 12.765 12.347 
16.574 16.217 15.853 15.481 15.101 14.713 14.317 13.914 i3.503 13.084 
17.318 16.961 16.596 16.223 15.842 15.454 15.05t 14.654 14.242 13.823 

16v65 
17:709 

16 5845 
171327 16:937 

15 m 
16:540 

15 3ng.Z 
16:135 IS:723 

14 c 
I51303 

11.184 
11.921 
12.658 

10.751 10.310 
11.487 11.046 
12.224 11.782 
12.962 12.520 
lJ701 
14:441 

132s 
131998 

20.252 19:907 19.555 lg.195 18.828 18.453 18.070 17.680 17.283 16.878 16.465 16.045 15.617 15.182 14.739 
21.000 20.655 20.302 19.941 19.573 19.198 18.815 18.424 18.026 17.621 17.208 16.787 16.359 

21 mn 20 m 
15.924 

35 mg 
22:153 21:798 21:436 21:067 

19 944 
201690 

19 560 
20:3O6 

19 169 
19:915 

18 771 
19:516 

18 365 
19:11O 

lfmz 
15.481 

)a:696 
17 531 
la:276 

17 IO3 
&47 

16 667 
171412 

16 m 
22.499 16’969 
23.250 22.903 22.547 22.185 21.815 21.438 21.054 20.662 20.263 19.856 19.442 19.021 18.593 18.157 17:~ 
24.002 23.653 23.298 22.935 22.564 22.187 21.802 21.409 21.010 20.603 20.190 19.768 19.340 18.904 18.461 
24.754 24.405 24.049 23.685 23.314 22.936 22.551 22.158 21.759 21.352 20.938 20.517 20,088 

40 Z?i-XM 
19.653 

25.158 24.801 24.IJ7 24.065 
19.210 

23.687 23.3111 m 22.57% 22.101 21.m 21.266 zu.8~ 2O.m lg.460 

@Sigma-t (*t) 1s defined as: (density-l) x A03. For example, for seawater with a density of 1.02500 g/cm3, *t - 25. 
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However, when the same models are used to predict the trajectories of horizontally 

discharged buoyant plumes, a larger coefficient is required. Consequently the 

aspiration coefficient must be variable. 

Although relatively advanced, MERGE does have its limitations. Some of these 

are a result of the assumptions already discussed. For exqle, the plumes are 

assumed to be round, whereas some evidence indicates substantial deviation from this 

idealization (Abramovich, 1963). Dther important limltatiom are llsted below: 

0 Diffuser parallel current: The aDde1 does not predict plume dilution 

for cases of current flowing parallel to the diffuser pipe. This is a 

severe limitation especially in some ocean applications because this 

case may be expected to result In the lmest initial dilutions. 

a Surface entrainment interference: The model does not properly account 

for interfacial boundary conditions. Dilutions near the surface or 

bottom may be overestimated because entrainment will be assumed where 

water Is unavailable for entraimwnt. 

0 horizontal homogeneity: The model assumes homogeneous horizontal 

current although bottom topography, internal waves, or other factors may 

cause considerable spatial flow variations. This is in addition to 

temporal variations which are excluded by virtue of assumed steady-state. 

a Uhifonn discharge: It Is assumed that an infinitely long diffuser exists 

fOF which there is no port-to-port variation in effluent characteristics. 

6.5.2.3 Similuitx 

The success of a set of tables in describing an infinite number of possible 

diffuser, effluent, and ambient flow configurations depends on the principles 

of similarity. Basically, similarity theory states that model and prototype will 

display equivalent behavior if a limited number of similarity conditions or parameters 

are preserved. Equivalent behavior means that relative to appropriate measures the 

behavior will be equal. For example, if all similarity parameters are preserved, 

then the height of rise predicted by the model and observed in the prototype will be 

equal when measured in terms of the initial diameters of the correspondjng plumes. 

The number of similarity condftions is determined by the difference between the 

number of independent variables and primary Variables involved in the problem (Streeter, 

1961). Primary variables mrst include mass, time, and distance. The present problem 

tnvolves eleven independent variables inplying eight similarity conditions. The 

independent variables, corresponding symbols, units, similarity parameters, and their 

names are listed tn Table VI-20. As the dilution tables are based on a linear 

equation of state, the effluent and ambient densities p, and pa, respectively, 

replace four independent variables: the effluent and ambient salinities and tempera- 

tures. 'This effectively reduces the number of similarity conditfons by two to six. 
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Tabltr.VI-PO. 

PLUME VARIABLES, UNITS,, AN0 SIMILARITY CDNDITIONS 

Variable symbo I Units Dimensionless Stm. Pam 

Efiluent density 

Effluent velocity 

Effective diameter 

An&tent density 

Reduced gravfty 

Density strattfication 

Current velocity 

Kinematic viscosity 

Port spacing 

Pe 
V 

do 

Pa 

9’ 

dpaf d2 

ua 

V 

4 

w3 
tT-' 

t 

ML-I 

LT2 

ML-’ 

u-’ 

L’f 

L 

none--primary variable 

none--primary variable 

none--primary varfab\e 

Pe/Pa 
V/l&Q, 

do/v 
S, IdO 

none 

none 

none 

denslty ratio 

densimetric Froude 
ntier: Fr 

stratification pat-m. 

current to effluent 
velocity ratlo: k 

Reynolds nun&r: Re 

Port spacing psrm.: 
PS 

Notes: 1. g' = ((pa-pe)/pe)g where g fs the acceleration of gravity (9.807 msec"). 

2. In the present application a composite stratffication parameter, SP, is used in 
Ifeu of the density ratfo and the stratlffcstfon parameter. SP * (pa-pe)/(dodpa/dt). 

3. The diameter,do is taken to be the vena contracta diameter. 
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It is advantageous to further reduce the number of similarity conditions to 

minimize the number of tables necessary to represent the flow configurations of 

interest. From experimental observations, it is found that plume behavior is basic- 

ally invariant for large Reynolds numbers reducing the number of similarity conditions 

to five. Finally, the ratio p,/p, and the stratification parameter can be combined 

in a conpositc stratification parameter, SP, where: 

Sf’ = (P,-pe)/(d,dpB/d~) 
This is a satisfactory similarity parameter providing that differences in 

model and prototype densities are not too great. The assumption is valid for 

discharge of municipal waste water into l stuarine or coastal waters. Figures 

VI-28 and VI-29 demonstrate the effectiveness of this parwwter. The same similarity 

conditions are shared for both cases. The two figures show rise and dilution to be 

wlthin about a percent of each other even though the stratification and initial 

buoyancies are mrch different. With only four similarity conditions to be satisfied, 

the problem can be represented by considerably fewer model runs than if six similarity 

conditions were required. 

6.5.2.4 Table Usage 

To use fhe dilution tables to estimate dilutions, It is necessary to calculate 

the appropriate similarity parameters and know the depth of the outfall. Calculation 

of thetiur similarity parameters Fr, SP, k, and PS, given in Table VI-20 requires 

knowledge of all the variables except v. The dilution tables are shown in Appendix G. 

The.depth used In the dilution tables is expressed in terms of the diameter 

of the ports; that Is. the vena contracta diameter. For bell-mouthed ports, this 

diameter is approximately equal to the physlcal diameter of the port. Thus, if the 

actual depth of water 1s 10 m and the port diameter is 10 cm, then the depth of water 

is 100-port diameters. 

The dilution tables are numbered from 1 through 100 and are grouped by port 

spacing as listed below: 

Tables Port Spacing (PS) (Diameters1 

l-20 2 

21-40 5 

41-60 10 

61-80 25 

81-100 1000 (effluent from each port 

acts as a single plume) 
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~awf DATA PSLUOO-CCMO 

U v b T S B?C LLT Prl 
? .O?OO 0.0000 0.11~0 0.0000 0.0000 ..oAl ieo.oooo .,8@00 

httf atcn 1rno IhL nlia MAC IOLrSr 
7 1000 ?3 0 0 0 I trtllu: 10 rUnnK*f .rTIocaJ . . 

Ot*SInT.T*IC 1@0ltOt NO. . . . . 
(If IIttNSu~I THtM DtllSlTT VtllSION UltO--UIC 2MD lJCmAT COLI 

4~OILIT lTYITJllCLTlDl (4*0 CALCUl.ATtD 4JGMATl 

DtPTMlm1 tc*I(Cl 4ALto~oo1 CUR(*/S1 SICMAT IlCW~TtDL* VCR) 
o.oor) 0.000 0.000 0.000 -0.09) 0.000 

10.000 0.000 o.noo 0.000 -0.09) S7.800 

vOLH*C rLUI(k.*J/Sl. , . . a . 
DLPtH &Tt STl~Tl~lCAtJOl Pbnn. 
OTPlH(@) . . . . . . , . . . . 
OIJCMAICL VELOCITTl~/6J. . a . 
CUmIC*T LICCO("/&1 , . , . . . 
PO11 WAUlUSlM1 . . , . . . , . 
PORT SI4CI*CIIJ. . . . . . e , 

0 non COI(I1 
t o.oot 

15 0.040 
SO 0.001 
15 0.141 

IO0 0.210 
II5 0.190 
I so n.3a5 
115 0.497 
700 O.blZ 
11s 0.192 
750 o.ua2 
115 I. 10) 
100 I.477 
J25 I.197 
I50 2.171 
175 2.62@ 
400 ).lb? 
415 3.191 
450 4.5J4 

DLPlHlZ1 
10.000 
10.000 
10.(100 
to.oon 
~0.000 
10.000 

9.999 
9.999 
9.99) 
9.99b 
9.991 
9.90 
9.911 
9.961 
9.944 
9.901 
9,141 
9.741 
9.bOl 

UOrlnAl, TRAPPIUG LtVtL *E~t~cD 
469 3.104 9.4S4 
41s s.401 9.401 
500 b.457 O.l9b 
II9 I.401 9.12) 

OlruCIrl( IOL OIL IIon VCL(U1 rrn VCbfV1 TOTAL vtlr 
0.100 I.001 b.913 0.000 
n.aam l.I@4 5.90) 0.no1 
0.140 I.401 4.9b4 O.OUJ 
0.167 I.664 4,174 0.004 
0.196 1.971 ).SlO O.OPb 
0.7)') f.J4? 2.952 0.001 
0.179 2.1@0 2.482 0.010 
O.JJ? 1.30) 2.017 O.Ol? 
0.795 l.tll 1.75) 0.015 
0.469 4.65t 1.47) 0.01. 
0.551 S.SJ4 I.241 0.021 
O.bbJ b.516 1.044 O.O?b 
(r.lUO 1.01s 0.118 O.OJl 
0.93b 9.289 0.110 fi.OJ7 
l.IIJ 11.042 O.b?O 0.041 
l.JYI IJ.127 0.522 D.OSl 
1.5*a 15.606 0.419 0.0~8 
I.059 I6.S)) O.lb9 0,063 
t.101 12.064 l .110 O.Ob7 

b.972 
5.901 
4.9bI 
4.1?4 
J.510 
2.952 
2.481 
?.O@? 
I .?SS 
1 .Ob 
1.241 
1.044 
O.#?O 
0.119 
0.r22 
0.514 
0.441 
O.l?S 
O,JJ') 

?).I69 0.172 O.Ob? 0.279 
16.1lfi O.?bJ 0.059 D.2b@ 
31.1Ob 0.119 0.033 0.111 
lS.iOD 0.19a o.oor b.102 

CURE V l-28 EXAMPLE OUTPUT OF UERGE CASE 

.’ 99999.0 

. . 41.1 

.* 0.0s) 
l * 1103.7 
.a IO.0 
.S 7.02 
.= 0.090 
.a 0.050. 
0. 1~0.00 

eta 01rr 
?b.@l3 
?2.104 
I9.092 
lb.054 
IJ.SOO 
II.131 

l .30 
8.0)s 
1.14b 
S.b6I 
4.7bO 
I.991 
).)3b 
I.?11 
1.71b 
1.127 
).I@2 
0.92) 
m.41t 

-O.OOl 
-0.115 
-0 .b at 
-0.14. 

1 

TltQC CUnrtaT 
0.000 n.000 
0.001 0.000 
0.011 o.oo* 
0.017 0.000 
0.045 0.000 
0.010 0.000 
0.105 0.000 
O.lS) o.noo 
0.1ab 0.00. 
O.lZb o.eoo 
0.4bO 0.000 
O.bbfi @.a00 
0.9Sl 0.000 
I.251 0,000 
I .*I? 0.000 
2.71s 0.000 
I.030 0.000 
S.4Ib 0.000 
7.b2b O...@ 

O.O?? 
JO.110 
IS.Ll? 
19.710 

0.000 
0.000 
O.O@O 
O.OO@ 
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t.,4:a 
v A T s 

0.0000 0.1160 0.0000 0.0000'I 

@DC ltfll IflQ (1111 lAl UAC IDtrlU 
1 1000 II 0 (I 0 I 

(If lOLNSU=l THEN OLNllTT VEnSION USED--WC 210 4lQlIAT COL) 

AHRILIIT 4TYATlfICATlOl (ANO CALCULATfb IlClATl 

Dt?Tnl*) “;P;N: lAL10/00) CUDtB/S) a1c*rt 
0.000 

10.000 0:ooo 
0.000 0.000 -0.09) 
0.000 0.00. -0.091 

AL? OEM 
b,DWO 

EfrLUX TO CUlllLYt )rATIO(l) . . .= 9090.0 
oEWSlrclnlC taouot MO. . . . . 0. 43.1 
VrbLU)rC fLUXt~~*)~s). * . , . . 9. 0.018 
OCPTH AVC ITAATIfICAT10~ PAM. l = Bl133.J 
OCCTM(NB . . . . . e . . , . . a' 10.0 
OISCHAYGC 9LLOClTTtV/8). I . . l m 2.14 
CuPrtml sPIcD(*/s) I . * , I . l a 0.000 
Colt IAOIUS(rl . . . . . . . . l ' 0.05OD 
POP1 SPACI*C(fl). . . . . I . . 9. 100.00 

nor con(x) DCPTW(t) 
0.001 10.000 
0.041 10,000 
O.OA9 10,000 
0.146 10.000 
O.?l4 1o.ono 
a.295 10.000 
0.39? 9.909 
0.506 9,999 
O.bO 9.9qv 
0.00s 9.99b 
0.99) 9.991 
l.71T 9.9@@ 
I.500 9.990 
I .074 9.94b 
7.209 9.942 
7.bbb 9.902 
J.?Ob 9.09 
J.041 9.?lb 
4.S9Z v.so 

0.100 I .OO? 2.314 
0.111 I.119 1.9bO 
0,141 I.413 1 .a55 
O-lb? l.b@O I.191 
0.199 I .991 I.170 
0.111 2.174 0.914 
0.117 2.921 0.827 
O.JlI J.JS6 0.696 
0.3qo I.991 0.513 
0.471 4.746 0.02 
n.Sbl S.641 0.414 
O.bb9 b.710 0.34A 
0.794 7.979 o.a*j 
0.944 9.4@@ 0,246 
I .I24 Il.?@1 0.207 
l.llb 11.417 0.174 
I .)I5 15.95s 0. I4A 
I ..I9 lI.91) @*Ill 
2.123 11 .)*I a.101 

FIGURE VI-29 EXAMPLE OUTPUT 
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O.@O@ 1.114 3.979 
0,000 1.9bC 3.371 
0.001 1.651 2.121 
0.001 I.)91 I.784 
O.OO? I.110 I .JOO 
O.OOl 0.9@4 I.761 
0.001 0.811 I.00 
0.004 O.b9b 0. #9? 
0.04s 0.5X5 0.749 
0.O.b 0.492 0.00 
0.001 0.414 0.5?9 
o.on9 0.14. 0.447 
0.011 0.29) 0.110 
0.011 0.24b O.JOh 
0.011 0.~01 6.252 
O.Ol? O.llS 0.101 
0.020 0.10 0.157 
0.01? 
0.011 

0.12s 0.100 
0.104 0.00 

@.Q?l 
O.O?. 
0.010 
O,O@O 

OF MERGE CASE 2 

TIME CUmrtMT 
0.001 0.000 
0.010 0.000 
0,04b 0.000 
0,014 0.000 
0.11) n.000 
0.214 o.aoo 
0.111 0.000 
0.474 0.000 
0.610 0 .ooo 
0.994 0.000 
1.41s 0.000 
2.014 0.900 
2.891 0.000 
4.11) 0.000 
5.830 0.000 
@.2S4 0.000 

LI.666 n.000 
lb.450 O.OO@ 
21.140 0.000 

0.094 -O.OO? 29.50 
0.00 -0,019 )2.513 
0.074 -0.073 43 89 11 
0.00 -0,O.) 58. J7. 

0.000 
0.006 
0.000 
0,000 



Each group of 20 Is further subdivided by current veTocity to effluent Velocity 

ratio (k). i.e.: 

Current Velocity to Effluent 
Tables Veloctty Ratio (k) 

1-s 0.1 
6-10 0.05 

11-15 0.02 
16-20 0.00 (no current) 

Each subgroup of five tables is comprised of tables of vary1ng cocrpositc density 

stratification (SP): 

Tables Cwposite ftratlfication Parameter (9) 

1 200 (high stratification) 

2 500 

3 2000 

4 loo00 
5 infinity (no stratification) 

Finally, each table Includes densimetric Froudc number, Fr - 1, 3, 10, 30, 100, 
and 1000 tq repmstnt cases ranging from highly buoyant plumes to alamt pure 

jets. The bllutions are tabulated with plume rise. The following examples demonstrate 

how the tables say bt applied. 

f 
.---.-.-.-.-.-.a.-. EXAMPLE VI-ll-.-.-.-.---.-.-.-.-.-.l 

i 
i 
i 
i 

Example A. fh 

dilution tables and 

i the plume dfmeter 

Calculation of Initial Dilution 

Is example demonstrates many of the basic features of the 

their usage. It also includes a method for estimating 

indirectly using infomation derived from the tables. Tht 

I mthod Is used in cases of unmerged or slightly merged plumes and is necessary to 

i better estimate plum dilution when the plume is shown to interact with the water 

i surface. 

Given that waste water Is discharged horizontally at a depth of 66 n from a 
i 
i 

Sinp 

i 
i 
i 
i 

le pipe open i 

"a . 
V m 

pe a 

pa * 
L = 

ng and that: 

the current velocity n 0.15 m/s 
the effluent velocity * 1.5 m/s 
the effluent density = 1000 kg/n3 

the ambient density at discharge depth l 1015 kg/n3 

the port spacing = infinite 
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I 

I 

I 
I 

I 

I 

I 

I 

I 

I 

I 

do = the port discharge vena contracta diameter = 1.7 m 

dpa/dr = the ambient density stratification - 0.0441 kg/m4 

The four similarity parameters necessary to use the tables are: 

The column of dilutions contains a wealth of infotmation about the plume 

whose overall behavior is described in Figure VI-30. After rising one dimnettr 

(1.7 m), the average plume dilution (expressed in terms of volume dilution) is 

2.8. In other words, a given amount of plume volume has been dlluttd with 1.8 

times as much ambient fluid. After rising 2 diameters (3.4 a~), the average 
diluMon is- 3.7, and so on. At 15 diameters rise, the dilution is 21.4. The next 

level 

at 

1 

the 

I entry,tol.lous in a line headed by '1". 

i has hcen reached. 

indicating that the initial trapping 

This means that the plume and ambient densities art equal 

i this level and momentary equilibrium has been attained. The 'trapping' ltvt 

i dilution is 26.2 and the corresponding plume rise, set off in parentheses to 

I 

I 

I 

Fr - the densimetric Frwdt number = 3.0 

k = the current to effluent velocity ratio = 0.1 

SP = the cmosite stratiflcatlon parW?ter l 200 

PS - the port spacing pariunettr l infinity. 

The infinite port spacing indicates that the dilutions ~111 be found in the last 

20 tables of the dilution tables in Appendix 6, I.e., Tables 81-100. These tables 

are approprlate because raerging dots not occur with PS = inflnlty. The current to 

effluent velocity ratio of 0.1 Indicates that the appropriate dilutions art among 

the first five of these 20 tables. The stratification parameter 200 identlfits 

the first of these five tables as the cortcct reference location. Finally, the 
densimetric Froude number of 3.0 isolates the second column as the one Containing 

the information of interest. 

right of the djlution, is 17.0 diameters. The parentheses are a mmonic for 

indicating trapping while values set off in Square brackets are merging level 

plume rises. 

When a plume intercepts the water surface, it is deprived of some of Its 

entraining SUrfaCe and consequently the dilution is less than that Indicated In 

the tables. For well-diluted, unmerged or slightly merged plumes, wih k not equal 

to zero, the plum diameter, d. may be estimated: 

I 

I 

I 

I 

I 
I 
I 

d=d,G (VI-61) 

In dimensionless units. or diameters: 

d/do = JDlk (U-62) 

In the present case, the diameter at maxima rise calculated in this way fs 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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FIG~K VI-X SCHEMATIC OF PLUME BEHAVIOR PREDICTED w MERGE IN 
THE PRESENT USAGE 

25.2 diameters (42.&n). Thus the top of the plume is 34.8 diameters (22.2 + 
12.6) above the level of the outfall, i.e. 12.6 diameters 

' and 4.0 diameters below the surface. 
I 

Therefore, surface 

i For the sake of comparison, the plume diameter calcu 

1 maximum rise is 23.5 diameters which congares favorably w 
I , estimate made above. 
I Example B. Suppose that all the conditions given in 

1 except that the depth of water is only 29 

1 again used to provide dilution estimates; 

i occur. A conservative estimate of initia 

' thdt entrainment stops as soon as the top 
I 
B the surface. 
I 

In reality, S~IW additional 

. enter through tht sides of tht plume. 
I 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

above the plume centerline, 1 

nttraction does not occur. i 
attd by the program at 
th the sinplifitd 

Exanplt A apply here 

7 diameters (50.5 m). Table 81 is 

however, surface interaction does 

dilution is obtained by assuming 

boundary of the plumt intersects 

ambient water could be txptcttd to 

I Yhtn the centtrline depth of tht plume Is 20 diameters, its dilution is 

1 37.3 and its approximate dtamettr is 19.4 diameters (33 m). Constqutntly, 

I the top boundary of the plume is 29.7 diameters above the level of the outfall and 

i is qua1 to tht depth of water. Thus the dllution of 37.3 provides a conservative 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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I 
I 
I 
I 

I 
I 

I 

I 

I 

I 
I 
I 

estimate of initial dilution in this cast. 

Example C. Suppose the following data apply: 

'a 
= 0.15 m/s 

V = 1.5 m/s 

Pt 
= 1000 kg/a 

pa 
= 1015 kg/m 

Sl = 0.34 In 

dO 
- 0.17 m 

dp,/dz = 0.0441 kg/m4 

Then, Fr = 9.5, k = 0.1, SP = 2000, and PS - 2, and Table 3 in Appendix G 

is the appropriate sourct of dilution information. As the Froude number is 

almost equal to 10, column 3 information cdn be used without modification although 

Interpolation may bt appropriate in some applications. The plumes nwrge almost 

imediately at a dilution of 2.1. The initial trapping level is encountered after 

the plumt rises 89.4 diameters (15.2 m). The maximum dilution Is 76.2 after 

rising 125 diameters (21.3 ). 

I 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

I For closely spaced plumes, the diamcttr may be estimated from the relationship: ! 

d/d, = (ITO) (4 k f's) (VI-63) 

I 
i 

'Ffie maximum diameter estimated in this way is 299 diameters (50.9 m). 

i 
In coatrwt, the program gives a value of 268 diameters (45.5 m). No surfact 

, intection occurs in deep water. In very shallow water, a conservative estimate 

l of dilution may be made by dividing the total flOw across the length of the 

i diffuser by the fltm through the diffuser. It is conservative because no aspira- 

i tion entrainment is included in the estimate. 

i Table 3 contains d blank entry in the second column of the 9~didmettr 

1 rise lint. Tht previous entry in the column indiCdteS trapping. This medns 

i 
that trapping and the 5%diameter rise level occurred In the same Iteration. 

i 
Therefore, the dilution of 41.3 is the appropriatt value for this blank. 

Example 0. The methods glven in Examples A and C for estimating the plume 

i diameter art not accurate when intermediate degrees of merging exist. If surface 

i interaction is important, it may be necessary to run the model to Obtain accurate 

i plume diameter predictions. 

i Example E. Sometimes outfalls or diffusers are located in wattr only a few' 

1 port diameters deep and, as a result, initial dilutions may be expected to be 
I 

i 
quite small. Houevtr, after the plumes reach the surface, they still have sub- 

i 
stantidl horizontal velocity and continue to entrain ambient water more vigorously 

than a plume whose trajectory is unhindered by surface constraints. The workbook 

] by Shirazi and DdviS (1976) may be consulttd to tstimate dddftlondl dilution. 

I 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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I Example F. Strong stratification Inhibits pluw tire. As stratification 

i utaktns, plume rise and dilutlon tend to increase. Predlctlng lrtgc dilutions 

i and plume rises can rquirt 11ore progr&m iterations than used to develop the 

tables in Appendix 6. 

1 lesser jntertst 

On the other hand, very large dllutlons are usually of 

. 
I 

Consquently, the number of )ttrat)ons Is arbitrarily limited to 

i 
1000 and rise to 300 dimttrs. Table 94 provides txarrplts in which the runs for 

each densimetric Frwde nunbtr art limited by the ptrarltted nubtr of iterations. 

i The final dilutions listed art underlined to rgind the user that largtr dllutlons 

i and plume rises occur. When the rise llnitatlon crittrlon has been reached, a 

i rise of 300 diameters or slightly aore ~111 be Indlcattd. 

i Exangle G. Many diffusers have horizontally discharging paired ports 

i on each side of the diffuser. In cross current, tht rtsulting plum bthavior 

i 
appears s-hat like that shown in Figure VI-31. The upstream plume Is bent over 

the counterflaring current and ultimately may be entrained by the dounstrem 

i p~umc. The l ntrainnrent of pollutant laden fluid will reduce the overall dilution 

i in the merged plumes. Estimates of the magnitude of this affect may be made If It 

I may be assumed that: 

i 0 The interaction occurs 

i 0 There Is mrging of adjacent plumes to assure cross diffuser merging 

i i 
and not interweaving of plumes 

i 
The opposite plumes have slmllar rise and overall entrainment 

b There art no surface constraints 

I 0 The actual (not permitted) rise Is provided in the tables. 

i The fina dilution of the mctgtd plumes, Of, is approximately: 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

Of = (02M20 - Del (U-64) 

where 0 is the dilution at maximum rise of the downstream plume as given In 

the tables and Oe is the dilution of the downstream plume upon entry Into the 

bottom of the bent over upstream plume (see Fiwrt VI-31). Oe Is tstlmattd by 
finding the dlstanct in dianctcrs, Zt, between the depth at entry and the port 

depth. The dilution at this depth is read fran the appropriate lint In the 

dilution tables or interpolated. The maxlnum radius of the plume Is added to the 

depth at which ~xiaum rise occurs. The dlfftrtnct between the port depth and the 

depth so calculated is 2,. 

Given thdt Fr l 3, PS = 25, SP l 2000, and k = 0.1, and that ldtntical 

plumes dry fnjtcted into the ambient uattr from both sides of the diffuser. 

From Table 63, It is found that the dilution Is 270 and the rise is 55.1 diameters. 

The width of the plumes may be estlmattd: 

I 

I 

I 
I 

I 

I 

I 

I 

I 

I 

I 

I 

I 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i I d/d, = (n270)/[4(0.1)(25)] ’ ffS 
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CI 
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? 

FIGURE VI-31 CROSS DIFFUSER MERGING 

! (cf. &e copputtr calculated width of 83 diameters). Therefore, the vtrtlcal 

I 
I 

I 

distdmt between the ports dnd the plume entry level is 55.1085/2 = 12.6 diameters, 

and 0 
t 

15.5 as estimated from the table at rise equal to 12 diameters. 
Of may now be cdlculdted: 

Of - 270/[2(270) - 15.51 = 139 
This result may have been anticipated: the dilution is effectively halved. 

This is the outcome whenever the entry level, Ze, is small. In many cdsts, 

halving the dilution provided in the tables glvts an adequate estimate of the 

overall dilution achItved by the cross diffuser merging plumes. 

Example Ii. Given that PS = 25, SP = 200, k - 0.0, Fr - 10, and that an 

estimate of the ctnttrllnt dllutlon at maxinum rise is required. By consult- 

ing Table 77, it is found that the dveragt dilution dt maximum rlse Is 26.0. 

I 

Since there Is no current dnd virtually no merging, this value can be divided by 

1.77 to obtain the centerline dilution (based on d gdussidn profilt, see Teeter 

dnd Baumgdrtntr, 1979). The centerline dilution is 14.7. 
With identical conditions except for port spacing of 2 instead of 25, 

Table 16 shows that the dllutlon at maxlaum rise is 11.6. The centerline dilution I 

i 
i 

is again smaller but not by the same percentage amount. For the 3/2 power profile, 

similar to the gaussian, the peak-to-an ratio in stagnant ambient dnd coclplete 

i merging is 1.43 (Teeter dnd Baumgartner, 1979). Thus the centerline dilution may 

i be found to be 8.1. 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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I 
I 
I 
1 
I 

I 

I 

I 

I 

I 

The peak-to-an ratios given above art fluu-ueighted and art obtained I 

through a straightforward integration. Unfortunately the problem is not dS i 

simple when current is present because the gaussian or other arbltrav Profiles of i 

velocity art suptriapostd onto a non-zero average velocity. knct, In high i 
current, the peak-to-an ratio for single plumes assuming the 3/Z power prOflIt 

i 
is 3.89. For arrged plumes, the ratio is lower. For inttnnediate currents, the a 

ratio is between the corresponding txtrcMs depending on the degree of ncrging and I 

the actudl current velocity. i 

Fortunately, many standards and regulations - for exaqlt, the Federal I 
301(h) regulatfons - are uritten In terms of average dilutions. Also, repeated i 
measurements in the field art likely to provide estimates of average concentrations ' 

before estimates of maximum conctntratlons art possible. Thus, the user of MERGE 
I 

is normally not conctrntd wfth centerline dilutions. It is useful to remember 
i 

that estimating average dilutions using centerline aodtls involves not only the i 

use of Vdridblt peak-tO-fIbf?dn ratios but also variable aspiration coefficients. i 
I I 
L.----,,-.,,,.---END~~ ExA~~LEV~-~~-----.----.----------------; 

6.5.3 Pollutant Concentration Following Initial Dilution 

The ,nctnrration of a conservative pollutant at the completion of initial 

dilution IS txorrssrble as: 

‘t3d 
'f - ‘d l T (VI-65) 

where 

'a = background concentration, ma/l 

'e * effluent concentration, mg/l 

Sa = initial dilution (flux-averaged) 

cf * concentration at the completion of initial dilution. rig/l.. 

When the Background level, Ca, is negligible Equatton VI-65 sinplifits to: 

(Vl-66) 

This expression can be used to predict the increased pollutant concentration abow 

ambient, as long as the effluent concentration greatly exceeds the ambient conctn- 

tration. It is interesting to note that when the effluent concentration is btlou 

ambient, the final pollutant concentration Is also below ambient. 

Since water quality criteria art often prescribed as Mxirum values not to be 

exceeded folloulng initial dilution, It is useful to rearrange Equation VI-65 to 
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express the maximum allowable effluent concentration as follows: 

where 

Since i 

i sties I 

initia 

lowest 

(Ce)mx - C, + (Sa lmin (Cc - Ca) (VI-67) 

(‘e )max 
= maximum allowable effluent concentration such that 

water quality criteria are not exceeded 

cC 
= applicable water quality criterion 

(Sa lrni n. n minimum expected initial dilution. 

nitial dilution is a function of discharge and receiving water character- 

as discussed in detail in Section 6.5.2, finding an appropriate "minimum' 

dilution is not a trivial problem. Most often, initial dilutions are 

when density stratification is greatest. For a given stratification profile, 

dilutions generally decrease at lower ambient current speeds and higher effluent flow 

rates. eased on expected critical conditions in the vicinity of the discharge, the 

tables jn Appendix 6 can be used to predict (Sa)min. 

-.a.-.-.-.- .___._._ EMC(PE VI-12 -.-. -.-.-.-.-.-.-.-.--- 

i 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

4nalysis of the effluent wastewater from a treatment plant discharging 

into a large west coast estuary revealed that the effluent contained a number of 

pri63fty pollutants. A few of the pollutants and their measured concentrations 

are shown below. 

Concentrations (rg/l) Criterion Level 
Priority Pollutant Dry leather Wet Heather ~'9/1~ 

copper 32.3 61.9 4.0 

zinc 33.0 180.0 58.0 
mercury not detected 3.5 0.025 

lindane 8.6 not detected 0.16 

The critical initial dilution has been determined to be 30. If the criterion 

levels are designed to be complied with at the completion of initial dilution, 

determine if the criteria for the four priority pollutants are contravened. 

A cursory review of the tabulations above shows that all detected effluent 

pollutant concentrations (i.e., undiluted concentrations) exceed the criteria 

levels, other than zinc during dry weather flow conditions. Hence if initial 

dilutions were to become low enough , each of the four priority pollutants could 

violate water quality criterion for either dry or wet weather conditions. 

Using the minimum initial dilution of 30, the final pollutant levels can be 

predicted using Equation VI-66, by assuming background levels are neglible. The 

final Pollutant levels cwared with the criterion levels are shown below. 

1 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
I 
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Final Concentrations (rg/ll Criterion Level 
Priority Pollutant Dry Weather Wet Yeathtr 0 

copper 1.1 2.1 4.0 

zt nc 1.1 6.0 58.0 

mercury e 0.1 0.025 

lindane 0.3 * 0.16 

Both mercury and Ilndant vlolrtt the criteria uhi\c copper and zinc do not. 

However, copper levels art sufficiently close to the criterion of 4.0 kg/l to 
warrant further attention. 

I 

I 

I 

I 

I 

I 
1 

_.-.-.-.-.-.-.-.- END OF EXAMPLE VI42.w.-.-.-.-.--w--.--v! 

6.5.4 pH Following Inttial Oilutfon 

The pH standard governing wastmattr discharges into estuarine or coastal 

waters is usually quite strict. Typically, state standards rtquire that the pH 

folloulng initjal dilution not deviate by more than 0.2 units frm background. 

A step by step approach is presented here that can be used to determine whether 

a discharge will cofiply with a standard of thts type. 

Step 1. The following input data are required: 

Sa = initial dilution 

Alka = alkalinity of receivtng water, q/l 

Al ke 
= alkalinity of effluent wastewater, l q/l 

pHa = 9H of receiving water 

P"e = pH of effluent wastmattr 

K 
'Ka asl. .1 - equtl ibrium constant for dissociation of carbonic acid 

in wasteuater and recttvtng water. respectively (first 

K 
CKa 

acidity constants) 
b2. .2 = equilibrium constant for dissociation of bicarbonate in 

wasteuatet and receiving water, respectively (second 

acidity constants) 

Ku. c K, 
= ion product for wastwater and receiving water, 

respectively. 

Table Vi-21 shads values of the equilibrium constants and ion product of water. For 

seawater, typical values of pH and alkalinity are 8.3 units and 2.3 meqll, respectively. 

Step 2. Calculate the total inorganic carbon concentrations in the effluent 

wastewater (Cte) and receiving water (Cta): 

Alkc KU 
- - + WI, 

WI, 
c 8 

tt (0, + +), 

-250- 

(VI-68) 



TABLE VI-21 

VALUES Of EUUILIBRW CONSTANTS AND IDR PRCWCT OF 
UATER AS A FUNCTION OF TEMPERATURE FOR FREWATER 

AND SALT HATER 

-log K, , -log K, , -10s K, 

Temp.;C Freshwater Seawater Freshwater Seawater Freshwater Seawater 

5 6.52 6.00 10.56 9.23 14.63 14.03 

10 6.46 5.97 10.49 9.17 

15 6.42 5.94 10.43 9.12 14.35 13.60 

20 6.38 5.91 10.38 9.06 14.17 13.40 

25 6.35 5.84 10.33 8.99 14.00 13.20 

and 

when 

AIK, - 
CK 

y 

Cta = 

Fla 
+ [K+J, 

(01 + 2a2 Ia 

WI Ka,l 

Ol * 
EH+12 + [*'I K, , + K K * a*1 1'2 

(VI-69) 

(VI-70) 

K k 

=2 = ad **2 
b'3' + rH+] K + K a.1 191 

K 
av2 

(VI-711 

Note: 
% 1 

and c 
Ka 2 

are usedin 4'*42 to calculate $a. 

Step 3. Calculate the akalinity (Alkf) and total inorganic carbon (Ctf) 

at the CanpIttion of initial dilution: 

Alkf I Alka + .v (VI-721 

C =C 
tf ta 

+ ctp - Ct& 
sa 

Step 4. Express the final alkalinity as: 

Alkf = Ct 
'z 

f 
(a, + 2a2jf + - 

IH'3f 
- tH+lf 

(VI-73) 

(VI-74) 
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I 

I 

Rather than solving for CR+], directly in Equation VI-74, it is easier 

to calculate Alkf in quation VI-72 for a range of [H+] values, until the 

alkalinities computed from equations VI-72 and VI-74 match. 

In most cases pHf will not differ fra the ambient pH by more than 0.1 to 

0.3 units. Consquently it is usually most expeditious to begin by arsumi 

l P",* I‘ pHe'pHa, then each subsquent calculation should be at 0.1 pH 

units higher than pHa. If PH~(P"~. each subsequent calculation should be 

0.1 pH units lower than pHa. 

ng PHf 

For typical values of wastewater alkalinity (2.0 meq/l) and receiving water 

alkalinity (2.3 meq/l), the pH at the completion of initial dilution can be tabulated 

for selected values of effluent pH, initial dilution, and water tmerature. Table 

VI-22 shous the results, which can be used to provide a quick indication of whether 

the water quality criterion for pH is vlo 1 

y'-----------‘----- EXAHr'LE 

i 
i A wastewater treatment plant race i 

ated. 

VI-13 ---I---.-m-------e- --. 

ves alkaline waste process water, and 

' 
I 

because of the low level of treatment received in the plant, effluent pH values as 

a high as 11.1 units have been observed. 

! 

The effluent wastewater is discharged into 

a water body: where the pH standard permits a 0.2 unit deviation from ambient at 

I the completion of initial dilution. Determine if the standard is vlolated by the 

I dischaqe. The rquired pertinent data are: 

Alke = 2.0 lneq/l 

* 6.3 x IO-l4 , for the ambient water 

= 10 -1 
for the wastewater 

= 8x10 :7 

.l 
, for the ambient water 

1 = 5x10 -7 
, for the wastewater 

= 4.68x10 -10 
‘Km c) , for the ambient water 

K “a, L 
a.2 

= o.5x1o-1o. for the wart&water 

Sa = 20 

i The dissociation constants for the wasteuatercr,, anda2,are: 

lo-“,’ x 5 x 10” 
a1 = - .137 

I (lo-” I )’ + lo-“’ x 5 x 10” + 5 x 10” x 0.5 x 1O”O 

i 
I 5 x 10” x 0.5 x lo-‘* 
i 02 * = .a63 

( 10’ “1 )2 + 10’” ’ x 5 + 10” + 5 x 10” & 0.s x 1O”O 
I 

I 

1 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

pHa = 8.3 

Alka = 2.3 meq/l 

i cL 
i 

K”-- 

I CK* 
K 

a. 
r 
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TABLE VI-22 
ESTMATED pti VALUES AFTER INITIAL DILUTION 

Cfflmt m l b.0 &lb . a.1 

7.0 
7.9 
7.7 

:-i 
t:9 

7.0 
7.5 
7.7 
6.0 
6.1 
6.5 

1.0 
1.5 
I.? 
1.0 
1.1 
a.5 

1.0 
7.5 
1.7 
6.0 
6.1 
t.5 

7.0 
7.9 
7.7 
6.0 
6.3 
6.5 

7.0 
7.5 
1.7 
6.0 
6.1 
15 

7.0 

::: 
1.0 
6.) 
6.5 

1.0 

:.: 
1.0 
1.1 
1.5 

7.0 
7.9 
7.1 

:.; 
1.5 

1.0 
1.5 
?.I 
1.0 
I.3 
1.5 

b.Y 
7.37 
7.54 
7.66 
6.21 
6.4) 

b.91 1.m 1.99 
7.44 f:E 7.0 ?.A6 
7.m 7.b7 7.t7 7.u 
7.55 7.t7 7.17 1.96 

;I: 
;.g 

. 
i.2 

. i.2 . 

::,“, :::: ::: ::: ::,” 
7.55 7.65 1.0 7.u 7.u 
7.H 7.u 7.u 7.w 7.w 
6.24 6.27 6.26 1.n 
I.45 6.46 1.49 6.4) 

;:z 

trr1at w l 5.0 Ilk l 0.4 

7.u 7.44 7.0 7.u 7.)) 
7.Y 7.97 7.n 7.n 7.e 
6.25 1.25 6.n 6.n 6.~9 
6.Y 6.U 6.0 6.0 6.49 

t.?7 b.69 b.Y I.54 b.i7 
7.06 7.J1 7.u 7.41 7 45 
7.24 7.51 7.tt ?.b4 7.0 

I.74 
b.tt 
7.07 

:::' 
4.01 

b.67 
7.21 

::A; b.% 
7.40 

;:z 

7.n 1.51 7.59 7.bI 
7.70 7.n 1.90 7.51 
6.01 6.20 t.21 6.25 
6.33 6.U 6.44 I.44 

;:J; ;.z f:f: f:z b.97 
7.44 

7. lb ?:45 7.57 l.bl 7.11 
7.44 7.7) 7.w 7.51 7.n 
7.n t.15 t.21 I.25 6.2I 
6.16 6.) 1.u 6.U 6.47 

fffl@m m - 6.0 Llk l 1.0 

b.b4 b.tl I.W I.W I.95 
1.Y 7.15 7.11 7.% 7.24 
b.)r 7.N 1.49 7.94 7.55 
7.12 7.IJ 7.u 7.u 7.11 
7.51 1.01 t.17 t.21 1.21 
7.n t.zt 1.21 I.42 6.U 

Cfflmt III l 1.0 Ilk l f.0 

1.u b.61 1.69 b.92 b.M 
1.0 7.10 1.27 7.34 7.17 
6.U 1.23 7.43 I.52 l.w 
b.W 7.4I 7.u 7.61 7.w 
7.21 7.t1 6.12 #.I# t.21 
1.51 6.20 a.35 6 40 1.42 

b.17 4.64 b.95 
4.m 1.20 

f.:: f:': 
7.41 

1.01 1.) 7:51 1.56 1.61 
7.25 1.71 7.Y 1.m 7.52 
7.74 1.10 b.II 9.22 1.21 
1.09 6.U 6.0 I.4? t.43 

:::: 
:-ii 
b:ll 
LU 

b.bI 
1.66 
b.% 

:::: 
?.76 

4.u c.n 5.U 
1.21 7.2? b.M 
7.Y 7.41 7.u 
7.54 1.79 b.71 
I.# I.12 4.69 
6.11 1.Y 1.10 

2:: 
7.01 
7.m 
7.71 
1.01 

b.U 
7.25 

b.90 
7.11 
7.5t 
7.u 
1.11 
4.M 

1.50 
b.b4 
b.70 
b.X 
7.11 
7.46 

1.u 
1.29 

* 691 
7.34 

7.41 
7.7? 
6.14 
6.17 

7.49 
1.Y 
6.11 
6.40 

’ 7.54 
7.n 
1.21 

1 I.42 

;:; b.W b.U b.lI b.% b.U b.67 b.U b.I b.59 
7.42 1.45 t 47 7.47 I.34 7.4J 7.44 7.17 7.46 

7.44 7.41 7.b5 7.u 7.0 7.5J l.bl 7.Y 7.)) ?.I? 
7.10 7.52 7.U 7.57 7.97 
6.15 1.24 1.24 I.27 4.n 
l.Y I.45 1.47 6.Y 6.U 

:::: ::: :::: *.- 7.47 ‘.w 7.u 
7.n 7.44 7.U ?.b7 7.0 
?.I 7.Y 7.tI 7.t7 7.97 
6.20 4.25 1.2b I.2? 6.27 
I.(0 6.U 6.U 6.U I.% 

rfflwrt @I l 4.5 411 l 1.0 

b.69 b.91 b.II I.57 b.U 
7.11 7.15 7.42 7.44 7.44 
7.11 7.5) 7.41 r 64 7.45 
7.w 7.u 7 92 7.55 7.m 
1.00 I.14 I.24 I.2I I.27 
1.n 6.41 I.45 6 47 I.47 

tfflmt I* l 1.5 AIk - 2.0 

b.tl ;:E b.97 ;.,” f;z 
7.2) 7.45 
7.45 7.M 7.b5 7.u ?.bl 
7.10 7.n 7.w 7.57 7 WI 
I.14 I.24 I.27 a.zt I.25 
6.Y 6.44 I.47 1.46 1.u 

4.75 b.It 5 0 A.95 A.Y 1.n 1.69 1.94 a.u 4.47 
A.99 7.21 7.25 7.n 7.42 1.01 1.27 7.17 7 41 7 u 
7.07 7.1 7 51 7.w l.bf 7.15 7.u 7.w 7.41 7.U 
r.25 7.11 7.64 7.84 7.52 ?.4I 7.77 7.1) 7.U 7.w 
l.bI I.tI 1.11 1.22 1.24 7.64 I.11 6.21 I.21 6.25 
7.95 &.I) a.* 1.41 I.45 6.12 1.n 6.U 1.44 6.45 

efflrnt m l 9.0 Ilk * z.0 

1.79 b.W 4.94 A.% I.97 
7.0 7.m l.W 1 42 7.44 
7.21 I 44 7.59 7.U 7.44 
7.55 7.U 7.m 7.91 7.54 
I.% 4.11 I.22 I.24 I.25 
1.20 b.Y I.42 b.42 &.bi 

7.01 1.01 7 00 7.w 7.00 7.ot 7.01 t 00 ? m 
7.52 751 PM 7.50 7 90 7.51 7.5t 7.50 750 
7 71 7 10 7 70 7.70 7 70 t.w 7. m 7 70 7 70 
1.00 1.00 100 100 t.m 6.00 6.00 1.00 1 00 
6.30 1.m 6.10 t.m 1.m 6.10 1.30 1.x) 1.10 
6.50 6.50 1.5t 1.5a 1.M 1.w 1.50 6.50 I.)0 

CffIumt cc l i.0 AlI l 4.0 

7.07 7 0) 7.01 7.01 7.m 1.a 7 01 1.01 7.01 
7.54 7.51 7.50 7.w 7.10 1.54 7.51 7.50 I.50 
7.71 7. m 7.70 7.70 7.70 7.71 7.70 7.76 7.m 
I.00 1.00 I.00 A.rn 1.00 1.00 l.m a.00 I.00 
I.)0 t.m 1.1 I.30 I.I) I.xI 6.2a t.xI 
6.50 1.50 1.50 6.50 1.M ::ii 6.50 6.50 6.U 

Cfflrrl *r l 9.0 Al1 n a.0 

700 
7.50 
7.IO 
4.m 

I.01 1.01 1.00 r w 7.m 
7.51 750 150 1.50 7.50 
7.70 1.70 7.70 1.70 7.?0 
I.00 t.m 1.Q) 1.m 6.m 
1.x) 1.30 I.30 I 10 1.x) 
1.90 1.w 1.M 1.50 1.50 

I.iJ 1.u 

1.m 
754 
1.70 

I”.! 
I.)Q 

706 7.03 7.01 7.01 7.00 
1.51 7.51 7.w 7.50 7.50 
f.rn 1.70 l.?O 7 70 7.70 
6.00 1.m I a0 6.00 6.00 
6.P 1.m 6.N I Ia t.m 
6.U 1.5t 6.5t I.)0 t.5t 

7.10 7.w l.az 7.01 7.01 7.11 7.04 7.02 7.01 7.01 7 11 1.09 
I.% I.51 

7.m 7.01 7.01 
1.5z 1 w 7.50 7.54 7.52 7.51 1.50 7.50 1% 7.51 

7.?2 7.71 I 70 7 70 
7.50 790 75t 

7 70 7.71 7 m 7 10 7.m 7.70 1.70 7 70 7.?0 r 70 1 10 
t.aa 1.00 1.00 a00 1.00 1.00 6.00 I.00 6.00 1.m 4.00 6.m 4.m a.00 1.W 
0.m 1.10 I 30 a.30 1.x) 0.m 1.10 1.m 1.m I.JO 1.x) 1.m 630 0.m IIt 
6.50 1.50 1.50 a 50 I 50 1.50 6.50 I.st t.5t 1.50 6.50 1.50 I.10 I.)0 1.5t 
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I 

I 

t 

1 

I 

I 

I 

I 

t 

I 

I 

The total inorganic carbon of the wasteuattr Is: 

10'" ,002 - - lo- 11.1 
do"" 

Ct = 9 0.000398 molt/l 
t 0.137 + 2 x .863 

The dissocldtion constants for the ambient water art: 

lo- x 8 + 10-7 
01 = = 0.909 

(10-*3)2 + 1O-a3 x 8 x 10" + 8 x lo-'x 4.68 x 10-l' 

8nd 

Q2 = 0.085 

The total inorganic carbon content is: 

6.3 x 10"' 
0.0023 - lo- a.3 

+ 10-B-J 

Ct, = 
= .00212 molt/l 

-909 + 2 x 0.085 

The finbl alkalinity and inorganic carbon drt: 

0.0023 
0.002 - 0.0023 

Alk - + 20 l 0.00229 tq/l 

- O.OUO398 - 0.00212 
c tf 0.00212 + 20 molt/l - 0.0020 

Using Equation VI-74, the alkalinity is calculated for the range of ph VdlutS 

tabulated below, btgtnning at 8.3 and incrementing by 0.1 units. 

pH Alkalinity, eq/l 

8.3 0.00217 
8.4 0.00222 
8.5 0.00228 
8.6 not netded 

0.7 not needed 

8.8 not needed 

The dCtudl dnd CdlCuldttd dlkdllnitits retch dt a pH barely tXCttding 8.5. since 

this slightly is more than 0.2 units dbovt ambient, the pH standard is violattd. 

The pH problem that results from this discharge could be mitlgdted in d number of 

UdYS, such Is increasing initial dilution. or by treating the wasttwattr in ortier 

to lower tnt effluent ph. 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

I -----m-.-.-.-.-. END w EXAMPLE VI-13 -----.-.-.-.,.-.,.,._! 
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6.5.5 Dissolved Oxyqtn Concentration Following Initial Dilution 

Dissolved oxygen standards in tstuarint and coastal waters can bt quite stringent. 

For tXdm$Ilt, the California Ocean Plan (State Uattr Resources Control Board, 1978) 
sptcifits that: 

'The dissolved oxygen concentration shall not at any time bt 

depressed more thdfI 10 percent fran that which occurs naturally, 

as the result of the di schargt of oxygtn dunanding waste materials.' 

Since dissolved oxygen concentrations can natural ly range as low as 4.0 to 5.0 mg/l 

at certain timts of tht year in tstuarint or coastal waters, dlloudblt depletions 

undtr these conditions art only 0.4 to 0.5 rg/l. 

The dissolved oxygen concentration following initial dilution can bt prtdicttd 

using the following expression: 

(U-75) 

when L 'J 

D"f 
- final dissolved oxygen concentration of rtctiving water at the 

plum's trapping level. mg/l 

md 
= ambient dissolvtd ovgtn concentration averaged from the 

diffuser to the trapping level, mg/l 

me 
h dissolved oxygen of effluent. ag/l 

MOD- = iamdiatt dissolvtd oxygen dtmand, mg/l 

sd - initial dilution. 

Tht immedddtt dissolved oxygen demand represents the oxygen dtmand of reduced 

substances which art rapidly oxidized during initial dilution (e.g. sulfides to 

sulfates). The procedure for dettmining [DOD is found in stdndard methods (APHA, 

1976). 1000 values are often between 1 and 5 mg/l, but can be considerably hjghtr. 

When the effluent dissolved ovgcn concentration is 0.0 mg/l and IDDD is negligible 

(which is d commn situation), Equation VI-75 siaplifits to: 

D”f =OOa 1-i ( ) 
(VI-76) 

The ambient dissolved oxygen concentration which appears in Equations VI-75 and 
VI-76 is the concentration in the water column averaged bttuten the location of 

the diffuser dnd the trapping level, wh ile the final dissolved oxygen conctntra- 

tion is rtfertnced to the plume's trapp ing level. 

The dissolved oxygen concentration can Chdngt significdntly Over depth. depend 

on the estuary or COUStdl systcca IS we1 1 as on seasonal influences (e.g. uputll~ng 

As the plume rises during initial dilution, wdttr from dttptr pdrts of the water 

column is tntrdintd into the plume and ddVtCttd to the plum's trapping level. If 

in9 
1. 
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the dissolved oxygen concentration is such lower In the botta of the water column 

than in the top, the low dissolved oxygen water is advtcted to a region formerly 

occupitd by water containing higher conctntrations of dlssolvtd oxygen, dnd then d 

'pseudo' dissolved oxygen dtpletion rtsults, solely caused by tntrainmtnt and advtc- 

tion and not consumption of oxygen-dcnanding material. The following exanplt illus- 

trates this process. 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

i 
i 
I 
i 

i 
i 

i 

i 

i 

i 

i 

i 

i 

i 
i 

i 

i 
Puqtt Sound, IOCdttd in the norttwtst corner of the state of Washington, i 

is a gldcial ly carved, fjord-type estuary. The average dtpth of water is about 
100 m (330 ft). During periods of upwelling, low dissolved oqygtn water enters 

i 
the estuary at depth and produces a vet-tic&\ dissolved oxygen gradient throughout 

i 
nuch of the estuary. In Conmmcmcnt Bay, near Tacoma, dissolved oxygen profiles i 
similar to the one shown in Table VI-23 have ken observed. Suppose the trapping i 
level is 43 ft (13 m) above the bottom and the miniuun initial dilution is 28. i 
Find the find1 dissolved oxygen concentration dnd calculate the percent depletion. i 

I 

TABLE VI-23 

DISSOLVED OXYGEN PROFILE IN COWENCEMENT 8AY, WASHINGTO)( 

Depth ft(m) Temperature, *C Dissol vtd Oxygen. mg/l 

0 (0) 14.0 7.8 

3 (1) 12.0 7.7 

7 (2) 12.0 7.6 

10 (3) 11.7 7.4 

16 (5) 11.7 7.2 

23 (7) 11.7 7.0 

33 (10) 12.5 6.8 

49 (15) 13.5 6.5 

66 (20) 11.5 6.1 

98 (30) 11.5 5.3 

108 (33) 11.5 5.0 

I 

I 
I 

I 
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I 

I 

I 

I 

I 
I 

The dissolved oxygen concentration varies significantly over depth, from 5.0 

mg/l at the bottom to 7.8 mg/l at the water's surface. The average concentration 

over the plume's trapping level is: 

5.0 + 6.1 '- = 5.6 mg/l 

Using Equation VI-76, the final dissolved oxygen concentration at the trapping 

level is: 

00, 
= 5.4 mg/l 

Compared to the ambient concentration at the trapping level (6.1 ng/l), the 

percent depletion is: 

6.1 - 5.4 x 100 - 11 percent 
. 

Conpared to the average over the helght of rise, the percent depletlon 1s only: 

5.6 - 5.4 x 100 = 4 percent . 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

I 

,---.--------mm-. END OF EXAMPLE VI-14 --------.-.-----.---~ 

Irwontrast to the deep estuaries on the west coast of the Unlted States, 

those on the east coast are quite shallow. In the Chesapeake Bay, the largest 

east c-t estuary, water depths are often in the 200 to 30-ft (6 to g m) range, with 

channels as deep as 60 to gDft (18 to 27 m) in places. Because of the shallow water 

depths, initial dilution is often limited by the depth of the water and can be 10 or 

less at times of low amblent current velocity. 

6.5.6 Far Field Dilution and Pollutant Distribution 

After the 

further diluted 

organisms are 0 

locations (e.g. 

nitial dilution process has been completed, the wastefield becomes 

as it migrates away from the ZID. Since concentrations of coliform 

ten required not to exceed certain specified values at sensitive 

public bathing beaches), a tool is needed to predict collfonn (or 

other pollutant) levels as a function of distance from the ZID. Thfs can be accomp- 

lished by solving the following expression: 

ac a% 
Uax - ‘y ay2 

- kC (VI-77) 

where 

c = pollutant concentration 

u = current speed 
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- lateral turkrlent diffusion cotfficlent 

- pollutant decay rate. 

Figure VI-32 shms how the sewage field spreads laterally as a functjon of dlstanct 

from the 210. The concentration withfn the wastefield, C(x,y), depends on both x and 

y, with the maximm concentrations OCcUrihg at y l 0,for any x value. 

It is the maximum concentration C(x,y l 0) which Is of interest here. Solving 

Equation VI-77, the maxiurn concentration as a function of distance x is: 

'f - ‘a 
c=c + exp - 

( ) 

& 
a 

*S u 
(N-78) 

when 

OS 
= dilution attained subsquent to the Initial dllutlon and Is a 

function of travel time 

All other symbols have been previously defined. 

The subsquent dilution 1s unity when x = D (I.e., at the caapletlon of initial 

dilution), so C - C at x l 0, as required. In many instances, the background 

concentration Is negllglble, so that Equation VI-78 sirpliffes to: 

cf 
C l b l xp (-kt) 

5 
(VI-79) 

Subscwent dilution gradually increases as the wastefield travels away fran the 

ZID and depcndr on mixing caused by turbulence, shear flcms, and wind stresses. 

Often, dilutlorr caused by lateral l ntraimnt of ambient rater greatly exceeds that 

caused by vertical entrainment. This is assumed to be the case here. 

In open coastal areas, the lateral dispersion coefficient is often predicted 

using the so-called 4/3 law (Brooks. 1960), where the diffusion coeff1cfent increases 

as the 413 power of the wastefield width. In mathematical form: 

t=t L ( ) ‘13 
0 b 

where 

EO 
= diffusion coefflcleht when L = b 

L = width of sewage field at any djstance from the ZID 

b - initial width of sewage field. 

The fnltial dlffusion coefficient can be predicted from: 

(H-80) 

to . 0.001b% (VI-al) 
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Line Sour& 

FIGURE VI-32 PLAN VIEW OF SPREADING SEWAGE FIELD 

where 

EO 
- Initial diffusion coefficient, ft2/sec 

b - inltlal width of sewage field, ft. 

Based on Equation VI-80, the centtrllne dllutlon, Ds, Is glvtn by: 

Ds * erf 

! - 1 
(VI-82) 

where 

t l travel time 

erf l error function. 

The 4/3 law is not always appllcablt and in confined tstuarles might overtrti- 

mate the diffuslon coefficient. Under these circumstances. It Is mre conservatlvt 

to assume the diffusion coefflc\ent is a constant. Equatlon Vl-81 can be used to 

estimate the constant diffusion coefficient, unless the user has better data. Under 

these circumstances, the subsequent dilution Is expressible as: 

OS (VI-83) 

Equations VI-82 and VI-83 are cumbersom to use, especially If repeated applica- 

tlons are needed. lo facilitate predicting subsequent dllutlons, values of OS 

are tabulated in Table VI-24 for dffftnnt Inltfal wldths (b) and travel times (t). 
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TABLE VI-24 

SU8SEQUENl DILUIIWC FOR VARIOUS INITIAL 

FIELDIWIDT~~ AM0 TRAVEL TIHES 

Travel Tlm(hr) 10 50 
Initial Field Width (ft) 

100 500 1000 

0.5 2.3/ 5.5 1.5/ 2.0 

1.0 3.1/ 13. 2.01 3.9 

2.0 4.31 32. 2.71 8.5 

4.0 6.11 85. 3.71 21. 

8.0 8.5/>100. 5.21 53. 

12. 10. />lOO. 6.31 95. 

24. 15. />loo. a.9m00. 

48. 21. />loo. 13. />loO. 

72. 26. />lOO. 15. />lOo. 

96. 29. />lcm. ia. j>ioo. 

1.3/ 1.6 l.O/ 1.1 

1.6/ 2.6 1.21 1.3 

2.21 5.1 1.4/ 1.9 

3.01 11. 1.9/ 3.5 

4.1/ 29. 2.51 7.3 

5.1/ 50. 3.0/ 12. 

7.1/ 100. 4.21 30. 

10. />lOo. 5.91 80. 

12. />lOO. 7.3/>100. 

14. />loO. 8.4/>100. 

l.O/ 1.0 l.O/ 1.0 

1.1/ 1.1 l.O/ 1.0 

1.2/ 1.5 l.O/ 1.0 

1.5/ 2.3 l.l/ 1.2 

2.0/ 4.4 1.4/ 1.7 

2.41 6.8 1.6/ 2.3 

3.4/ 16. 2.1/ 4.4 

4.71 41. 2.8/10. 

5.8/ 73 3.4/17. 

6.6/100. 3.9/24. 

*The dilutions are entered In the table as N,/N2, 
where NI Is the dflutjon assuming a constant diffuslon 
coefflctent, and N, Is the dilution assuming the 4/3 law. 
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The initial sewage fi'eld widths range from 10 to 5,000 feet and travel times range 

from 0.5 to 96 hours. 

The dilutions presented in the table reveal that as the initial field width 

increases, the subsequent dilution decreases for a given travel time. For a wider 

wastefield, a larger time is required to entrain ambient water into the center of the 

wastefield, so dilutions are lower. This illustrates that a tradeoff exists between 

large diffusers where initial dilution is high but subsequent dilution low, and small 

diffusers where initial dilution is low and subsequent dilution high. 

The table also reveals that the predicted dilutions are significantly different, 

depending on whether Equation VI-82 or VI-83 is used. In many cases likely to be 

evaluated by users of this document, the 4/3 law might overestimate subsequent 

dilution, even if the outfall is in coastal waters. To attain the subsequent dilu- 

tions predicted by the 413 law at large travel times, a significant amount of dilu- 

tion water must be available. Since many outfalls. particularly small ones, are 

often not too far frun shore, the entrainment rate of dilution water can Be restricted 

by the presence of the shoreline and the depth of the water. The wastefield from 

diffusers located further offshore might entrain water at a rate corresponding to the 

412 law for an initlal period of time. As the wastefield widens significantly, the 

rate of entrainment could decrease, and the 4/3 law no longer be obeyed. 

WMn trdvel times are small (e.g., 12 hours or less), there is less discrepancy 

Betweenthe'two methods of calculating subsequent dilution, except for the very small 
inititi wastefield widths. 

' Figure VI-33 shams an outfall which extends about one mile offshore. At the end 

. of tne outfall is a multiport diffuser, 800 feet in length. 

! 
Occasionally, fecal 

coliform Bacteria counts as high as 10.000 HPN/lOO ml have been detected in the 
1 effluent of the treatment plant. 

i The allowable fecal colifonn level at the shellfish harvesting area inshore 

i of the diffuser is 70 MPN/lOO ml. Typically, the ambient current is parallel to 

i snore so that effluent is not carricd onshore. However, when wind conditions are 

right, onshore transport has been observed, and the sustained transport velocity 

is 4 cm/set (0.13 ft/sec). 

! 
Detennrne whether the colifonn standard is likely to 

be violated or not. Other information needed is: 
I 

i 
Colifonn decay rate = l.O/day 

Minimum initial dilution - 35 

I 
-e-e- -- -a----.----- EXAMPLE VI-15 --_-_-*---_-_-.---.--- 1 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

I The width of the diffuser is 800 feet and will be used as the initial 

i field width. Note, however, that the diffuser is not exactly perpendicular 

to shore, so that the initial fie Id width is probably less than 800 feet in 

the travel direction. Using 800 feet iS conservative because subsequent dilution 
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i FIGURE VI-35 OUTFALL VOCATION, SHELLFISH HARVESTING AREA, AND ENVIRONS! 

I 
I 

I 

will bedomuhat lower under this asrurrption. 

The colifom count following initial dilution is, using Equation VI-66: 

10000 
cf = 35 

I = 290 HPN/lUl 01 

The travel the to the shore is: 

5280 
l 11 hours 

I 

I 

I 

Interpolating from Table VI-24, the subsequent dilution is about 2.6. 

Using Equation VI-79. the colifonn concentration at the shoreline is: 

I 

- 
290 

C-2.6-4 
[ I 

-1 x5 

- 70 MPN/lOO ml 

I 

The predicted collfom count is equal to the water quality standard. Since the 

subsequent dilution was conservatively estimated, it Is possible that actual 

colifom counts will be less than 70 MPN/IOO al. However, the prediction does 

indicate that careful mnitorlng of colifom levels at the shoreline Is needed to 

i 
i 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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1 see that the standard Is not viOlated. Since shoreward transport of effluent is I 

i infrquent, sampling has to be conducted at times when the transport iS shoreward; 1 

i otherwise detected colifonn levels might not represent worst-case conditions. i 

i i .-m-e-s---m-m-s-. END of EXAMPLE ~I-15 .---.-----_-----.---. 

6.5.7 Farfield Oissolved Oxygen Depletion 

Oxygen demanding materials contained in the effluent of wastewater treatment 

plants can produce dissolved oxygen deficits following discharge of the effluent into 

receiving waters. A method will be presented here to predict the depletion following 

discharge from a marine outfall. The most critical cases occur when the plume and 

wastefield remain submerged, so that reaeration does not occur. The analysis presented 

here is applicable to submerged plumes only. When the wastefield is mixed uniformly 

across the estuary, the methods presented earlier in Section 6.4.5 are applicable. 

The oxygen-demanding rwterials fn the wastewater are the sum of the carbonaceous 

and nitrogenous materials (CLOD and NBOD, respectively). It is possible that the 

nitrogenous demand might not be exerted if a viable background population of nitrifiers 

is absent fraa the receiving water. Under these circumstances, the wastefield is 

likely MI be disoersed before the nitrifying population can increase to numbers 

capable af oxidizing the NBOD. The user can perform analyses wlth and without NBDD 

exertion and then determine tiether NBOD is significant or not. If it is, it is 

suggesteM that some sampling be conducted to find out whether nitrification is 

occurring. 

The dissolved oxygen concentration in the receiving waters can be expressed 

as d function of travel time as follows: 

r 1 

where 

OOf - DOa 

DO(C) = Doa + 
OS 

(VI-84) 

DO(t) - dissolved oxygen concentration in d submerged WaStefield as a 

function of travel time t, mg/l 

DDd = ambient dissolved oxygen concentration, mg/l 

DOf n dissolved oxygen concentration following initial dilution 

(see Equation VI-75) 

k - BDD decay rate 

Lf - ultimate BOD concentration above ambient at the completion 

of initial dilution 

Ds - subsequent centerline dilution. 

Equation VI-84 expresses the dissolved oxygen deficit which arises due to an initial 

deficit at the CoapletiOn Of initial dilution (DOf-DOa) plus that caused by 
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elevated BOO levels in the water colrann (4). The elevated BOD level is tither 

the CBOD or sum of CBOD and MOD. The initidl dissolved oxygen deficit tends to 

decrease at longer and longer travel times because SUbSqUent dllutior, increases. 

However, BOO is being exerted siwu\taneaJsly and tends to cause the dissolved oxygen 

level to drop. Depending on the particular cast being analyzed, one influence can 

dominate the other uver a range of travel times so that a tinimm dissolved oxygen 

level can occur tither ianrdiattly following lnltirl dllutlon, or at a subsequent 

travel time. The following txmlt illustrates both cases. 

,----w----------.-s EXAHf'LE VI-16 ------r-----r--.-------, 

i i 
i A municipal wastewater treatment plant dlschargts 4ts effluent through i 
i an outfall and diffuser system. The wxluum daily CBOD value is 270 mg/l. 

i 
’ and the critical initial dilution is 114. 
I 

Llmlted analyses have ken performed on i 
i 

IWO and the results vary widely, from 0 to 66 rag/l. The length of the diffuser 

is 500 m (1,640 ft) and can be used as the inltlal sewage field width. Determine 
i 

i 
i 

the dissolved oxygen deficit produced by the discharge, assuming the wasttfitld i 

remains submerged and the ambient dissolved oxygen concentration is 7.0 mg/l. i 
i The BOO concentration at the corrplttion of initial dilution Is: i 
I E = 2.4 ag/l,BQ05 

t 
r 3.5 mg/l, BOO-ultimate 

! The dissolved oxygen concentration at the cargletion of initial dilution 

is (from Equation VI-X): 

I 

I 

t 

I 

I 

I 

I 

- 

OOf 7.0 [ 

0.0 - 66. 7.0 

9 + 114 1 
l 6.4 mg/l, uncn IODD - 66 

or 

0.0 - 0.0 - 

Dof 

7.0 

*. 7.0 + [ 114 1 
- 6.9 q/l, when ID00 l 0 

I 

i 
fat field 

Mote that the IWO of 66 rig/l produces a deficit of 0.6 mg/l. 

Since values of IWO vay widely due to the limited analysts. the 

oxygen depletion curves will be calculated for the following three IDOD 
and 66 mg/l. A BOO decay rate of 0.2Jday is used. Yhtn IDOD l 66 ng/1, 

‘s: i 
0, 40, . 

the 

I 

I 

I 
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fol loui nq oxygen depletions art prtdicted: 

Travel Timt(hr) DOa-DO, (Equation VI-84) 

0.6 

0.5 

0.4 
0.4 
0.4 
0.4 
0.4 
0.4 

0, (Table VI-24) 

1. 
~~ 

1 

4 
8 

12 
24 
48 
72 
96 

1.4 
1.9 
2.3 

3.2 

4.6 

5.5 

6.3 

I 

i 
These results art plotted in Figure VI-34 (Curve A), along with the casts for ID00 

i 
= 40 mq/l (Curve B), and 1000 = 0.0 mg/l (Curve C). 

1.0 
1 Curw BOO, lUIlnaro) IDOD. mg!l 

I 0.9 - fl] I 
c 0.6 

P 
- = 0.7 

2 
$ 0.6 
s 
,P 2 0.5 

: I 0.4 
0 

j 0.3 

I 
I 
I 
I 

I I 
I I 

I 

i 
i 

i 
i 
I 
i 
i 
i 
i 

i 

0.2 

0.1 

TI8V.l tme: chys 

FIGURE VI-34 DISSOLVED OXYGEN DEPLETIONS 
VERSUS TRAVEL TIME 
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I when the IDO0 is 66 mg/l. the naxiuum dissolved oxygen deficit is 0.6 mg/! 1 

i and occurs at the completion of tnftldl dilution (a travel time of 0.0 hr). Thus, 1 

i the processes which occur during initial dilution arc mn SlgnifiCant tllan the i 
‘ subrquent BOD exertion. Curve C (IDOD I = 0.0 lag/l) shows the oppostte situation: i 
i farffeld %OD exertfun f~ ptl8Mffly Fe!i~t?Sib?c fW the Caa%i#U#~ OQgan dcp)ction of 

i 

i 
0.3 rig/l.. The middle curve (Curve 6) shows the case when the oxygen depletion 

i 
i 

remains relatively constant over time and both the near field and farfield processes , 

are inportdnt. I 

i In swmary, when the 1000 is above 40 mg/l, in this example the maximum i 

i oxygen depletion is controlled by the processes occurring during Initial dilution. i 

i blhen IDOD IS be10w 40 mg/l, 80D exertion in the far ffeld is primarily responsible 
i 

i for the oxygen depletion. For primary treatment plants, IDDD values of 66 mg/l i 
8 are atypical; values from 1 to 10 mg/l are nuch wre cowon. Depending on 
I 

i 
whether the state dissolved oxygen standard is violated by Curve A, the user might 

i 

need to make further IO00 determinations to firmly establish the true range of i 
1 IDOD values. i 

I I 
---------m-----. END OF EF,AMP~ v$-l6----------------------------: 

6.6 THERt%X F'OUUTION 

6.6.1 &!ncrSl 

The mstnCt of one or more maJor heat sources can have d SigniflCdnt inpact on 

both the local biotic cofmwnity and local water quality. As a FeSult, consideration 

of significant thennal discharges by the planner iS essential in any comprehensive 

water quality analysis. Thermal power plants account for the vast majority of both 

the number of thermal discharges and the total thermal load. However, some industrial 

processes generate significant amounts of excess heat. 

The most important of the impacts of heat discharge are: 

l Ecological Effects: Water tcnperature increases change the productivity 

of planktonic and many benthic species. As d result local cormunity 

structures are altered. Many of the species benefited by wanner con- 

ditions (e.g., blue green algae) may De considered to be undesirable. In 

addition, many species can perform certain life cycle functions only 

within a limited tcnperature range. Elevated tcnperatures may prevent 

fonw? species fran completing one or more life stages, thus disrupting 

the reproductive cycle and destroying the stability of the population. 

0 Water Qualtty Effects: figure VI-23 showed the relative effect of 

salinity and ambient tenpcrature on oxygen saturation. Fran this 
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figure, note that d lO*C* rlre In temperature decreases the oxygen 

saturation concentration by 1.5 to 2.0 mg/l. 

0 Sediment Effects: EstudFine SedimentdtiOn rdteS are increased by 

incredslng local water column tmverdture. The significance of this 

increase was discussed by Parker and Krenkel (1970). They concluded 

that not only are stdifItentdtiOn FdteS inCFedSCd, but VeFtiCdl particle 

sire distribution, partlclc fall velodty, and thus bottom conposition 

are also affected. 

a Beneficial Effects: The effects of thermal discharges are not all 

negative. It hdS been shown for example, that marine biofouling is 

substantldlly reduced in wdrmcd waters (Parker and Krenkel, 1970). in 

fact, the recfrculation of heated discharge through the condenser has 

proven to be a less expensive dnd equally effective method of biofouling 

control than chlorindtfon for several Cdllfornta coastal power plants. 

Estuarine contact recreation potentials are fncreascd by increasing 

local water temperatures, and cxtrane northern estuaries hdvt reduced 

winter ice coverage as a result of thermdl discharges. 

6.6.2 Approach 

A number of the algorithms which appear In this section were originally prepared 

by Tetrd Tech, (1979) for the Electric Power Research Institute. The thermal screening 

approach .for estuaries is composed of procedures that can be used to evaluate the 

follDwi~,standards: 

A Ibe AT Criterion: The increase in temperature of water passing through 

the condenser dust not exceed a specified IMxifIUm. 

l The Haximum Discnarge Temperature Criterion: The temperature of 

the heated effluent nust not exceed a specifiecl maximum. 

l The Thermdl Block Criterion: The cross-sectional area of an estuary 

occupied by temperatures greater than a specified Value must not exceed 

a specified percentage of the total area . 

0 The Surface AFed Criterion: The surface area covered by isnthenns 

exceeding a specified temperature increment (above ambient) Irust 

not exceed a specified maxinum . 

+ The Surface lemperaturc Criterion: No discharge shall cause a surface 

Water KeIIIPeFatUFe rise greater than a Specified maximum above the 

natural tmperature of the receiving waters at any time or place. 

Table VI-25 presents a summary of the information needed to apply the therma\ 

screening procedure. Data needed for the T criterion and the maximum discharge 

KemPeratUre Criterion were included earlier in the thermal screening section for 

*Such a rise IS comnon near power plant thermal plumes. 
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TABLE VI-25 

DATA NEEDED FOR ESTUARY THEWl SCREENING 

Surtrcr .P” 

20 

-. 

22 

. . 

9.0 
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rivers and are not repeated here. That the maxlnum discharge temperature criterion 

for rivers can be applied to estuaries assumes the intake telnpetature is near ambient, 

and that tidal actjon does not cause significantly elevated tcnperatures near tne 

Intake. 

6.6.3 Application 

The AT criterion and the effluent tmperature criterion can be evaluated 

first following the procedures outlined in the rfver thermal screening section. 

The maximum allowable flow rate through the plant, which needs to be identified 

for use in evaluating those criteria, may not always have a readily determinable 

upper limit, unlike plants sited on rivers. For estuaries that are essentially 

tidal rivers, a fraction (say 202) of the net freshwater flow rate might be used as 

an upper limit. 

The remainder of the estuary physfcal screening procedure consists of evaluating 

the following three criteria: the thermal block, the isotherm surface area, and the 

surface water temperature criteria. &cause of the colrplexity of the flow field in 

estuarles, slack tide conditions have been chosen as a basis for computations when 

possible. It is during these conditions that the effects of plume momentum and 

buoyancy re propagated the greatest dlstrnce across the estuary frun the discharge 

site. It is also during slack tide that the thermal block Is most llkely to occur 

because I& the absence of an ambient current that normally enhances plume entrainment 

of ambient water. 

As the plume spreads across the estuary, the methodology assumes it to be 

vertically mixed. Although most plumes do not generally exhibit this behavior due to 

such effects as buoyancy and stratification, this approach will roughly estimate the 

CdPdCity Of the estuary dt the power plant location t0 assimilate the excess heat. 

In some instances. when the estuary Is relatively narrow, the plume may extend 

dcross the estuary’s entire width. In these cases (guidelines dre given later to 

determine when this occurs) the near field momentum approach can be used. By using 

the well mixed assumption (even If the actual estuary is stratified) a lower limit on 

the expected trmperdture elevation dcross the l studry is obtained. 

6ldCk tide conditions will also be used to evaluate the maximum surface tenperd- 

ture produced by a submerged discharge. Both vertical ly homogeneous and linearly 

stratified conditions can be evaluated. 

6.6.3.1 EVdlUdting the Thermal Block Constraint 

Based upon momentum considerations, the reldtionship between the AT 
Y 
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isothtnn and the distance (y) it extends frcan the discharge point is given by 

(Utigcl, 1964): 

for y >y, (VI-85) 

where 
ATc = tcaptraturt rise across the condenser (r) 

Al 
Y 

= tcmptrature excess at a distance y from the discharge outlet ('F) 

Y = distance measured along the jet axis originating at the discharge 

point (m) 

YO 
= virtual source position (n). 

The virtual source position is usually about two to ten tires the diameter 
of the discharge orifice. The equivalent dieter of a discharge canal is the 

diameter of a circle whose cross-sectional area is the same as that of the discharge 

canal. 

Brooks (1972) has shown that for round oriflccs, the virtual source position is 

approximately six times the orifice diiuaeter. At the virtual discharge posltion Cy l 

yo) the average excess temperature is approximattly 70 percent that at the 

discharge location. 

Since one of the assumptions used in developing Equation VI-85 is that momentUrn 

Is consewed along the jet axis, an upper limit on y mrst be established to prevent 

the user Fun seriously violating this assumption. The upper limit can be chosen to 

be where the Plume velocity rtas decreased to 1 ft/sec or 0.31 meters per second. 
This implies that the minimum Ai 

Y 
that can be evaluated using the equation is: 

AT 
(LTJmln = 0.3 $ 

P 
(VI-861 

where 

U 

(5 ) 

= exit velocity of thennal discharge (m/s) 

y min 
= minimum excess temperature that can be evaluated 

using Equation VI-86 (r). 

This constraint generally does not restrict practical application of Equation 

VI-85. 

Using the value estimated by Brooks (1972) for the virtual source position, 

Equation VI-85 can be rewritten as: 

Y = 3DP for y 2 6Dp (VI-87) 
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The distance, then, to the ATtb fsothena (the lsothtra tstabllshing the thermal 

block) is given as: 

'tb 
,for Afti ,’ (AT ) . y mln 

(U-88) 

The cross sectional area to the ATtb isotherm Is (assuming the plume 

remains vertically mlxtd): 

AC = ytb atb (VI-89) 

where 

AC 
= cross sectional area measured out to thd distance ytb (a~~) 

a = average water depth over the distance ytb (n). 

If Atb< Atb (where A tb is the cross sectional area that legally 

defines aCthtnaal block, e.g., 25% of the total estuary cross stctional area) then a 

thermal block does not develop. 

If the estuary is sufficiently narrw so that ytb as found by Equation 

VI-88 equals or txcttds the width of the estuary, the approach given above should not 

be ustd. Instead, a steady-state well mixed ATss can be found as follows: 

ATss * 
ATc Qp 

4R' + W A, EL W(oCp l 24 l 3600) 
(VI-90) 

where 

ATss 
l steady state well mi xtd excess tcnperaturt (OF). 

In this steady state approach, ATss can no longer be estimated independently 

of the tstuarint flow field characteristics. The surface transfer coefficient 

K can be determined by reference to the equilibrium tanperaturt discussion jn 

the river them1 screening section. Although the tquilibrium tanptrature does 

not appear explicitly in Equation VI-90, Its effect is indirectly included since K 

can not be dettimintd independently of E. In the process of finding K, the ambient 

surface water tmtraturt of the estuary generally should not be assuned to be at 

equilibrium because of the ccnnbintd influence of ocean and river water (TRACOR, 

1971), each of rrhich may be at different taaptratures. 

The dlsptrsion coefficient, EC, is dependent on estuay characteristics. 

A value obtained frcxm Past studies in the vicinity of the power plant site should be 

used if pOsSiblt. Alttrnativtly, the lrrthods and data provided earlier in Section 
6.4.5 can be used. 
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6.6.3.2 Surface Area Constraint 

The surface area constraint can be evaluated caploying the same approach 

ustd to evaluate tht thermal block constraint. Before beginning, Equation VI-86 

should be evaluated to ensure that Alsa exceeds (AT y m,ng since (AT,Jmin ) . 

establishes the minimum excess isotherm that can be evaluated using these methods. 

The distance offshore to the d,, fSOthtr'm (the isotherm associated with the 

legal surface area constraint) can be found as: 

Y sa 
= 3D 

P 
for y ,> 60 

P 
(VI-91) 

ysa 
= distance offshore at ATsa isotherm (m). 

The surface area enclosed by that ATsa isothtm can be estimated as: 

where 
AS=6Dp (uo;Dp)+(ys,-6Dp)~ [I+%) (VI-92) 

2 

u. - G- 
P ds 

Uhtn the estuary depth drops off rapidly from the outfall location, an appropri- 

ate average depth would be the depth to the bottom of the discharge orifice. If 

AS < A sa, ehen the surface area constraint is not vlolated. 

When Y a exceeds the width of the estuary, Equation VI-92 should not 

be used tu Tind As. Instead, a surface area based on steady state, well mixed 

conditions is mqte appropriate and can be found from the following expression: 

mere 

u = width of estuary (m) 

C = l/t 
1 

+ (QUL/WpAtD l 24 l 3600)) 1 
C2 = 112 +&R/A&P + W($,A,D: - 24 l 3600)) 1 

AT*S was given by Equation VS-90. 

Uhen As L A,, the surface area constraint is not exceeded. 

(Vl-93) 

6.6.3.3 Surface Ttmperature Constraint 

This section provides a method for estimating the surface twrptrature of a 

buoyant plume resulting from a subsurface discharge. Slack tide conditions and 
a horizontal discharge configuration art consldereo. A horizontal configuration 
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should approximate condltlons under unlcn tne lowest ~xl~m surface water tenpera- 

ture excess is attained. 

Yhen the ambient uater density is constant over depth the following two dimension- 

less parameter groups are needed: 

(IV-941 

and 

F (Froude Number) = 

1.07 up 

JG - P 
P DPg 

(VI-951 

After calculating G and F, Figure VI-35 can be used to find So, the centerline 

dilution relative to the virtual source POSltfOn. Fran this information, the maximum 

surface temperature elevation can be estimated as: 

AT ATC 
surface =l.lSS, 

If AT 
surface < ATst (the legal allowable surface tcnperature excess), the surface 

temperature constraint is not violated. 

In cases where the estuary is stratified more often than not at the power 

plant Sfife, the maximum surface temoerdture calculation would more appropriately 

be performed under stratified conditions. If the stratification is substantial, 
it 1s possible the discharge may be prevented from reaching the surface entirely. 

A procedure is given here for a linearly stratified environment. Under stratified 

condltionf the maxinrrm height of rise of the thermal plume can be estimated by 

(Broors, 1972): 

2 max 3.86 F'i T "a (VI-971 

where 
1.07 u 

F = 

T I 0.87 (of - c ) 

DP (+I 

z 
max = maximum height of rise of thermal plume (m) 

GP 
ax 

= linear density gradient (kg/m3/m). 
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F (Fran& Numbr~ 

FIGURE VI-35 CENTERLINE DILUTION OF ROUND BUOYANT 
JET IN STAGNANT UNIFORM ENVIRONMENT 

(AFTER FAN, 1967) 

Using Equation VI-97, the maximum rise of the thermal plume can be estimated. 

If It is less than the depth of water, the plume remains submerged. If, however, 

2 lMx exceeds the water depth, the plume will surface. In this case the mthods 

given previously for the nonstratified case can be used to estimate the maxiaum 

surface temperature where the ambient water density should be chosen to be the 

depth-averaged scan. 

6.7 TURBIDITY 

6.7.1 Introduction 

Turbidity is a masure of the optical clarity of water and Is dependent upon the 

light Scattering and absorption charactcrlstics of both suspended and dissolwd 
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not yet fully agretd upon, and varies fran equivalence with the scattering coefficient 

(Beyer, 1969), to the product of an extinction coefficient and nmsured pathlength 

(Hodkinson, 1968). and to the SM of scattering and absorption coefficients (VandeHulst, 

1957). Turbidity affects water clarity and apparent water odor, and hence is of 

aesthetic significance 

results in a decreased 

Turbidity levels 

and spatial dimensions 

. It also affects light penetration, so that increased turbidity 

photic zone depth and a decrease in priory productivity. 

in an estuary are likely to vary substantially in both t-oral 

. T-oral variations occur as a function of seasonal river 

discharge, seasonal water tanperature changes, instantaneous tidal current, and wind 

speed and direction. Spatially, turbidity varies as a function of rater depth, 

distance fran the head of the estuary, water column bianass content, and salinity 

level. Much of the complexity in the analysis of turbidity results from different 

sources of turbidity responding differently to the controlling variables mentioned 

above. As an example. increased river discharge tends to increase turbidity because 

of increased inorganic suspended sediment load. However, such an increase curtails 

light penetration, thus reducing water column photosynthesis. This, in turn, reduces 

the biologically induced turbidity. 

Methods crrployed to monitor turbidity include use of a 'turbidiaeter'. Light 

extinctmn raOasurements are coawnly given in Jackson Turbidity Units (JTU) which are 

based or? tne turbidity of a standard clay suspension. &ice standardized, this 

arbitrq scale* can be used as a basis to measure changes in turbidity. The turbid- 

ity calibration scale is given in APHA (1980). From a masured change in turbidity a 

relative chaoge in water quality may be inferred. Estudrine water is almost dluayS 
extremely turbid, especially when compared to ocean or lake waters. 

The JTU scale is not the only available turbidity scale. In 1926 Kingsbury 

and Clark devised a scale based on d Formarin suspension ndim which resulted 

in Fonnazin Turbidity Units (FTU's). More recently volume scattering functions 

(VSF) and volume attenuation coefficients have been proposed (Austin, 1974). 
However, JTU's are still mOSt cmnly used ds an indicator of l stuarine turbidity 

levels. 

As a rough indication of the wide variations possible in turbidity, Figure 

VI-36 shows suspended solid concentrations for the various sub-bays of San Francisco 

Bay for one year (Pearson, et al 1967). - -' The solid line shars annual wan concentra- 

tions while the dashed lines indicate concentrations exceeded by 20% and 80% of the 

samples taken at each station over the one year time period. These variations at 
stations located near bay heads (left and right extremities of Figure VI-36) typically 

exceed 300% of the annual 20th percentile values. Use of extreme hi gh/lou values 

would voduce correspondingly larger annual variations. 

*The JTU scale is an arbitrary scale since it cannot be directly related to physical 
Units when used as a calibration basis for turbidimeter measurement. 
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FIGURE VI-36 MEAN SUSPENDED SOLIDS IN SAN FRANCISCO BAY 

FROM: PEARSON EI k., 1967, PG V-15 

6.7.2 Ptuceaurc to Assess Impacts of Wastewater Discharges on Turbidlty or Related 

Pawmeters 

Numerous States have enacted water quality standards which limit the allowable 

turbidity increase due to a wastewater discharge in an estuary or coastal water body. 

The standards, however, are not always written in terms of turbidity, but are sometimes 

expressed as surrogate parameters such as light transmittance or Secchi disk. The 

following three standards provide illustrations: 

For class AA water in Puget Sound, State of Washington: 

Turbidity shall not exceed 5 NTU over background turbidity when the background 

turbidity is 50 NTU or less, or have more than a 10 percent increase in 

turbidity when the background turbidity is more than 50 NTU. 

For class A water in the State of Hawaii: 

Secchi disk or Secchl disk equivalent as "extinction coefficient" determinations 

shall not be altered mDrc than 10 percent. 

For coastal waters off the State of California: 

The transmittance of natural light shall not be significantly reduced 

at any point outside of the initial dilution zone. A slgnlf4cant difference 

is defined as a statistically significant difference in the ueans of two 

distributions of sampling results at the 95 percent confidence level. 
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These standards illustrate the need for developing interrelationships between turbidity 

related parameters, since data might be available for one parameter while the state 

standard is expressed in terms of another. Based on these considerations methods 

will be presented to: 

a Predict the turbidity in the receiving water at the cawletion of 

initial dilution 

0 Predict the suspended solids concentrations in the receiving water at 

the Completion of initial dilution 

a Relate turbidity and light transmittance data 

0 Relate Secchi disk and turbidity data. 

By treating turbidity as a conservative parameter the turbidity in the receiving 

water at the conpletion of initial dilution can be predicted as: 

T 
- Ta 

Tf m Ta + -Is, 
(VI-98) 

where 

Tf n turbidity in receiving water at the completion of initial dilution 

(typical units: JTJJ) 

Ta = ambient or bdC&grOund turbidity 

Te n effluent turbidity 

sd - initial dllution. 

IrJtid dilution can be predicted bdSed on the methods presented earlier in 

Sectieu 6.M. Equation VI-98 can be used, then, to directly evaluate those standards 
written in ternIs of maximum allowable turbidity or turbidity increase. 

An expression similar to Equation WI-98 can be used to evaluate the suspended 

solids concentration in an estuary following completion of initial dilution. 

Specifically: 

=f - ss, + 
"e 

- 55, 

'a 
(VI-99) 

where 

SSf = suspended solids concentration at completion of initial dilution. 

mg/l 

55, = ambient suspended solids concentration, mg/l 

55, - effluent suspended solids concentration, mg/l 

'a = initial dilution. 

Consider now a situation where light transmittance data have been collected 

but the state standard is expressed in terms of turbidity. A relationship between 

the two parameters would be useful. Such a relationship can be developed by first 
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considering the Beer-Lambert llw for Ii@ rttchurtlon: 

Td = cw(-ad) (VI-100) 

bthcre 

Td l fraction of light trmsmlttd over a depth d, dimensionless 

a - light attenuation, or cxtlnctlon coefflclent. per rtcr 

d - vertical distance between two locrtlons where light Is measured, 

emten. 

Austin (1974) has shwn that the attenuation coefficient Is expressible In terms of 

turbidity as: 

o - k . JTU (VI-101) 

where 

JTU l turbidity, in Jackson turbldlty units 

k = coefficient ranging from 0.5 to 1.0. 

Corabining Equations Vl-100 and VI-101 the turbidity is expressible as: 

JTU = - 2 In Td 

The increavd turbidity (JTU) Is expressible as: 

AJTU=& In 

where 

- light transmittance at the final turbidity 

= light transmittance at the initial turbidity. 

(VI-102) 

(U-103) 

,-~-~---.------------~-E~~~ VT-17 ----------------------. 

I I 

i Vertical profiles of several water quality parameters, Including percent i 

i light transmittance. have been colltcted in the vicinity of a unicipal wastcwater i 

i discharge in Puget Sound. Figure VI-37 shows each of the three profiles. If the i 
I maximum allowable turbidity increase Is 5 NTTJ, does the discharge, based on the i 

i 
light transmittance profile shwn in Figure VI-37 violate this requirement? 

It is knwn that the wastefield Is subrcrged between about 10 to 20 m 
,i 

i 

i 
below the water's surface. Light transntlttances at these depths are about 

i 

i 
18 to 20 percent. Deeper within the water column light transmittances are i 
at background values of about 55 percent. Mote that in the top fw mete- the I 

i i 
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l -O/o Light tr8nsmlssion 
0 10 20 30 40 50 60 TO 80 90 l?C 

I -Density UT 
14.0 15.5 17.0 18.5 20.0 21 5 23.0 24.5 26 0 27 5 29 5 

A - Salinity o/o0 
170 lel.5 20.0 21.5 23.0 24.5 26.0 27 5 29.0 30 5 32 5 

FIGURE VI-37 WATER QUALITY PROFILE 3~ SELECTEZ PARAMETERS 
NEAR A MUNICIPAL OUTFALL IN PUGET SOUND, 
WASHINGTON 

light transmittances are Between 0 and 10 percent. These low transmittances are 

not due to the wastefield, but rather are caused by a lens of :urtig freshudter. 

Consequently, the following data will be used here: 

k - 0.5 

d = lm(i.e., percent transmittance measured over I nt) 

T 
d2 

* 18 percent 

'd = 55 percent. 

The turbid ty f increase is: 

AJTU = & In g = 2.2 JTU 
1 1 

I 

i 

I 

i 

I 

I 

i 

i 

i 

i 
i 

i 

i 
i 
i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 

i 
i 
i 
i 

i 

I 

i 

i 
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I Assuming JTU and NTU units are cquivaltnt (EPA, 1979). then the increased turbidity I 

i is less than the 5.0 NW allowable. I 

i It is of interest to calculate the percent light transmittance within the I 

i plume that would cause a S NTU Increase In turbiddty. Using a typical background i 

9 light transmittance of SO percent found in central Puget Sound, the mininum light I 
; 

I 

i 
trrnsml ttance (Td ) is computed to be: 

2 
for k = 0.5 

i 

i Td2 - 
4 percent 
0.5 percent for k - 1.0 i 

I Light transmittances as low as 0.5 to 4 percent have been found clue to causes I 

i other than the plume (e.g. plankton bloat and fresh water runoff), but the i 

i lowest light transmittances associated with the plume have been abwt 18 percent ; 

' per meter. 
1 i 

i --------------me END OF EunPLE VI-17 i ----..-.-w-m-e--- --we- 

Secchi disk and turbidity can oe related to each other in the following manner. 

Assume that the extinctlon coefficieht of visible light (a) is directly proPor- 

tional to Eurbipity (T) and inversely proPortIona to Secchi disk (SD), or: 

a l k,T (VI-104) 

and 

a 8 k2 
50 (VI-105) 

where kl and k2 are constants which have not yet been specified, These two rela- 

tionships have theoretical bases. as discussed in Austin (1974) and Graham (1968). 
&Mining those two expressions, the relationship between Secchi disk and turbidity 

becomes: 

T l 
k2 l 

FSD 

Typical values of k1 and k2 are: 

k1 = 0.5 to 1.0. where T is expressed in JTU's 

k2 = 1.7 when Secchi disk is expressed in meters. 

Thus Equation VI-106 provides a mttmd of correlating turbidity dnd Secchi disk 

data. 

Uhen state standards are rrltten in terms of Secchi disk, it Is convenient 

I-106 1 



to comblnc Equations VI-98 and VI-106 to yield: 

+ k-k 

'a 

SD42 = [(*-+)‘a+$]“ 

(VI-107) 

(U-108) 

when 

SDf - minimum allowable Sccchi disk reading in receiving water such 

that the water quality standard is not violated 

SDa = ambient Sccchl d4rk readlng 

sa = mfnimum Inltlal dilution which occurs when the plume surfaces 

'f - Secchl disk of effluent. 

Since Secchl disk measurunents are made from the water's surface downward, crltical 

conditions (in tenm of the Secchl dlrk standard) will occur when the initial dilution 

is just rufflcient to allow the plume to surface. It Is notable that maximum turbidlty 

or light transmittance fmpactr of a wastewater plume will occur when the water column 

is rtrqffid, the plume remalnr submerged, and initial dllutlon is a minisum. Under 

these ‘CIW condltlons, however, Secchi disk readings might not be altered at all. if 

the plun Is trapped below the water's surface at I depth exceeding the ambient 

Secchl disk death. 

,---w-----------s--- EXA,@,J VI-18 -_-.-------_---_-----_ 
I I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

A municipality dlschargcs its wastcwatcr through an outfall and diffuser 

system into an anbayment. The state standard specifies that the minimum allowable 

Secchl disk is 3~. Determine whether the discharge is likely to violate the 

standard. Use these data: 

I 
I 

“a * 5 to lQn, observed range i 
‘a = 75, minimum initial dilution when the plume surfaces I 

One mthod of approaching the problem is to assume that vlolatfon of the i 
water quality standard is incipient (i.e. SDf = 3n). Under these conditions 

the effluent Secchl disk would have to be: 
i 
i 

SD, R [(-&--&) Xi+-&]-‘=o.lm 

I 
I 

= 4 inches 
I 
I 
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1 Thus, If the Secchi disk of the effluent exceeds 4 Inches. the standards will not I 

i be violated even under these Critical conditions. It would be a simple mtter to 1 

i neasure the SecchI dj fk of the treated effluent to see Whether the standard could i 
i be violated or not. i 
I -*__-w---------a ErJD Q Eu)@u VI-l8-----------.---------I 

6.8 SEDIMENTATION 

6.8.1 Introduction 

Like turbidity, rediaentatfon 1s a ultlfrceted phenomenon In estuaries. As 

in rivers, estuaries transport bed load and suspended sediment. However with the 

time varying currents in cstuarin, no equilibriux! or steady state conditions can be 

achieved (Ippen, 1966). Addltionally, Aila any given reach of a river has reasonably 

constant water quality conditions, an estuary can vary fraa fresh water (1 ppt. 

salinity) to sea water (30 ppt. salfnlty), and from a nomally rllghtly acidic 

condition near the head to a slightly basic condition at the routh. The behavtor of 

many dissolved and suspended sedimnts varies subrtantlally across these pH and 

salinity gtadients. Many colloidal particles* agglomerate and settle to the bottom. 

In gener&k all estuaries undergo actlvc redirntation which tends to fill them in. 

It is also-true for essentially all U.S. estuaries that the rate of accufwlation of 

sediment k liticd not by the available sources of sedincnt but by the estuary's 

ability to scour unconsolidated sediments fran the channel floor and banks. 

6.8.2 Oualitativc Description of Sedimentation 

Before presenting what quantitative Infomatlon is avallable concerning sediment 

distribution in an estuary, a qualitative description of sedinrnt sources, types and 

distribution ~111 be helpful. Sedi#nt sources aray be divided Into two general 

classes: sources external to the estuary and sources internal to the estuary (Schultz 

and Simmons, 1957). The major sources of stdfmcnt within each cateaory art shown 

below. By far the laqest external contributor is the uprtrcuu watershed. 

1. External : 

l Upstream watershed 

l Banks and strtan bed of tributaries 

0 Ocean areas adjacent to the routh of the estuary 

0 Surface runoff frola land adjacent to the estuary 

Colloidal particles art particles wnall enough to remaln suspended by the random, 
thermal #,tion of the water. 
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0 Yind borne sediments 

0 Point sources (rarnicipal and industrial). 

2. Internal: 

# Estuarint marsh areas 

0 Wave and current resuspension of unconsolidated bed aWefiaTS 

0 Estuarine biologlcal activity 

a Dredging. 

General characttrfzatlons of U.S. trtuarlne sediments have been made by Iwen 

(1966) and by Schultz and SiImtonS (1957). Many Individual case study reports are 

available for sediment characterization of mDst of the larger U.S. estuaries (i.e. 

Columbia River, San Francisco Bay, Charles Harbor, Galveston Bay, Savannah Harbor, 

New York liarbor, Delaware River and Bay, etc.). In general, l stuarint sediments 

range from fine granular sand (0.01 In. to 0.002 in. in diameter) through silts and 

clays to ffne colloidal clay (0.003 in. or less in diameter) (Ippen, 1966). Very 

little, if any, larger material (coarse sand, gravel, etc.) Is found in estuarine 

sediments, Sand plays a relatively mfnor role in East Coast, Gulf Coast and Southern 

Pacific Coast estuaries. Usually It constitutes less than 52 by volume (252 by 

weight) of total sediments for these estuaries with most of thfs sand concentrated 

near the estuarine nxwth (Schultz 6 Simmons, 1957). 8y contrast, sand Is d major 

element fn tstlrarint shoaling for the north Pacific estuaries (f.e., WashIngton 

and Ore- coasts). These estuaries are characterized by extensive oceanic sand 

intrusion intu the lower l stuarlne segments and by extenrfve bar formations near the 

tstudrirba mouth. The rtlatfvt distribution of silts and clays, of organic and 

inorganic iJMt@ial within different estuaries, and, in fact, the dfstrlbution of 

ShOdling and Scour areas within estuaries, varies widely. 

6.8.3 Estuarint Stdimcnt Forces and Movement 

As sediments enter the lower reaches of a rfver and come under tidal influence 

they are subjected to a wide varltty of forces which control their movement and 

deposition. First, net velocities fn the upper reaches of estuarfes dre normally 

lower than river vtlocltits. Additionally, the water column canes under the influence 

of tidal dCtiOn dnd thus 1s subject to perfodr of SldCk water. bring these periods 
coarse sdnd and larger materials settle. The scour velocity required to resuspend d 

particle is higher than that rqulred to carry it In suspensfon. Thus, once the 

coarser particles settle out in the lower river and upper estuarine areas, they tend 

not to be resuspended and carried farther into the estuary (U.S. Engineering District, 

San Francfsco, 1975). Exceptions to this principle can corro during periods of 

extremely high river discharge when water velocitlts can hold many of these particles 

in suspension well into or even through an l stuury. Table VI-26 14str approximate 

Inaximum’d~~oudb~t velocities to avoid scour for various slzts of exposed particles. 

-283- 



TABLE VI -26 

rj~xI:q~ ALLOWABLE CHANNEL VELOCITY TO AVOID BED SCOUR (FPS) (KING, 1954) 

Cl ear Cl tar 
Water 

Uattr trans- 
porting non- 

Udter, Udter, 
trans- colloidal silts, 

Original material excavated Original mattrial excavated no no porting 
colloidal 

detritus ' 
sands, gravels 

detrl tus silts 
or rock 

fragments 

Fine sand 1.50 2.50 1.50 

Sandy lOdm 1.75 2.50 2.00 

Silt loam 2.00 3.00 2.00 

Alluvial silts 2.00 3.50 2.00 

Ordinary firm loam 2.50 3.50 2.25 

VOiC3niC dSh 2.50 3.50 2.00 

Fine gtsvel 2.50 5.00 3.75 

Stiff Cldy 3.75 5.00 3.00 

Graded, loam to cobbles 3.75 5.00 5.00 

Alluvial silt 3.75 5.m 3.00 

Ifaded, silt to cobbles 4.00 5.50 5.00 

goarse gravel 4.00 6.00 6.50 

&obb\ts and shingles 5 .oc 5.50 6.50 

ma1 b and hardpans 6.00 6.00 5.00 

Values dry approximate and art for unarmored sediment (sediment not protected by a 

covering of larger materi al). 

Sediments are subject to gravitational forces and have Siztdtptndtnt settling 

velocities. In highly turbulent water the particle fall velocltier can bt small 

comparea to background fluid notion. Thus gravitational settling occurs chiefly In 

the relatively quiescent. shallow brtas of estuaries or during perlodr of slack 

water. b mtntionta earlier, particle settling attains a maxinum in each tidal cycle 

during high water slack and la wattr slack tides. During periods of peak tidal 

velocity (approximately half way between high and low water) rtsuspens~on of unconroli- 

dated stdiwnt may occur. Thus during a tidal cycle large volumes of sediment art 

resuspended, carried upstream uith flood flar, depostttd, resuspended, and carried 

downstream on the tbb tide. tily those particles deportted in rtlativtly quiescent 

areas have the potential for long term residence. Compounding this cyclic movement 

Of sediments art seasonal r#vtr discharge variations which alter estuarine hydro- 

dynamics. Thus, sediment masses tend to shift fran one part of an estuary to 

anothtr (Schultz and S11ra,ns, 1975). 
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As fresh waters encwnter areas of significant salinity gradients extremely 

fine particles (primarily colloidal clay minerals) often destabilize (coagulate) 

and agglomerate to form larger particles (flocculate). The resulting floe (larger 

agglomerated masses) then settles to the bottont. Coagulation occurs when electrolytes, 

such as magnesium sulfate and sodiun chloride, "neutralize" the repulsive forces be- 

tween clay particles. This allows the particles to adhere upon collision (flocculation) 

thus producing larger masses of material. Flocculation rates are dependent on the 

size dlstrlbution and relative CocrpOsitlOn of the clays and clecttolytes and 

local boundary shear forces (Ippen, 1966, and Schultz and Siraaons, '1957). F 1 

occurs primarily in the upper central StgIMItS of an estuary in the areas of 

salinity increase. 

upon 

occulation 

rapid 

Movement of sediments along the bottom of an estuary does not continue i n a net 

downstream direction as It does in the upper layers and in stream reaches. II n all 

but a very few extremely well nixed estuaries Upstream bottam currents predani nate at 

the mouth of an estuary. Thus, upstream flow Is greater than downstream flow at the 

bottom. This is counterbalanced by increased surface damstream flow. HoWever, net 

upstream flow along the bottom results in a net upstream transport of sediment along 

the bottom of an estuary near the mouth. Thus, sediments and floes settling into the 

bottom layers of an estuary near the muth are often carried back into the estuary 

ratner skan being carried out into the open sea. Consequently, estuaries tend to 

trap, or to conserve sediments while allowing fresh water flows to continue on out to 

sea. mane point along the bottom. the upstream transport is counter-balanced by 

the downstream transport from the fresh water inflow. At this point, termed the 

"null zoae," fhere is essentially no net bottan transport. Here sediment deposition 

is extensive. In a stratified estuary this point Is at the head of the saline 

intrusion wedge. In a panlally mixed estuary it is harder to pinpoint. Nonetheless, 

sedimentation Is a useful parameter to dndlyrt and will be handled in a quantitative 

manner beginning with Stctlon 6.8.4. 

To this point, flou in a fairly regular chdnnel has ken dSSu!Ied. However, 

In many estuaries geomorphic irregularities exist. Such irregularities (e.g., 

narrow headlands) create eddy currents on their let sides. These eddy currents, 

or gyres, slow the sediment mWem&YIt and dllw local shoaling. Additionally, 

large shallow subtldal or tidal flatlands exist in many estuaries. Such dress are 

usually well out of the influence of primdry currents. As a result lOCd1 water 

Ve’lOCititS are usually low and inCrtdStd shoaling Is possible. 

Uind and udves also have d major influence on l stuarint sediment distribution. 

Seasonal wind driven CUrrtntS can signfflcantly alter water circulation patterns and 

associated vtlocltlts. Thfs in turn dettmints, to d ldrge extent, the areas of net 

shoaling and scour throughout an estuary. LOCal wind driven dnd OCtdniC waves cdn 

create signfficant scour forces. Such scwr, or partfcle resuspensfon, is particularly 
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evident in shallow areas where significant wave energy is present at the sediment/ 

water interface. Local wind driven waves are a lrajor cwntetbalancing force to low 

velocfty deposition in many shallow l stuarine areas (U.S. Engineering District, San 

Francisco, 1975). 

Finally, oceanic littoral currents (long shore CurrentS) interact with flood and 

ebb flows in the area of an estuary IK)uth. Particularly in the Pacific Northwest, 

Sandy sediment fed from such littoral drift is d aajor Source of tStUdrif?t sediment, 

and the interference of littoral drift with normal flood and ebb flaws 1s the major 

factor creating l stuarint bars. 

Figure VI-38 shws the schasatic flar of annual tediwnt movement through 

San Francisco Bay. Yi th the exception of the laagnitude of annual dredging, this is 

typical for most U.S. estuaries. The 1)st important thing to observe is the dominance 

of resuspension dnd redeposition over dll Other tlmntS Of sediment NtWWJent includ- 

ing net inflow and outflow. Also note that there is a net annual accumulation of 

deposited sediment in the bay. This figure is also helpful in conceptualizing the 

sediment trap or sediment concentration characteristic of estuaries. In any year, 

8-10 million cubic yards flow Into the estuary and 5 to 9 ~lilllon cubic yards flow 

out. However, over 180 million cubic yards are dctivtly Involved in annual Sedif&nt 

t rdnsport within the es;udy. 

Figure VGA is an idealized conceptualization of the various sediment-related 

proctssfSin an estuary. It aust be remanbend that these processes actually overlap 

spatiall~ccch more than is shown dnd that tht processes active at any given location 

vary consfderably over time. 

From thiLqUdlitdt7Ve dndlysis, thtrt are some general statements whfch can be 

mdde. lppen (1966) drew the follouing conclusions on the distribution of tstuarine 

sediments: 

0 me major oortion of stdiments introduced into suspension in an estuary 

from any Wrce (including resuspension) during normal conditions is 

retalntd therein, and if transportablt by the existing currents is 

deposited near the ends of the salinity Intrusion, or at locations of 

zero net bottom velocity. 

0 Any mtdsure contributing to d shift of the regime towards stratification 

causes increased shoaling. Such measures may be: structures to reduce 

the tidal flw and prism, diversion of additional fresh water into the 

estuary, dee?tning and narrowing of the channtl. 

l StdlJlctnts settling to the bottom of an estuary are generally transportti 

upstream and not downstream. Such sediments may at some upstream point 

be reSuSoe%M into t9e upoer laytrs and carried bdck downstream. 
l Sejlcnents dccumula?e near tne ends of the intrusion zont and fora 

Tn?dls. NJOdlS aiso tnm whtrt the net bottom vtlocity Is zero (in ?hc 
-1;' ' zr 7.e 
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FIGURE VI-38 SEDIMENT MOVEMENT IN SAN FRANCISCO BAY SYSTEM 

(MILLION CUBIC YARDS), FROM: U,S, ENGINEERING 

DISTRICT, SAN FRANCISCO, 3975) 

The intensity of shoaling is mst extreme near the end of the intrusion 

for stratified estuaries and is lessened in the well mixed estuary. 

Shoals occur along the banks of the main estuarint channel where 

water is deep enough to prevent wave induced scour dnd where velocities 

Ire reduced fran main channel velocities SUffiCitntly to allow settling. 

Schultz and Simmons (1957) made similar conclusions but added the presence 

of shoaling at the mouth where flood and ebb currents intercept littoral drift. 

6.8.4 Settling Velocities 

As wds Stated in the previous section, settling velocities do not play a 

great role in controlling sedimentation patterns in estuaries ds thty do in lakes. 

However, it is informative to dsstss settling rates for vdriws size particles. The 

possible site classifications of particles and their general inclusive diameter sizes 

are shown in Table VI-27. Tdblt VI-28 lists terminal settling velocities for each 

PdRiCle sire aSSUIIing spherical particles and density of 2.P in quiescent water. 

Fran this tdble it can be inferred that particles of the mediun Sdnd class dnd 

coarser probably settle to the bottom within d very short time after entering an 

estuary. 

*The density of many inorganic suspended particles is approximately qua1 to thdt of 
sand (2.7 gm/cm ) while that of biomass and organic detri$us is usually much closer 
to that of water and can be assumed to be about 1.1 gm/cm . 
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PUN VIEW 

MAJOR EOQvDEPOSKlON 

CHANNEL BANK DtiPOSlflW 

:' AREAOFUIW ENERGY DEPOSITION 

PROFILE 

/-F 
LL)CCULATlON 

AREA DF MAXIMUM 
\SAUNlTY GRADIENTS 7SEDiMENT TRAP AREA 

kEDIMEN7 MOVEMENf(NET) 

WATER COLUMN MOVEMENT 

FIGURE VI-35 IDEALIZED ESTUARINE SEDIMENTATION 

Turning to the other end of the particle site scale of Table VI-28, particles 

with a diameter of low6 mn fall only 3.1 x 10" inches per hour in the most 
favorable l nvirunment (calm waters). Such a settling rate is not Significant in the 

estuarinc environment. Figure VI-40 shcws the quiescent settling rates for particle 

sizes in betueen these two extremes since this intermediate size group is of real 

significance in ettuarine management (primarily silts). For particles smaller than 

those shun in Figure VI-40, gravitational settling is not a significant factor in 

controlling particle motion. Particles substantially larger than the range shown in 

Figure VT-40 tend to settle above. or at, the head of an l stuay. 

Combining Figure VI-40 (fall per tidal cycle)* with known repent flushing 

l Based on a 12.4 hour tidal cycle. 
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TABLE VI-27 

sEmEtn PARTICLE SIZE RANGES (AFTER H0i.m. 1957) 

PARTICLE SIZE RANGE 

Inches Millimeters 

D 
fMX. 

D min. 0 D. 
max. min. 

Derrick STONE 120 36 -m -- 

One-man STONE 12 4 -s es 

Clean, fine to coarse GRAVEL 3 l/4 80 10 

Fine, uniform GRAVEL 3/8 l/16 8 1.5 

Very coarse, clean uniform SAND l/8 l/32 3 0.8 

Uniform, coarse SAND 

Uniform, medium SAND 

Clean, well-graded SAND AND GRAVEL 

Uniform, fine SAND 

Well-graded, silty SAND AND GRAVEL 

Silu SAND 

Uniform SILT 

Sandy CLAY 

Silty CLAY 

CLAT :30 to 50: clay sizes) 

Zollodal CLAY (-2~~50:) 

118 l/64 2 

-- se 0.5 

-- *- 10 

-- -w 0.25 

we -- 5 

-- -- 2 

-- -- 0.05 

-s se 1.0 

-- em 0.05 

-- -- 0.05 

-- -- 0.01 

0.5 

0.25 

0.05 

0.05 

0.01 

0.005 

0.005 

0.001 

0.001 

0.0005 

1O'6 

times (in tidal cycles) the size of particles tending to settle out in each segment 

can be estimated. If such predictions reasonably match actual medn segment sediment 

particle size, thtn this method can be useful in prcdlcting changes In sediment 

pattern. Anticipdtcd changes in river-borne suspended sediment load by particle sire 

can be compared to areas where each size of particle would tend to settle. This 

would then Identify areds which would either be subject to increased shoaling or 

reduced shoaling and increased scour. This type of analysis has been more successful 
when dpplied to organic detritus material than for inorganic suspended loads. 

A number of simplifying assumptions have gone into this settling velocity 

analysis. The nOst stgnificant of these are: 

l Uater column density changes have been ignored. Inclusion of this 
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TABLE VI-28 

RATE OF FALL IN WATER OF SPHERES OF 

VARYING RADII AND CONSTANT DENSITY OF Za 

AS CALCULATED BY STOKES' LANb'G(?fYSElS,19S9) 

Radius Tenninal velocitv 

mn. cm. /sec. cm./min. 

10 (>I) 
1 (>I) 
0.1 (>l) 
0.01 2.2x10-2 1.3 

10-3 2.2x10-4 0.013 

10-4 2.2x10-6 1.3x10-4 

10-S 2.2x10-8 1.3x10-6 

10-6 2.2xlO'lD 1.3x10-8 

lo-7 (2.2x10-12) 

a To apply to other conditions, multiply the u value 
by the pertinent density difference and divide it 
by the pertinent viscosity in centipoises. 

b Values in Parentheses are calculated by Stokes' law 
under conditions where this law is not applicable. 

' Stokes law states that the termlnal vclocit:* is nro- 
portional to the particle radius squared, the differ- 
ence in denslty and Inversely proportional to the 
liquid viscosity. 

factor would slightly reduce the settling velocity with increased 

depth. This effect will be more significant for organic matter because 

of its lower density. 

a Dispersive phenanena and advective velocities have not been considered. 

a Table VI-27 and Figure VI-40 are based on the fall of perfectly spherical 

particles. Non-spherical particles have lower sattling velocities. 

a Interference between particles has not been considered. However, in a 

turbulent, sediment-laden estuary such interference is possible (hindered 

settling). The analysis of the effect of interference on settling veloci- 

ties uas covered in Chapter V for lakes. This analysis is also basically 

valid for estuaries. The effects introduced there can be applied to 

Figure VI-40 velocities to adjust for particle interference. 
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FALL DISTANCE PERTIDAL CYCLE (Pl3 

FIGURE VI-40 PARTICLE DIAMETER vs SETTLING 
FALL PER TIDAL CYCLE (12.3 HRS) 
UNDER OUIESCENT CONDITIONS 

(SPHERES WITH DENSITY 2.0 cdcn') 

6.8.5 ml1 Zone Calculations 

1~ was previously mentioned that substantial shoaling occurs In the area of the 

null zone. It is possible to estimate the location of this zone, and hence the associ- 
ated shoaling areas, as a function of water depth and river discharge. In addition 

to the importance of the null zone to shoaling, Peterson and Conomos (Peterson, et al., -- 
1975) established the biological and ecological importance of this area in terms of 

planktonic production. The null zone, therefore, is both an area of potential 
navigational hazard and an area of major ecological importance to the planner. 

Silvester (1974) sunmrired the analysis for estimating the location of the null 
zone with respect to the mouth of an estuary. The basic equation used in this analysis 

is: 

J, loo0 u2 
-= r 

sO 0.7SoFZn ; 

(VI-109) 

where 

5, = mean salinity (averaged vertically and over a tidal 

cycle) at the null point (n), (ppt) 
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5 
= ocean surface salinity adjacent to the estuary in parts per 

thousand (ppt 1, 

“r = fresh water flar velocity (ft/stc) 

9 * gravitational acceleration * 32.2 ft/stc', 

d = tstuarinc depth, (ft) 

Fn - densimetric Frwdt nwber at the null zone where F, is 

defined by: 

(VI -110) 

where 

AP JPn = difference between fresh water density and that at the the null 

zone (averaged over the depth of the water column) divided by the 

density at the null zone. This value may be approximated for 

tstuarine waters by: 

Combining Equations VI-109 and VI-110 and solving for A 
9 

yields 

4 0.7s 
n 

c,=m n (W-111) 

This lonnulrtion is particularly good for channels which are tfther maintained 

at a given+depth (dredged for navigation) or are naturally regular, as "d' represents 

mean cron sectin channel depth at the null zone. 

The use of these equations first requires location of the present null zone. 

This can most easily be done by measuring and averaging bottom currents over one 

tidal cycle to locate the point where upstream bottom currents and downstream river 

velocities are exactly equal, resulting in no net flew. This situation is schematic- 

ally shown in Figure VI-41. 

Uhen this point has been established for one set of river discharge conditions. 

Equation VI-111 can be substituted into Equation VI-110 to calculate Fn. This 

F n vslue is an inherent characteristic of an estuary and can be considered to be 

constant regardless of the variations in flow conditions or null zone location 

(Silvester, 1974). 

Yith this information and a salinity profile for the estuary (Sx plotted 

against x from x = 0 at the mouth of the estuary to x = L at the head) the location 

of future null zones may be calculated. Given the new conditions of Ur (changes 

in river discharge) or of d (changes in channel depth, as by dredging activity), 

Equation VI-109 will allow calculation of a ncy 3,. This may be 

Plotted on the salinity profile to calculate the location of a new null zone position. 

Even though these changes will produce a new tstuarine salinity profile, the use of 
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“0.9 

l 

uo.9 = 
tidally averaged velocity at a depth equal 
to 0.9 of the water column depth. 

* 
"R = river flow velocity 

FIGURE VI-41 ESTUARINE MULL ZONE IDENTIFICATION 

Equation VI-109 and the old (known) salinity profile will produce reasonably good 

estimates of longitudinal shifts in the location of the null zone. Salinity profiles 

for appropriate seasonal conditions should be used for each calculation (e.g., lw 

flow profiles for a ntu lw flow null zone calculation). 

r ----------------.- EMwE VI-19 -m-e-_- __.____ -e-m----, 

Estimation of Null Zone Location 

I An estuary has the tidally averaged salinity profile shwn in the Salinity 

1 Table below. Mean channel dtpth in the arta of the txisting null zone 1s 18 feet 
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1 and the sallnlty at that point 1s IO parts per thousand (ppt). Current (low flow) 

i rlvtr discharge vtloctty Is 0.5 ft/sU. Normal tinter (high flow) velocity is 1.8 

i ft/Sec* It is desired to know where the null zone ulll k located in sumer and 

: winter If a M ft deep channel Is dredged up to 70,000 feet frm the south. 
I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

i be 
I : 

i 
i 
i 
i 

SALINITY MT& FOR EXAClPLE VI-19 

Mstanct from mouth (lOOOft) 5 15 25 35 45 55 65 75 85 
Salinfty (ppt) 30 28 25 20 13 8 6 4 1 

Fran Equation VI-110 and Equatfm VI-Ill: 

Fn l ‘r 
/ 4(.7/lOW (sn, (9) (d) 

(7x10- 1 (10 ppt) (32.2 fttrcc2) (18 ft) 
4 

OP Fn - 0.248 

From quation VI-109 the null zone srllnlty tith a dttptr channel ~111 

s 1000 u; 
I -O 

5, 0.7 F; gd 

l ~1000) (0.5 ft/scc)2/0.7 (0.248)2 (32.2 tt/scc3) (30 ft) . 
= 50 ppt 

Froothe-prtvlws tabulation this will occur approximately 65,000 ft from the 

I 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

i mouth of the estuary. 

i Under winter flow conditions: 

i 5, - 
so 1000 u; 

i 0.7 F,2 gd 

i 
= (1000) (1.8 ft/sec)/0.7 (0.248)’ (32.2 ft/stc') (30 ft) 

5 
i 

n - 77.9 ppt 

i 
This sn is greater than ocean salinity and will not actually be 

, encountered. Thus. null zone shoallnq will occur at the mouth if It occurs at 

1 all. This condition Is comm for rlvtrs with stasonally vrrlablt flu@ rates. 

i 
‘.-----e---e-----EN0 & Ey,AnpLE VI-19 -------.-‘---------- J 
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CHAPTER 7 

GROUND WATER 

7.1 OVERVIEW 

Ground water now serves as a source of drinking water for over 100 million people 
in the United States, including an estimated 95 percent of the rural population. 
Ground water is also used for irrigation, industrial process water, And cooling water. 
Along with its increased usage has come an awareness of the need for protecting its 
quality. Recent legislation and policy decisions, including the Resource Conservation 
and Recovery Act, its amendments, and the U.S. EPA's Ground Water Protection Strategy, 
attempt to minimize the impacts of waste disposal on ground water quality. Predictive 
methods are needed to determine the hazards associated with existing sites and proposed 
waste disposal activities. 

7.1.1 Purpose of Screening Methods 

The purpose of this chapter is to discuss approaches and hand calculation methods 
which can be used to predict ground water contamination for common waste disposal 
techniques and hydrogeologic settings. The screening methods can answer questions such 
as how long it will take contaminants to reach a downgradient location. For example, 
are the contaminants likely to reach a water supply well in 1 to 2 days or 10 to 20 
years? In addition, an initial assessment of the hazard involved can be made. For 
example, are the predicted concentrations below detectable levels or several times 
greater than the drinking water standards? Based on such results, decisions can be 
made to improve the estimates by collecting additional data, to proceed to more 
detailed analyses including numerical simulation models, or to proceed to other more 
critical problems. Guidance is included at the end of this chapter suggesting when 
numerical simulation models should be used. 

The hand calculation methods presented in this chapter have been selected based on 
a series of criteria similar to those used for the surface water methods presented in 
earlier chapters. The two primary criteria are 1) that, although the method can be 
simplified, it must be technically defensible and 2) that it require limited data which 
can be easily estimated or obtained. One simplification in all the methods presented 
is the use of spatially and temporally averaged data. To do otherwise requires a grid 
system, a computer, and most importantly-extensive data. Through careful selection of 
parameter values and the use of sensitivity analyses, results for both worst case and 
typical conditions can be obtained. The other criteria are 3) that the method be 
applicable to a range of waste sources and 4) that the method be applicable to a 
variety of hydrogeologic settings. 

The emphasis of this chapter is on prediction of contaminant migration in porous 
media. Specific methods for handling solute migration in fractured formations have not 
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been included in this chapter. While fractured formations are important in some parts 
of the country, predictions of contaminant behavior in such systems are typically not 
amenable to screening methods. For porous media, the hand calculation methods 
presented can predict the time for specific concentrations to occur at downgradient 
locations, the time for contaminants to reach a specified distance, the concentration 
at a given time and location, or the maximum likely concentration at any location. 

7.1.2 Ground Water vs. Surface Water 

To orient readers who are more familiar with surface water than ground water, the 
major differences in both physical and chemical processes are presented before 
proceeding to the remainder of the chapter. Host of the differences stem from the fact 
that surface waters occur in surface depressions exposed to the atmosphere, while most 
ground water occurs in porous media typically Isolated from the atmosphere. Flow 
velocities in ground water are much slower, on the order of meters per month rather 
than meters per second. A consequence of the low velocities is that flow in porous 
media is generally laminar, with the exception of flow in cavernous limestone 
formations or volcanic formations with lava tubes. The presence of laminar flow 
simplifies the flow 
The low velocities 
selecting sampling 
lower velocities of 
chemical processes. 

calculations as will be discussed in more detail in Section 7.3. 
also mean that travel times must be carefully considered in 
well locations and in interpreting previously collected data. The 
ground water have several important implications with respect to 
At low velocities, very slow chemical reactions can become 

important and faster reactions often can be treated us equilibrium processes. 
Mixing or dispersion in ground water is more difficult to quantify than in surface 

water. Estimation of the extent of a mixing zone when contaminants enter an aquifer is 
hard to determine and depends on local heterogeneities, particularly with respect to 
hydraulic conductivity. The extent of vertical dispersion can be critical when 
interpreting data obtained from wells screened over different intervals. 

Another factor which is different is that there is far less temperature 
fluctuation in most ground waters so that rate coefficients do not have to be 
continuously adjusted for short-term temperature changes. Except in geothermal waters 
or where a waste discharge has increased the temperature in its immediate vicinity, 
ground water temperatures are likely to be between 5 and 15°C. 

In addition to the above differences, there are differences in the solution 
characteristics which influence the behavior of contaminants in subsurface waters. The 
important solution characteristics are total dissolved solids, dissolved oxygen, pH, 
redox Potential, partial pressure of carbon dioxide, and solid/liquid ratio. Total 
dissolved solids (TDS) concentrations in ground water typically range from 100-1000 
mg/1 ionic strengths are generally close to 0, and activity coefficient corrections 
are usually not necessary for screening calculations. If the TDS concentrations are 
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greater than 1000 mg/l and the ContMlinantS are *tills, the need for activity 

corrections should be considered. Dissolved oxygen (DO) had traditionally been 

considered to be absent in ground waters. However, aeasurments In the last 10 to 15 

years have shown levels up to 4 ng/‘1 in some systeffts (Yilson and MHabb, 1981). The 

presence or absence of DO can determine whether certain reactions will occur. For 

example, dehydrochlorination of trichloroethylcnc into the dichloro isomers and vinyl 

chloride can occur under anaerobic conditions but not aerobic condltlons. 

The presence or absence of dissolved oxygen along with other redox SpcCles also 

determines the redox potential. Reducing conditions (no DO, presence of dissolved 

iron) are conwnon in ground water. Speclatlon of metals partly depends on redox 

conditions. The pH of the ground water influences the degree to uhlch metals adsorb 

onto the permeable media. The occurrence of reducing conditions complicates sampling 

and can cause metals to precipitate when the ground water is brought to the surface and 

is exposed to the atmosphere. Another factor which causes problems in sampling, 

particularly for metals, is that the ground water is typically supersaturated with 

respect to atmospheric levels of carbon dioxide. Yhen samples are brought to the 

surface, the weak acid SO2 may be lost. This causes the sample pH to rise and may 

theteby change the speciation of metals and allow some to precipjtate. 

The high solid to liquid ratio in ground water is a major difference from surface 

water. kterfdclal phenanena such as adsorption can be important cnanical attenuation 

process=* Example problems presented in later sections clearly show that solutes with 

strong aflinities for the solid phase do not travel far in porous media. Unlike in 

surface waters, the particles to which the contaminants adsorb are usually iuwnobile. 

Because the particles are in continual contact with the flowing water the sorbed 

contaminants can act as secondary sources and may desorb when the concentrations in the 

ground water decrease. Desorptlon can occur in rivers but is less important since 

most of the sorbed contaminants become part of the bottom sediment. 

A final difference between surface and ground waters Is in the screening methods 

themselves. As will be discussed in more detail, considerably more analysis is 

required prior to the use of a particular screening method to determine the flow paths 

of the contaminants in ground water. Flow paths for rivers are easily determined by 

visual observation, whereas in ground water they are based on limited data and 

calculat7ons. 

7.1.3 Types of Ground Uater Systems Suitable for Screening Methods 

The screening methods presented in this chapter are applicable to porous media 

where the capacity to transmit water is due to primary permeability (connected pores) 

rather than due to secondary permeability (e.g., fractures, lava tubes). If fractures 

in a formation are relatively uniform in size and spatially distributed over the area 

of interest, these fcrmations could be analyzed using the screening methods by 
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substituting an equivalent penneabillty fran puap tests. More canplex fractured 

formatjons (e.g., when the fractures are predaninantly in one direction) are not 

amenable to screening methods. 

wjor types of aquifers In the Unlted States are shown in Fdgure VII-l. The 

divisions shown are unconsol1datcd and consol1datcd fonnatlons, alluvial aquifers along 

mjor rivers, and areas where aquifer yields are less than 0.2 n3/min (50 gpn) to 

Indivfdual wells. The stratlgraphy in an area can range from a layered system such as 

on Long Island (Figure VII-Z) to a complex system of unconsolidated glacial formations 

overlying several different types of consolidated rock fomatlons such as occur in Mew 

Jersey (Figure VII-3). In such complex hydrogeologic systems, some aquifers may be 

confined [i.e., not open to the atmosphere). In the arid western part of the country, 

additfonal complications can occur. Examples Include closed basins where 

evapotranspiration is the only outflow and highly faulted basins which can have large 

changes in permeability over short ddstsnces (Figure VII-4). Infiltration in such 

basins typically occurs along the basin boundarfes, prlmarlly from runoff in the 

mountains, instead of directly through the valley floor, There are also more likely to 

be thick unsaturated zones. Screenjng methods are presented in this chapter which 

predict the migration of contamfnsnts In both the unsaturated and saturated zones. 

7.1.4 Wthways for Contaminatlon 

The usual-division of waste sources into point and nonpoint sources can be used 

for grouqd water but this kind of divlsion does not indicate the variety of ways in 

which cortamioants can enter ground water systems. Waste can enter the ground water 

directly, thrUugh recharge of contaminated surface water, or through leakage from one 

aquifer to another. In some cases, recharge of contaminated water may not be 

considered because of the inferred presence of an Impermeable layer or confining bed, 

when in reality the impermeable layer or bed is discontinuous and contamination of an 

underlying or overlying aquifer has occurred. 

Examples of point sources of importance to ground water include surface 

impoundments, landfills, spills and leaks, and injection wells. The largest number of 

impoundments are associated with the 011 and gas industry, although larger volumes of 

waste are disposed by the paper, chemical, and metals processing Industries (U.S. EPA, 

1979). The relative number of impoundments by state is shown in Figure VII-S. 

Landfills are used to dispose of sludge from municipal waste treatment plants, ash and 

flue-gas desulfurlzation sludge fra coal-fired utilities, and wastes from other types 

of industries. The wastes can contain high concentrations of metals, organic 

chemicals, and acids. Spills and leaks, particularly fran underground storage tanks, 

have recently been recognized as a major source of contaminatfon, especially with 

respect to organic chemicals (e.g., trichloroethylene and gasoline). Injection wells 

have been used Primarily for oil field brines and the associated 'produced waters', but 
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FIGURE WI-1 MAJOR AQUIFERS OF THE UNITED STATES, REFERENCE: THOMAS (1951) 
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FIGURE VII-2 GEOLOGIC SECTION IN WESTERN SUFFOLK COUNTY, LONG ISLAND, 
SHOWING BOTH CONFINED AND UNCONFINED AQUIFERS, 

REFERENCE: TETRA TECH (1977) 

some mawfacturing process wastes and mining wastes have also been injected into deep 

aquifers or Into dry wells in areas with deep unsaturated zones. Contamination from 

wells cab also occur from migration from one zone or aquifer to another along abandoned 

or imprwerly plugged casings. 

Nonpoint sources, which result in contaminants being spread over large areas, 

include seepage from residential areas with septic tank systems, infiltration of 

runoff, and application of pesticides and fertilizer to agricultural and residential 

land. The methods presented in this chapter are oriented more towards point sources 

but can be used to estimate the overall effect on an aquifer of a wide-spread 

contaminant. 

7.1.5 Approach to Ground Yater Contamination Problems 

The initial step In analyzing 8 ground water problem is the selection of the 

spatial and temporal framework for the problem. The spatial representation is 

determined from the dfsposal system configuration (i.e., a large pond or landfill 

versus a leak or an injection well) and the type of question being asked. For example, 

if the need is to predict the concentration at the rater table of 8 contaminrnt spilled 

at the surface, a one-dimensional vertical transport method may be most appropriate. 

If the need is to predict the ares1 extent of a ground water plume, a two-dimensional 

method for flow in the saturated zone would be preferred. The temporal representation 

of a problem must consider whether a waste source should be considered 8s a one-time 
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FIGURE VI J-3 DETAILED QUATERNARY GEOLOGIC HAP OF MORRIS COUNTY (AFTER GILL AND VECCHIOLI, 1965) 
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A) VALLEY IN BASIN AND RANGE AREA SHOWING 

THICK UNSATURATED ZONE OF COARSE SAND 

AND GRAVEL 

B) FAULTED BASINS WHICH CAN BE CLOSED, RECHARGE IS 

MOSTLY FROM RUNOFF IN MOUNTAINS NOT RAINFALL 
DIRECTLY ON VALLEY FLOOR 

FIGURE VII-4 GENERALIZED CROSS-SECTIONS SHOWING FEATURES COMMON 
IN ARID WESTERN REGIONS OF THE UNITED STATES, 

REFERENCE: EAKIN, PRICE, HARRILL (1976) 
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Figure VI 1-5 Nunber of Waste Imounclments by State (after US, EPA, 19790) 
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dlschatgt (slug), as a continuous discharge, or otherwise. This distinction does not 

have to be made in absolute terms but instead can be made relative to the time scale of 

the problem. For example, if waste had been discharged to a pond for a one-month 

period and the objective was to predict concentrations at a downgradient well five 

years later, the waste source could be considered to act as a slug discharge. Examples 

of how probluns should be proposed (set-up) art gdvtn fn Section 7.5. 

7.1.6 Organizatfon of This Chapter 

The rminfng sections dtscrlbt the specific scrttn~ng methods, how to estimate Qr 

obtain the necessary data, and how to inttrprtt tht rtSUltS. Section 7.2, Aqulftr 

Characterization, is intended as a reference StCtiOn for thoSt readers M&IO MY not bt 

famjllar with ground water ttrm~nology. Parameter nomenclature which may be 

encountered in the llttrature is explained, and typical values are provided. 

Information is also included on methods for estimating the parameters and for 

quantifying them either in the laboratory or in the field. Section 7.3, Ground Uatcr 

Flow Regimes, describes detalltd procedures for estimating seepage velocities and 

travel times for conservative constituents and includes example problems. Section 7.4, 

Pollutant Transport Processes, discusses the maJot physical and chanical transport 

processes. A practtcal approach is provided for estimating dispersion and dtffusfon. 

This se&ion-also discusses pollutant-so11 interactions and the chemical and biological 

process&which are pertinent to subsurface problems. Methods are described for 

estimatiSp the necessary rate coefficltnts and for incorporating than into the 

screening methods. Section 7.5, Methods for Predicting the Fate and Transport of 

ConventTgnal and Toxic Pollutants, presents five different calculation methods. The 

methods predict migration of solutes from a contaminated aquifer to a well, from an 

Injection well out into an aquifer, from the surface down to the water table, and from 

a one-time or continuous discharge downgradient in the saturated Zone. For each method 
selected the following information is provided: 

D Uses of the method 

l Brief description of method and its theoretical basis 

0 Assumptions and simplifications required 

0 Types of tnput data needed 

0 Uorktd-out example problems 

l Limttations of the method. 

Finally, Section 7.6, Inttrprttatlon of Results, discusses reference crlttria whjch may 

be Of interest, and methods for tstimatfng the uncertainty assoclattd with the results. 

6uidelines are discussed for suggesting when more detailed analysts, including use Of 

nunerical simulation models, are warranted given the relative hazard, the uncertainty 

associated wfth the screening results, data availability, and timt and budget 
constraints. section 7.7, References, includes the references cited in the chapter and 

a list Of addttional material which may be helpful, particularly with respect to field 
sampling. 
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7.2 AQUIFER CHARACTERIZATION 

This section fs intended as a rtftttnct section for those users of the manual rho 

nay not be familiar with the parameters used in ground water Investigations. It is 

anticipated that most readers will use this section only as needed to obtain a typical 

value far a given paramtttr or to rtvitu wthods for rasuring the ptrmtttrs. 

Before the transport of contminants in ground water can be prtdicttd, estimates 

of key proptrtits of the porous mdia art nttdtd. Stction 7.2 discusses the definition 

and use of these paramtttrs in tht screening rthods. The key parrmtttrs have been 

grouped into those characteristic of the porous mtdia (Suction 7.2.2). those used to 

estimate flow In the saturated zone (Section 7.2.3). and those ustd to estimate flow in 

the unsaturated zone (Section 7.2.4). Tables of average and typical values for a wide 

range of gcologfc formations have bttn includtd. The sptcffic paramtttts art listed in 

Table VII-l. Additional paramtttrs, also shown in this table, art dlscusstd in 

Appendix I. The parameters given in Apptndix I art not gtntrrlly net&d for the 

screening methods presented later in this chapter but mty bt encountered in the ground 

water literature. Methods for measuring the parmtttrs in the field or laboratory or 

estimating them from other paramtttrs art presented in Stction 7.2.5. A discussion has 

also been includtd in this section on sample size and conffdtnct levels. 

7.2.1 PhfliCal Proptrtits of Yattr 

For St vast majority of probltm of Interest, the concentration of dissolved 

solids in &he ground water is so low that it dots not affect the physics of fluid flow. 

Hence, the physfcal properties of the transport fluid such as dtnslty, viscosity, 

compressibility, etc. art assumed to be indtptndtnt of the solute concentrations and to 

be equal to those of pure water. Situations where this assumption my not be true art 

when the solute concentrations art very high, (e.g., brrckish aquifers or where large 

quantities of putt solute with a density different than water have bttn nixtd with 

ground water (e.g., oil, gasoline)). The principal physical properties of water that 

art of interest in ground water flow art density, viscosity, and compressibility. In 

nost situations these properties can be consldtrtd constant as shown btlou: 

Ccmprtssibility of water at 1 atn and 4’C: 4.96~10~1~ cm stc2/g 

Density of water at 1 atm and 4'C: 1.000 g/an3 

Viscosity of uattr at 1 atm and 4’C: 0.01567 g/an set 

Values for these properties as a function of temperature art included in Appendix I. 

7.2.2 Physical Properties of Porous Media 

The physical proptrtits of porous wdia can bt dtscrlbtd by the relative state of 

its three phases or primary components. These art the solld, liquid, and gaseous 

phases. A schematic representation of a soil's three phases is given in Figure VII-6. 
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TABLE VII-1 

AQUIFER PARAMETERS AND THEIR RELATIVE 
IHPORTANCE AS SCREENING PARAMTERS 

Relative Importance As 
Section A Screening Parameter 

Symbol Parameter 
Yhtrt 

Discussed Highb 

% 
v 

0, 
% 

'b 

dt 
P 

8 

'r 
s 
Y 

a 

ss 

SF 

b,m 

K.7 

I-l 
I-l 

I-l 
I-1 

7.2.2.1 
7.2.2.2 

7.2.2.3 

7.2.2.4 

I-l 

I-l 

I-l 

I-1 

I-l 

7.2.3.2 

X 

x 
X 

X 

X 

X 
X 

X,Y*Z 

etu4 

density of water 

viscosity of water 

compressibility of water 

particle density 

bulk density 

particle-site distribution 

porosity 

water content 

specific rtttntion 

specific yield 

comprtssibility of soil 

specific storage 

storativity 

aquifer thickness 

hydraulic conductivity 
and transmissivity: 
saturated media 
unsaturated media 

anistropy 

soil-moisture 
characteristic curve 

hysteresis 

water level elevation 

gravitational potential 

pressure potential 

osmotic potential 

hydraulic gradient 

7.2.3.2 
7.2.4.3 

7.2.3.2 

I-l 
I-1 
7.3.2 

I-l 

I-1 

I-l 

7.3.1 

X 

X 

aParamettr is not essential and/or its value can be easily obtained from 
tables given in Section 7.2 and Appendix I. 

bParamettr is essential. Estimates or measurements of its value are used in 
the methods included in this chapter. 



Fjgure VII-6 Schematic Showing the Solid, Llauid ond Goseous 
Phases in o Unit Volune of Soil 

The solid Ohasc is made up of soil particles that represent the granular skeleton of 

the aquif*. 

A volume of soil V is equal to the sum of the volume of solids Vs. the volume of 

water VW, and the volume of gas (vapor phase), V : 
9 

V=V l v +v 
5 w P 

(VII-l) 

The volume of voids or ports Vv in a soil is defined as the sum of the water and gas 

volumes: 

V” = vu + v 
9 (VII-2) 

hence 

V=V l v s v (VII-3) 

The total mass M of these three phases in d volume of soil is the sum of the mass 

of solids MS, the mass of water Ffw, and the mass of gas Hg (which is negliglblt): 



H-H +H +H 
s w 0 

(VrI-4: 

The quantitative relationship between the three phases can be characttrizec bY 

such variables as the bulk densjty of the ~011, the particle-Size distribution and tne 

porosity or water content. 

7.2.2.1 Bulk Density 

Bulk density is used in describing the phenomenon of sorption and retdrddtlon ln 

contaminant transport qudtions (see Section 7.4.2.1.1). The dry bulk density of a 

soil pb(g/cm3) Is defined as the mass of a dry sol1 H,(g) divided by its bulk or total 

volume V(cm3): 

'b 
= MS/V (VII-S) 

The bulk denslty is affected by the structure of the soil (e.g., its looseness or 

degree of comPaction) as well as Its swelling and shrinkage characteristics which are 

dependent upon its wetness. loose, porous lolls ~111 have low values of bulk density 

and more compact soils will have higher values. Bulk density values normally tange 

from 1 Pp 2 -g/an’. Soils with high organic matter content will generally have lower 

bulk deryity values. Very compact subsoils, regardless of texture, may have bulk 

densIt* higher than 2 g/cm3. Moreover, there is a general tendency for the bulk 

density to increase with depth. The range and mean value of bulk density for various 

geolog'tc mat!!rrlals are given in Table VII-2. 

7.2.2.2 Particle-Size Distribution 

Soil type can be used to estimate porosity, hydraulic conductivity, and specific 

surface area available for sorption. The texture of a soil is usually determined by 

the relative proportions (by dry weight) of sand, silt and clay present in the soil. A 

soil-texture trllintar diagram Is then used to determine the soil class (Figure VII-7). 

Alternatively, soil classification can be characterized on the basis of particle or 

grsjn-size distribution. Particle-size distribution curves (Figure VII-B) are obtained 

by Plotting the cumulatfve percentage (by dry weight) of soil particles in a soil as a 

function of their particle size. Table VII-3 lists the range of particle sizes for 

various soil classifications. 

An tffectlve particle size, de, is defined as the grain diameter for which 'em 

Percent of the Particles (by dry weight) is equal or smaller in diameter. Normally "e. 

fs set to 10 Percent for Haztn's effective grain size dIO but d20 will often be used to 

characterlzc coarse materials. Hence, if dIO n 0.6nwn (unlfon, coarse sand), 
then 10% of the sol1 partic 

diameter less than or equal 

Its of this material 

to 0.6m. A list of 
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TABLE VII-2 

RANGE AM MEAN VALUES OF DRY BUN DENSITY 

Material Mean 
( g/cm31 

clay 1.18 - 1.72 1.49 

silt 1.01 - 1.79 1.38 

sand, fine 1.13 - 1.99 1.55 

sand, medIm 1.27 - 1.93 1.69 

sand, coarse 1.42 - 1.94 1.73 

gravel, fine 1.60 - 1.99 1.76 

gravel, medium 1.47 - 2.09 1.85 

gravel, coarse 1.69 - 2.08 1.93 

loess 1.25 - 1.62 1.45 

eolian sand 1.33 - 1.70 1.58 

till, predominantly silt 1.61 - 1.91 1.78 

till, prtdomfnantly sand 1.69 - 2.12 1.88 

t i 11, predominantly gravel 1.72 - 2.12 1.91 

glacial drift, predominantly sjlt 1.11 - 1.66 1.38 

glacial Ilrlft, predominantly sand 1.36 - 1.83 1.55 

glacial IrIft, predominantly gravel 1.47 - 1.78 1.60 

sandstone, fine graintd 1.34 - 2.32 1.76 

sandstok, ndium grained 1.50 - 1.86 1.68 

siltstont 1.35 - 2.12 1.61 

claystone 1.37 - 1.60 1.51 

shale 2.20 - 2.72 2.53 

limestone 1.21 - 2.69 1.94 

dolomite 1.83 - 2.20 2.02 

granite, weathered 1.21 - 1.78 1.50 

gabbro, weathered 1.67 - 1.77 1.73 

basalt 1.99 - 2.89 2.53 

schist 1.42 - 2.69 1.76 

Reference: Horrls and Johnson (1967). 
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Figure VI I-7 Soil Texture Trllfnear Diogrom Showing Basic Sol1 
Textural Glosses, Reference: Hillel (1971) 

Figure VII-8 Typical Particle-slze Dlstrlbution Curves 
for Varlous Sol1 Classlflcatlons. 
Reference: Bear (1972) 
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TABLE VII-3 

EFFECTIVE GRAIN SIZE MD THE RAKE OF SOIL 
PARTICLE SIZES FOR VARIOUS MATERIALS 

Material 

colloidal clay 

clay (30 to 50% clay slrts) 

silty clay 

sandy clay 

uniform sflt 

Efftctlvt 
Grain SIrt 

d20 (a) d~#""') 

4Di4 

.0003 

.DD15 
-- .002 
-- .DD6 

Particle Size 
Pm 

lOL.01 

.0005-.05 

.DDl-.U5 

,001-l 

.n05-.05 

silty sand 

well-graded, silty sand and gravel -- 

.Ol .005-2 

.02 .Ol-5 

uniform, fine sand -- .06 .05-.25 

clean, well-graded sand and gravel -- .1 .O5-10 
uniform, medium sand .3 .25-.5 

uniform, coarse sand se .6 .5-2 

very coarse, clean, uniform sand 1.5 -- .8-3 

fine untform gravel 3 -- 1.5-a 

clea, fine to coarse gravel 13 -- 10-80 

onamn stone 150 -- loo-300 

derrick stone 1200 -- 900-3000 

*A = angstrom = 1 x 10 -8 
cm. 

Reference: Hough (1957). 

various materials in Table VII-3. The dI0 value tan be used to predict Intrinsic 

permeability, as shown in Section 7.2.5.2.1. 

7.2.2.3 Porosity 

Porosity is an important screening parameter in saturated aquifers used in 

computing the velocity of contaminants in the ground water (seepage velocity, 

Section 7.3.3.1.2) and the sorption and retardation of contaminants (set 

Section 7.4.2.1.1). Soil porosity 'p' (unitless) is defined as the void or pore volume 

Vy(cm3) of the soil divided by the bulk volwae V(cm3) of the soil: 

p l v, / v (VII-6) 
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The poroslty is expressed as either a decimal fraction Or as a Percent. The void 

volume Of a soil is defined in Equation VII-2 as the sum of the gas and water filled 

voids or interstices. Typical values of porosity for various geologic materials are 

given in Table VII-4. 

The term effective potoslty p, (unitless) is sometimes used but Its meaning 

depends upon its usage. It can qua1 the specific yield of a water-table aquifer which 

is defined as the volume of water obtained under a unit drop in head from a unit area 

of the aquifer. Alternatively, It can refer to that portion of the porous medium 

through which flow actually takes place. The last definition is important when the 

porous matrix includes a large number of dead-end pores and hence part of the fluid in 

the pore space is inxnobile (or practically so). In either definition, the effective 

porosity is always less than or equal to the total porosity (p, L p). The porosity of 

consolidated materials depends mainly on the degree of cementation Of the grains. The 

porosity of unconsolidated materials depends on the pack 

arrangement and sire distribution. 

7.2.2.4 Water Content 

ing of the gra 

Yater content in the unsaturated zone is in some ways analagous t 0 

ns, their shape, 

porosity in the 

saturated zone of an aquifer. The water content is used in the computation of seepage 

velocity end the sorption and retardation of contaminants. The water or moisture 

content& a soil is the amount of uater in a given amount of soil. It is a 

dimensiodess-quantity and can be expressed on either a gravimetric (mass) or a 

volunetr+e (v&me) basis. The gravimetric water content eg (unitless) is defined as 

the mass of water Mw (9) divided by the dry mass of the soil Hs (9) (oven dried at 105- 
11OOC): 

% 
- Mw / MS (VII-7) 

The volumetric water content (unitless) is defined as the volume of water VW (cm3) 

divided by the volume of the soil V (cm3): 

PVwIV 

These two expressions for water content are related as follows: 

(VII-a) 

(VI I-9) 

where Qb(g/cm3) is the dry bulk density of the soil and Qw(g/cn?) is the density of 

water. The ratio QbIPw is often called the apparent specific gravity of the sol1 

(unItless). Values for Pb can be found in Table VII-2 for different geologic 

materials. 
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TABLE VII-4 

RANGE AN0 MEAN VALUES OF POROSITY 

Haterla’l 
Range 

(percent) 
Mean 

(percent1 

clay 

silt 

sand, 

sand, 

sand, 

grave 

grave 

grave 

loess 

fine 

medium 

coarse 

1, fine 

l,medim 

1, coarse 

34.2 - 56.9 42 
33.9 - 61.1 46 
26.0 - 53.3 43 
20.5 - 40.9 39 

30.9 - 46.4 39 

25.1 - 30.5 34 
23.7 - 44.1 32 
23.8 - 36.5 28 
44.0 - 57.2 49 

l olian sand (dune sand) 39.9 - 50.7 4s 
till, predomfnant 1 y silt 29.5 - 40.6 34 
till, predominant 1, y sand 22.1 - 36.7 31 
till, predmtnantly gravel 

glacial Itlft, predominantly silt 

glacial tilft, predominantly sand 

glacial rrift, predominantly gravel 

sandstone fine grained 

sandston* medium grained 

siltstone 

claystone 

shale 

limestone 

dolomite 

granite, weathered 

gabbro, weathered 

basalt 

schist 

22.1 - 30.3 26 
36.4 - 59.3 49 
36.2 - 47.6 44 
34.6 - 41.5 39 
13.7 - 49.3 33 
29.7 - 43.6 37 
21.2 - 41.0 35 
41.2 - 45.2 43 

1.4 - 9.7 6 
6.6 - 55.7 30 

19.1 - 32.7 26 
34.3 - 56.6 45 
41.7 - 45.0 43 
3.0 - 35.0 17 
4.4 - 49.3 38 

Reference: Harris and Johnson (1967). 
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In general, at saturation the volumetric water content esat equals the porosity 

(i.e., esat = 0). For unsaturated conditions, 8 is always less than the porosity. 

Houever, for swelling, clayey soils, the volume of water at saturation can exceed the 

porosity of the dry soil. 

The volwtric water content is the most used and probably the most convenient 

method of expressing water content. It Is more directly adaptable to the canputation 

of fluxes and water quantities added or subtracted by seepage through ponds and 
landfills, irrigation or evaporation. 

7.2.3 Flow Properties of Saturated POtOUS bdia 

Saturation of a porous medium means that all of the soil vofds or pores are filled 

with water. Complete saturation, however, is not always possible since sune gas may be 

trapped between soil particles. 

In an unconfined aquifer the upper surface of the saturated zone is open to the 

soil atmosphere. This surface is called the water table or phreatic surface. In a 

well penetrating an unconfined aquifer, the water will rise only to the level of the 

water table (i.e., when the ground water flow Is predominately horizontal). A 

schematic of an unconfined aquifer is shown in Figure VII-g. Changes in the level of 

water in such a well result primarily from changes in the volume of water in storage. 

In s conClned aquifer, the saturated zone is underlain and overlain by relatively 

impermeafle strata. The ground water in a confined aqulfer is under a pressure greater 

than atnN%oherlc. In a well penetrating a confined aquifer, the water may rise above 

the bottm of the overlying confining stratum. The water level Is called the 

piezometnc orpotentiometric surface. A schematic of a confined aquifer is also shown 

in Figure VII-g. Changes in the level of water in such a well result primarily from 

changes in pressure rather than from changes in storage volumes. If the pierometric 

surface lies above the ground, a flowing well will result. In a leaky or semiconfined 

aquifer, the saturated zone is underlain or overlain by a semipervious stratum. 

In order to describe flow through saturated porous media, the hydraulic 

conductivity (or transmissivity) and storativity of the medIun must be characterized. 

7.2.3.1 Saturated Hydraulic Conductivity 

Hydraulic conductivity K (car/set) expresses the ease with which a fluid can be 

transported through a porous mediun. Hydraulic conductivity is an imporant parameter 

used in computing seepage velocity. It is also one of the most difficult parameters to 

measure accurately and is relatively expensive to obtain. Usually 'point' values are 

measured but large variations can occur within short distances, even in apparently 

uniform geologic formations. It is a function of properties of both the porous medium 

and the fluid. The range of values for saturated hydraulic conductlvlty and intrinsic 

permeability are given in Table VII-5 for various geologic materials. 
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FIGURE W-9 SCHEMATIC CROSS SECTION SHOWING BOTH A CONFINED 
AND AN UNCONFINED AQUIFER 

These properties calI ideally be separated by expressing hydraulic conductivity as 

follows: 

K = KispJ~ (VI I-10) 

where Ki is the intrinsic pemability (cm2), g is the gravitational acceleration 

(980.7 cm/sect), p, is the density of water (g/cm3) and P is the viscosity of rater 

(g/cm set). Values of ocr and 1 are given in Table I-1 in Appendix I. The 

intrinsic penneabillty is only a function of porous medium properties such as the 

particle-sire distribution, grain or pore shape, and tortuosity. However', the 

expression in Equation VII-10 for saturated hydraulic conductivity assumes that the 

water and solid matrix of the soil do not interact in such a way as to change the 

properties of either. In most soils there is no matrix-uater interaction. In 
addition, the intrinsic penmability may vary with time as a result of chemical, 

physical and biologtcal processes. These may include structural and textural changes 
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TABLE VII-5 

TYPICAL VALUES OF SATURATED HYDRAULIC CDNDUCTIVI~ 
AND INTRINSIC PEWEABILITY 

Hydraulic 
Conductivity a 

Intrinsic a 

Material K( adscc) 
Pcrmeabiiity 

K,W 1 

clean gravel .l - 100 1O-6 - 1o-3 

clean sand 1o-4 - 1 1o-g - 1o-5 

silty sand 1o-5 - .l 10-10 - 10-6 

silt, loess 10” - 1o-3 lo-l* - 10-8 

stratified clayb lo-’ - 1o-4 1O-12 - 1o-g 

glacial till l()'lO - 10-4 10'15 - 10-g 

unweathered, marine clay 10-11 - 10" 1 O-l6 - l(p 

karst limestone 1o-4 - 1 1o-g - 1o-5 

permeable basalt 1o-5 - 1 lo-lo - 1o-5 

fractured igneous and 
metamorphic rocks 1o-6 - 1o-2 10-11 - 10” 

l3nestone and dolomite lo-’ - 1f4 10-12 - 10-g 

srmds tone lo-* - lo-4 10-13 - 10-g 

ale 10-11 - 10" 10-16 - 10'12 

breccia, graniteb 10-11 - 10-g 10-16 - 10-14 

uufractured metamorphic and 
igneous rocks 10-12 - 10-8 10-l' - 10-13 

a Reference: Freeze and Cherry (1979). 
b Reference: 8ear (1972). 

due to subsidence and consolidation, the development of solution channels, clay 

swelling, and clogging due to biological growth and by precipitates carried by the 

water. 

If the aquifer properties (e.g., hydraulic conductivity) are independent of 
position within a geologic formation, the formation is called homogeneous. If the 

properties are dependent on posltion within a geologic formation, the formation is 

called heterogeneous. Heterogeneity is caused by the presence of interlayered 
deposits, faults, or other large-scale stratigraphic features (such as overburden- 

bedrock cant 

those which 

scale layeri 

act 

are 

ng 

), large scale changes in the sedimentary formations 

part of deltas, alluvial fans, and glacial outwash p 

n an otherwise homogeneous formation. 
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If hydraulic conductivity is independent of the direction of wasurement in a 

geologic formation, the fornation is called isotropic. If the hydraulic conductivity 

varies with the direction of nwwfC#nt, the fomation is called anisotropic. The 

priawy cause of anisotropy on a saall scale Is the orientation of clay minerals in 

sediuntary rocks and unconsolidated stdimtnts. Anisotropy of consolidated geologic 

materials is governed by the orientation of layers, fractures, solution openings or 

other structural conditions which lay not have a horlrontrl aligrmnt. Fractured rocks 

can also be anisotropic because of directional variation in joint aperture and spacing. 

The horizontal saturated hydraulic conductivity K,, (cm/stc) in some materials 

(e.g.. alluvium) is normally greater than the vertical conductivity KY (cm/set); hence 

\/Kv?l. Ratios of Kh/KV usually fall In the range of 2 to 10 for alluvia and glacial 

outwash (Weeks, 1969) and 1.5 to 3 for sandstone (Piers01 et al - -0' 1940) but it is not 

untOrnnOn to have values of 100 or more occur where clay layers are present (Morris and 

Johnson, 1967). 

7.2.3.2 Transmissivlty 

The transmissivlty or coefficient of transmisslbillty T (cm2/sec) is defined as: 

(VII-11) 

where K k the saturated hydraulic conductivity (ca/sec) and b is the aquifer thickness 

W). Traqsmissivlty has traditionally been expressed in units of gal/(ft day) but 

this can * converted to the cgs units of cm2/stc by multiplying the gal/(ft day) by 

1.438 x 1O-3. Thus: 

1 gal/(ft day) = 1.438 x 10M3 cm’/sec (VII-12) 

Transmissivity can be estimated by multiplying the saturated hydraulic 

conductivity K(cm/sec) given for various geologic materials in Table VII-5 by the 

aquifer thickness b(cm). Because pumping tests can provide values for transmissivity, 

this type of data may be more available than saturated hydraulic conductivity. 

7.2.3.3 Storstivlty 

Storativity or storage coefficient, S, Is defined as the volme of water that is 

released from storage per unit horizontal area of aquifer per unit decline of hydraulic 

head. It is a dimensionless quantity. This parawter is obtained in addition to 

transmissivlty from puuping tests. It is used to compute aquifer yields and to cou$wte 

drawdowns of individual wells. 

For confined aquifers, storativity is due to water being released from the 

compression of the granular skeleton and expansion of the port water. S is 
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mathematically defined as the product of the specific Storage, 5, (cm-‘) and the 

aquifer thickness, b(cm): 5 = S,b. 

The value of the storativity for confined aquifers is generally small, falling 

between the range of .00005 to ,005 (Todd, 1980). Hence, large pressure changes over 

an extensive area of aquifer are required before Substantial water is released. 

7.2.4 Flow Properties of Unsaturated Porous Media 

The term unsaturated means that the voids or ports of a porous medium are only 

partially filled with water. Under these conditions, the pressure within a soil pore 

becomes less than atmospheric because water is under surface-tension forces. These 

surface-tension forces increase as the water content decreases. Hence, the flow 

properties of a porous medium (such as hydraulic conductivity) are functionally 

dependent on the water content. These functional relationships are a characteristic of 

the particular porous medium. 

7.2.4.1 Soil-Yater Energy 

To describe the movement and behavior of ground uater, the relative energy state 

of the soil water mrst be knoun. This is necessary because flow will occur in the 

direction of decreasing energy and the soil water tends to equllibratt with its 

surroutings. As stated above, the relative amount of energy contained in the soil 

water is important and not the absolute amount of energy (i.e., relative to a standard 

referem state). Generally, the standard state is defined as a hypothetical reservoir 

of free later. at atmospheric pressure, at the same temperature as that of the soil 

water, and at-a given and constant elevation. 

The total energy E of the soil water is equal to the sum of its kinetic E, and 

potential Epot energies: 

E-E k l E 
Pot 

(VII-13) 

Kinetic energy Ek is that energy which the soil water has by virtue of its motion. 

However, under most typical ground water situations, the kinetic energy will be 

negligible compared to potential energy by virtue of the low velocities generallv 

encountered in subsurface flow. 

Potential energy Is that energy which soil water has by virtue of its posltion. 

Technically the potential energy of soil water is the amount of work that must be done 

per unit quantity of pure water in order to transport reversibly and isothermally an 

infinitesimal quantity of water from a pool of pure water at a specified elevation at 

atmospheric pressure to the soil water at the point under consideration. 
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The potential energy, Epot, of soil water can be separated into at least three 

components: gravitational, Eg; pressure, Ep; and osmotic, Eo. The total potential 

energy is the sum of these three: 

E =E l E +E 
pot g p 0 

(VII-14) 

The three components of the potential energy art considered below. 

7.2.4.1.1 Gravitational Potential 

Gravitational potential energy is the potential for work resulting from the force 

of gravity acting on a quantity of pure water located at some point in space that is 

vertically different from a reference point. The strength of this potential energy 

Eg(trg) depends on the strength of the gravitational force g(cm/stc2), the density of 

water p,,(g/cm3) and the vertical elevation of the water from a reference point z(cm). 

Hence, the gravitational potential energy acting on a volume Vw(cm3) of water is 

mathematically defined as: 

E 
9 l qJVwz (VIl-15) 

This porerplal energy is a positive quantity if the unit volume of soil water is 

located above the reference level and negative if located below. 

7.2.4.1.2*PreSsure Potential 

Presrvre potential energy Ep (erg) is that potential energy due to the pressure of 

the surrounding fluid acting on it. Mathematically, this can be represented as follows 

for the case of constant density Pw(g/an3): 

EP 
l PM /D Y Y = PV u (VII-16) 

where P is the relative or gage pressure (dyne/cm2) acting on a unit volume Vy(cm3) or 

unit mass Hw (g) of soil water. 

Note that P is the relative or gage pressure and not the absolute pressure. Hence: 

P-P -P w 0 (VII-l') 

where p, is the absolute pressure at the point under consideration and p, is the 

absolute pressure at the reference elevation (usually taken to be atmospheric 

pressure). Thus, pressure potential is a positive quantity under a free-water surface 
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(saturated zone), a zero potential at the water surface and a negative pressure 

potential in the unsaturated zone. 

In the saturated zone, the pressure potential is a direct result of the weight of 

overlying water. Hence, the pressure potential at any point in the system is 

determined by the depth that the point lies below the water table, The relative 

pressure P (dyne/cm*) can thus be expressed as: 

P n p,,gh (YII-18) 

where h (cm) is the depth below the water table. The pressure potential is measured in 

the field with a piezometer. In a confined aquifer, the piezometer head h is measured 

as the distance between the point under consfderation and the free water level in the 

piezometer. 

In the unsaturated zone, the pressure potential is a negative quantity and is 

often given a special symbol such as IL and a special name such as the matric potential, 

capillary potential, matric suction or tension. By convention, suction and tension are 

considered positive quantities, hence: 

IL - matric potential = - matric suction 

Under uusaturated conditions, the pressure potential of soil water results from forces 

attribmble to the soil matrix, such as absorption and capillarity (see Figure 

VI I-101 The_re forces attract and bind water to the soil by the processes of surface 

tensionrmolecular attraction and ion exchange. The net effect of these processes is 

to reduce the free energy of the soil water in comparison to that of pure, bulk water. 

Typical values of pressure potential are given below. 

Moisture Level 

Pressure Potential+ 
Per Unit Volume 

(bars) 

saturated: confined 

saturated: unconfined 

(at free water surface) 

field capacity 

wilting coefficient 

hygroscopic coefficient 

molecular bound water to soil solids 

greater than 0 

0 

-.l to -.2 

-15 

-31 

-10,000 

l l bar = 0.987 atmosphere 

Reference: Brady (1974). 
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FIGURE W-10 SCHEMATIC OF MATRIC AND OSMOTIC SOIL-WATER 

POTENTIAL. REFERENCE: BRADY (1974) 

Note that plants cannot obtain water from soil at pressure potentials less than the 

wilting coriffic.ient and water will not move in liquid form below the hygroscopic 

coefficie*level. 

7.2.4.1.3 ~setotic Potential 

Osmot~r potential energy is that potential energy attributed to the attraction of 

solutes for water. Attractive forces arising from the polar nature of water tend to 

orient water around ions. Hence, osmotic potential refers to the work required to 

pull water away from these attracted ions. 

In the absence of a semipermeable membrane, soluble ions will diffuse into a soil 

solution until the ions are uniformly distributed. With the presence of a 

semipermeable membrane between two solutions, water molecules will move through the 

membrane to the side with the higher solute concentration (see Figure VII-lo). Yater 

vi11 continue to pass through such a membrane until the hydrostatic pressure difference 

betueen the two sides balances the effect of the ion-water attraction forces. Hence, 

one can medsure the osmotic potential of the solute solution by measuring the 

hydrostatic pressure difference across the membrane. The osmotic potential is a 

negative qudntity because the presence of solutes lowers the vapor pressure and free 

energy of the soil water and hence lowers the potential energy. 

Clays can act as a leaky semiperwable membrane, allowing water to pass more 

easily than salts. This is sometimes referred to as salt sieving (Nye and Tinker, 

1977). Thus in sedimentary basins, osmosis can cause significant pressure 

differentials dcross clayey strata (Freeze and Cherry, 1979). The owotic potential 
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can also be important in saline soils of arid and semiarid regions (Brady, 1974). In 

addition, the osmotic potential is important to the uptake of water by plant roots and 

the movement of water vapor. Both the soil-root and water-gas interfaces act as 

semipermeable membranes. Except for the above cases, however, the contribution of 

osmotic potential to the mass movement of water is negligible in most soil systems. 

7.2.4.2 Soil-Moisture Characteristic CUrVeS 

Consider 1 sample of soil that is maintdined at SUturLttiOn and is exposed to 

atmospheric pressure. By definition, the pressure potential of the soil water in this 

sol1 sample would be zero. Now consider the cdse of applying a slight suction or 

subatmospheric pressure dcross the soil Smple. No water will flow out until a certain 

critical suction (called the air-entry suction) is reached. At this point, the largest 

soil pores start to empty. As the suction is further increased, additiona? water flows 

ds progressively smaller pores empty. Finally, at very high suctions, only the 

micropores remain filled. As the soil becomes increasingly dry, a nearly exponential 

increase in suction is required to remove additional water. 

The functional relationship between the moisture content and natric or SUCtiOn 

potential is a Characteristic of a particular soil. This relationship is called the 

soil-moisture characteristic curve, the soil-moisture retention curve or simply the 

chdract#istR curve. The soil-moisture characteristic curves for three different 

textured soils are shown in Figure VII-11. As previously stated, the absolute value of 

the matcfc or suction potential increases as the moisture content decreases. In 

addition for a given matric potential, a coarse soil (e.g., sand) generally has less 

water remaining in the soil and has a steeper slope to the curve thdn a fine soil 

(e.g., Clay). The slope of the soil-moisture characteristic curve (i.e., the change of 

water content per unit change.of matriC potential) iS Called the Specific water 

CdpdCity. 

In d coarse, saturated soil, the pores are predominately large dnd drain quickly 

under d slight suction. A high suction is required to remove the last water from the 

remaining, small pores. In a clayey soil, the pore-size distribution is more uniform, 

so that a more grddudl decrease in water content occurs with dn increase in suction. 

In addition, at low suctions (for example, between 0 and 1000 cm H20) the amount of 

water remdining in d soil depends primarily on soil structure (i.e., pore-size 

distribution dnd particle aggregation). At higher suctions, however, water retention 

is due inCredSingly to ddSOrptiOn dnd thus is influenced more by the psrticle-size 

distribution and specific surface of a soil. 

Unfortunately, the water content dnd mdtric potential are not always uniquely 

related to edCh other because of hysteresis. Hysteresis means that the characteristic 

Curves are different, depending on whether the soil is being wetted or dried. The 

characteristic curve during a drying cycle is Cdlled the drying, desorption or drainage 

-327- 



FIGURE VII-U CHARACTERISTIC CURVES OF MOISTURE CONTENT AS 

A FUNCTION OF MATRK POTENTIAL FOR THREE 
DIFFERENT SOILS, REFERENCE: BRAESTER (1972) 
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curve; during wetting it is called the wetting, sorption Or imbition curve. A soil 

which is partially wetted, then dried or vice versa wiTI follow an intermediate 

characteristic curve called a scanning curve, which lies between the envelope formec 3~ 

the wetting and drying curves. 

Figure VII-12 shows an example of hysteresis in a sandy soil. The hystetesls 

effect may be attributed to the Inkbottle effect (geometric nonuniformity of indivrdual 

pores), the contact-angle or rain drop effect (differences in the contact angle for 

advancing and receding fluids), entrapped aIf, and changes in soil structure (e.g., 

swelling, shrinking or aging phenomena) caused during the wetting or drying of a soil. 

7.2.4.3 Unsaturated Hydraulic Conductivity 

In Section 7.2.3.1, the saturated hydraulic conductivity was stated to be affected 

by an intrinsic property of the solid matrix of a soil and by fluid properties. Fcr 

unsaturated porous medfa, the hydraulic ConductivJty is also a function oc the energy 

state of the soil water (I.e., the water content or pressure potential). 

The hydraulic conductivity of three different soils is shown in Figure VII-13 as a 

function of moisture content. The hydraulic conductivity decreases exponentially as 

the moisture content decreases. The large ports of a porous media are the most 

conductlvt. their relative conductivity being proportional to the square of the pore 

diametCr- and tnelr volumetric discharge rate being proportional to the fourth power of 

the pocp diawter. As a soil drlts out, the large pores empty first, forcing flow to 

be conoucteq through a diminishing cross-sectional area. 

sitce t& moisture content is related to the matric or suction potential, through 

the soif-moi3ture characteristic curve (see Section 7.2.4.2). the hydraulic 

conductivity can be expressed as a function of either the moisture content, K(H), or of 

the matric potential, K(ti). Just as with moisture and pressure, hydraulic conductivity 

is also not a single valued function. Figure VII-12 showed hysteresis in the hydraulic 

conductivity of a sandy soil. At a given suction, the hydraulic conductivity is 

generally lower in a wetting soil than in a drying soil. This is because the wetting 

soil contains less water than the drying one (for a given suction). 

7.2.5 Data Aquisition or Estimation 

In Sections 7.2.2 to 7.2.4, the physical and flow properties of porous media were 

discussed in detail. Tables were included to show what values art typically found in 

aquifers of various geologic materials. In this section, laboratory and field methods 

art briefly discussed to show how the properties of a particular aquifer or porous 

medium can be estimated or measured. Finally, in Section 7.2.5.4 the effect of sample 
sire on measurement precisfon is discussed from a statistical point of view. 
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7.2.5.1 Methods to Measure the PhysIcal Ptopert1cS Of TWOUS Media 

In Section 7.2.2, the physical properties of bulk dtnsfty, particle-size 

distribution, porosity and uattr content ere discussed. Methods to I#bsUre and 

estimate these properties arc reviewed below. 

bulk density pb (g/aa3) of a -twirl 1s rasurcd by taking an undisturbed sample 

of the material In the fjeld, using a SMpler of known VOluW. The wuaplc ds then 

dried to a constant weight in on oven at 105-110’C. The bulk density of a sample is 

thus calculated as fts oven dry weight divided by the sample volrrmc (see Equation 

VII-5). Other methods of measuring bulk dtnrtty include In-rItu measurement by ganxna 

radiation and microscopic methods using paraffin fixation. These methods are discussed 

in detail by Fox and Page-Hanify (19S9), Baver et al. (1972) and Taylor and Ashcroft -- 
(1972). 

The determination of particle-sire distribution Is crrrted out by mechanical or 

sieve analysis for particles larger than approximately 0.0625 rmr, and hydraaeter or 

sedimentation analysjs for smaller particles. In the mechanical analysis, the soil 

sample is shaken on a sieve with square openings of specified size. Successively 

smaller and smaller screens are used. For particles less than 0.0625 axn, a 

sedimentation analysis is done. In this #thod, the size of a particle is defined as 

the diameter of a sohere that settles in water at the same velocity as the particle 

(Morris ti Johnson, 1967; Taylor and Ashcroft, 1972). 

Soit borosfty can be measured directly in the laboratory by either an ajr- 

picnometer, technique, a porosimettr, mercury displacement or a gas expansion method 

(Klock et bl.,7969; Sear, 1972; Baver et al -- - -* ' 1972). Porosity, p (unitless), can also 

be estimated bared on typical values for a given soil or rock type (see Table VII-4). 

Soil water content in the laboratory is usually measured by the gravimetric method 

of determining the sojl's moist and dry (oven dried at 105-llO*C) ueights and then 

using Equation VII-7 to get the gravimetric water content og (unItless). The 

volumetric water content 8 (witless) can be found from BP through Equation VII-g. 

Other methods of measuring water content are neutron scattering, 9amna ray atttnuatlon, 

electromagnetic techniques, tensiometric techniques and hygranetric techniques. A 

sumnary of the relative advantages and disadvantages of these methods, fs given In 

Table VII-6. for screening calculations, an estimated average water content based on 

grain-size is usually adequate. If necessary, this estimate could be checked by 

collecting a few saaplcs and measuring the water content gravimetrically. 

7.2.5.2 Methods to Hcasure the Flow Properties of Saturated Porous Media 

The flow properties of saturated porous media are discussed in Section 7.2.3. 

These properties include specific yield, specific storage, storatlvlty, saturated 

hydraulic conductivity and transmissivity. The measurement of those properties related 

to the quantity of water that an aquifer can release or take up (l.c., specific yield, 
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TABLE VII-6 

WU4ARY OF HETHODS FOR HEASIJRING 
SOIL IQISTURE (0) 

Ilcttd Mvmtrprs Otrrdvrntrprr Rrfcrmces 

prrvlwtrlc easy to tatt SrBPlrs Orsttuctivr srmplln9 Black (1965) 

wst rccurrtr of rvrflrblr methods provtdrr 8 potnt vrlur Rrynolds (19foa.b) 

lrylor rnd Ashcroft (1972) 

nrutron l rasurrs moisture In-situ droth rrsolutlon Srrdncr and Klrkhrm (1952) 
ruttrrinp rrprrdlrsr of Its physlul statr 20.5 ft belou a depth 

Mb::. kla land vrn Barr1 (1961. 1%21 
cm drtr-lnc 8 versus drpth 

Raw11 and Amussrn (1973) 
nondrstructfvr rrprnstve rnd requirrs 

8 rrdiotctivc sourer 
cm drtrct rrpld chrngrs in d 

Vrchud rt rl. (1977) -- 

prra ray can brtrfminr 8 vrrsus depth assws bulk drnslty Cur+ (lM2) 
rttrnuction In-situ of sol1 1s known rnd 

a conrunt 
rrsy to obtrln trmporrl chnprr 

Frrpuson and Srrdnrr (1962) 

rrprnsin. capll- 
vtry prod drpth rrsolutlon 

Rofzlger (197B) 
utrd Instrurntrtion 

(t-3 CD) and rrau1rrs a rrdto- 
utfvr source 

nondrstructlvr 

l utowtfc wcordtn9 !I possible 

resistvuty can dctemtw rbsolutr ~rluc~ of 
and 8 vrrsus death 

ttw lrp In rrsponst Thomas (1963) 

crmcitqcr 
(1.e.. 

sow drvtca cm drtr- Srllp et al. (1975) 
9nvsm hlph prrcision rlorrtr 

-- 

blocks, 
pcophys l&al smsttlvr to roll 
methods) 

~ln erasure hlph ructlon prrssurrs 
(prrrtrr than BOO CD n$) sallnlty 

trnslometrlt 
techniques 

easy to eesipn. construct, 
rnd install 

glvrs a dlrrct mrasurr KIrkham (1964) 
of sol1 rtrr prrsrurr 
but rn indirrct mrasurr 

nrrsummrnt ranqr is brtwrn 0 and 
S.J. RIChadS (l%S) 

of e 
800 m H20 of trnsim Rtcr (1969) 

lnrttumrnts un be 
opcrrblr for lon9 timr perrods brotrn during tnstrl- 

lation 
Taylor rnd lishcroft (1972) 

rrD(d rrswnsr tlw (dth trans- 
ducrrs ) 

Yfllt8Ds 11971) 
sow rtcctronic drift 

rdrWablr to frrrzlnp and tharcnp 
In orrrsurc trrnrductrs 

condltlons srlsttlvc to tawrr- 
turr chanprs 

Rrfrrcncc: after SCkuppr e ‘1. (19901 rnd Uilson (19Bl) 
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specific storage and storativlty) are discussed In Appendix I. Those properties that 

describe the rate at which water can move in the aquifer (I.e., hydraulic conductivity 

and ttansmissivity) are discussed below. 

7.2.5.2.1 Laboratory Methods of Measuring Hydraulic Conductlvlty 

There are two major ways of assessing saturated hydraulic conductivity K jn the 

laboratory: particle-size analysts and pen#aaater tests. 

In particle-sire analysis, soil samples ate characterized by their particle-stze 

distribution, and then empirical formulae are used to estimate K. For example, 

consider the following empirical fomwla developed by Haren for intrinsdc permeability 

Kf (cm'): 

here C is a dimensionless coefflcIent and dlD(mn) Is the effective partfcle diameter 

obtained from the particle-size gradation Curve (see 5ect~On 7.2.2.2). The intrinsic 

permeability IS related to hydraulic conductfvity through the rtl8tfOn Of Equation 

VI I-10. Harleman et al. (1963) found good agreement with experimental values of Ki 

using C - 6.54 x 10 IbTuherc d 

found C to equal 6.17 x 10w6. 

1o is In uxa and Kj is In cm'). Krumbein and Monk (1943) 

Harin's approximation for intrinsic pcrmeabillty in 

Equation ivIl-19 was originally determined for uniformly graded sand, but it can give a 

rough est'lmate for soils in the fine sand to gravel range (Freeze and Cherry, 1979). 

Hyoraulic conductjvity can also be determined in the laboratory by a permeameter, 

in which flow is maintained through a soil core that is held fn a metal or plastic 

cylinder while-measurements of flow rate and head loss are made. Either a constant 

head or a variable head permeameter method can be used (Todd, 1980; Morris and Johnson, 

1967). The constant head perrmwaeter is generally used for samples of medium to high 

permeability and the variable head permeameter for samples of low permeability. 

However, permeability results from the laboratory may bear only ljmited relation 

to values obtained by in-situ methods in the field. Supposedly uniform deposits, for 

example clays, more often than not contain thin seams or lenses of slit or fine sand. 

These thin layers may occur as continuous laminations or be randomly dispersed and 

discontinuous. As a consequence of this stratification, hydraulic conductivfty values 

calculated in-situ in the field for clay or clay/silt deposits are generally several 

orders of magnitude larger than those derived from laboratory tests (Hilligan, 1976). 

An order of magnitude difference generally occurs for sand and silt deposits. The 

greater the heterogenity in a formation, the greater the discrepancy between laboratory 

and field measured values of saturated hydraulic conductivjty. Hence, the most 

reliable methods are the in-situ or field methods. 
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7.2.5.2.2 Field Methods of kasurinq Hydraulic Conductivity 

Fjeld of In-situ determination of saturated hydraulic conductivity can be made by 

a wide variety of methods. These methods include the auger-hole method, piezanetet 

method, punping tests, tracer tests, packer tests and the point dilutfon method. 

Hlligan (1976) reviewed these various in-situ methods as sunwnarlzed in Table VII-7. 

Many authors, including Todd (1980) and Hilllgan (1976). feel that the most reliable 

In-situ method for l stinmting hydraulic conductfvlty Is the well punping test. When 

such a test is not practical, borehole slug tests can be used to provlde adequate 

estimates for screening calculations. Values of transmlssivlty T are obtained fran 

pumping tests by superimposing a plot of nonsteady-state drawdown on a family of type 

curves. Transmissivity is converted to hydraulic conductlvlty by dividing T by tile 

aquifer thickness. Yorked out examples using the various pumping and slug tests are 

given by Lohrnan (1972) and Fetter (1980). A detalled discussion on designing the 

geometry or layout of pumping tests can also be found in Krusanan and deRidder (1970) 

and Stallman (1971). 

7.2.5.3 Methods to Measure the Flow Properties of Unsaturated Porous Media 

The methods of measuring soil-water potential, such as the gravitational, pressure 

and osmotic potentials will be discussed in Section 7.2.5.3.1. Measuring the 

characteristic curves of soil-water retention and unsaturated hydraulic conductivity 

will bediscussed in Section 7.2.5.3.2. 

7.2.5.3.1 Measuring Soil-Yater Potential 

Gravjtational potential is easy to measure since only the vertical distance z(cm) 

between the reference point and the point under consideration has to be measured. If 

the point under consideration is above the reference point, the gravitational potential 

is positive and negative if It lies below the reference point. 

Pressure potential is that potent4al in the soil water due to the pressure of the 

surrounding fluid acting on the soil water. It is the relative or gauge pressure that 

is measured (i.e., relative to atmospheric pressure). Hence, the pressure potential is 

zero at a water surface [e.g., water table) exposed to dtmoSpherdC pressure. Pressure 
potential is positive at any saturated point below d water surface dnd is generally 

measured with a pierometer. A piezometer consists of d small diameter casing which has 

d short SeCtiOn of slotted pipe or well screen at the bottom and is open to the 

atmosphere at the top. The pressure potential or hydrdulfc head in d water table 

aquifer or a confined aquifer iS Calculated ds the distance between the well point dnd 

the free water level in the piezometer. Under unsaturated conditions, the pressure 

potential or metric potential is negative and is measured with d tensluneter. A 

tensiometer generally consists of d ceramic porous cup attached through an airtight, 

water filled tube to d manometer. The vacuum created in the tube Is d measure of the 

matric Potential of the soil water surrounding the porous cup and Is measured by a 
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TABLE VII-7 

TECttNlQtJES FOR HlASURlNC SATURATLD HYDRAULIC CONUUCTIVITY 

act hod 

(A) Opro hgrrholr 

rrst PII 

a. Olrect trrrlr) or In-IlIY perwrbflfty h rolls 

ffemorks oa Retho4 
1rchnlQur AlpI lcrt loa Rrtlq Rrfrrwcr 

shrltw mcrrcd holr !I Dlrrlcult to ulrtrlr ?oor usm Ilwr) 
unsrtrrrtrb utrrlrl wtrr Irrrls tn coarse 
rbovr rrtrr lrrrl grrrrt s 

Sgurrr or rrctrn)ulrr hot LBcrotl (1960) 
trst plt (cqulrtltrt to 
clrcutrr holr above) 

t) frillq/rlsln~ htd, 
Ah In crslng measure4 
IS tlw 

It) Conrtrnt kc4 uln- 
trtncd In crrln 

1' outflou mrasurt , 
q 1s tlw 

Dordotr must k flushed WvorrIrr (IDS) 
Posstble flaes clog baa@ 
(Irllly Ah) 

frlr to 
hplq (rtrtrg M) u&a Cod USDR (MD) 
Y louerd orcrsstvdy 

Drrdoun (II ccntrrl roll 
menltord la obrrrvrtloa 
wqlr oa #t lrrrt two 
DO rrdlrl 4lrwttons 

krrrnd porttom alor 
cover cwplrtr stratr 
trrtrd 
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TABLE VII-7 (continued) 
___--_ ___--_ 

b. Dlrtct testIn of In-situ permcrblllty In rock 

Remarks on Method 
method Irchnlquc App\lcrtlor Ratin Rcfrrrnccr 

(A) lorcholr (slmplr 
tests) 

I) Mater prln/losr In 
drlllIn9 

II) Slmplc vrrltblr/ 
constant herd tcrts 
In open borrholcr 

I) Clvcr posrlblc 
lnblcrtlon of 
prcvlous xoncs. 
Rust be supplc- 
wntrd by dctallcd 
cvaml~tlon of core. 

II) Slmllrr to borcholc 
rle9 tests 

USDR (19%) 

POOr 

Poor 

(0) Dordmlc packer 
tots 

I) Slnglc packer tots 
(durlnp advance of 

borlm)t 

II) Double packer tests 
(In complctrd borc- 
holes) 

Lvprndln9 leather/rubber I) frlr USDR (1%1) 
packers uy provfdr Sherrrd. rt 61. (1963) 
hulcqwtr rrrt 

Pncumatlc packers rupertor 
to other typo. but II) Poor Sharp (1910) 
tlaltrd to prcrrurrr to 
<ZOO Iblsq. In. frlr 

Varlrblc herd tests In: 

(C) Pcrrcrmctrr,/ 
lnscrts 

I) Scaled Indlrldurl I) Slmllrr to Plcractcrs I) frlr to good I) USBR 0968) 
plcractcrr - local zones trrtrd. (local zone) 
(local row) llmlted rppllcttlon 

II) Contlnuour borcholc 
plrraetvrs II) Porrlblc to monitor 

rater prrsrurc 
vrrlrtlon over 
complctc borln9 to 
?m depth. twcds 
lntcrprctrtlon to 
~sscss K 

II) frlr II) Londr (1973) 

lomrlly ccrrlcd out In fcrccn/pcrforrtcd trccllcnt lodd (1980) 
open central well. 

(0) Yell pupIn test 
crslng often not 

Ob~crratlon wells rt rrdll. rcqulred 
90 

-337- 



TABLL VII-7 (continued) 

Method 

c. Indlrvct rssrsswnt of In-rltu )rrwrbtllty tn sstls tnd rocks 

Rcurtr oa netho 
Tl<MlqW Appt lcrtlor I)atly RrfrrmbcB 

IA) Tests on ruplrs 

1) Portlclr-rlrr dlstrlbmtlm 
') :AP 

rprllcrblr to frlr lodon (1932) 
form rrdr 

II) Laboratory K 
Coldrr, Cars (1963) 
now (IW2) 

II) Often Imappltcablr ?oor 
to flvld co~dlttonl 

I) MuttI-vtcctrodr contlMou1 profllln9 of Irlr CUM (Inr) 
rerlstlvlty borls98 can k carrtrd future Roblrtu (1914) 

out rt IOU cost drveloprrt 

19) 6eophyrlcrl Lopplnp 
II) Ilqlr polrt (Rrqulrrs further 

rrslstmcr potvntlrl corrrlrtloa ulth In-rltr 

ill) fluld conductlvlty, 
dlrrct trrtly) 

trrperrturr 

Hvrwrrwnt bnd rnrlysls 
of drtr fra: 

(C) Obsrrvrtlonr of 1) Obscrvrtlom wlls 
mturrl or Induced 
s-prgr II) Plrmmetrrs 

III) Dyer. tracers, 
rrdlorcttvc Isotopes 

Pmvldcs nthod of trcrllmt 
rrrrrrly prwrbllltlr,, 
In-rltr 

Yalker (Ins) 
lrrugkl (1940, 1964) 
bldor Cats (1963) 
Sharp fl910) 

Irtcrrnce: )Illllgln (1916). 
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manometer, a vacuum gauge or a transducer. A detailed dcsctlptlon of the design and 

use of tensianeters can be found in Kirkham (1964) and S.J. Richards (1965). 

Additional discussion is included in Table VII-6. 

Osmotic potential Is that potential of the soil water due to the physical 

separation of free water from soil water solutes by a sunipemeable mcmbranc. Separate 

measurement of osmotic potential Is not necessary for screening calculations. It is 

dlfflcult to measure but can be measured with a psychroeteter (Richards and Ogata, 1961; 

Campbell et al., 

(Kemper, 1959). 

1966; Taylor and Ashcroft, 1972) or a ceramic conductivity cell 

7.2.5.3.2 Measuring the Characteristic Curves of Soil-Yater Retention and Hydraulic 
Conductlvtty 

The soil-mofsture characteristic curve can be obtained In the laboratory by a 

combination of measurement techniques. The hanging water column or tension plate 

method is generally used to measure the wet range (0 to 100 cm H20 suction) of the 

characteristic curve and a pressure plate or uteetwane apparatus Is generally used for 

the dry range (100 to 5000 cm H20 suction). For suctions greater than 5000 cm H20, the 

soil-moisture characteristic curve can be determined by a psychrometer or vapor 

pressure technique using saturated salt solutions (Taylor and Ashcroft, 1972). 

There are several methods of obtaining the characteristic curve of unsaturated 

hydraulic conductivity. These include direct laboratory methods and quasi-empirical 

metnods, such as the instantaneous profile and capillary model techniques. The usual 

laboratory method of measuring unsaturated hydraulic conductivity is to apply a 

constant hydraulic head or pressure difference across a sofl sample and then measuring 

the resulting steady flux of water. This pressure difference can be created by 

applying a vacuun in a tension plate or pressure chamber device or by creating a fixed 

evaporation rate (Taylor and Ashcroft, 1972). Measurements are made at successive 

levels of suction, so as to obtain the characteristic function K(0) or K(4). 

Additional laboratory methods are described in detail by L.A. Richards (1965). Klute 

(1965) and bower and Jackson (1974). 

Various empirical equations have been proposed to relate hydraulic conductivity 

with matric potential or with percent saturation. The most conxnonly employed empirical 

equation is of the following form: 

K n a/(b + tim) (VII-20) 

where a, b and m are empirical COnStantS, IL is the absolute value of the metric or 

suction potential and K is the unsaturated conductivity. The cnpirical constants a, b 
and m are found experimentally for each soil by best fit. 

The instantaneous profile method can be applied to either laboratory flow colunns 

or to field situations (Klute, 1972). In this method, the unsaturated hydraulic 
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conductfvfty 1~ ctjcultttd fran the a#&SUrtd moistutt Content profile Of a draining 

$011 by averaging tht value of the tim derivative Of tht moisture Content between 

successive depths. Hodvtr, the Instantaneous profflt method can only determine 

hydraulic conductfvlty in the relatively wet range {suctions less than 1000 cm H20). 

In addftlon, it Is experimentally difficult to carry out this method and generally many 

duplicate measutcncntt are necessary to make the conductivity-water content 

relationship reliable. 

Another method of calculating the unsaturated hydraulic conductivity is to combine 

the water rctentlon characteristic with the capillary pore-size distributfon. This 

approach, called the capillary model, is based on the Kelvin quation uhich relates the 

surface tension and soil water energy to pore radius.. A capillary model with a closed 

form solution for hydraulic conductivity is given by van Genuchten (1980). A review of 

previous theoretical capillary models Is given by Mualem (1976) and a comparison 

between six recent models is given by Simmons and 6ce (1981). 

7.2.5.4 Measurement Precision and Sample Sire 

Many of the methods given in Section 7.2.5 will gfvt an accurate measurement of an 

aquifer property but this information usually consists of one or two values that are 

taken at one point in the uqulfer. Because of heterogeneity within an aquifer, one or 

two measurements may not be representative. In this section, a brief discussion is 

given on how to achieve a specified level of precision and confidence level when 

estimating aquifer properties. 

The wnber of measurements necessary to reasonably characterize the mean value of 

an aquifer property or parameter can be determined after some initial data collection. 

For the methods discussed below, several assumptions must be made. First, the sample 

mean of an aquifer parameter is assumed to be normally distributed. This means that if 

random measurements are made af an aquifer parameter, the deviation of the sample mean 

from the "true population’ mean will be normally distributed. Secondly, the variance 

or standard deviation of the aquifer property will be assumed to be known or 

measurable, Based on these assumptions, the number of measurements needed to obtain a 

specified precision and confidence level of an aquifer parameter can be prescribed. 

However, the number of measurements and tests uhich can be made Is often dictated by 

time and budget constraints. tamparison to the sample sizes given below indicates the 

level of confidence which should be placed in the data obtained. For screening 

calculations, the nunbet- of measuranents collected will most likely bt small. 

The Precision or margin of error that can be tolerated in measuring the mean value 

Of 8 variable X with n samples and with confidence level y is: 

(VII-21) 
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uhere Px is the precision of measuring variable X, t,,,,-I is the student's t- 

distribution percentile with confidence Y and n-l deg;ees of freedom, Sx is the 

standard deviation of the sample: 

Sx = (g ~x;*~e)1’2~ $$+*x3” 
- 1 

(VII-22) 

Xi is the i-the observed value of variable X, n* is the number of data measurements or 

observations used to find an estimate of the sample standard deviation, X is the sample 

mean of variable X: 

(VII-23) 

The precision Px can also be written as a percent of the sample mean: 

px = Ix d/100) (VII-24) 

where d is the allowed deviation of the sample mean from the true mean, expressed as a 

percent of the true mean (i.e., d can range between 0 and 100). 

Upon rearranging Equation VII-N, it is possible to determine the number of 

measurements necessary to obtain a specified precision and confidence level: 

2 
n 2 (tr n-l fe) I 

where the variable ‘em is defined as: 

e - PxfSx - 1 Itd/ (100 Sx) 1 

(YII-25) 

(VII-26) 

The variable l em is related to the inverse of the coefficient of variation and is 

dimensionless. 

Equation YII-25 has been solved for various confidence levels and tabulated in 

Table VII-8 as a function of 'em. It is quite clear from this table that the sample 

size .n. grows dramatically as the numerical value of precision decreases and dS the 

desired confidence level increases. 

If some value of .e' is desired other than that given in Table VII-8, then an 

iterative solution is necessary to solve Equation VII-25. This is because the 

student's t-distribution percentile ty n I is also a function of the number of 

measurements minus one, n-1. As an initial guess to the size of n, the standard normal 

deviate 2, can be used in place of the student's t-distribution in Equation VII-25. 
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TABLE VII-8 

SwLE SIZE FOR VARIOUS CONFIDEWE LEVELS USIM6 
THE STUDENT'S t-DISTRIBUTIOIY 

Confidence Level Y(X) 

t 50 60 90 95 99 

.Ol 4549 16424 27055 38414 66349 

.os 182 657 1062 1537 2654 

.lO 46 164 271 384 663 

.15 21 74 120 173 295 

.20 12 42 70 99 171 

.25 8 28 45 64 110 

.30 6 20 32 45 76 

.40 4 12 19 26 45 

.50 3 8 13 18 30 

.60 2 6 10 13 22 

.70 2 5 a 10 17 

.80 2 4 7 9 14 

.90 2 4 5 7 12 

1.00 2 3 5 6 10 

1.25 2 3 4 5 8 

1 .so 2 3 3 4 7 

1.75 2 2 3 4 6 

2 2 2 3 4 5 

3 2 2 3 3 4 

4 2 2 2 3 4 

5 2 2 2 3 3 

6 2 2 2 2 3 

7 2 2 2 2 3 

29 2 2 2 2 2 

Values of 2, are given in Table VII-9 as a function of confidence level. Thus, as a 

first guess to determining the sample sfze (called n'), solve: 

n’ - (Z)m2 (VII-26a) 

Yith n' from EquationVII-26, crlculatt the student's t-distribution t,,n,-l and 

substitute into Equation VII-25. Values of t ,. n,-l are gi'ven in Table hI-IO as a 
function of confidence level and degrees of f&an df, dwrt df l n’-1. The correct 
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TABLE VII-9 

STANDARD NORMAL DISTRIBUTION FUNCTION 

Confidence Level Deviate 

Y(X) b 

50 0.67449 

80 1.28155 

90 1.64485 

95 1.95996 

99 2.57583 

where Y = 100 / e -y2'2 dy 

4, VT 

Reference: after Abrmonitz and Sttgun (1964). 

Table VI I-10 

PERCENTAGE POINTS OF THE STUDENT'S t-DISTRIBUTIDN 

tY,df 

Dtgrtts of ~rttam tonfrdtnct Ltvtl [t) 

df- 
n-l 50 a0 90 95 99 

I 1.000 

2 0.816 

3 0.765 

4 0.741 

5 0.727 

10 0.700 

I5 0.691 

20 0.687 

25 0.684 

JO 0.683 

40 0.681 

60 0.679 

120 0.677 

inftnitt 0.674 

3.078 6.314 12.706 63.657 

1.886 2.920 4.303 9.925 

1.6J6 2.353 3.182 5.841 

1.53) 2.112 2.776 4.604 

1.476 2.015 2.571 4.032 

1.312 I.612 2.228 3.1b9 

1.341 1.753 2.131 2.947 

I.)25 1.725 2.086 2.045 

1.316 1.706 2.060 2.787 

l.JlO 1.697 2.042 2.750 

l.JO3 1.684 2.021 2.704 

1.296 1.671 2.000 2.660 

1.289 1.658 1.900 2.617 

I.282 1.645 1.960 2.576 

n l nt0atr of wrrutsunts. 

Rtftrtnct: rftw Aormodtz ma Stqpun (1964). 
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sample size .n' can be dctcrnined after one or two iterations (l.c., iterate until 

n'-n). 

hence, in order to determine the correct Sample Size, the precision and confidence 

level have to be specffied and an estimate made of the standard deviation. The latter 

can be made from historical data or by making a rough estimate from previous sampling 

or from a pilot survey. If no data are available, then a two step sampling procedure 

would be needed. First, a sample of sire n* fruu the lnltial data set (where n+ is at 

least 2 or more) fs made fran uhfch the standard deviation is estimated using Equation 

VIl-22. Then, Equatlon VII-26 and Table VII-8 c'an be used to find a total sample size 
. . n . This and other sampling strategies are discussed in detafl by Cochran (1977) and 

Nelson and Yard (1981). 

An example of a two step sampling problem Is shown below. In this example, the 

proper sample Size for measuring hydraulfc conductivity will be determined. The 

aquifer consists of alluvial sand. The drawdown versus elapsed time method of Theis is 

used to evaluate the horizontal hydraulic conductivity at various observation wells. 

;-------‘---‘-------‘- EXMPLE VII-1 ‘-‘-------.---.-‘-‘-‘-, 

I I 

i Initially, six texts were conducted. The results are shown below: i 
i Field Data Data Sumnary i 
i Saturated, Horizontal existing data size: n* = 6 i 
I 

Hydraulic Conductivity confidence level: y = 95: 

(cmisec) allowed deviation: 
i 

I d*loX i 
I 0.13 0.12 0.18 

i 0.13 0.13 0.15 

I 

I 

I 

1 

I 

I 

Based on these six initial measurements, a 95 percent confidence level, and a 10 

percent deviation or precision in estimating the true mean, the following 

parameters were calculated. The sample mean 3 was calculated using Equation VII- 

23 to give X = 0.14 cm/set, the sample standard deivation Sx from Equation VII-22 

gives Sx l 0.022 cm/set, precision Px from Equation VII-24 gives Px = 0.014 cm/set 

and variable e was calculated from Equation VII-26 to give e = 0.64. Finally, by 

using either Equation VII-25 or Table VII-a, it was determined that a total of 12. 

tests would have to be done (i.e., sample size n = 12). Since six tests had 

already been done, six additional drawdown tests would have to be performed to 

obtain the desired degree of precision and confidence level. 

I 

I 
I 

I 
I 
I 

I 

I 
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I Mote that this precision and confidence refer to the uncertainty or I 

i variabllity of a single site If all 12 drawdown tests art done using the same i 
i observation well. Using 12 different observation wells ~111 show the variabtlity i 
i of the aquifer over the region measured. i 
i a___-- -----s-s-s---END OF EXMP‘E VII-l--------w- m-_-e -m--.-J 

fkfort leaving this section on sampling sire, one additional consideration needs 

to be considered: cost. Virtually all of the field tests used to measure the flow 

properties of aquifers, such as transmissivlty or hydraulic conductivity are costly to 

perform. Typically, most ground water studies use only a feu pumping tests per site or 

per study area. It is clear from Table VII-8 that two tests can only give results with 

a low confidence level and/or poor precision and one test provides no information about 

precision. But a few tests can give an 'order of magnitude' value to an aquifer 

characteristic, such as hydraulic conductivity. An order of magnitude value is 

adequate for most screening calculatfons. For detalled investigations more data are 

needed to provide a greater level of confidence and precision. 

7.3 GROUNO YATER FLOY REGIME 

7.3.1 Approach To Analysis of Ground Uater Contamination Sites 

The recommended approach to analysis of ground water contamination problems is to 

first use existing data and screening methods such as presented In this chapter to gain 

a basic understanding of the site hydrogeologic characteristics and the relative hazard 

associated with the particular problem. The steps involved are to first characterize 

the waste sources in terms of. type of waste, quantities disposed, disposal method, and 

dimensions of the disposal area. Wext, hydrogeologic data for water levels, hydraulic 

conductivity, and porosity or moisture content are obtained. The water level data are 

plotted as ground water elevation contour maps from which flow directions are then 

determined. The remaining hydrogeologic data are used to estimate vertical and 

horizontal seepage velocities. Next, these velocities are used to estimate travel 

times for conservative solutes to nearby wells or surface water bodies. These 

estimates are capartd to observed solute concentration data which can also be plotted 

as contour maps. The effects of additional processes including dispersion and chemical 

attenuation are then consIdered using the methods discussed in Section 7.5. Finally, 

estimates of uncertainty associated with the predictions should be made. At this point 

information is available to determine whether additional field sampling or detailed 

investigations are warranted. 

The procedures for conducting the hydrogeologic portion of the analyses art 

discussed in detail in the following sections. Section 7.3.2 discusses measurement of 

watci levels and determination of flow directions. Section 7.3.3 presents methods for 

calculating seepage velocities and travel times. 
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7.3.2 Yatcr Levels and Flow Dirtctlons 

7.3.2.1 Introduction 

Uater level data can be found in ground water invtstlgation reports or well logs, 

by talking to the ouners of nearby wells, or by making water leval measurements at 

txIsting wells. Also, water surface elevations of nearby strems, ponds, lakes, 

springs, marshes, gravel pits, etc. can be used to estimate water level elevations 

since these are areas where the ground water table intersects the land surface. (Care 

should be taken, however, to be sure that these water bodies art not perched.) 

In the field, the presence or absence of vegetation‘ caunon to wet soils and salt 

tolerant plants [e.g., willow, cottonwood, mesquite, saltgrass, greasewood) may be 

indicative of discharge areas and hence can be used to locate areas where the ground 

water table is near the surface. In arid regions, a thicker than normal cover of 

vegetation of salt outcrop (e.g., saline soils, playas, or salt precdpitates) may 

indicate a discharge area. Field mapping of such occurrences can be valuable in 

obtaining an initial idea of the depth to water. However, relatively impermeable 

layers of even small areal extent may result In perched waters, uhfch in turn yield 

wetlands or ponds. The unforeseen presence of a perched water table may lead to 

misinterpretations of surface observations. 

The following general observations for unconfined water table aquifers in humid 

areas can be made: 

l Ground water discharge zones are in topographic low spots 

l 6round water generally flows away from topographic high spots and toward 

topographic low spots 

0 The water table may have the same general shape as the land surface. 

From the above, it might seem reasonable that the hydraulic gradient (i.e., the change 

in ground water surface elevation per unit distance) of water table aquifers should 

vary in a direct relationship with the slope of the land (i.e., the hydraulic gradient 

is steepest where the land slope is steepest). However, the presence of formations 

with low hydraulic conductivity, subsurface geologic inhomogtnelties and wwtnadt 

influences (e.g., pumping wells, landfills) can have a profound effect on both the 

direction and magnitude of ground water flow. Cart should be taken in assuming that 

the direction of the local ground water flow is the same as that of either the surface 

topography or regional ground water flow directions. For example, the presence of an 

unknown buried stream channel can cause the local flow to be in the opposite direction 

of the regions) flow. Obtaining reliable water level data fror observation wells Is 

indispensable, even in the screening stage of a ground water study. 

7.3.2.2 Uater Level Measurement 

One of the most important measurements In ground water investigations 1s the 

determination of water level elevation. Mean sea level Is generally taken as the 
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reference or datum from which water level elevdtiOnS dre measured. Water level 

elevation is best measured as the height of udter in a pieZUWttr Or observation well. 

Such a well has a short, screened interval in the aquifer (Confined Or unconfined) dnd 

is open to the atmosphere at the top. Uater level elevation represents the average 

hydraulic head H at the 1OCdtiOn of the well screen. 

Host measurement techniques involve measuring depth to water (i.e., depth to water 

from land surface or from the top of the well casing). Depth to water is converted to 

water elevation by subtracting depth to water from the elevation of the ground surface. 

Serious errors in data interpretation can occur if the reference point from which the 

depth to water was measured (i.e., land surface or well casing top) was not noted. 

To convert depth to water table to rater level elevations, the land surface 

elevation (or well casing elevation) needs to be known. The required accuracy in 

measuring or knowing surface elevation depends in part on the ultimate use of the data 

and on the scale of the problem. Individually surveying each well is the best method. 

However, for screening purposes, an estimate based on topographic maps and the height 

of the casing above the land surface may be adequate in some cases, 

Water level elevations are usually measured by means of a chalked steel tape or an 

electric water-level probe, but air lines, pressure transducers and sound reflection 

methods may also be used. 

Great care should be taken when measuring water level elevations, particularly 

when the hydraulic gradient or aquifer slope is small. In general though, an accuracy 

Of l 3 centimeters in IMdSuting water level elevation should be sufficient for most 

ground water applications and is easily obtained. 

7.3.2.3 Sources of Error in Water Level OUta 

There are many possible sources of error and misinterpretation when taking water 

level data. Some of the most serious errors are those caused by vertical flow in the 

aquifer, water level fluctuation, unknown screen locations and unknown or excessively 

long screened intervals. These sources are described in more detail in this section. 

7.3.2.3.1 Vertical Flow 

Under most conditions, flow in a homogeneous formation is predominately 

horizontal. Under this assumption, the equipotential (equal energy) lines are 

vertical. Hence, water will rise to the same level in piezometers that are located 

side-by-side but which penetrate the aquifer to different depths. However, if flow is 
not horizontal, such as near a discharge or recharge area, the water will rise to 

different levels. This is schematically shown in Figure VII-14. The observed water 

level in a piezometer will decrease as the well tip of the piezometer is located at 

lower and lower depths in a recharge area (compare wells .a' and ‘b’ in Figure VII-lo. 

The water level will increase in a discharge area (compare wells 'd' and .e" in 

Figure VII-14). This same phenomenon can occur near large pumping wells. Hence, a 
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FIGURE Vll-14 CROSS-SECTIONAL DIAGRAM SHOWING THE WATER 

km AS MEASURED BY P~EZOMETERS LOCATED 

AT VARIOUS DEPTHS, THE WATER LEVEL IN 

PIEZOMETER C IS THE SAME AS WELL B SINCE 

IT LIES ALONG THE SAME EQUIPOTENTIAL LINE 

pitromtttr will only indlcatc the approximate water table in an unconfined aquifer with 

vertical flow. Uhat the piuomctcr does indicate (assuming a short screen length is 

used) Is the exact hydraulic or piczwntric herd at the point of the well screen. In 

fact, the vertical flow coarpontnt of ground water vcloclty can be determined by placing 

several pieromettrs at various depths so thrt the vertical hydraulic gradltnt can be 

measured. This vtrtlcal gradient is then nultiplled by the vertical hydraulic 

conductlvlty to obtain the vertical flow velocity (stt Section 7.3.3.1). 
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Fortunately, the vertical hydraulic gradient In most aquifers is small enough that 

the component of vertical flow can be ignored. Cart mrst be taken, however, to 

properly interpret water level data near recharge/discharge areas of the aquifer and 

near pumping wells. During pumping tests, only short well screens should be used in 

observation wells to avoid integrating or averaging ground water heads in the vertical 

direction. 

7.3.2.3.2 Uattr Level Fluctuations 

Uattr levels in wells art usually not static but are constantly fluctuating. 

The water levels In wells that monitor confined aquifers generally fluctuate more than 

those in unconfined or water table aquifers. Short term fluctuations in confined 

aquifers can be caused by many factors, including earthquakes, ocean tides, changes in 

atmospheric or barometric pressure, changes in surface-water levels and in surface 

loadings (e.g., a passing train), recharge from precipitation and from drawdown of 

nearby pumping wells. Yattr levels in unconfined or water table aquifers are affected 

by recharge from precipitation (including air entrapment in the unsaturated zone), 

tvapotranspiration, nearby pumping wells and atmospheric pressure changes. 

These fluctuations can be observed by maintaining a continuous record of measured 

water levels over a period of time and then plotting water level as a function of time. 

The best way to reduce the effect of such fluctuation is to take water level 

measurements from all observation wells within a 1 to 2 day period. Generally, it is 

the relative spatial difference in the water level that is the most important 

information dtsirtd (set Section 7.3.3). rather than the absolute water level value. 

7.3.2.3.3 Screen Length and Location 

Additional interpretation errors may occur when either screen length or screen 

location of the observation uells are unknown. In addition, excessively long screens 

(such as used in large production wells and open boreholes) can give conflicting 

information on water level. Long screens allow flow between different formations 

within an aquifer and may even penetrate more than one aquifer. Invalid conclusions 

can also be reached if wells tapping different aquifers are compared. It is important 

that accurate information be obtained as to screen length and depth. If such 

information is not obtainable, the water level data should be interoreted most 

cautiously. 

7.3.2.4 Determination of Flow Directions 

After water level information has been collected, the data should be plotted as 

water level elevation contours and used to determine the ground water flow directions. 
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7.3.2.4.1 Mater Level Elevation Contours 

A contour map of the water level l Tevationr IS prepared fraR mlls scrttned in the 

same aquifer. Mater level elevation data frow the observation utlls aust all bt 

masured during the same time ptriod (best If measured within a few days) and in the 

same portion or zone of the aquifer (e.g., upper, middle, lower). A contour map of the 

water levels can bt constructed using the following five steps: 1) plot the spatial 

location of each well on a map and label each point; 2) urltt the water level 

elevation value on the map for every utll measurtd during the same specified timt 

period and in the same aquifer; 3) decide which contour values art desired (e.g., 

every meter or decimeter change in elevation): 4) locate points on the map 

corresponding to the contour values chosen in step 3 by interpolating bttwetn all of 

the measured values; 5) draw a line connecting all points of equal value. These lines 

are drawn so that no two lines ever cross. This process fs repeated for each timt 

period and for each aquifer. An example of these steps is shown in Figure VII-15 for a 

water table aquifer underlying a series of waste ponds. 

There are, of course, more sophisticated mtthods of constructing contour plots, 

such as contained in several conputtr programs. SURFACE II is a recent FORTRAR 

computer program developed by the Kansas Seological Survey (Dlta, 1975; Sampson, 1978). 

This program uses rtgionalirtd variable theory or Kriging to perform autoamtic 

contouring of point observations. This and many other programs (Davis, 1973) art 

available but usually hand contouring is more than adequate for screening purports. 

7.3.2.4.2 Uattr Flow Directions 

It was stated in Section 7.2.4.1 that water flour in the direction of decreasing 

potential energy. In the cast of saturated ground water, the potential energy is equal 

to the water level elevation, as measured by piemnettrs or wells screened in either 

confined or unconfined aquifers. 

It can be shwn that ground uattr in an isotropic aquifer not only moves in the 

direction of decreasing water level elevation but also perpendicular to the 

equipotential lines. Isotropy means that the hydraulic properties (e.g., hydraulic 

conductivity) of the aquifer art equal in all directions. Hence, if a contour plot of 

the uater level elevation is available and if the horizontal and vertical scales that 

are used in constructing the contour plot are the samt, then the ground water flow 

direction can easily be found as follows: 1) pick any point along a water level 

elevation contour or equipotential line; 2) draw a line (called a flow lint) fr#n this 

initial contour line to the next smaller valued contour lint, going initially in a 

direction perpendicular to the first contour lint; 3) extend the flow lint until It 

reaches the next contour, making sure that \t crosses this new contour lint 

perpendicularly; 4) extend this flow lint to as many contour lines as dtsirtd, always 

ciossing the contour lines at right angles. Any number of flow 1 ints cm be 
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FIGURE VII-15 AN EXAMPLE OF A CONTOUR PLOT OF WATER LEVEL 
DATA WITH INFERRED FLOW DIRECTIONS, 

REFERENCE: TETRA TECH, 1985 

constructed in this manner. The direction of ground water flow is along these flow 

lines. An example of constructing flow directions is shown in Figure VII-15, using the 

water level data shown in the figure. An extensive discussion of graphical methods for 

constructing flow lines and flow nets can be found in OeUiest (1965). 

As shown in figure VII-16, the graphical construction of flow lines are made by 

crossing the equipotentfal lines at right angles. This is always true for isotropic, 

homogeneous aquifers when the plotted contours are constructed using equal horizontal 

and vertical scales. However, additional complications or modifications arise if these 
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conditions are not met. Van Evetdingen (1963) dlscusscs the problem of drawing flow 

lines when the horizontal and Vertical SCaleS ate not qua1 at it7 WOSS-Section 

diagrams. Liakopoulor (1965) ptovldts theoretical principles for constructing flow 

lines in homogeneous, anlrotroplc media (when the hydraulic conductlvlty varies 

according to the directfon of flow). fetter (1981) gives a simple graphical method 

(using a pemeablllty tensor ellipse) to account for anisotropy. Comparison of flow 

directions In an isotropic aquifer and anisotropic aquifer is shown in Figure VII-16. 
The effects of anisotropy and heterogeneity are Important but they are difficult 

to take Into account with data generally available during the screening phase of 8 

project. The construction of equlpotential and flow lines should be done first 

assuming a homogeneous and isotropic aquifer. The flow directions could then be 

adjusted if additional detafled data show this to be necessary. 

FLOW LINES FOR 
-- ANISOTROPIC AQUIFERS ( Kx>>Ky) 

- FLOW LINES FOR 
ISOTROPIC AQUIFERS (Kx'Ky) 

FIGURE VII-16 SCHEMATIC SHOWING THE CONSTRUCTION OF FLOW 
DIRECTION LINES FROM EQUIPOTENTIAL LINES 
FOR ISOTROPIC AOUIFERS AND ANISOTROPIC AQUIFEPS 

-352- 



7.3.3 Flow Velocities and Travel Times 

7.3.3.1 Ground Water Flow Velocities 

The direction of ground water flow is discussed in Section 7.3.2.4.2 in terms of 

water level elevations and hydraulic gradient. To determine the magnitude of ground 

water flow, Darcy's law is used. Section 7.3.3.1.1 presents Darcy's law for both 

saturated and unsaturated flow situations. The various forms of representing flow 

velocity are discussed in Section 7.3.3.1.2 and the applicability or range of validity 

of Darcy's law is reviewed in Section 7.3.3.1.3. Finally, methods of measuring or 

estimating ground water flow velocities are discussed in Section 7.3.3.1.4. 

7.3.3.1.1 Darcy's Law 

In 1856, Henri Darcy discovered by experiment that the flow rate through a 

saturated porous medium was proportional to the change in head across the medium and 

inversely proportional to the length of the flow path. Darcy’s law can be expressed 

as: 

Q= -KA!WAL = -KAI (VII-27) 

where K is a proportionality constant (the hydraulic conductivity, cm/set), A is the 

flow cross-sectional area (cm') of the soil (measured at a right angle to the direction 

of flow), AH is the change in hydraulic head (cm ii20) across the soil, JL is the 

distance or length (cm) across the soil (measured parallel to the flow), I Is the 

hydraulic gradient (cm/cm) and Q is the volumetric discharge rate (un3/sec). The 

negative sign in Equation VII-27 indicates that water flows in the direction of 

decreasing head or potential energy. 

Schematics of the experimental set-ups to demonstrate Darcy's law can be seen in 

Figure VII-17. In Figure VII-17a, flow occurs along an inclined, saturated soil 

column. The flow is from left to right, going from the upper to the lower reservoir of 

water. The change in hydraulic head AH across the soil column is simply: 

-1H = H 
out - "in (VII-28) 

where H. ,n is the hydraulic head (cm] at the inlet and Hout is the hydraulic head (cm) 

at the outlet. 

Darcy's law is alSO valid for unsaturated flow, the only difference being that the 

hydraulic conductivity is now a function of pressure potential HP or d 

o- -K(b) A M/U (VI I-29) 

An example Of a demonstration of Darcy's law for unsaturated flow can be seen in 

Figure VI I-17b. This example is the same as shown in Figure VII-17a but now the soil 
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a. Flow in an inclined saturated column of 

-f 

T hn 
1 

b. Flow in an inclined, unsaturated column of soil. Note 
that the Hariotte reservoir maintains a constant reference 
level at abnospheric pressure, even when the inlet water 
column is under negative pressure. 

FIGURE VII-17 SCHEMATIC DIAGRAMS SHOWING PERMEAMETERS TO 
DEMONSTRATE DARCY'S LAW 
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is subject to a negative pressure (or a positive suction) potential at both ends of 

the soil sample by hanging water calms. The hanging water colulms will exert a 

negative pressure potential as long as points ‘am and ‘b’ are located below the inlet 

and outlet, respectively. In general, both the pressure potential and hydraulic 

conductivity will vary along the soil column. As the absolute value of the pressure 

potential increases, the hydraulic conductivity will decrease. However, a constant 

hydraulic conductivity can be made by making the pressure potential H 
pin 

equal to 

H 
pout' 

The total head or potential at any given point is due to the sum of the 

gravitational and pressure potentials: 

H-H -H 
Q P I I 

(VII-30) 

The minus sign was put in front of the absolute value of the pressure potential to 

avoid any confusion as to the contribution of the pressure potential to the total head 

in unsaturated soil. Upon substitution of Equation VII-30 into Equation VII-28 and 

VII-29, Darcy’s law for the unsaturated flow case illustrated in Figure VII-I7b can be 

described by: 

o= -WHgoUt - I I Hpout 
-H )/AL (VII-31) 

,: 

where all of the H terms are expressed in units of length (cm). Since unsaturated 

hydraulic conductivity is a nonlinear function of pressure potential (See 

Section 7.2.4.3). the K* (Msec) used in Equation VII-31 represents the hydraulic 

conductivity for the average matric or pressure potential 3 avg(cm) in the soil column 

II 
wa - tHpin + "pouP (VII-32 

Hence, the hydraulic conductivity used in Equation VII-31 becomes: 

K+-K(ti ) 
w 

(VII-33) 

7.3.3.1.2 Darcy and Seepage Velocities: 

If the volumetric discharge rate Q (cn3/sec) from Darcy's law is divided by the 

cross-sectional area A (cm'). then the ratio Q/A has the units of a velocity, vd 

(cdsec). This 'velocity' is called the Darcy velocity or specific discharge: 

'd = Q/A = -m/AL = -KI (VII-34) 
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where I (cm/cm) is defined as the hydraulic gradient. However, the Darcy velocity is 

not the 'true' velocity at which the water moves through the pores of a medium. It is 

both impractical and unnecessary to determine the actual aiCrOscOpiC velOCities through 

the port spaces. A more useful macroscopic quantity is called the seepage velocity. 

Since solutes do not migrate across the entire pore space, we need only consider the 

water filled portion of It. lo take this into account, the Oarcy velocity vd is 

divided by the volumetric moisture content to yield the seepage velocity, vs: 

(VI I-35) 

Since 8 is less than one, the seepage velocity is greater than the Darcy velocity 

(usually by a factor of 2 or more). The seepage velocity is also called the average 

interstitial or pore-water velocity. 

For saturated flow, like in Figure VII-17a, the volumetric water content equals 

the porosity p (unitless ratio). Upon substitution of p into Equation VII-35 and vs 

into Equation VII-34, the seepage velocity for saturated conditions becomes: 

vs = 
-K AH 
Pa 

* -KI/p (VII-36) 

where I (cm/cm) Is the hydraulic gradient. For unsaturated flow, the seepage velocity 

is: 

(VII-37) 

where the hydraulic conductivity K iS now a function of the moisture Content 6. 

In general, the Darcy velocity vd is used in the computation of ground water flow 

problems and the seepage velocity, vs, is used in the computation of contaminant or 

solute transport problems. Great care must be used uhen obtaining velocity data from 

published reports since many authors do not state which velocity formulation they are 

using. 

7.3.3.1.3 Applicability of Darcy’s Law 

Darcy's law is only valid for those conditions in which the flux Q is a linear 

function of the hydraulic gradient I (i.e.,lH/AL). This generally corresponds to the 

condition of laminar flow and when resistance to flow is dominated by viscosity. 

However, at very high velocities, the flow becomes turbulent and inertial forces become 

dominant. The Reynolds number Re is a dimensionless number that expresses the ratio of 

the inertial to the viscous forces during flow: 

Re = d P v /P 
swd (VII-38) 
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where P, is the density of water (g/u&, ris the viscosity (cm'lsec) and ds is some 

characteristic length (cm) representing the intergranular flow Channels. Bear (1972) 

suggests using d5D (i.e., the average or mean grain size diameter) for ds but sometimes 

dlD is used (See Section 7.2.2.2). Values for p, and p are given in Appendix 1. 

DdrCy'S law hdS been shown l xpcrimentdlly to be valid for those conditions for 

which the Reynolds number is less than 10 when using d5D (the average grain-size 

diameter) for d,. This covers virtually all natural ground water situations, except 

perhaps for flow through extremely coarse mdteridls, and in areas of steep hydraulic 

the other 

ients and flow 

gradients (gradients greater than 1, such dS close to pump 

extreme, Darcy's law may also be invalid for extremely low 

through dense clay. 

ing wells). On 

hydraulic gtdd 

7.3.3.1.4 Methods to Estimate Flow Velocities 

There are several ways of estimating the ground water flow velocity. A review of 

these methods is shown in Table VII-11. The Ddrcy-based method, as discussed in 

Sections 7.3.3.1.1 and 7.3.3.1.2, is probably the lesst expensive and quickest method 

of estimating flow velocities. From Equation VII-34, the horizontal Darcy velocity vdh 

(cm/set) can be calculated between any two points spaced a distance Jx (cm) apart as: 

'dh = -Kh AH/,%x = -K,I, (VI I-39) 

where Ih (cm/cm] is the horizontal hydraulic gradient,M is the hydraulic head change 

and Kh (cm/set) is the horizontal hydraulic conductivity. The vertical Darcy velocity 

vdv (cm/set) can be calculated between any two depths spaced a distance32 (cm) apart 

as : 

‘dv - -K AWAz = -KVIV (VII-40) 

where Iv (cm/cm) is the vertical hydraulic gradient, KV (cm/set) is the vertical 

hydraulic conductivity and AH (cm) is the change in hydtdulic head dcross the points of 

measurement. Mote that in the cast of saturated flow (confined or unconfined), JH is 

simply the difference in water level elevations between the measurement points. 

The major disadvantage of using the Darcian method for calculating flow velocities 

is that the hydraulic conductivity needs to be known. Methods of measuring hydraulic 

conductivity drt given in Section 7.2.5.2.2 but large uncertainties are usually 

associated with these methods. Despite these uncertainties, Darcy's method is best 

suited for the screening phase of a ground water study. 
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TABLE VII-11 

METHODS FOR MEASURING GROUND WATER FLOW VELOCITY 

Tcchnf qut Advantages Dfsrdvrntrgts References 

Qarcy-based fntxpensfve need to measure hy- Freeze and Cherry (1979) 
nethod draul fc conductfvfty Fetter (1980) 

sfrple to calculate separately 

can measure horftontrl 
or vertical vclocfty 

Direct tracer sfrple In prfncfplc l xpensfve Knutson (1966 
method Brown et al. 1972) 

only travel time bspar7nbOncercu (1972) 
needs to be 

must sdjust for dts- 
perslon 

measured 
lust know direction of 
flow and rpproxirate 
velocfty to design well 
srrplfng program 

long times are typically 
required to obtrfn data 

Point dilution a down-hole nethod can only measure horf- hlevy et 41. (1%7) 
aethod zontrl velocfty Orott ttrr (1968) 

short tfmet needed Grfsrk?ti\. (1977) 
Klotz errr (1978) 

single observation 
-- 

well Is needed 

Flou meter a down-hole method under developent Kerfoot, 1982 
for dfrectly mtrsurfng 
horfrontdl velocity rfgnfffcrnt interference 

frm well screens and 
quick, real-time gravel packs does occur 
method 
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7.3.3.2 Ground Uater Travel Times 

The distance traveled by an object moving at a constant velocity 4s: 

Al - (At) (Velocity) (VII-41) 

where ~1 is me distance traveled and At is the time Of travel. ‘If the transport Of a 

non-reactive and non-dispersive Solute or contmindnt is considered, the 'velocity' in 

the above equation becomes equal to the seepage velocity vs (which Was discussed in 

Section 7.3.3.1.2). The seepage velocity is used because solutes Only travel through 

the water filled portion of soil pores. The travel time At cdn now be solved from 

Equation VII-41 to give: 

At = Al.l/vs (VII-42) 

If the seepage velocity is calculated from Darcy's law, then Equation VII-36 can be 

substituted into Equation VII-42 to yield the travel time for saturated flow 

conditions: 

At = =@ (VII-43) 

where At (set) is the travel time, Al (cm) is the travel distance, p (unitless ratio) 

is the Porosity, K (cm/stc) is the hydraulic conductivity and I (cm/cm) is the 

hydraulic gradient. Estimated values of porosity are given in Table VII-4 for d 

variety of geologic materials. Note that the porosity used in Equation VII-43 is to be 

expressed as a ratio or decimal fraction and not as d Percent. For unsaturated flow, 

the volumetric moisture content 8 (unitless ratio) is substituted in place of porosity 

l p’ in Equation VII-43. 

It should be remembered that travel times computed from Equations VII-42 and 

VII-43 are for non-reactive and non-dispersive, conservative solutes moving at d 

constant velocity. Retardation by sorption and attenuation by other soiute-soil 

interactions may substantially decrease the velocity of solute movement and increase 

the travel time. COnverSely, dispersive processes can either substantially increase or 

decrease the Velocity that a portion of the solute molecules move and hence change the 

travel time. The processes of sorption and dispersion will be discussed in greater 

detail in Section 7.4. 

In many Situations, the flow Velocity may vary in both direction and magnitude ?n 

an aquifer. Variable velocity and/or variable soil properties can easily be 

incorporated into the CdlCuldtion of solute travel time by assuming that solute flow iS 

a Constant over a Series of finite subregions. If these properties vary by less than 

20 Percent, discretization is not necessary for screening calculations. Figure VII-18 
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~SGURE W-18 SCHEMATIC SHOWING HOW TRAVEL TIME CAN BE CALCULATED 
FOR SOLUTE TRANSPORT WHEN THE FLOW VELOCITY VARIES: 
A) ORIGINAL PROBLEM, B) DISCRETIZED REPRESENTATION 
OF THE f&OW LINE, REFERENCE: TETRA TECH (19841 
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shows such a discretization process. Equation VII-43 is applied over each 'constant" 

subregion and then all travel times are suaxned, such that the total travel time Tt is: 

n 

2 Tt - iIl Atl - 
4-H 

-tl 
[ 3 KI f 

(VII-44) 

where the subscript '1. refers to the I-th subregion and n is the total number of 

subregions, p (unitless ratio) is the potoslty, Al (cm) is the travel distance, K 

(cm/set) is the hydraulic conductivity and I (cm/cm) is the hydraulic gradient. For 

unsaturated flow, the volumetric moisture content 6 (unitless ratio) is substituted for 

porosity p. The parameters p,Al, K and I can be different for each subregion l i'. 

rst, and the number Obviously, a small number of subregions should be chosen at fi 

increased as more data become available. 

Consider the following example illustrating the comgutati 

ground water from a holding basin to a nearby river. 

on of travel time for 

r’-.-.-.-.-.--.-.-.-. EX&,PLE VII-2 .-.-.-.-.-.-.-.-.-.-.- 

I 

I 

I 

I 

A buried stream channel Is suspected of being beneath the holding basin 

shown in Figure VII-19. The aquifer underlying the holding basin and the 

surrounding area It a water table aquifer (unconfined). The hydraulic 

conductivity measurement from a pump test at well Bl was 0.4 cm/set and the 

hydraulic conductivity from a pump test in well 82 was 0.6 cm/set. The water 

level elevations in wells Bl and 82 were 2.82 x lo4 cm and 2.8140 x lo4 cm, 

respectively. The estimated poroslty is 0.3. Calculate the seepage velocity and 

travel time for sulfate from the edge of the holding basin to the river using the 

above data. Assume the sulfate does not interact with the soil. 

Consider the following steps: 

I 

I 1) Obtain the average hydraulic conductivity from the two pumping tests, 

I 

I 
K * (0.4 + 0.6)/2 = 0.5 cm/set 

I 2) Calculate the hydraulic gradient between the basin and the river, where 

the distance between wells Bl and 82 is 4 x lo4 cm, 

I-$ L ("I'"2 
74 

* (2.8200 x lo4 - 2.8140 x 104) 

4 x lo4 

= 0.0015 (cm/cm) 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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I 

i 
i 
i 
i 
i 
i 
i 

i 
i 
i 
i 

3) Calculate the seepage velocity using Equation VII-36, 

vs = F = I* = 0.0025 cdsec i 

i 
4) Estimate the travel time to the river using either Equation VII-42 or 

VII-43, where the distance between the basin and the river is 6 x 
i 

lo4 cm, i 
i 

At = - 2.4 x 10’ set I 

i or 

At-p& n 2.4 x 10’ set I 

Hence, the travel time for sulfate, from the basin to the river is 280 days 
I 

OT approximately 9 months. i 
I ------------------- END Of EXmPLE VII-2 ,,,,,,,,-----.-,,_,,,I 

7.4 POLLUTANT TRANSPORT PROCESSES 

The basis for ground water transport of contaminants is discussed in this section. 

First, the processes of dispersion and diffusion are reviewed in Section 7.4.1. This 

section includes both the definition and the estimation of these parameters for the 

one-dimensional and then the two-dimensional case. Finally, chemical and biological 

processes that affect contaminant transport are discussed in Section 7.4.2. This 

section discusses how sorption and rate processes can be represented in screening 

methods. 

7.4.1 Dispersion and Diffusion 

7.4.1.1 Hydrodynamic Dispersion 

Up until this point, the migration of dissolved solutes through porous media was 

assumed to be only related to the seepage velocity of ground water (see Section 7.3.3). 

Under this assumption, an injected solute or contaminant would travel through the 

aquifer by plug flow (e.g., piston-like motion). The concentration profile would 

resemble a step function. However, experience has shown that solutes do not exhibit 

true plug flow. Instead, solutes gradually spread out from their initial point of 

introduction and occupy an ever increasing volume of the aquifer, moving far beyond the 

region that it would be expected to occupy based on the average seepage velocity alone. 

This spreading or dispersing phenomenon Is called hydrodynamic dispersion. 

Hydrodynamic dispersion constitutes a nonsteady, irreversible mixing process. 

Bear (1972) states that hydrodynamic dispersion is the macroscopic outcome of the 
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solute's mvmnt due to alcrorcopic, maCtoScOpiC tnd UgaSCOPiC tfftCtS. Of! the 

microscopic scale, d~sptrsion IS caused by: a) external forces rctlng on the ground 

water fluid, b) macroscopic vatlationr in the port gttmetry, c) molecular diffusion 

along solute concentration gradients, and d) vatlationt In the fluid properties, such 

as dtnsity and viscosity. 

In addition to inh#ogeneity on the microscopic scale (i.e., pores and grains), 

there may also be inhomogeneity in the hydraulic properties (macroscoptc variation). 

Variations in hydraulic conductivity and porosity introduce irregularities in the 

seepage velocity with the consequent additional mixing of solute. Finally, over,large 

distances of transport, megascopic or regional variations in the hydrogeologic units or 

strata are present in the aquifer. The effect of scale on the mechanisms of 

hydrodynamic dispersion are shown schematically in Figure VII-20. Since the magnitude 

of dispersion varies significantly with the scale of the physic 

taken to properly define which scale Is to be used in any given 

The hydrodynamic dispersion coefficient D (cm2/stc) may be 

expressed as the sun of two dispersive processes: mechanical d 

and molecular diffusion D+ (cm2/stc). Thus, the sull is: 

Molecular diffusion D* is a microscopic and molecular scale process that results 

from the random thermal induced motion of the solute molecules within the liquid phase. 

This process is independent of the advectivt motion of the ground water and can be of 

significant importance at low flow velocities and very near solid surfaces. Duursma 

(1966) reported txptrimentally determined molecular diffusion coefficients that ranged 

positive 

ied 

between 2 

and ncgat 

(Sudicky, 

x 10 -6 and 6 x 10 -6 cm'lstc for trivalent and monovalent ions (both 

ive) in fine sand. However, molecular diffusion is generally specif 

1983; Gillham et al., 1984) as: 

D= Dm+P 

1 syrtan, cart must be 

problem. 

mathematically 

sptrsion Dm (cm2/sec) 

(VII-45) 

0, = 1 x 1o-6 cm2/stc (VII-46) 

Mechanical dispersion Dm occurs prtdaninattly on a macro and megascopic scale and 

is due to the 'mechanical mixing' of the solutes. Such mechanical mixing is caused by: 

a) variations in the velocity profile across the water filled portions of a pore, b) 

variations In the channel sire of the ports, c) the tortuosity, branching and 

inttrfingering of pore channels. 

7.4.1.2 One-Dimensional Flow 

7.4.1.2-l Introduction 

For one-dimensional flow, mechanical dispersion Dm(cm2/stc) is generally expressed 
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u*c~oscoPIc SCALE 

FIGURE VII-20 SCHEMATIC SHOWING THE EFFECT OF SCALE ON 
HYDRODYNAMIC ~IISPERSION PROCESSES 

as a function of the seepage velocity v s (Msec) with the relationship: 

Dm = *lvs (YII-47) 

where u1 (cm) is the 1 ongitudinal dispersivity of the porous medium. Upon substitution 

of Equation YII-47 into Equation VII-45, the hydrodynamic dispersion coefficient D 

(cm2/sec) becomes: 

D = ulvs + D* 
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where the molecular diffusion IT (an*/scc) Is given by Equation VII-46. 

Unfortunately, dispersivity u1 is not a constant but rather appears to depend on 

the lwan travel distance or scale at which the wasureawttr were tr&cn (Fried, 1975; 

Pickens and Grlsak, 1981 a, b; Sudicky, 1983). For example, laboratory experiments 

give values of dispersivity in the range of lo'* to 1 ~0, while field detcrcnined values 

range from about lo3 to lo4 cm. 

7.4.1.2.2 Estimating Longitudinal Dispersivity 

A rough estimate of longitudinal dirpcrsivity in saturated porous media my be 

made by Sttting aI (cm) equal to 10% of the mean travel distance ii (cm) (6tlhar and 

Axness, 1981): 

=1 l .lZ (VII-49) 

In Figure VII-21, 48 values of longitudinal dispersivity art plotted as a function 

of scale length of the experiment for saturated porous Atria (Lallcmand-Barter and 

Ptaudtctrf, 1978). Mote in Figure VII-21 the lint predicted by Equation VII-49. 

Lallemand-Barres and Ptaudtctrf (1978) concluded that field-scale disptrsivity was 

independent of both the aquifer material and its thickness. In addition, Equation 

VII-49 and Figure VII-21 suggest that longitudinal dirpersivity increases indefinitely 

with scale length. 

nore recently, Gelhar et al. (1985) reviewed the available llttraturt and obtained -- 
77 values of longitudinal disptrsivity from saturated field studfts and 13 values of 

longitudinal dispersivity from unsaturated field and laboratory studies. The saturated 

media results are shown in Figure VII-22 and tne unsaturated media results in 

Figure VII-23. These data also show that longitudinal dispersivity increases with 

scale length. However, a critical evaluation of saturated site data in terms of 

reliability (as indicated by the size of the circles in Figure VII-22) led Gelhar 

et al. (1985) to suggest that no definite conclusion could be reached concerning scales -- 
greater than 100 meters. Longitudinal dispersivity probably approaches asymptotically 

a constant value for very large or megascopic scale lengths (6elhar and Axntss, 1983; 

Sudicky, 1983). In addition, the 10 percent rule of thumb expression for longitudinal 

disptrsivity given by Equation VII-49 does not hold in the unsaturated zone. Rough 

approximations of longitudinal dispersivity for unsaturated flow can be made by using 

Figure VII-23, where scale means the mean travel dlstanct or simply the distance from 

the origin of the contaminant. 

To estimate longitudinal dispersion, an appropriate distance is dettnnintd 

(typically the distance from the contaminant source to the furthest point of interest). 

The dispersivity is then selected for the chosen distance fron either Equation (VII-44) 

or Figure VII-22 for the saturated zone or Figure VII-23 for the unsaturatea zone. 
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FIGURE VII-22 A PLOT OF LONGITUDINAL DISPERSIVITY vs, SCALE LENGTH 
FOR SATURATED POROUS MEDIA, REFERENCE: GELHAR 
ET AL, (1985) 

Dispersion Is then calculated using Equation (VII-48) or Equation (VII-47) for one- 

dimensional flaw. 

7.4.1.2.3 Solute Transport Equation 

In order to better vtsualixc the concept of dispersion, a brief dlscussion Is 

given concerning the equation dtscrlbing one-dimensional solute transport In ground 

water flow systans. The pattdal differential equation dtscrlbing the one-dlmtnsional, 

advcctivt-dlsptrsivt transport of non-reactive solutes In saturated (or unsaturated), 

hunogtntous porous mtdja is givtn by: 

(VI I-50) 
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FOR UNSATURATED POROUS MEDIA, REFERENCE: GELHAR 
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where c (g/ml) is the solute concentration at time t (day) and distance x (m), 

D (m'/day) is the hydrodynamic dispersion coefficient and vs (m/day) is the ground 

water seepage velocity. 

If the aquifer is initially assumed to be solute free and if the 0 and vs 

parameters are constant over the distance of interest, then a solution to Equation 

VII-50 for a step function input (i.e., the initial concentration goes from zero to a 

value c at t = 
0 

0) can be obtained (Ogata and Banks, 1961; Ogata, 1970). The analytic 

solution and a worked out example using an integrated form of Equation VII-50 are given 

in Section 7.5.4. Note that a constant hydrodynamic dispersion coefficient D nas used 

when solving Equation VII-50 in Section 7.5.4. Yet, Equation VII-49 and Equation 

VII-50 indicate that 0 is a function of distance or scale. Unfortunately, no simple 

analytic solution exists for the general case of a spatially varying dispersivity term. 

Hence., the distance or scale of tit problem is used to compute the longitudinal 

dispersivity. 
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Consider the analytic solution to Equation VII-50 from Section 7.5.4, shown 

schematically in Figure VII-24. The solute concentration is plotted as a function of 

distance in Figure VII-24a at timts tI and t2, where t2 is greater than tI. The solute 

conctnttatton is plotted as a funetton of time in Figure VII-24b. The solute 

concentration versus timt plot is also known as a breakthrough CUWC. Each plot in 

Figure VII-24 also shws the solution to Equatfon VII-50 for plug flow (i.e.. no 

dispersion). 

A comparison betwttn plug flow and dtsptrstvt flow In Figure VII-24 shows an 'S' 

shaped curve when dispersion is constdtrtd. At ttm or distance incrtasts, the 5 shapt 

flattens out. Rcmcmbtr that solutes in plug flow move at the seepage velocity and bs a 

sharp front. Hence, solutes tn dtsptrstvt flow art spreading out and the leading 

portion of the solutes art wvtng faster than the sttptgt vtloclty and the trailing 

portion art movlng slower than the seepage velocity. At the point dcg - 0.5, the 

solutes move at a rate approximately equal to the seepage velocity. 

In Section 7.3.3.2, the question of travel time was addrtsstd but only for non- 

reactive, non-disperstvt, plug flow. It should now be obvtous froa the above 

discussion that ignorfng the effect of disptrrion can considerably overestimate the 

travel timt of a contaminant. The ltadtng front of a contamtnant plum may reach a 

given location as much as an order of magnitude faster than that predicted by plug or 

non-dispersive flow. Plug flow only predicts the travel time for the center or 

centroid of solute mass of the contaminant plume. The travel tiar trtirnatcs given by 

plug flow In Stctlon 7.3.3.2 art still useful in that It gives a time reference for 

contaminant transport. Yhat plug flow considerations alone cannot do is to predict 

time of arrival for the ltadlng edge of a contaminant plume. 

Unfortunately, there is no simple, algebraic way to incorporate the effect of 

dispersion into calculating time of travel and solute concentration profiles. 

Equation VII-50 has to be solved repeatedly for different tints and distances. The 

example given above plus four other examples of solute transport art discussed with 

additional detail in Section 7.5. 

7.4.1.2.4 Measuring Longitudinal Oisperslvltr 

In Section 7.4.1.2.1, several flgurts and equations were given as a means of 

estimating longitudinal disptrslvlty. These methods of tttination art axwe than 

adequate during the screening phase of a ground water project. 

A great deal of controversy rtlll txfsts as to the true naning of hydrodynwrlc 

dispersion, its correct mathtmatical rtprtsthtation and tht proper mtthod to measure it 

in the field. In Equation VII-49, longitudinal dlspersivity was estimated as a linear 

function of scale distance. Houtvtr, many other representations aft possible (Picktns 

and Crisak, 1981 a, b). Even stochastic reprertntatlons are rvrllrblt (Todorovic, 

1975; Smith and Schwartz, 1980; Ctlhar and Axntss, 1983). 
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The typical field mtthod to mtasurt longitudinal disptttivity consists of 

injecting a tracer into the porous mtdiun and then monitoring the arrival time of the 

tracer concentrations. The experimental data are then fitted or calibrated (using 

tither an analytical or numtrical solution of the dispersion equation) to obtain the 

longitudinal disptrsivity or dispersion coefficients. C(any analytical methods of 

fitting the solute breakthrough curve art available, such as those given by Elprinct 

and Day (1977) and Basak and nutty (1979). An extensive discussion on field methods to 

determine dispersion coefficients is also given by Fried (1975). 

7.4.1.3 Multi-Dimensional Flow 

7.4.1.3.1 Introduction 

In any real ground water systtm, the point rtltast of a solute or contaminant into 

the aquifer will product an expanding, thrtt-dimtnsional ellipsoid. The concentration 

profile of such a plume will be approximately Gaussian in shape in the transverse 

directions (both across and down). The concentration profile will also be 

approximately 6aussian in shape along the longitudinal direction if the point release 

is instantaneous (i.e., a slug or short pulse). The component or contribution of 

dispersion will generally be greatest along the direction of flow (longitudinal) and 

less in the transverse directions. The longitudinal direction is implicitly taken to 

be along the principal direction of ground water flow. The transverse directions t and 

v are perpendicular to the longitudinal but t (lateral-transverse) is In the same plant 

as that of ground water flow. The v or vertical-transverse direction is perpendicular 

to the l-t plane but it is not necessarily in the same direction as gravity. The 

vertical-transverse direction is only along the direction of gravity when the ground 

water flow is in the horizontal direction. 

In a layered, unconsolidated aquifer with horizontal flow, the effect of vertical 

dispersion will generally be significantly less than from horizontal dispersion. 

Vertical mixing is a slow process and solute will often remain confined to a narrow 

horizontal zone in the aquifer. Hence, most analyses, including those of the screening 

methods, consider one- or two-dimensional analysts of solute transport. If the source 

of the solute or contaminant is very wide compared to the distance of interest, then 

one-dimensional analyses (such as is given in Section 7.4.1.2) are adequate. 

As in Section 7.4.1.1, the coefficient of hydrodynamic dispersion 0 is defined as 

the linear sum of mechanical dispersion and molecular dispersion D*. Hwevtr, for an 

anisotropic, three-dimensional medium, Schtidtgger (1961) and Bear (1972) define 6 as a 

fourth-rank tensor, containing 81 components. If the coordinate axes are chosen so 

that they coincide with the principal axes of dispersion, then virtually all of the 

off-diagonal terms of the tensor art zero. 
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In a two dimensional, horizontal, isotropic mcdiurn, the hydrodynamic dispersion 

coefficient becomes: 
D - cy~X/vs 2 /v + I)* 
xx l =tvsy 5 

D =D 
XY YX 

= (a, - =t)vsxvsy'vs 

0 
YY 

l atvEx/vs l alvfy/vs l D+ 

(VI I-51 ] 

where the magnitude of the seepage velocity vs (cm/set) is given by: 

,2 I ,2 + ,2 
S IX SY 

(VI I-52) 

and where P (cm2/stc) is molecular dispersion (see Equation VII-46); a, (cm) and at 

(cm) are the disptrsivities in the longitudinal and transverse directions, 

respectively; vsx (cm/set) and v sy (cm/stc) ar; the longitudinal and transverse seepage 

velocity components, rtsptctivtly; Dxx, Dyy(cm /set) are the principal components of 

the hydrodynamic disptrslon term; and D xy, Dyx(cm2/sec) art the off-diagonal components 

of the hydrodynamic dispersion term. 

If the Cartesian coordinate system is chosen so that the longitudinal (i.e., the 

x) axis coincides with the direction of the average seepage velocity vs. then 0 reduces 
to: 

Ol = alvs + D* 
(VII-53) 

Ot 
= atvs l D* 

where D, (cm'/stc) and Dt (cm'/sec) are the longitudinal and transverse hydrodynamic 

dispersion terms, respectively. This orientation of the Cartesian coordinate system is 

used in most of the problems in Section 7.5. The molecular dispersion term D* 

(cm2/sec) ranges in value between 1Dw6 and lo-‘cm2/sec. The computation of the seepage 

velocity vs is discussed in Sections 7.3.3.1, the longitudinal dispersivity term a, 

(cm) is given in Section 7.4.1.2.2 and the transverse disptrsivity term at (cm) is 

discussed below. 

7.4.1.3.2 Estimating the Transverse Dispersivity Components 

Yhitaker (1967) predicted that for uniform flow in an isotropic, saturated porous 

medium, that dispersivity would be dominated by the longitudinal dispersivity component 

a 1 and that a, would be exactly three times the value of the lateral-transverse 

component at. Hence: 

al/at = 3 (VII-54) 
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The estimte of Equation VII-54 agrees with the field data analyzed recently by 

Gelhar et al. (1985) for unconsolidated materials. -e 
The al/at ratio ranged between 2.1 

and 5 for alluvial and glacial deposits (sand and gravel), the average being 3.5. The 

ratio of al/at for limtstont was 3.2. The vertical transverse component of 

dispersivity uv was generally two orders of magnitude smaller than that of the 

horizontal components. The o,/ov ratio ranged between 30 and 860 for alluvial/glacial 

deposits, the average being 400 (6elhar et al., X985). -m 
The dispersivity cocnpontnts can be estimated for screening purposes as follows: 

a) use the 10 percent rule of thunrb from Equation VII-49 to estimate tht longitudinal 

a, component for saturated media and Figure VII-23 for unsaturated media, b) then use 

either Equation VII-54 or the above ratios to estimate the transverse disptroivitics at 

and/or a,,. 

7.4.1.3.3 Alternative Dispersion Fomulations 

kforc leaving this section on dispersion, one additional cement should be made 

concerning spatial variability. In both the one-dimensional and two-dimensional 

representations of solute transport, it is conveniently assumed that the seepage 

velocity vs could be averaged and expressed as a constant. Houtvtr, the seepage 

velocity may have substantial variations in space. Consider Figure VII-25 which 

schematically shows how the horizontal seepage velocity v*(z) my vary drmatically 

with depth. Such stratification or variations are quite coIIIy)n in aquifers and are 

caused by the variations in the hydraulic conductivity and porosity in the medium 

(Sudicky et al., 1983; Cillham et al., 1984). Recently, several researchers such as -- -- 
Molz et al. (1983). Sudicky (1983). Gillham et al. (1984), etc. have suggested that the -- -- 
primary physical mechanism that causes the spreading of solute in the longitudinal 

direction is due to the vertical variation in the seepage velocity v*(z). Hence, they 

argue that the phenomenon of scale-dependent dispersivlty and hydrodynamic dispersion 
is an artifact. They suggest that more emphasis should be placed on the accurate 

determination of hydraulic conductivity and aquifer inhomogeneities. 

Artifact or not, the use of hydraulic dispersion slgorittnns is currently the only 

practical method, short of direct measurantnt, to account for dispersive solute 

transport. Those who are in the screening phase of a ground water project are unlikely 

to have access to a detailed survey of the hydraulic conductivity and seepage 

velocities of the aquifer. The analytic and heuristic methods presented here and in 

Section 7.5 are the best that are currently available. 

7.4.2 Chemical and Biological Processes Affecting Pollutant Transport 

Pollutants in ground water can be affected by a number of chemical and biological 

processes as shown in Figure VII-26. Volatilization generally dots not have to be 

considered in ground water screening problems unless the pollutant is within a few 

inches of the land surface and the media is highly permeable. Of the remaining 
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FIGURE VII-25 SCHEMATIC SHOWING HYPOTHETICAL VERTICAL VARIATION IN 

THE GROUND WATER FLOW VELOCITY 

processes shoun in Figure VII-26, some can be incorporated directly into the analytical 

methods to be presented later in this chapter. These processes are sorption-desorption 

and ion-exchange, hydrolysis, and biodegradation. 

Other chemical processes can be considered separately from the analytical methods. 

Processes which can be evaluated include acid-base reactions, speciation, complexation, 

oxidation-reduction reactions and precipitation-dissolution. For example, to determine 

if sorption is important and if so, an appropriate coefficient, the metal speciation 

must be determined for the pH and redox conditions present in the ground water. This 

can be done based on Eh-pH diagFmS or equilibrium geochemica? models. At this point, 

the transport of the metals can be estimated using the analytical methods discussed in 

Section 7.5. Next, the extent of precipitation-dissolution can be determined using 

methods similar to those described in Chapter 4 of this manual. If the calculations 

show that some metal could precipitate, the transport calculations can be revised using 

the new dissolved concentration. In most surface and ground waters, revised transport 

calculations will not be necessary because sorption is the dominant process at typical 

metal concentrations. HOwever, within a waste material and immediately downgradient of 

it, metal COnCentFatiOns can be high so solubility limits should be checked. 

7.4.2.1 Sorption 

Sorption can be defined as the accumulation of a chemical in the boundary region 

of the soil-water interface. Sorption-desOrQtiOn processes are an important 

-375 



Rxtiicning Cqudibrla 

FIGURE VII-26 MAJOR EQUILIBRIUM AND RATE PROCESSES IN NATURAL 
WATERS, REFERENCE: SCIENCE APPLICATIONS, 1982 

determinant of pollutant behavior in the subsurface environment. Because of the much 

higher solid to liquid ratios in ground waters than in surface waters, the 

concentration of even a moderately-sorbed pollutant can decrease significantly with 

distance as it migrates in the ground water. In addition to decreasing the aqueous 

concentration, there are several other implications of sorption. Volattzation, even In 

the uppermost soil layers, is diminlshtd. Rates of reactions such as microbial 

degr@ation can be different for the adsorbed pollutant and the portion rtmaining in 

solution. Unlike in surface waters where the adsorbed pollutant may still be advecttd 
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downstream assoc!ated with suspended sediment, In ground water the adsorbed pollutant 

is not ususally transported by advcctlon or dispcrs1on (the solid phase is imobile.) 

H0wevcr, when the concentration gradient changes, the pollutant can be dtsorbed over 

timt at the same or a different rate than It was sorbed onto the soil particles. This 

has important Impllcstions for handling waste disposal problems in that when 'clean' 

water flushes an aquifer which previously contalned water contaminated with metals or 

organic chemicals, the concentrations of the pollutants may rmain relatively high 

unttl the reservoir of adsorbed pollutants has been depleted. In one case of high TCE 

contamination, the downgradient concentration was predlcted to be 80 percent of the 

existing level even after the aqufftr was flushed once with distilled water. 

7.4.2.1.1 Retardation Factor 

If sorption Is modeled as a linear, quillbrlum process, It can be incorporated 

into the analytlcal mtthods presented In Section 7.5 as a retardation factor. This 

factor is defined as follows: 

Rd = 1 + (K&,/P) (VIl-55) 

where 

Rd = retardation factor (unltltss) 

Kd - distribution coefficient (ml/g) 

pb - bulk density (g/ml) 

P - porosity (decimal fraction). 

The term, Kd is used in most ground water literature, but It is synonymous with K p, the 
partition coefficient, which is mrt cormnon In chemical and surface water literature. 

If a pollutant is not sorbed, the retardation factor equals 1 which shows that the 

pollutant moves at the same speed as the ground water. If the retardation factor is 

greater than 1. say 2, the pollutant will move half as fast as the water. Typical 

values for bulk density and poroslty for different types of soil materials were 

included in Table VII-2 and VII-4, rtspectlvtly. 

The Kd term is an empirical coefficient for a specific constituent under a 

particular set of conditions. For linear, equilibrium sorption, Kd can be measured in 

the laboratory as: 

(VII-56) 
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C---L.---------w-.- EXAMPLE PROBLEM VII-3 -e-m---------e-.-e- 
I I 

i Calculate the retardation factor for anthractnt in a sflty-clay fomtion i 
i where the organic carbon content of the silty-clay is about 0.01. i 
i From Table 11-9, the octanol-water partition cotffIcient Is found to bc i 

i 28,000 (unitltss). The organic carbon partition coefficient is first estimated i 
' from Equation II-18 as follows: 
I i 
I 

K Oc = 0.63 K 
i 

l (0.63&000) i 
i = 17,640 ml/g 

where Kd = distribution coefficient, ml/g 

[S] I concentration of pollutant Sorbed on Soil, g/g 

[c] = concentration of pollutant in solution, g/al. 

Kd may be a function of the concentration of the sorbing chaaical species itself, the 

concentration of any coqeting species (usually major Iohs affect trace constituents 

but not vice-versa), concentrations of any ccmplcxing species present (e.g., Cl, 

organics), pH of solution, the mount and type of adsorbent (e.g., clays, iron oxides, 

aluminum oxides), and the amount of organic matter associated with the solid phase. 

Figure VII-27 shows the effect of pH and organic mtter on typical adsorption curves. 

Yhen obtaining values for a pollutant of interest, these and other factors should be as 

similar as possible to the conditions in the problem being addressed. Selected Kd 

values for metals have been k\uded in Chapter 4. Ava4lsblt vbluas for A\, Sb, As, 

Ba, Be, B, Cd, Cr. Cu. F, Fe, Pb. Hn, Hg, Uo, Ml, Se, Ma, S04, V, and Zn have been 

compiled from the literature for a variety of condltlons (Ral and Zachara, 1984). The 

values art reported slang with characttrlstics of the absorbent (I.e., type of 

material, cation exchange capacity, and surface area), concentration of species of 

interest, and solution characteristics (i.e., composition, molar concentration of 

adsorbing species and pH). 

For organic chemicals, the adsorption coefficients are usually referred to as 

partition coefficients K 
P' 

The partition coefficient can be calculated from the 

octanol-water partition coefficient Kow (unitless) and estirratts of the organic 

fraction of sand and silt plus clay (set Section 2.3.2). The octanol-uattr partftion 

coefficient can also be calculated from solubility data using an empirical 

relationship. Typical values for solubility and Km art included in Tables II-5 

through II-9 for the 129 priority pollutants. Additional data on pesticides including 

EDB and DBCP art included in Zalkin et al.(1984) and Boman and fans (1983). Partition -- 
Coefficients and Sorption in general art discussed in more detail in Section 2.3.2. 
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where the converslon coefficlcnt 0.63 has units of ml/g. 

The partltlon cocfficitnt, Kp, Is calculated next urlng Equation II-17 us 

follour: 

KP 
l K oc C 0.2(1-f)Xk + fX& 1 

where 

mass of slit and clay 
f l 

mass of silt, clay and sand (Dlfil) 

Xic = organic fraction of sand (0rXicsO.I) 

Xix - organic fraction of silt-clay (OSX~clO.l) 

Substituting the above data yields the follmflng cxprtrsfon: 

Kp l 17,640 [0.2(1-1)0 l l(O.Ol)] 

- 176 ml/g 

Finally, the retardation factor Is calculated as follwr using Equatlof! VII-55, 

where the bulk denrlty and porosity of thfs formation are 1.6 g/ml and 0.3 

(unltless), respectivtly: 

Rd=l* !q 
. 1 + 1176 ml/g)(1.6 g/ml1 

. 
= 940 

The relative amounts of anthracene In the dissolved and sorbed phases can be 

estimated urfng a modified form of Equation II-22 as follows: 

C C 1 
- = (c + SPb/P) = R, Ct 

utwrc c l total dissolved pollutant concentration 

Ct = c + SPbIP 

s - mass of sorbed pollutant per unit mass of sol1 

Rd - retardation factor 
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1 hence, 

C q f & = 0.001 

i 
i Thus, 0.1 percent of the anthracenc is in the dissolved phase and the rest is 

' associated with the solid phase. 
I I 

I ---*------------ END OF EXAMPLE PROBLEM VII-3 -------------------! 

7.4.2.1.2 Effect of Sorption on Seepage Velocity and Travel Time 

A solute subject to sorption will travel at the following average velocity: 

vi = v s ' Rd 
(VII-57) 

where v : (cm/set) is the velocity of the solute, vs (cm/set) is the seepage velocity of 

the ground water and Rd (unitless) is the retardation factor accounting for sorption. 
Since the retardation factor Rd is equal to one for no sorption and is greater than one 

with sorption, the solute velocity vf will always be less than or equal to that of the 

seepage velocity. 
Ground water travel time At was defined in Section 7.3.3.2 as the average time 

that it takes ground water to travel & specified distance, In the case of a solute 

subject to linear, equilibrium sorption, its travel time will be: 

At* 1 Rd At (VII-58) 

where At* (set) is the travel time of the solute. At (set) is the travel time of ground 

water and Rd (unitless) is the retardation factor accounting for sorption. Hence, the 

travel time of a solute will be greater than or equal to that of the ground water. (An 
insignificant exception may exist for solutes like chloride, which because of anion 

exclusion by negatively charged soils, may move slightly faster than the ground water 

itself.) 

7.4.2.2 Other Processes 

Processes such as biodegradation and hyorolysis can be represented in some of the 

analytical methods by first-order decay rates. The actual rate constant usea should be 

the sum of the individual first order decay rate for the specific pollutant. 

Hydrolysis rates are given in Section 2.5.3 for organic chemicals. Biodegradation is 

presented in Section 2.5.1. Biodegradation for some compounds may be more important in 

ground'waters than in surface waters due to the slow velocities, and hence long travel 
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times, and the comnon occurrence of anoxic conditions. Figure VII-28 shows the 

degradation of tetrachlorethylene and the resulting products of the series of 

dehydrochlorination reactions which occur under anoxic conditions, Biodegradation 

rates In ground water for selected organic chemicals are available from Yood et al., -- 
1981 and Uilson and McNabb, 1981. 

7.5 METHODS FOR PREDICTING THE FATE AND TRANSPORT OF CONVENTIONAL AND TOXIC POLLUTANTS 

7.5.1 Introduction to Analytical Methods 

In this section, five analytical models are presented which can be used to predict 

the extent of contamination in ground water. A sumnary of these models is given in 

Table VII-I2. For each model, the types of contrrninant sources, flow situations, 

source release characteristics and spatial dimensions are briefly descrdbed. A 

discussion of the assumptions and the mathematical cxpresslon for each model is given 

in Figures VII-29 to VII-33. Finally, a more complete presentation of the derivation 

and use of each model, plus one or more worked out examples or applications are given 

in Sections 7.5.2 to 7.5.6. Each model has been programed for solution on micro- 

computers (Hills et al - _* ' 1985). 

Obviously, there exist far more than five analytical models that describe ground 
water contamination. These five were chosen because they represent many of the typical 

ground water contamination problems for which solutions could be obtained with hand- 

held calculators. A more comprehensive collection of one-dimensional analytical 

transport models is given by van Genuchten and Alves (1982) and multiple-dimension 

analytical models by Yeh (1981) but these are primarily suitable for solution with 

large desk-top or main-frame computers. The models chosen in this section are 

relatively simple to use, yet are powerful in their range of applications. 

Analytical methods allow prediction of contaminant concentrations in the aquifer 

at given times and locations as a result of an individual contaminant source. The 

simplest methods are based on the theory of flow to a pumping well (see Section 7.5.2). 

Host analytical methods, however, involve solving some form of the equation of flow in 

porous media. The complexity of the solutions varies greatly, depending on the number 

of dimensions included and the simplifying assumptions made. The equations range fran 

simple, one-dimensional advective-transport equations to those simulating contaminant 

dispersion, ulffusion, sorption and decay in two dimensions. 
Analytical techniques are based on a number of simplifying assunptions. A key to 

using and interpreting the results of these methods appropriately, therefore, is 

understanding the assunptions which need to be made about the aquifer system and the 
various hydrageologic parameters. C-n assumptions include steady and uniform ground 

water flow in the saturated zone, aquifer isotropy (equal hydraulic conductivity in all 

directions), and constant contaminant concentration or mass loading rate from the 

contaminant source. 

The reliability of the predictions generated depends on the inherent limitations 
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FIGURE VII-28 DEHYDROCHLORINATION RATE OF TETRACHLOROETHYLENE 
AND THE PRODUCTION RATE OF ITS DECHLORINATION 

PRODUCTS (AFTER WOOD ET AL,, 1931) 

of the l qudtions used, the assumptions made, the data used, and the CanplcxIty of field 

conditions. It is critical for the user to understand how reasonable the assumptions 

of d particular technique are for the aquifer and site being examined. For example, a 

technique assuming aquifer isotropy may not be well suited for predicting contaminant 

transport through an aquifer with a well-developed fracture system. In addition, 

mathematical constraints due to functions used in the algorithms sometimes limit the 

usefulness of the analytical techniques, restricting them to relatively narrow ranges 

of input values. Predictions for a number of times and locations in the aquifer can be 

used to detect aberrant values staning from those mathematical factors. 

Solving the flow and transport equations of analytical methods requires a limited 

amount of field data. Typically, these data needs include: 

0 Contaminant concentration (or mass loading rate) at the source 

a Effective porosity of the aquifer 

a Aquifer thickness 

e Soil bulk densfty 

e Ground water velocity 

l Hydraulic conductivity 

e Dispersion Coefficients in longitudinal and transverse directions 

0 Distrtbution coefficient (Kd) or retardation factor (Rd) 

l Solute decay rate constants, if appropriate. 
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SUmARY Of SOLUTION HETHOOS 

Solution 
Method 

Contaminant 
source 

Contaminant 
Release 

Spatial 
Dimensions 

and Coordinate 
system 

Section 7.5.2 Migration of contaminant to 
Figure VII-29 punping well 

Section 7.5.3 
Figure VII-30 

lligration of contaminant from 
injection well 

Section 7.5.4 
Figure VII-31 

Migration of contaminant from 
surface to ground water table, 
such as from: spills or 
dumping, leaky ponds or tanks, 
landfills, surface sites or 
deposi tr 

Section 7.5.5 
Figure VII-32 

Section 7.5.6 
Figure VII-33 

Migration of contaminant 
in saturated zone, such as 
from: leaky ponds or tanks, 
spills, landfills 

Higrdtion of contaminant 
in saturated tone, such as 
from: leaky ponds or tanks, 
spills, landfills, surface 
sites or deposits 

continuous 
and constant 

continuous 
and constant 

continuous or 
intermittent 
release with 
a constant or 
exponential 
source strength 

slug 

continuous or 
intemri ttent 
release with 
a constant 
source 
strength 

1-D 
radial 

1-o 
radial 

1-o 
Cartesian 

2-o 
Cartesian 

2-D 
Cartesian 

Techniques specifically for wells also require uell pumping or injection rate and 
duration of the pumping/injection period. 

Despite some limftations, the analytical techniques are extremely useful in the 

assessment of aquifer contamination from point sources. Once the necessary input data 

are collected, contaminant prediction can be performed quickly and easily. The 

dlgorithms can be progrdmnd on hand-held calculators or micro-computers. Once they 

are progrdfmed, contaminant predktfons for a number of times and locations can be 
generated quickly. In this way, maps of potential aquifer contamination tan be 

prepared. Yhen numerical modeling of a site is being considered, USC of analytical 

calculations can indicate whether there is sufficient contamination potential to 

justify a major modeling effort and, if so, where the data collection efforts for the 

mooel should be concentrated. 

,Given their ability to address many types of problems, their relative ease of 

application dnd low cost, analytical techniques offer potential uses for a variety of 
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CONTAMINANT TRANSFER TO DEEP WELLS 
(SEE SECTION 7.5.2) 

Reference: Phillips and Gelhar (1978) 

Objective: Compute concentration as a function of time in a deep well drawing water 
downward or upwards from a contaminated aquifer or layer. 

Assumptions: I unifon, radial flow in saturated media 
a no dispersion 
a no adsorption or decay of contaminant 
l SCreened interval of well is short (screen-length/depth ratio less 

than l/S) 
0 Screen interval iS located considerably below or above the base of 

the contaminant zone 

Equation: 

where 

and 

cO 
C 

0 

t 

H 

P 

B 

so * (1 - T-1'3),2 

T = 3p ort = T 

= average concentration 

= concentration at well 

= pumping rate of well 

= time (day) 

of the 

screen 

(m3/day 

4nH"pB 

contaminated layer (mg/l) 

(w/l) 

= distance from contaminated layer to center of screen (m) 

= porosity (unitless) 

I anisotropy ratio = Kx/KZ (unitless) 

KxJ, = Saturated hydraulic conductivity in the horilontdl dnd vertical 

directions, respectively (middy) 

FIGURE VII-29 SUMMARY OF MODEL DESCRIBING CONTAMINANT TRANSFER 

TO DEEP WELLS 
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SOLUTE INJECTION MLLS: RADIAL FLOU 
(SEE SECTIOM 7.5.3) 

References: Hoopes and Harleman (19671, Tang and Babu (1979) 

Objective: To dettnint contaminant conctntratiorts for a glvtn time and location from 
a continuously discharging, fully penetrating injection well. Regional 
flow Js negligible compared to flow induced by injection well. 

Assumptions: l uniform. radial flaw in a confined rauiftt 
e contaminant enters the aquifer as a line source over the saturated 

thickness of the aqulftr at r = r. 
o linear quil Ibrium adsorption of contam inant 
l first-order decay of the contaminant 
0 concentration of contaminant at well is constant 

where 

r 

rO 
t 

a 

A 

o* 
C 

SJ 
0 
b 

P 

Rd 
k 

cht) = co cr c a pP -7 
erfc+ (-kRd(r*-r"') 

a = 

- radial distance from center of well (meters) 

= radius of well casing (meters) 

= time (days) 

= dispcrsivity of aquifer (meters) 

= O/(Znbp) 

= molecular diffusion coefficient (m'/day) 

= contaminant concentration in the aquifer (mg/l) 

= contaminant concentration in the injection well (mg/l) 

= volumetric rate of inJection by the well (m3/day) 

= saturated thickness of the aquifer (meters) 

= porosity of the aquifer (unitless) 

= retardation coefficient for linear adsorption (unitless) 

= total decay rate constant for the contaminant (I/day) 

r. 
tlGURE VII-30 SUMMARY OF MODEL DESCRIBING RADIAL FLOW FROM AN 

INJECTION WELL 
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CONTAMINANT RELEASE ON THE SURFACE YITH 1-D VERTICAL, DOYNYARD TRANSPORT 
(SEE SECTION 7.5.4) 

Reference: van Gtnuchttn and Alvts (1982) 

Objective: Compute solute concentration as a function of time and distance for a 
continuous surface contaminant release with subsequent vtrt ical, 
downward transport. 

Assumptions: l uniform, steady, vertical, downward flow 
0 first-order decay and linear, equilibrium adsorption of the 

contaminant in the aquifer 
l constant or first-order decay of the contaminant source at the land 

surface 
0 one-dimensional transport in unsaturated or saturated media 

c(x*t) * > txp($ - yt){t,” erfc(- a*-&)+ 

e2ab trfc (afl l +)} 

where 

cO 
= initial concentration of the contaminant source (mqll) 

C - concentration of the contaminant at a specified time and depth (mg/l) 

V = seepage velocity, positive vertically downward (m/day) 

0' = dispersion coefficient in the vertical direction (m2/day) 

x = vertical distance, positive downwards (m) 

Rd = retardation coefficient for linear adsorption (unitless) 

k = total decay rate constant for the contaminant in the aquifer (l/day) 

y - decay rate of the contaminant source at the land surface (l/day) 

FIGURE VII-31 SUMMARY OF /YODEL DESCRIBING ONE-DIMENSIONAL, 

VERTICALLY DOWNWARD TRANSPORT OF A CONTAMINANT 
RELEASED ON THE SURFACE 
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Reference: 

Objective: 

Assumptions: 

Tu&DIMNSIONAL HORIfONTAL FLOU YITH A SLUG SOURCE 
(SEE SECTION 7.5.5) 

Yilson and Miller (1978) 

To determine contaminant concentration for a given time and location for 
an instantaneous discharge from a fully penetrating line source. 
Contaminant transport is dominated by regional flow. 

l uniform, steady regional flow in the x direction 
l contaminant enters the aquifer over the full saturated thickness of 

the aquifer at x l 0, y - 0 
e llntat, quilibrium adsorption of the contaminant 
l decay of the contaminant In the aquifer 1s first-order 
I mass loading rate of contaminant is instantaneous 

c(x,y.tl * 
COO' (xRd-vxt)' (YRdj2 

b4vt (OxO,,) 
3 

40xtRd 40 tR 
Y d > 

where 

cO 
0' 
b 

P 

t 

ox ,o 
Y 

V 
X 

X.Y 
k 

= initial concentration of discharged contaminant (mg/l) 

= volume of contaminant being discharged (m3) 
- aquifer saturated thickness (m) 

= porosity (unitless) 

l time (days) 

= dispersion coefficients (m'/day) 

* seepage velocity of the regional flow (m/day) 

= spatial coordinates (m) 

l total decay rate constant for the contaminant (l/day) 
l retardation coefficient for linear adsorption (unitless) 

FIGURE VII-32 SUMMARY OF XODEL DESCRIBING TWO-DIMENSIONAL 

HORIZONTAL ftow WITH A SLUG SOURCE 
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TWO-DIMENSIONAL HORIZONTAL FLOU UITH CONTINUOUS SOLUTE LINE SOURCES 
(SEE SECTION 7.5.6) 

Reference: Uilson and Miller (1978) 

Objective: To deternrine contaminant concentration for a given time and location from 
a continuously discharging, fully penetrating lint source. Contaminant 
transport is dominated by the regional flow. 

Assumptions: l uniform, steady regional flow in the x direction 
l contaminant enters the aquifer over the full saturated thickness of 

the aquifer at x = 0, y = 0 
o linear, quilibrium adsorption of the contaminant 
o decay of the contaminant in the aquifer is first-order 
o mass loading rate of contaminant is continuous and constant over the 

time period of interest 

c(x,Y*t) = 'O" 
4vWxDy) 

h exp(x)Y (u, ;) 

where 

UC.1 
B 

r 

U 

a 

0 
t 

IXlY) 

Ox,0 
Y 

V 

PX 

b 

k 

Rd 

cO 

= the leaky well function of Hantush 

- 1 + 2BRdk/vx (unitless) 

I volumetric rate of discharge of the line source (m3/day) 

= time {days) 

= spatial coordinates (m) 

= dispersion coefficients (m2/day) 

= seepage velocity of the regional flow (m/day) 

= porosity of the aquifer (unitless) 

= saturated thickness of the aquifer (m) 

= total decay rate constant for the contaminant (l/day) 

= retardation coefficient for linear adsorption (unitless) 

* concentration of contaminant being discharged (mg/l) 

FIGURE VII-33 SUMMARY OF MODEL DESCRIBING TWO-DIMENSIONAL 
HORIZONTAL FLOW WITH CONTINUOUS SOLUTE LINE 

SOURCES 
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ground.water management WtivftitS. Analytical techniques can be used to predict the 

migration of plumes and to dttctlnine the extent of contWnant mixing in ground water. 

Four specific questions can be addressed: (I) In what direction will a contaminant 

plw travel and how will its shape change as it travels? (2) f0 what extent will 

concentratfons of contaminants be reduced as a result of dispersion, sorption and 

decay? (3) How far will the pluae migrate over tirac? (4) Uhcrt should wells to 

monitor the plune's movement be located? 

Other applications of analytical u&hods Include estimating 'worst case' 

concentrations at a site as a conservative estimate of a sltt's hazard, guidlng the 

collection and analysis of field data to test hypotheses, chtcklng the ttsults of mort 

sophisticated nunerical modtls, dtttnninlng design rtquiramnts for pump tests and 

tracer studies, and designing and evaluating tht effectiveness of plunt control 

options. Because analytical ttchniquts art rtlativtly quick and inexpensive to apply, 

they art useful in many phases of ground water activities--fac$lity siting and 
permitting, site insptction and enforcement, monitoring, estimating the extent and 

significance of knoun contamination, and evaluating plume management options. A 

reliable 'worst case. evaluation of a known ground water contamination problem may show 

that the site poses lfttlt near-term risk to the public and that a low-ltvtl monitoring 

program is an aporopriatt management strategy. Alttrnativtly, an evaluation may 

indicate significant health or envlronnental risks, In which case intensive monitoring 

and/or use of a sophisticated numerical model may be warranted. 

An overall summary of analytical methods is given below: 

a Provide quantitative estimates of potential contamination at a sptcific 
IC- :ion and time 

l Require limited field data 

l Predictions can be made quickly using hand calculators 

0 Require simplifying assumptions 

0 Cannot handle complex field conditions. 

In the remaining portion of Section 7.5, the flvt analytical models art presented along 

with worked out examples of their use. 

7.5.2 Contaminant 'Transport to Deep Yells 

Many regions of the country obtain their freshwater supply from deep well systems. 

However, many of these deep wells art now in jeopardy because of the contamination of 

shallow ground water aquifers from cesspools, septic tanks and overuse of crop and lawn 

fertilizers. Subsurface sanitary disposal systems discharge wastewaters high in 

nitrogen and bacteria to the unsaturated zone. Nitrogen and pesticides frcxn 

fertilizers and herbicides may migrate to the saturated zone where water-supply wells 

may intercept them. Our objective is to predict the increase in contaminant 

concentration at a water supply well and to dtttnnint hou long it would take for a 
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specified concentration to bt reached. Phfllfps and Gtlhar (1978) presented an 

equation for solving these types of problems. The Phillips and fitlhar equation is 

appropriate when the well is tither far below the existing contaminant zone or far 

above the contaminant zone. One other restriction is that the length of the well 

screen must be less than about one-fifth of the well depth. The flow to the well can 

then be rtpttstnttd as three-dimtnsional radial flow as shown in Figure VII-34. 

For the example shown in the figure, there is an unbounded radial flow system with 

a contamination zone initially a distance H above the center of the well screen. The 

equation to represent the movtmtnt of the contamination zone is based on fluid 

displacement in a homogeneous anisotropic porous medium. The effects of dispersion art 

not included in Phillips and Gtlhar's equation. Houtvtr, Hoopts and Harltrnan (1965) 
have shown that dispersion is a secondary effect in such loca? flow systems. 

The analytic solution for the contamina 

function of time is given by: 

c(t) = (cot 

where 

or 

nt concentration at the well screen as a 

1 - T-l+2 (VII-59) 

tl 4nH3B T 
+- 

(VII-60) 

(VII-6I) 

and where 

c(t) n concentration at the well (mdl) 

co 
- average concentration of the contaminated zone (mg/l) 

Q = constant Pumping rate of the well (m3/day) 

t = time (day) 

1 = dimensionless time (unitless) 

H = distance from the contaminated zone to the center of the screened 

interval of the well (m) 

P = effective pOrOSity of the saturated portion of the aquifer (unitless- 

decimal fraction) 

8 = anisotropy ratio of the aquifer = Kx/KZ (unitless) 

Kx,KZ = saturated hydraulic conductivity in the horizontal and vertical 

directions, rtsptctively (m/day) 
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FIGURE VI I-34 SCHEMATIC OF FLOW TO A WELL BENEATH A CONTAMINATED 

ZONE 

Equation VII-59 hds been solved for various values of T. The results are shown in 

Figure VII-35. Equation VII-60 and VII-61 can be solved to answer several questions: 

l When will shallow contaminated ground water reach a deep pumping well? 

0 Yhtn will the percentage of the contaminant concentration in the well 
exceed a given value, say 20 percent? 

e Uhat is the effect of changing the pumping rate? 
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FIGURE W-35 NORMALIZED SOLUTE CONCENTRATION vs. DIMENSIONLESS TIME 
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Tht nitrate concentration in a town's ground water has bctn inCreaSing for 

the last several years. The following infomtion is avaflablt. A 

schtmstic of the problan is shown in figure VII-36. 

The aquifer is unconfintd with fine to mtdium graintd quartz sand dtposittd 

originally aslsand dunes. The storage cotfficitnt Is about 0.2 and the ratio 

of the horizonta? to the vertical hydraulic conductivity is 10. This anisotropy 

is caustd by localized cantntatlon and horizontal btdding in the dunes. The 

municipal well is pumping 3000 m3/day. The lower tip of the arrnicipal ml1 

screen is locattd SO rttttrs below the surface of the land. The well is screened 

over 4 meters. Analysis of the water samples rhoutd that the municipal well had 
a nitrate-nitrogen concentration of 7.2 no/l on January 1, 1984. A series of 

shallow monitoring wtlls indicated that the upptr part of the aqulftr has an 

average concentration of 26 mg/l of nitrate-nitrogen and that the zone of 
contamination extends down to 20 meters below the surface of the land. 

The city council wants to know when the nitratt-nitrogen concentration in 

the community wtll will equal or exceed 10 mg/l (the primary drinking water 

standard). 

The steps required to answer this question art given below: 

1. Determine the current dimtnsionltss time, To, where c/c, = 

(1 - To -l/3)/ 2 = 7.2/26 l 0.28 

Fran Figure VII-35 ue find that To = 11.7. 

2. Determine the dimensionless time when the well concentration equals 10 

mg/l: 

c/c, = (1 - TIo -l/5,2 = 10.126 = 0.38 

From Figure VII-35 ue find that T10 = 72.3. 

3. Real titte is related to dirnensionltss tirnt by Equation VII-61: 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

Hence, the estimated time when the concentration at the pumping well will i 

reach 10 mg/l is given by the difference betmtn tIO and to: i 

tlO-to = (Tlo-To) CH)pB 
I 
I 
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NO,-N*7.2mg/I 

FIGURE VII-36 SCHEMATIC OF EXAMPLE PROBLEM FOR flow 

TO WELL FROM A SHALLOW CONTAMINATED 

ZONE 

4. Calculate H and then substitute H, p, 8, Q, To and TIO into the above 

equation. Note that H and tJ must be expressed in the same units. Also 

note that H is measured as the distance between the center of the well 

screen and the bottom of the contamination zone. In this example, H 

= (50-20-4/Z) = 28 meters. The data can now be tabulated as follows: 

H = 28 meters 

B = 10 
p = 0.2 

0 = 3000 m3/day 

Substituting the above data into the expression for tIo-to, results in 

the following: 

ul()-t,) = 

= 3715 days - 10.2 years 1 
Hence, the concentration of nitrate-nitrogen is expected to reach 10 mg/l in 

the municipal well in about ten years. 

I 

I 
I 
I 

I 

!--------------EN0 OF EXAnPLE PROBLEM VII-4 
I --------------------- 
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7.5.3 Solute Injection Ucllr: Radial Flow 

Because of the interest in underground injectloft, the following analyses 411 be 
presented to show how injection wells can be modeled analytically. Ylth the model 

given below, the concentration of solute frora an lnjectlon well can be predicted as a 

function of time and space. This infomatton can then be used to l stlmatc the impact 

of an injection well on the ground water quality. A schematlc view of a typical 

injection uell is given In Figure VII-37. 

Both shallow and deep wells have been used for injectlon of waste into subsurface 

strata. Storm water, spent cooling water, and sewage effluent have been injected 

through relatively shallow wells. fmetims these uells are completed in the 

unsaturated zone; however, they often penetrate the saturated zone and thus 

contaminants are discharged directly into the ground water. In additfon, large volumes 

of brine produced by chemical Industries, geothermal energy production, and other 

sources have been injected through deep wells Into ssline-uster aquifers, Acids, spent 

solvents, and plating solutions containing heavy metals have also been injected. 
The following asrmpt4ons will be made concerning the Injection well system to 

permit the analytlcal solution given below to be used. A solute with a Constant 

concentration co will be discharged at a constant rate Q into a homogeneous, non-leaky, 

isotropic aquifer. The aquifer Is assumed to be confined by two parallel, impermeable 

formations and spaced a distance ‘b’ apart. The injectfon well Is screened over the 

entire thickness of the confined aquffer. The denslty and viscosity of the Injected 

solute are the same as those of the native water in the aquifer. There is neglfglble 

regional flow In the aquifer and the flow field near the well is daninated by the waste 

being discharged. A schematic view of the problem Is given in Figure VII-37. 

The seepage velocity, vs. at any specified radius fran the well cdn be computed 

from the continuity equation: 

0 = hrbvsp (VII-62) 

where Q is the volumetric rate of injection by the uell (n3/day), r is the radius to d 

point in the aquifer measured from the center of the well (m), b is the saturated 
thickness of the aquifer (m), p is the potoslty of the aqulfer (decimal percent, 

unjtltss), and vs 4s the radial, seepage velocity of the fluid from the well (m/day). 

The seepage velocity can thus be expressed as: 

V 
5 
l ; wIthA = Q/(2rbp) (VII-63) 
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FIGURE VII-37 SCHEMATIC VIEW OF A WELL INJECTING SOLUTE 

INTO A CONFINED AQUIFER 

The governing equation describing the spatial and temporal distribution of a 

dissolved substance introduced into the saturated zone is: 

R z.v :.I6 eat sar 7 -&Jr+ - kcRd (VII-64) 

where c is the solute concentration (mg/l), Or is the radial dispersion coefficient 

(m'/day), k is the first-order decay rate of the substance (per day), and Rd is the 

retardation coefficient for linear, equilibrium adsorption (unitless). The initial 

concentration in the aquifer is assumed to be zero, the concentration c = co is assumed 
to be held constant at the well. 

If tne dispersion coefficient is assumed to vary as a function of the radial 

seepage velocity, then: 

D r =av +D* 
5 

(VII-65) 

where a is the dispersivity coefficient (m) and D* is the molecular diffusion 

coefficient (m*/day). 

The general solution to Equation VII-64 cdn be found by the Laplace transform 

method to give: 
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c( P,T) * co cxp (VI I-66) 

whtrt c -1 
0 : is the inverse Laplact transform optratot and f(s) Jr the Laplacc solution 

to Equstfon VII-64: 

(VI I-67) 

where s is the transformed variable of time; A,[:] is the Airy function; k* is the 

dimensionless decay rate, where k** k&x'; Tis the dimensionless ti#, t- t/(h*);p 

is the dimensionless radial diStdnCe from the center of the well, P= r/a; and p. is 

the dimensionless radius of the well casing, p. l ro/a. 

Equation VII-66 has been solved dndlytically by Tang and 6dbU (1979) but their 

solution involves integrating four different types of Bessel functions of fractional 

order (order l/3) over three different integrals. Alternatively, one can nunerically 

tion VII-66 by the Stehfert algorithm (Moench and 

Equation VfI-67 in the numerical inversion, a great 

ing the Airy functions to dvoid nwwicdl roundoff 

compute the Ldpldce inverse of Equa 

Ogata, 1981). Houevef, if one uses 

deal of cafe must be used in comput 

problems in the solution. 

Because of the difficulties in obtaining numerical values from Equation VII-66, 

several authors have suggested approximate solutions. The method of Rdimondi et al. -- 
(1959) assumes that at some distance from the source, the influence of dispersion and 

diffusion on the concentration distribution dre small in comparison to the total 

dispersion that has taken place up to that point. Thus the spatial gradient on tht 

right-hand side of Equation VII-64 is ignored and is substituted by the temporal 

gradient: 

0 2 rite 
7272 (VI I-68) 

The solut 

Their solution 

ion to this approxi 

has been modified 
mation was originally given by Tang and Babu (1979). 

to allow for retardation and is shown below: 

(VI I-69) 

where erfc(:) is the complimentary error function (see Appendix 3) and 
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a- 

/r2 At\ 

(VII-70) 

(VII-71) 

When the radius of the well casing, ro, is negligible, then trfc(a,) is set equal to 2 

and Equation VII-69 reduces to: 

C’ c0 T erfc(d) exp 
( -;Id( r*-r:)) 

(VII-72) 

Equation VII-72 is the same as Hoopes dnd Harleman (1967) when k = 0 (i.e., the 

exponential term drops out). EqudtiOn VII-69 and VII-72 satisfy the boundary 

conditions c = co at r * r. and c = 0 at distances far from the well but they do not 

satisfy the initial condition c = 0 at t = 0 near the well. Equations VII-69 and VII- 

72 predict a finite amount of mass in the media at t = 0. Howevtr, Equations VII-69 

and VII-72 are approximately true away from the immediate vicinity of the source. 

Hoopes and tiarleman (1965) carried out an extensive series of laboratory investigations 

in a sand-filled box and concluded that Equations VII-69 and VII-72 are a good 

approximation of dispersion in radially diverging flow for distances larger than 

20 particle diameters from the well. 

A table of the complimentary error function is given in Table J-l of Appendix 3. 

-------------------.-.EX~PLE ~11-5 -a-s __-_-a -m-s- e-e---, 
I 

I 

I 

I 
I 
I 

A local electronic component factory, catted 'The Chip Yorks', was recently 

constructed in town. It produces electronic circuit boards and micro chips. As 

part of the manufacturing process, various acids dre used to etch and plate the 
electronic circuits. These acids leach various heavy metals, including cadmium 

from the metal components and hence must be disposed of. Decause of the high 

toxicity of the plating waste, the local sewer authority will not allou The Chip 

Uorks to discharge its waste into the domestic sewer line without pretreatment. 

After much negotiation, it uds findlly decided to inject the plating waste 

directly into a deep aquifer. The following analyses were done to determine If 
solute injection into the aquifer would allow the drinking water standards to be 

met in the aquifer without pretreating the plating waste. 

f 

i 
i 
i 
i 
i 
i 
i 
i 
i 

-399- 



I 

I 
I 
I 
I 

I 
I 
I 

I 

I 
I 

The sandstone aquifer IS &bout 30 mtttrt thick. It fS confined above and 

below by impermeable shalt. The aquifer Ilcs about 300 wttrs below the surface 

of the ground. Tht velocity in the aquifer is negligible. The plating waste is 

to be injected at a voluwttic rate of 550 m3/day through a WC11 screened over 

the entire depth of the aquifer. The casing radius Is 0.1 meters. The plating 

waste contains an average conctntration of 50 pg/l of caddun and has a pH of 

about 5.5. The disptrsjvlty of the sandstone Is about 50 mtttrs, the effective 

porosity about 0.2 and the mltcular diffusion cocfftcitnt about 8.7 x 10B5 
m2/ day. The cadmium concentration is below solubfllty limits. To be 

conservative, adsorption is assumed to be negligible, thus the retardation factor 

is set equal to 1 (see Equatton VII-55 of Section 7.4.2.1.1). 

The injectton well is located in the center of the property of The Chip 

Yorks and the nearest property boundary Is 450 meters away. The local pollution 

agency has speclfitd that the cadmium concentration In the aqulftr never exceed 

10 ug/l at the property boundary. It Is known that the background concentration 

of cadmium is negliglblt. A series of monjtoring wells have been Installed at 

the property boundary to verify cocrplianct. Yill the standard be exceeded and if 

so, when? A schematic of the above problem is given in Fjgurt VII-38. 

Ye want to know when the cadmium concentration will equal or exceed 10 pg/l. 
The data can be swmnwiztd as follows: 

T l 0 0.1 In Rd = 1 
r = 450 m k = O/day 

a l 50 m b = 30 In 

o+ * 8.7 x 10 -= m2/day P = 0.2 

Q 8 5% m3/day 
c0 

= 50 )lg/l 

The only missing variable is time, t, which can be estimated. The well 

casing radius rO is negligible in comparison to the distance of interest, r, and 

time t is not extremely short (i.e. less than 0.001 days), so Equation VII-72 can 

be used (i.e., erfc(ao) = 2). This expression is first solved for 'a': 

trfc(a) = 2c/c 
0 

= (2)(10)/50 = 0.4 

Interpolating the complimentary error function in Table J-l of Appendix 3, one 

can set that the above corresponds to a value of a = 0.59. Fran Equation VII-71, 
one can solve for time as a function of .a,: 

r2 r4 ‘1 
t l Rd n - i (: a r3 l O* r) a (VII-73) 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
I 
i 
i 
i 
i 
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FIGURE VII-38 SCHEMATIC OF THE EXAMPLE PROBLEM SHOWING RADIAL 

FLOW OF PLATING WASTE FROM AN INJECTION WELL 

I 

I 
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I where 

i 
I 

I 

I 
1 

A - Ol(Z*bp) (VII-741 j 

Upon substitutfon of the data into Equations VII-73 and VII-74, we can solve for 

time, t. Thus: 

A= 550 
(301(0 0 

= 14.6 n2/day . 

- 3780 days or about 10 years 

Hence, the cadmium concentration will equal 10 pg/l at the monitoring well after 

about 10 years of continuous injection. It appears from the calculations that 

pretreatmnt of the waste will be necessary prior to disposal. 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

w I_._. -.-.-.-.-.-.-Em OF EXmPLf VII-J.-.---..-.-.-.-.- .-._ ,’ 

..-.-.- .-.-.-.-.-.-.- EXwLE VIM-6.-.-.-.-.-.---.-.-.-.-.- 

I 

I This example problem considers another metal, zinc, which is present In 

i smaller quantities in this waste. Zinc is weakly adsorbed at a pH of 6.0. The 

i adsorption coefficient Kd for zinc is about 2 ml/g at a pH of 6.0. The bulk 

i 
density, PB, of sandstone is 2.3 g/ml. Hence, the rttardstlon factor for linear 

equilibrium adsorption can be calculated using Equation VII-S. 
I Calculate the concentration of zinc at the property boundary after 3780 

I days. Assume the waste has been pretreated to a pH of 6.0. The data can now be 

I summarized as follows: 

i r 0 * 0.1 m pb = 2.3 g/ml 

i r - 450 al P = 0.2 

a 
I 

= so m Q = 550 m3/day 

i 
0’ l a.7 x 10 

-5 2 m /day b = 30 n 

i 
Kd = 2 ml/g 

cO 
= Smg/l 

k -0 

i 
t = 3780 days 

i Step 1. Calculate the retardation coefficient using Equation VII-55: 

I 
i Rd = 1 +t$!!.l+i.#+~ 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 



Step 2. Calculate A using Equation VII-74: 

0 550 
A = m = 2r(30)(0.2J = 14.6 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

Step 3. Calculate 'a' using Equation VII-71: 

Step 4. Calculate erfc(a) (see lab 1 

erfc(a) = erfc(30.5) - 0 

Step 5. Calculate c: 

e J-1 of Appendix J): 

c = 4 erfc(a) = (5) (0) = 0 aJg/l. 
2 

I 
30.5 

I 
I 

I 

I 

I 
Hence, the zinc concentration will be zero at the property boundary after 10 i 
years. The difference between the behavior of cadmium and zinc is due to i 
sorption. Uithout sorption, cadmium IK)ves with the same velocity as does the 

injected water (i.e., the seepage velocity vs). Uith adsorption, zinc mves 24 
i 

times slower than the injected water. i 
i 

‘-------------------END OF EXWPLE VII-6-e ____ -w-_-em _______ J 

7.5.4 Contaminant Release on the Surface with 1-O Vertical Downward Transport 

A surface release of a contaminant can be treated in many instances as a one- 

dimensional flow problem with the contaminant moving vertically downward through the 

soil as shown in Figure VII-39. This case can be greatly simplified by considering the 

velocity, moisture content, retardation and dispersion coefficient as constant over a 

given depth. If the soil has severa 1 

for each layer separately. Flow can 

soil, as long as the moisture conten 

To understand how the analytica 

be briefly reviewed. The equation d 

distinct layers, calculations can be performed 

occur through either saturated or unsaturated 

is assumed to be a constant throughout the soil. 

method may be used, the governing quation should 

scribing one-dimensional advective transport with 
dispersion, adsorption and first-order decay is as follows: 

Rd 5 = 0 + - vs g - kdtd 
8% 

(VII-75) 

-403- 



2 
t D,k; - vs$$ - kcRd 

Wast, Pond of Lmbfill 

I I I I : 
4*x .i 

: 
& 1 

Ioitirl condition: C(x,t-0) - 0 

bouudarv Conditions: C(-,t) - 0 

FIGURE VII-39 SCHEMATIC SHOWING EQUATION FOR 1-D VERTICAL 

TRANSPORT FROM A SURFACE WASTE SOURCE 
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where 

C I concentration of contaminant in the Soil solution (w/l) 

vS 
I seepage velocity, positive downward (velocity of fluid flow through 

interstices of the soil) (Irlday) 

t = time (days) 

X - distance down the soil (positive downward) (n) 

0 - dispersion coefficient of the contaminant in solution in the soil (m2 

fdw) 

Rd = retardation factor for linear, equilibrium adsorption (unitless) 

k = first-order decay constant of the contaminant in the aquifer (per ddy) 

The terms in EqudtiOn VII-75 from left to right represent the til# rate of change 

in the concentration of the contaminant, transport due to dispersion, transport due to 

advection, and last, a term accounting for adsorption by the soil matrix and chemical 
reaction (Figure VII-39). 

As presented in Equation VII-75, the first-order decay rate, k, assumes thdt 

solute in its liquid and solid phases decays at the same rate (i.e., k = Kliquid = 

ksolid)' The liquid phase refers to solute in the aqueous phase and the solid phase 
refers t0 Solute thdt hdS been adsorbed. If the liquid dnd solid phase decay rates 
are not the same, the following substitution needs to be made: 

'liquid l 

ksolid bKd 

k = 
9 

Rd 
(VII-76) 

wnere Kd ts the distribution coefficient (unitless) for linear, equilibrium sorption, 
Pb is the soil bulk density (g/ml) and 8 is the volumetric moisture content (unitless 

fraction). 
The initial concentration of the contaminant is USSUmed to be zero in the soil 

solution: 

c(x*t) = 0 for ~20 dnd t = 0 

At the upper bounddry, x = 0, the concentration of the contaminant (source) is 

either held COnStUnt or allowed to decredse exponentially with a rate constant Y (for 8 

source concentration which does not change with time, setY=O): 

c(x,t) = c e -yt 
0 for x = 0 and t > 0 

At large distances from the upper boundary, both the concentration and the 
gradient of the concentration become negligible: 

c,f=O when x is very large and t > 0 
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Equation VII-75 can be solved with the above initial and boundary conditions by 

either the integral transfotr, or Laplace transfota techniques. A solution is given by 

van Genuchten and Alves (1982) as: 

(VII-77) 

erfc(:) l the complimentary error function (Appendix J). 

I- 
---------------m--- EXmPLE VII-~-------.-------------~ 

I 
I 
I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

A farmhand has just finished spraying a field of potatoes with the 

insecticide endrin. He then returns the spray rig back to 8 livestock Water well 

where he washes out the spray tank. After carefully hosing out the inside of the 

spray tdnk with fresh water, he opens the tdnk valve and allwS the rinse water 

to run out on top of the ground. A tot81 of about 0.5 m3 of rinse Water 

contaminated with endrin drains dnd forms 8 pool about 10 m2 in area. This pool 

takes about four hours to seep into the ground. Upon draining the spray tank, 

the fdrmhand drives buck to the ranch. 

Yhen the fdrmhdnd tells the boss of his activities, the boss becomes 
furious. Apparently, the well used to clean out the spray tank is also used to 

water the milk cows. If endrin contaminates the well and then the cows, the cows 

may hdve to be destroyed. The boss, his son, and the fdrmhand quickly drive out 

to the well site. The son hdS recently Completed 8 course in COntmindnt 

transport dnd wants to try out some of hfs nen knowledge. Along the way, the son 

explains to his father he thinks a onedimensional model of contaminant transport 

with 8 constant surface concentration would be sufficient to model the spill. 

The dndlyticdl method would predict the contaminant concentration for any depth 

and time. To use the method, the following parameters would have to be 

CdlCu~dted: vertical pore-water velocity, dispersion coefficient and retardation 

factor for linear, equilibrium adsorption. Upon arriving at the uell site, the 

following information is estimated from well data and their experience in faming 

the urea. A schcaratic of the l xaaplc problcla is shown in Figure VII-40. Data 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

i 
i 
i 
i 
i 

-406- 



I 

i 
i 
i 1 
I 

i 
i 
i 
i 

i 

i 
i 

i 

i 

i 

i 
i 

i 

i 

I 

I 

I 

I 

I 

I 

I 

i 
i 
i 
i 
i 
i 
i 
i 
I 

FIGURE VII-40 SCHEMATIC OF EXAMPLE l-D PROBLEM 

are listed below: 

Soil type: silty sand with gravel 
Soil fraction silt and clay 

Percent organic carbon in sand 

Percent organic carbon in silt and clay 

Soil bulk density 

Volwtric moisture content 

Dispersivity coefficient 

Saturated hydraulic conductivity 

Depth to water table 

Decay rate in the soil 

Decay rate of the source 

Time since start of spill 

Contaminant 

Partition coefficient 

f  = 0.1 
5 

kc = 0 
X f 

OC 

* 0.10 

*b = 1.8 g/ml 

e = 0.15 
a = 0.22 meter 

K 
sat 

- 0.5 m/day 

x * 2 meters 

k = O/day 

Y = O/day 

t = 1 day 

endrin 

I 

I 

i 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

i 
i 

i 
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I 
I 
I 

I 
I 
I 

I 

I 
I 

I 

for tndrin in octanol-uattr Kou = 4 x lo5 I 

Surface concentration (rinse water) co = 200 ppb i 
To calculate the retardation factor Rd for linear, tqutlibrium adsorptton, i 

one must ffrst calculate the partition cotfflcitnt Kp using Equation II-17 and i 
11-18: i 

K* * Koc (o.z(l-f)x;c l ‘X$ 

KbC 

n 0.63 K 

K oc - (0.63);; x 105) = 2.5 x lo5 al/g 

K;-* 2.5 x 10’(0.2(1-0.1)(O) + (O.l)(O.l)) = 2500 ml/g 
I 

Therefore. I 

One next needs to camp& the vertical Oarcy vtloclty and then the vtrtlcal 

seepage velocfty. For the cast of a large spill Into unraturattd mtdium, the 
I 

following procedure can be used to estimate the Marcy velocity: 
i 

i 
vollmt of spfl? 

"d = Iarea of spill)(timt to cmnplttt‘ly dralnl (rJday) 
(VII-78) i 

i 
Substitute the above data into Equations VII-35 and VII-78 to get: 

vd - & = 0.3 m/day 

vs = k = 2 m/day 

To calculate the dispersion coefficfent, dfsptrsfon fs assuntd to be a 

i linear function of the seepage velocity and molecular diffusion Is 

i considered to be negligible (Equation VII-47). Thus: 

i 
i 

0 l avs (m2/day) 

i 
where a is the disptrsivity coefficient (meters). 

i 
Substituting the data yields: 

i 
0 - (0.22)(2) l .44 :*/day 

i The concentration of endrin as a function of time and depth can be 

1 calculated from Equatron VII-77. 
I 

Upon reartanglng terms, Equation YII-77 

i 
becomes: 

i 
i 
I 

I 

c t’Yt 
c(x,t) = + 

A 
*3 1 trfc(A2) + t ttfc (A4 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

{VII-79) i 

i 
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! where 

I 

i 
i 
i 
i 
i 
i 
i 
i 

V 

AI - s -2ab 

A2 = -aK+ b 
r 

V 

A3 = 2 + 2ab 

A4 = ati+ b 
7 

I 

I 

i (VII-80) . 
I 

(YII-81) i 

i 
i 

(VII-82) , 
I 

[VII-83) i 

i 
i 

and where a and b art as defined prtvlously in Equatjon VII-77. 

For thls problem, the concentration of tndrln at the water table (i.e., x - 

i 2 meters) Is nttdtd for a timt ptrfod of one day slnct the spill started (i.e., t 

i = 1 day). The data nttdtd for this Drobltm art swnnarlrtd below: 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 

_ 
D - 0.44 m '/day co = 
vs n Zmfday *d n 

X n 2m k - 
t - 1 day Y = 

Subst ftute all of the data into Equation Y 

200 ppb 

30001 

O/day 

O/day 

II-79 to get: 

a 

b * 261 

A1 - #&, - (2) (0.009)(261) = - 0.15 

A2- - O.O09d= $+ - 261 

*3= &6%) + (2)(0.009)(261) = 9.2 

A4 = o.ood-+ s - 260 

1 H ence, 

i 
I 

I 

i 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
I 
i 
i 
i 
i 
i 
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I 

i 
1 but 

~(2.1) e-“%fc(261) + eg*2crfc(261) I 

I crfc(261) = 0 
I 

i Thus i 

i ct2.1) * 0 ppb i 
i The model predicted concentration of endrin two meters down and one day i 
i after the spill is essentially zero. Why? Because of the extremely high i 
i retardation due to adsorption of endrin onto the soil particles. i 
I 

EN0 OF EXAHPLE VII-7 
I 

L--------------l--* .--------_---_-_----- 

7.5.5 Two-Dimensional Horizontal Flow Yfth A Slug Source 

The previous three analytical models only considered one-dimensional flow. 

Methods for two-dimensional flow will now be introduced. The first 2-O model that will 

be considered calculates the concentration of a contaminant downgradient of the source. 

The waste is considered to have been instantaneously discharged at a point. The 

resultant concentration in the aquifer is assumed to be uniform with depth at the point 

of discharge. The depth of mixing can be less than the full depth of the aquifer if 

the contaminant is thought to be only in a particular part of an aquifer. Vertical 

dispersion is usually small as discussed earlier in Section 7.4.1 on dispersion. 

Hence, only horizontal variations can be considered. Such an instantaneous discharge 
is also called a slug source and can be caused by leaky ponds or tanks or by spills. 

Instantaneous means that the duration of the discharge is very short cunpared to the 
time since the discharge. An analytical solution will be given below to model this 

problem. The solution can be used to answer the following questions: 

e Uhat is the maximum concentration of contaminants likely to be at a 

downgradient well? 

l Yhen does the concentration of contaminants at a downgradient well exceed 

a particular value or become negligible? 

e At what distance will the concentration of contaminants remain at 

negligible concentrations? 

e What is the approximate area1 extent of the contaminant plume? 

Before the analytical model can be given, several additional assunptions need to 

be stated. These are as follows. The saturated thickness of the aquifer is assumed to 

be uniform and the hydraulic properties of the aqulfer are relatively homogeneous. The 

density and viscosity of the injected solute are the same as those of the native water 

in the aquifer. The regional flow in the aquifer is uniform and horizontal. The 

effect of the source on the seepage velocity is assuned to be negligible compared to 

the uniform regional flow rate. 
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The mass transport equation governing advection, dispersion, first-order decay and 
linear, equilibrium adsorption in two dimensions in the aquifer for the above case is: 

8% dY2c Rd $ + vxg = Ox 8x2 + Dy- - 
sU2 

kRdc + ,,,' G;x)6b)8(t) 
P 

(VII-84) 

The last term on the right side of Equation VII-84 represents the instantaneous 

discharge of mass at location x=0, y-0. The b(:) represents a Dirac delta function 

and m' is the strength of the discharge, where III' * c,Q'/b (i.e., the mass of 

contaminants injected divided by the thickness of the aquifer). A schematic of the 

problem is shown in Figure VII-41. 

As presented in Equation VII-84, the first-order decay rate, k, assumes that 

solute in the liquid and solid phases decays at the same rate (i.e., k - k liquid m 
k 

solid 1. The liquid phase refers to solute in solution and the solid phase refers to 

solute that has been adsorbed. If the liquid and solid phase decay rates are not the 

same, the k value is corrected using Equation VII-76. 

The solution to the equation shown in Equation VII-84, with a zero initial 

condition and zero gradient at large distances, can be found by means of the integral 

transform or Laplace transform techniques: 

coQ’ ($,-Vxt) 
2 

c(x*y,t) = 
($,)2 

bWt(DXDy? 
4D 

xtRd -dDytRd (VII-85) 

where 

cO = initial concentration of contaminant being discharged (mg/l) 

0' = volume of contaminant being discharged (m3) 

b = saturated thickness of aquifer (m) 

P - effective porosity (decimal percent, unitless) 

t = time (days) 

DxJ 
Y 

= dispersion coefficients in x and y directions, respectively (m'/day) 

Y 
X 

= seepage velocity of the regional flow in the x direction (m/day) 

x *Y = location of point of interest (m), where the source is located at x-0, 

Y=o 
k = first-order decay constant of the contaminant in the aquifer (per day) 

Rd = retardation coefficient for linear, equilibrium adsorption (unitless) 

Equation VII-85 is similar to the solution presented by Yilson and Hiller (1978) but 

linear, equilibrium adsorption has been added. 
The maximum concentration at any specified location occurs at time tmax. This 

time is computed as: 
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where 

FIGURE VII-41 SCHEMATIC %owIw A SLUG DISCHARGE OF WASTE 

INTO A REGIONAL FLOW FIEUI 

t = 
max 

- 8 + (S2- (VII-86) 

A = (k8DxDyRd + v;Dy) (VII-87) 

8 = (4DxDyRd’ (VII-88) 

c=- (x2R$Jy + Y2$Dx) (VII-W) 

ttence, to calculate the maximum concentration that will occur at a point (x,y). 

substitute tlMx for t in Equation VII-85. 

r .-s-e-m-.---s---w-- EX~)~PLE VII-8 -‘-‘-----------‘-‘-‘-‘7 

i I 
i Consider the problem of an accidental spill inside a chemical warehouse in i 
i which a storaqe drum of chloromcthane (methyl chloride) leaks \nto an Industrial i 
i 

)ewer. The jndustrial sewer discharges into an Injection well that Is screened 
over the entire saturated thickness of the sandstone aquifer. About 0.1 m3 of 

i 
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I 

I 

I 

I 

I 
I 
I 
I 

chlotomcthane enters the aquifer at a concentration of 1600 mg/l. The sandstone 
aquifer has the following properties: 

Soil fraction silt and clay f = 0.01 

Percent organic carbon in the sand fraction Xic = 0.01 

Percent organic carbon in the silt and 
clay fraction Xf 

oc 
= 0.05 

Soil bulk density 'b = 2.5 g/ml 

Effective porosity P = 0.12 

Saturated thickness b = I5 m 

Dispersion coefficient D 

OX 

= 4 m'/day 

Y 
= 1 m2/day 

Seepage velocity: V - 0.3 m/day 

In addition, chloromethane has the following adsorption an: degradation 

properties: 

Octanol-water partition coefficient K ow = 8 (unitless) 

Hydrolysis rate (at a pH of 7) KH = 0.0021 per day 

At a distance of 35 meters downgradient of the injection well is a domestic 

supply well. What is the maximum concentration of chloromethane expected to 
reach the domestic well and when will the maximum concentration occur? 

To answer these questions, several parameters have to be computed. 

Chlotcnnethane undergoes both adsorption and degradation in the aquifer. 

Adsorption is related to the soil properties as described by Equation II-17 and 

I I-18. 
Upon substitution of the data into Equations II-17 and 11-18, one obtains 

the adsorption coefficient Kd as shown below: 

K oc - 0.63(8) = 5 ml/g 

Kd = (5)(0.2(1-0.01) (0.01) + (0.01)(0.05)) = 0.012 ml/g 

If we assume adsorption can be described by a linear, equilibrium model, 
tnen the retardation coefficient for chlorunethane can be computed using Equation 

VII-55 as shown below: 

Rd 
* 1 l PbKd/D 

Rd = 1 l (2.5)(0.012)/(0.12) = 1.25 (unitless) 

In addition to adsorption, chloromethane in the aqueous phase is subject to 
hydrolysis. Adsorbed chloraethane does not undergo hydrolysis. The relation 

between the general degradation rate and the liquid/adsorbed phase rates is given 

I 

I 

I 

i 
I 
I 

i 
i 
i 
I 
i 
i 
I 
i 
i 
i 
I 
1 
i 
I 

I 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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by Equation VII-76. Thus for this problcrr, kliqu,d would equal the hydrolysis 

rate and kSo,id would be zero. Upon substitution of the data into Equation VII- 

76: 

o*oo21 l JO){23 to.0121 

k- 
IO 121 

(1.25)' 
* 0.0017 per day 

All of the soil snd chemical properties can now be given for the problem as 

follows: 

X = 35m 
cO 

= 1600 mg/l 

-0ln 0' - 0.1 IA 3 
Y 
b = 15 m vx - 0.3 m/day 

P - 0.12 

Rd - 1.25 Ox = 4 m2/day 
k - 0.0017 pet day Dy - 1 m2/day 

The time at which the maximum concentration occurs can now be computed upon 

substitution of the above data into Equation VII-86 to VII-89: 

A -(k4DOR +v;Dy) 
XYd 

= (0.0017)4(4)(1)(1.25) + (0.3)*(X) = 0.124 

8 = (40xDyRd) = 4(4)(1)(1.25) = 20 

C - -(x2Dy + y20x)R; - - (3s)2(l) + (o)2(4) (1.2Sj2 * -1914 

t 
max = (- 8 + (8'- 4AC)+)/2A) 

. (20)*- 4( ,124 /(2( .124 )) = 67.5 days 

Hence, the maximum concentration will occur at the domestic well 68 days 

after the spill. The value of the maximum concentration is computed by 
substituting tmax and the other data into Equation VII-al: 

(XR -v t d x max f (y4 -( ' 
c = 

COO' 
mar .- - . t exp -ktmax- 4D t R 1 -7u-t 

x max o 

d'- 
(VII-89) I 

ymalPd 
i 

I 

i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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i 
i 
i 
i 
i 
i 

C 

(16DD)(O.l) 

max = (15)4~(0.12)(67.5) ((4)(l))" "' 
-(0.0017)(67.5) 

I 

I 

I 
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I 

I I 

i = (O.O524)exp(-0.524) = 0.031 mg/l 
i 

i i 
i Hence, the maximum concentration of chlorcxnethane that will reach the i 
i domestic well is 0.031 mg/l or 31 rg/l. This concentration will occur at the i 
i domestic well 68 days after the splll. i 
i i L.-.---------.---m E,,D OF EX#,jPLE VII-8-----.--------.------- 

---------m---e-_-__ EXMPLE VII-9 -----e-L-----*-_-- --e-- 
I 

I 

Consider a large electric power company that has a coal-burning plant that 

produces electrlclty. Its fly ash is deposited as a slurry waste into a large 

lagoon where the ash is allowed to settle. The lagoon site is above a 2 meter 

thick water table aquifer that consists of glacial outwash. A layer of 
fmpermeable clay lines the bottom of the lagoon. A large river flows nearby. 

I 

I 

I 

I 

Next to the lagoon, the electric company has been preparing the ground for 

another lagoon when b bulldozer accidentally breaches the berm surrounding the 

lagoon. Very quickly, about 40 m3 of supernatant spill out and form a pool on 

top of the ground. The supernatant percolates into the ground after a short 

time. The greatest concern to the company is the level of boron in the spill 

water, which had a concentration of bbOUt 10 mg/l. They want to know what the 

maximum concentration of boron will be where the aquifer discharges to the river 

and when this will occur. The downgradient distance between the spill site bnd 

the river is 50 meters. 

I 

Since the area of the spill site is very small compared to the area over 

which the contaminant will travel and since the duration of the spill was short, 

a slug source model is selected. This model assumes complete vertical mixing of 

,ing the relative the source in the aquifer. This seems reasonable consider 

thinness of the glacial OUtwbSh aquifer. 
After an investigation of the problem, the following 

obtained: 

information is 

X = SOm C = 10 mg/l 

Y =Om PY - 40 m 3 

b =2m V x = 2 m/day 
P = .15 

Rd = 17 D = 15 m3/day 

k - O/day = 5 m3/dby 

i 
i 
i 

i 
i 
i 
i 
i 

i 
i 
i 

i 

i 

i 

i 

i 
i 
i 

i 

i 

i 

i 
i 
i 

i 



I step 1. The time at tilch the aaximum conccntrat1on of boron will reach the 

i flver, tlMX can now be canputcd by substltuting the above data into 

i Equation VII-86 to VII-89: 

A * (k4D D R + v;Dy) 
xyd 

= (0)(4)(15)(17) + (2)2(5) = 20 

B - +DyRd 1 n (4)(15)(5)(17) l 5100 
h 

C - -(x20y + +D~)R~ - -((50)2(5) + (o)2(i5)) (17)2 1 -3.61~10~ 

I t MX l (-B + (B2-4AC;4)/(2A) 

I 
i = (-5100 l ((51OO)2-4(2O)(-3.6x1O6))4)/(2(2O)) - 316 days. 

i 
i 

Hence, It will take about 320 days for the maxImum concentration of 

reach the river. 

i 
i Step 2. The value of the maxhun conccntratfon Of boron that Wil) ftUCh 

boron to 

the 

tlvcr is computed by substituting the above data into Equation VII-85: 

c * C,Q’ 

max 
timmax (DxDy) 

4 w(9) 

I 

I 

I 
I 

where 

g = 
(xR -v t * d xmax)- 

- 40x tmaxRd 

c = (10)(40)exp(-.15) 
max 

(2)4~(.15)(316)((lS)(5))~ 
= 0.033 mg/l 

= -0.15 

I 

i The maximum concenttatlon of boron that will reach the river is about 0.03 mgll 

i 
or 30 rg/l. 

1 

i 
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i 

L .-.---.-w-------m END OF EXmpLE VII-9 -.-.-.---.---.,.,.,,1 
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7.5.6 Two-Dimensional Horizontal Flow With Continuous Solute Line ~Outces 

In Section 7.5.5, the problem of an instantaneous waste discharge is considered. 

In this section, a continuous waste discharge into a homogeneous, isotropic aquifer 

will be considered. The contaminant is discharged continuously and uniformly with 

depth into the aqulfer. The density and viscosity of the discharged solute are the 

same as those of the native water in the aquifer. The effect of the discharging solute 

on the seepage velocity is assumed to be negligible compared to the uniform regional 

flow rate. 

The mass transport equation governing advection, dispersion, first-order decay and 
linear, equilibrium adsorption in two dimensions in the aquifer is: 

Rdg+v z.0 82c.D x Bx x ,x2 
&kRdc+ 

y 8Y2 
(VI I-90) 

The last term on the right-hand side of Equation VII-90 represents the instantaneous 

discharge of mass by a well screened over the entire depth of the aquifer at location 

x.0, y=o. The mixed zone can be set equal to the depth screened, rather than the full 

depth of the aquifer, if vertical mixing above and below the screened zone is thought 
to be small. The 6 (*) is a Dirac delta function and gt is the strength of the line 

source, where gL = cop/b. 

As presented in Equation VII-90, the first-order decay rate, k, assumes that 

solute in its liquid and solid phases decays at the same rate (i.e., k = k 
liquid = 

k sol id 1. The liquid phase refers to solute in solution and the solid phase refers to 
solute that has been adsorbed. If the liquid and solid phase decay rates dre not the 

sdme, Equation VII-76 needs to be substituted. 
The solution to Equation VII-90, with a zero initial concentration and zero 

gradients at large distances can be found by medns of the integral transform or Laplace 
transform techniques: 

c(x,Y*t) * 
cOQ 

4npb(DxDy)+ exp (q)'!u* ;) 

where 

U( - 1 = the leaky well function of Hantush (see Appendix J) 

(VII-91) 

B = 2Dx/vx (m) 

r = (6(x2 

r2R 

+ yZDxloy))"2(m) 

U = & (unitless) 
X 
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8 - 1 + 28RdUvx (unltlcrs) 

0 - volumetric rate discharge Into the aquifer by the line source (m'/day) 

t l tiue (days) 

(x,y) = location of point of interest (n), where the line source is located at 

x-0, y-0 

iclents in the x and y 0 JJ 
x Y 

- dispersion coeff 

(m2/day) 

V X = seepage velocity 

directions, respectively 

of the regional flow 1 n the x direction (m/day) 

P - effectlvc porosity of the aquifer (unitless, decimal percent) 

b = saturated thickness of mixed zone (n) 

k - first-order decay constant (per day) 

Rd 
= retardation coefficient for linear, equilibrium adsorption (unitless) 

C 0 
- concentration of contwinant being discharged (mg/l) 

Note that Equation VII-91 Is similar to the solution presented by Yilson and 

Miller (1978). However, Equation VIl-91 allows for linear, equilibrium adsorption. A 
schematic representation of Equation VII-91 is shown In Figure VII-42. 

The leaky well function of Hantush Y(u,r/B) is discussed in Appendix 3. In 
addition, a table of values (i.e., Table J-3) and several approxlmatlons are given for 

the U(:) function in Appendix J. 
For the special case of steady-state conditions (I.e., large times) and when the 

ratio r/B is larger than one (i.e., far from the source), then Equation VII-91 reduces 
to the following simplified form: 

c( x,y,steady-state) = ia& (-I)+ ..,(q -ii) (VI I-92) 

r--.---.------------- EXNPLE VII-10 ---I-----------.-_-_- 

I 

I 

I 
I 
I 
I 

I 
I 
I 

A small cormnunfty had water from their municipal well checked for trace 

otganics. To their surprlre, they found a concentration of 150 ug/l of 

ttichloroethyTene (TCE). After much Investigation, a local envlronmental 

organization found the only major user of TCE to be a semi-conductor 

manufacturing plant. However, the plant was located over 1000 meters away from 

the site of the mnlcipal well. At first, few could believe that the plant could 

be the source of the contamination because of the large distance involved. 

Hence, a blue-ribbon committee was selected to Investigate the problem. Uhat 

follows are the results of the camlttee's work. 

I 

I 

The solvent TCE has been used continuously by the manufacturing plant for 

the last 25 years as a degreastr for thelr quipment. All residual TCE is washed 

I 
i 
i 
i 
i 
i 
i 
i 
i 
i 
i 
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I 

I 

I 
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I 

I 

I 

I 
I 

I 

I 

Y 

LOCATION OF 
LINE SouacE 

w x 

VI 

YzL 

FIGURE VII-42 SCHEMATIC SHOWING A CONTINUOUS DISCHARGE OF 
WASTE INTO A REGIONAL FLOW FIELD 

out of the plant by a large volune of water, which in turn is pumped to a small, 

unlined pond. The pond receives about 500 m3 of TCE contaminated wash water per 

year and the concentration of TCE in the pond is 25,000 pg/l. The wastewater 

percolates through the bottom of the pond as quickly as it flows in. The depth 

to the water table is about 2 meters and the underlying aquifer consists of 

unconsolidated sand. From well logs, observation wells and pumping tests, it was 

found that the hydraulic conductivity in the unconsolidated sand was 3640 mlyr, 

the effective porosity 0.2, hydraulic gradient in the aquifer 0.0022 m/m and 

saturated thickness of the aquifer 20 meters. The unconsolidated sand is 

underlain by a thick impermeable clay layer. Oisptrsion tests showed that the 

dispersivity along the direction of ground water flow is about 50 m and 

transverse to the flow about 5 m. The background concentration of TCE upgradient 

of the plant is belaw detection. 

As a first approximation, the TCE is considered to be vertically mixed in 

the aquifer. Since the dimensions of the pond are small compared to the travel 

distance, the analytic solution of Uilson and Miller (1978) can be used to 

simulate the TCE transport. 

In addition to the other information already given, the seepage velocity and 

dispersion coefficients are needed. The seepage velocity is calculated using 

Equation VII-36: 

i 
i 
i 
i 
I 
i 
i 
i 
i 
i 
i 
I 
i 
i 
i 
i 

i 
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I 

I 

I 

I 

I 
I 

I 
I 
I 

v&sww) = (Ksat)(hydraullc gradient)/9 

V x = (3640)(0.0022)/0.2 = 40 m/yr 

Note that the transverse velocity is zero because we have oriented the x 

axis along the principal flow direction. If hydrodynmic dispersion Is assumed 

to be a linear function of seepage velocity, then dispersion can be computed as 
follows from Equation VII-53: 

DX 
-a v x x = (50)(40) = 2000 m2/yr 

0 -av 
Y 

y x n (5) (40) = 200 m'/yr 

where ax and ay are the longitudinal and transverse dlspersivities, respectively. 

The cotnnittee further assumes that there is negl~giblt adsorption of TCE and 

that degradation (e.g., dehydrochlorination) is zero because of the aerobic 

conditions. The amount of TCE entering the aquifer through the pond bottom is 

estimated to have been constant over the past 25 years. 
The information for this example can now be tabulated as follows: 

t = 25 yrs co = 25000 Rg/l 

V x = 40 fdyr 0 * 500 m3/yr 

Ox = 2000 m2/yr b l 20 In 

Oy = 200 m2/yr P = 0.2 

X = 1000 m Rd = 1 

Y n Om k = 0 per yr 

I-90. Equation VII-91 gives an ana 

concentration, the cMnittee needs 
! Equation VI 

1 predict the 

i terms: 

i 

I 

i 
Determine the concentration of TCE at a distance of 1000 meters from the 

, manufacturing plant after 25 years. This problem is mathematically described by 
lytic solution to the problem. To 

to first evaluate the following 

i 
0 n 2Dx/vx = (2)(2000)/40 = 100 m 

a = 1 + 28Rdk/vx = 1 + 2(100)(1)(0)/40 n 1 

r * (0(x2 + Y2 $1’ = (I) 
c ( 

(1000)2 + (Oj2 2000 
55 

w 
= 1000 m 

r/B - 1000/100 - 10 

I 

i 
i 
i 
i 

i 
i 
i 
i 

i 
i 
i 
i 

i 

i 

i 

i 
i 

i 

i 

i 

i 

i 
i 
i 

i 
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i 
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i 

i 
i 
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i 
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i 
I 
I 
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i 

i 

I 

i 

i 
i 
i 
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i 

Uith the above terms, Equation VII-91 can now be evaluated: 

c(x,y,t) = coQ 
~v(DxDy) 

c(1000,0,25) = m4 )( cxp~q.#y.~u(5.10) 

= (393.2)exp(10)W(5,10) 

Unfortunately, the range of parameter values gfven in Table J-3 of 

Appendix J does not include the values needed to evaluate the leaky well function 

of Hantush, Y(5.10). However, since the r/B parameter Is very large, one can use 

the Uflson and Miller (1978) approximation to U given in Appendix 3: 

W(u,r/B) = (p)' exp(- i)erfc(- (-9 

exp(-10)erfc (-y) 

U(5.10) - (0.40)exp(-lO)etfc(O) 
but erfc(0) = 1, thus 

U(5.10) = (0.4)(4.54 x 10+(l) = 1.82 x 1O-5 
Therefore, upon substitution of U(5.10) back into our concentration solution 

(Equation VII-91): 

c(1000,0,25) - (393.2)(22026.5)(1.82 x 10-5) - 158 ug/l 

If one does not use the Uilson and Miller approximation, the exact solution 

is 154 Pg/l. 

As mentioned earlier, a concentration of 150 ug/l of TCE was discovered in 

the municipal water well. The manufacturing plant appears to be the likely 

source of the TCE contamination. 

I 

I 

I 

I 

i 
i 

i 
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i 
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a--------------- ---- END OF EXAMPLE VII-10 -*-_--__-*--------I 
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r-‘-‘-‘-‘-‘-‘-.----- EXmPu VII-11 -‘-‘-.-.-.-‘---‘-.-.-, 

i i 
i The previous example showed how the contaminant TCE decreased in 

i 

i concentration with distanct and time. BiologIcal and chcmlcal degradation i 
i 

processes were assumed to be negligible. This ft true under aerobic conditions 
i 

i 
for TCE but under anaerobic conditions degradation can take place. It is 

difficult to provide accurate rates of degradation for field type situations i 
i because many variables (e.g., pH, temperature) may affect it. The half ltfe of i 
i TCE under anaerobic conditions ranges from 40 to 400 days (Uood ct s\., 1981). i 
i This corresponds to a decay rate of 0.2 to 6 per year. i 
i 

Uhat is the concentration of TCE at a distance of 1000 m after 25 years If i 
i 

biodegradation at a rate of 0.2 per year is included? The data needed are 
i 

i 
summarized below: 

i 
t - 25 yrs co n 25000 ug/l i 

i 
vx - 40 m/yr Q - 500 w?/yr i 

i 
i 

Ox - 2000 m'lyr b - 20 II 

Dy - 200 m2/yr P - 0.2 i 
i 

X = 1000 m Rd - 1 i 
i Y -0m k n 0.2 per yr 

i 
i Step 1 . 

i 

Calculate the following terms in Equation VII-91: i 
i 

i B - 20x/vx - 2(2000)/40 - 100 i 
i 

, 1 + 2BR,k , 1 l 2(100)(1)(0.2) , 2 
i 

i 
a 

V 
X 

40 i 
I 

- (0(x2 l r2 Dx/DyH4 

i 
i r i 
i 

- (2((looo)2 + (0) 2 (2000 )/(200))4 = 1414 
i 

i 
r 

i 
i r/B - 1414/1DO = 14.14 i 
i i 
i U 

r2Rd 

-arp = i 
i i 
i 

Step 2. Is r/B greater than l? 
i 

i If so, use the Uilson and Miller (1978) 

i 
approximation given in Appendix J to evaluate U, the leaky well function i 
Hantush. If r/B is less than 1, then use Table J-3 to evaluate U. For i 
example, to use the Uilson and Miller approximation, proceed as follows. i I 
Evaluate the terms: I 
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erfc (- $$$)- erfc(-0.93) - 1.81 

I 
i Note that erfc(-a)-- 2 -erfc(a) * 2 - 0.188 * 

4 
exp(-14.14) 

1.81 

! Step 3. Evaluate the final computation using 

I 

(1.81) - 4.36 x 1o’7 i 
i 

c(x,y,t) - 
cOQ 

4npb(DxDy+ 

Equation VII-91: 

I 

I 

c(1000,0,25) - (25DDD)(5DD) 

4n(0.2)(20)((2000)(200)+ 

l xp '4;;;a (4.36 x 10’7) j 

i c(1000,0,25) - 3.8 pa/l I 

i i 
I Uith degradation over a 25-year period, 

! 

the predicted concentration of TCE is 

decreased from 185 ug/l to 4 pg/l. 
i 

However, it should be noted that when TCE 

1 undergoes degradation by dehydrochlorination, it produces incomplete degradation 
i 

1 products (e.g., the two isomers of dichloroethylene) which are also hazardous. i 
i i 
.___-.-.-.-.-.-.-. END OF Exmp~E VII-11 -----------B-------L 

7.6 INTERPRETATION OF RESULTS 

This section discusses the interpretation of results calculated using the 

screening methods. Section 7.6.1 reviews water quality criteria which are pertinent to 

ground water. A brief analysis of uncertainty and methods for quantifying it are 

given in Section 7.6.2. Finally, Section 7.6.3 provides guidance for determining when 

more detailed analyses such as those involving numerical computer models are 

appropriate. 

7.6.1 Appropriate Reference Criteria 

7.6.1.1 Introduction 

Federal and state regulations applicable to ground water quality are currently 

undergoing revision. The trend is toward more regulation at the state level rather 
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than at the federal level. Pertinent federal laws include the Federal Uater Pollution 

Control Act/Clean Uater Act (1972/1977/1982), the Safe Drinking Yater Act (1974/1977), 

the Resource Conservation and Recovery Act (1976/1984), and the Toxic Substances 

Control Act (1976). The U.S. Environmental Protection Agency recently made public its 

~011~~ regarding ground water protection in a document referred to as the EPA's Ground 

Uater Protection Strategy (U.S. EPA, 1984). Individual states are also in the process 

of developing laws and programs related to ground water. For example, Connecticut, 

Florida, Uisconsin, and New Mexico have ground water classification systems and 

numerical standards for each classification. Haryland, Mew Jersey, and New York 

specify effluent limitations for waste discharges to ground water. 

7.6.1.2 Yater Ouality Standards 

The predicted results of the hand calculation methods should be compared to the 

appropriate standards. The federal standards for drinking water are currently being 

reviewed (CFR Vol. 48, No. 194, October, 1983). Humerical limits may change and new 

parameters may be added as shown in Table VII-13. The interim primary drinking water 

standards are based on human health considerations. The present standards cover ten 

inorganic chemicals, bacteria, turbidity, organic chemicals and radioactivity. 

The interim seconaary drinking water standards (fable VII-14) mainly address 
aesthetic and pragmatic factors rather than public health. The secondary standards 

cover parameters which affect taste, color, odor and the corrosive properties of water. 
These standards are not federally enforceable but are considered guidelines for the 
states. 

In addition to the federal drinking water standards, each state may have its own 

set of water quality standards, which may be equal or more stringent than the federal 
standards. These regulations may change so it is imperative to check with the local 

state agencies regarding current values. 

The state may specify that standards apply to the ground water at the waste 

disposal site boundary, at a specified distance downgradient of the site, at a property 

boundary, or at the point of use. In some states, ground water downgradient of a waste 

site may have to meet all federal drinking water standards. In addition, if the ground 
water discharges to a surface water body, surface water standards may apply. 

7.6.2 Ouantifying Uncertainty 

Uncertainty in ground water flow and contaminant transport has been implied 
throughout this chapter. Part of this uncertainty is due to aquifer heterogeneities 

and natural variability. Additional uncertainty is introduced by sampling and 

measurement errors and the assumptions on which the hand calculation methods are based. 
For numerical models used to compute ground water flow and contaminant transport, 

uncertainty can also result from the numerical solution techniques. 
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TABLE VII-13 

PRIMARY DRINKING UATER STANDARDS 

P&rrwtrr 

Arrrnl t 
krlv 
Cabtu 
Cb-ailr 
LWd 
MWClIry 
NItrate (4s I) 
Srlmlu 
Sllrrr 
FllJOrlbr 

IDRwtIC cwEMIcALs 

kriw Contamtnrnt 
Level (=9/l) Parmetrn Under Consibcratlon 

0.05 
1.0 
0.010 
0.05 
0.05 
0.002 

10.0 
0.01 
0.05 
1.4-2.4 

Alulnu 
Antimony 
Asbestos 
Bwylllm 
coP#r 
Cywlldc 
Rolybdrnu 

IlCkrl 
sodiu 
ful fate 
tha111u 
Vrnrdtu 
Ztnc 

MICRDBIOLIXIUL aWlHwA)(TS AND lUURBIDITV 

Parameter 

Total Collfo~s 

Turbidity 

MBXIM Contaminant 
Level (q/l) Prrmtrrr Under Constder~tion 

l/ID0 ml Ronthly Avrrrgt tlardtr. Leglonrllr, Viruses 
4/100 ml Single Sample Standard Plrtr Count (SPC) 
l-5 turbtdlty units 

DRwtIC CnrRlcAlS 

P4rrrtcr 
Hmlu Contamtnant 

Level (mg/l) Pcrrwtrrr Undrr Conrldrrrtton 

Endrln 
Linbrnr 
Mrthoxychlor 
Torrphrnc 
2,r-0 
2,4. s-TP st1rrr 
Total Trthrlcmcthnrr 

0.002 
0.004 

F&5 
0:1 
0.01 
0.1 

Aldtcnrb 
Chlordrnc 
08lrDon 
Dl~urt 
Endothall 
Glyphosrte Carbofurrn 
l.l,t-Trlchlorocthrnr 
vyate 

:krnt 
ICBS Atrrzlnr 
Phthrlatcs kryluldr 

DtbrwochlorovoPrnc (DRCP) 
1.2-Dtchloropropmr 
hntrchlorophcnol 
Pichloru 
Otnosrb 
Alrchlor 
Ethylene dlbmalde 
Eplchlorohydrtn 
Olbmmomthanc 
Tolwnc 
Xylrne 
Adtprtcs 
Hrxrchlorocyclopentrdirne 
2.3.7.8-TCDO (Dloxtn) 

P~rulter 

Cablnrd radtw 226 and rrdtu 228 
6mss rlpha particle activtttes 
Bet# prrttclr and photon rrdlorcttvlty 

trm man-udc rldtonucltdn 

krimm Contrmlnrnt 
Lrvrl 

5 Pcf/l 
IS pCl/l 

4 n Illlra/yerr 

Pwrmrtcrs undrr Consfdcrrtlon 

Urrniu 
Radon 

Rrtrrmcc: U.S. EPA (lg77r) and Code ot Frdcrrl Rrgulrtlonr 40 CFR l)l.II-141.16 (lgR2). 
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TABLE VII-14 

IMTERIM SECONOARY DRINKING UATER STANDARDS 

Parawtcr 
Maxi- Contaminant 

Level 

Chloride 250 w/l 
Color 15 color units 
mper 1 WI/l 
WAS 0.5 q/l 
Iron 0.3 q/l 
Manganese 0.05 mg/l 
Odor Threshold Odor Number 3 
PR 6.5-8.5 
Sulfate 250 41 
Total Dissolved Solids SOD mp/l 
Zinc 5 19/l 
Corrosivity Non-Corrosive 

%ethylene blue active substances 

Reference: U.S. EPA (1977b) and Code of Federal 
Regulations 40 CFR 143.3 (1982). 

7.6.2.1 Sources of Uncertainty 

Uncertainty associated with measured values of a parameter may be due to 

variability of aquifer characteristics, sampling error, and analytical error. The 

distinction between these sources can be made by collecting replicate samples, 

splitting them, and performing at least duplicate analyses of the sawles. One conwnon 

sampling design involves collection of four replicates which are then each split four 

ways. The uncertainty can then be allocated using a 4 x 4 analysis of variance 

(ANOVA). The quality of laboratory analyses should also be checked by analysis of 

blanks, standards, and unknowns. Additional discussion of QA/QC procedures is included 

in Scalf et al. (1981), U.S. EPA (1979b) and (1980). -- 
Uncertainty in the representation of the physical system may also create 

uncertainty in the parameters used to describe the system. For example, consider the 

concept of hydrodynamic dispersion which was discussed in Section 7.4.1. Several 

figures and tables were given to provide estimates for dispersivity, which itself is 

used to represent the dispersive characteristics of an aquifer. However, current 
research indicates that dispersion results from variations in the seepage velocity 

profile. These variations may not be adequately characterized by existing mthemat 
formulations. 

ica 1 
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Additional uncertainty and errors can be introduced by mathematical solutions in 

the form of overshoot, numerical dispersion, truncation and round-off errors. 

Overshoot and nunerical dispersion are the most important errors generated by finite 

difference and finite element models of contaminant transport. The term overshoot 

describes the erroneously high values computed near the upstream side of sharp solute 

fronts (undershoot is the analogous behavior on the downstream side of sharp fronts). 

Numerical dispersion, which results from the incomplete approximation of the 

differential equations, can smear a sharp front and thereby produce a solution 

indicative of a larger dispersion coefficient (Pinder and Gray, 1977). Truncation 

errors occur when only a finite number of terms are used to represent the original 

equations describing flow and mass transport. Finally, round-off errors result from 

the finite accuracy of computer calculations. It should be noted that even analytic 

solutions can be subject to truncation and round-off errors. 

7.6.2.2 Methods of Estimating Uncertainty 

The recognition of uncertainty helps put predicted results in perspective. For 

example, if the time of arrival of a contaminant at a well is 300 z 10 days, then time 

is available to design a plan of action. However, if our uncertainty analysis 

predicted a time of arrival of 300 2 200 days, a plan of action would have to be 

developed much sooner. 

Several methods are available for estimating the uncertainty associated with 

calculations. Included are sensitivity analysis, variance analysis, interval analysis, 

and Monte Carlo analysis. Each of these methods is discussed briefly below. 

Sensitivity analysis is the process of determining the variation in a model output 

variable caused by a change in one of the input parameters. This can be done using a 

mathematical approach or simply by making repeat calculations using different parameter 

values. The parameters which most influence the results can thereby be identified. 

Consider a sensitivity analysis of the seepage velocity vs for saturated flow. 

From Section 7.3.3.1.2, it was shown that the seepage velocity is a function of the 

hydraulic conductivity K, the hydraulic gradient I and the porosity p. From Equation 

VII-36 the seepage velocity was shown to be equal to: 

V = -KI/p 

The tofal uncertainty in the seepage velocity dvs can be expressed as: 

d'$ -0 dk + @ )dI +e) dp (VII-93) 

where (avs/8K), (Bvs/81) and (8vs/gp) are the sensitivity coefficients and dK, d1 and 
dp are the uncertainties associated with these parameters (e.g., dK = tl x 10S5 an/set, 
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d1 - fo.OOI, dp = M.05). Upon substitution of Equatim VII-36 into Equation VII-93, 

the uncertainty dvs becomes: 

dvs = -($ d( - (;) d1 + (F) dp (VI I-94) 

The relative or percent uncertainty is found by dividing Equation VII-94 through by vs. 

Thus upon substitution: 

(VII-95) 

In the case of the seepage velocity, tht unctrtainty can be dut to K, I, or p. 

However, tht greatest sourct of uncertainty is gentrally tht hydraulic conductivity 

term; its vdlut may vary over several orders of magnitude. fht above nathcaraticdl 

proctdure for computing the sensitivity analysis c&n in principal be dont for any input 

parameter but it usually btcomes too complicated txcept for siutple l xprtssions. The 

alternative 'brutt force' method is to repeatedly perform the calculations, 

systtmatically varying tht paramettrs, one at a time and in combinations, to dettrmInt 

how the variations in paranttr values afftct tht prtdicttd result. 

Another mathematical technique used to quantify uncertainty is based upon 

determining how the variance of individual equdtion ttrms interact with each other. 

Consider two variables, calltd X and Y. Let tht sun (or differenct) of thest two 

variables bt calltd 2. If X and Y art considered as indeptndent random variables, then 

the variance of Z can be calculattd as: 

Var[Z] * Var[XtYJ - Var[X] + Var[YJ (VII-96) 

where Vat [] is tht variance of tht variable. (An estimate of the varianct can be 
obtained by squaring the standard deviation Sx. Sx is defintd by Equation VII-22 in 

Section 7.2.5.4). If X and Y are multiplied together to gtt Z, then tht variance of Z 

for this product ~(11 vary as: 

Var[Z] = Var[XYl 

l (E(X]12var[~l + (E[Y]j2Var[X] + Var[X]Var[Y] (VI I-97) 

what E [ ] is the expecttd value of tht variable. (An tstimate of tht txpected or mean 

valut is given by Equation VII-23 in Section 7.2.5.4.) If Z is defined as X divided by 
Y, the variance of 2 for this quotient will vary approximately as: 

Var[Z] - Var[X/Y) 
=($$(&$G$) 

(VII-98) 
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From the above expressions, it is obvious that if any independent variables have 

uncertainty associated with them, then the addition, subtraction, multiplication or 

division of these variables will always increase the variance of the combined 

variables. However, if the variables are not mutually independent of each other, the 

effect on the variance is not as clear since covariance terms need to be included in 

the above equations. Procedures for adding the covariance terms are included in Mood 

et al. (1974). -- 
Interval analysis (Ross and Faust, 1982) is similar to sensitivity analysis except 

that likely ranges for the input parameters of interest are -chosen and then these 

values are substituted into the analytical method to provide likely upper and lower 
bounds for the desired output parameters. For example, the upper bound could be the 

predicted contaminant concentration in the aquifer at a point 100 ft downgradient of an 

injection well using as input data a low retardation factor and minimal dispersion. 

The lower bound could be the predicted contaminant concentration at this same ‘location 

when the highest retardation factor and dispersion are used in the calculations. When 

limited field data are available, this approach can provide at least an estimated range 

for the output parameters. 

Monte Carlo analysis involves solving the ground water flow and solute transport 

equations using randomly chosen values as input parameters. The random values are 

selected from specified probability density functions (pdf) of key parameters. 

Typically, 50 to 300 repetitions of the calculations would be performed with different 

input parameters. Histograms of the predictions are generated and used to calculate 
the probability of specific events (e.g., number of times that concentration limits 

will be exceeded or time for a contaminant plume to reach a given well or surface wdtet 

body). The principal limitations of this dpprOdCh are the high cost of doing a large 

number of calculations, difficulties in estimating the pdf for each of the parameters 

dnd the need to include the "worst cdses- of interest. The computer program MACRO 

developed by Kdufmdn et al - -- (1980) can be used to calculate pdf's of predicted 

contaminant concentrations. MACRO works by systematically making repeated model runs 

with regularly spaced values of the sensitive parameters. This program, however, has 

only been used for simple cases. 

7.6.3 Guidelines for Proceeding to More Detailed Analysis 

7.6.3.1 Introduction 

There are typically four critical questions to be addressed in ground water 

contamination studies: a) where are the contaminants; b) when will they arrive at a 

specific location; c) what are the concentrations of the contaminants; and d) what 

hazards are posid by the contaminants. Answers to these questions provide d concise 

statement of the information needed to evaluate the environmental consequences of 

ground water contamination. To dddreSS these types of questions, there are three 
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general types of assessment tools available: site ranking ncthods, analytical (hand 

calculation) methods, and numerical lnodets. These tools are useful for different 

levels of analysis and'thus offer conpli#ntary rather than colrpcting uses. Up to this 

point, the chapter has addressed only the hand calculation nnthods. The three 

approaches are briefly compared below: 

0 Site ranking cncthods allow initial assessment of a large number of 

existing ground water contamination probluas. Uith a mininun amount of 

information and technical expertise, site ranking methods can be used for 

evaluating the relative hazard posed by a large n-r of contamination 

sources. Because site ranking models do not provide quantitative 

estimates of contaminant concentrations, they will not be discussed 

further in this chapter. A review of selected ranking methods is included 

in Sumws and Rupp (1982a). 

8 Analytical (or hand calculation) methods can predict the migration of 

contaminants in ground water from potential or existing waste sources. As 

shown in Section 7.5, these techniques are based on siaglified 

representations of the ground water system. The techniques require 

limited field data and can be applied rapidly with hand calculators. 

0 Numerical models, like analytical methods, provide site-specific 

predictions by solving a series of equations. These models can provide 

greater temporal and spatial resolution. However, using numerical models 

generally requires large amounts of data and a computer. 

Numerical models will be briefly discussed below. A method for determining when 

nunerical models are appropriate is given in Section 7.6.3.3. 

7.6.3.2 Numerical Models 

Numerical model results can help address the following questions pertinent to 

ground water contamination problems: 

8 Yhat is the maximum area1 extent of a plume at a given site? 

0 Yhat is the approximate time for a plume to reach a given well or surface 

water body? 

8 Yhat is the maximum concentration of a contaminant that could occur at a 

given well or in the ground water dischargfng fnto a surface water body? 

0 How much time would be required to flush contaminants from an aquifer? 

0 Yhat control methods are technically feasible and cost-effective? 

0 Is it likely that a contaminant plume would form at a candidate waste 

disposal site? 

0 Yhere should monitoring wells be located? 
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~10~ and solute transport models vary in type and complexity depending upon the 

system being modeled and the extent to which the model attempts to fully represent that 

system. kdeling contaminant movement in a homogeneous aquifer is Significantly less 

complex than attempting to model movement in a heterogeneous aquifer, such as One with 

interbedded clay lenses. 

Data requirements for ground water flow and solute transport models are given in 

Table VII-15. The amount of data needed increases with the number of dimensions 

modeled and the size of the grid system. 

Along with the input data shown in Table VII-15, historical water level and ground 

water quality data are needed to calibrate the model. Hodel results are usually 

compared with historical data and refined accordingly--a process known as calibration 

or history matching. This does not assure that a model ~111 give accurate predictions 

for the future when conditions may change (e.g., a confined aquifer could have been 

pumped enough to change it to an unconfined system). 

There are many mathematical models available for predicting ground water flow and 

solute transport in 1, 2, or 3 dimensions. Numerical solution techniques to choose 

from include finite difference, finite element, integrated finite difference, and 

method of characteristics. Detafled reviews of numetical models can be found in the 

following reports: Kincaid et al. (1983). Bachmat et al. (1978), van Genuchten 

(1978), Ostet (1982) and Tho&pt al. (1982). -- -- In addition, information and copies of 

publicly available ground water models may be obtained through the International Ground 

Uater Modeling Center (IGUMC) at the Holcomb Research Institute of Butler University, 

The IGUM has developed a computerized data base of over 600 models called the Model 

Annotation Retrieval System or MARS. 

7.6.3.3 Model Selection 

In this chapter, three different approaches to assessing ground water 

contamination problems have been briefly discussed, including site ranking, analytical 

and numerical models. However, the question of which approach to use is as of yet 

unanswered. Before a method is selected, an assessment should be made of the 

complexity of the hydrogeologic system, the type of information needed to meet the 

study objectives, and the present understanding of the aquifer system. Figure VII-43 

shows a general sequence for determining whether a numerical model is needed and 

alternative approaches. Numerical models should be applied when a detailed assessment 

of the extent and significance of contamination is needed and when adequate funding and 

trained personnel are available for the required data collection and modeling effort. 

The steps involved in applying d model are shown in Figure VII-44. As this figure 

shows, data collection, interpretation and model application ideally should be an 

iterative process. Analytical methods should be used at each of these feedback points 

and to check final model results. 
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TA5LE VII-15 

DATA NEEDS FDR NUMERICAL HDDELS 

Flow Models 

area1 extent of the aquifer 
grid type and spacing 
aquifer thickness, by node 
boundary conditions and loca 
hydraulic conductivltics (or 
specific storage or specific 
initial head, by node 
net recharge rate of the aqu 
the locations and flow rates 
(erg. .pu"p~ng wells) 

tions of assigned nodes 
permcabilities), by node 
yield 

iftr 
of system stresses 

0 rtlatlonship to surface water if present 
0 water level data for model cafibration and verficiation 

Solute Transport Models* 

longitudinal, transverse, and vertical dispcrsivity coefficients 
bulk density of permeable mcdja 
effective porosity of the aquifer 
initial contaminant concentrations in the aquifer 
concentrations and flow rates of waste sources 
(these may vary by location and time) 
distribution coefficients or retardation factors for the 
contuninants of interest 
radioactive or biological decay constants, if appropriate 
concentration ddtd for model calibration and verification 

*The flow data are also needed to run solute transport models. 

The simplest models should be used first to determine sensitive parameters and to 

identify significant data gaps. Based on the predicted results of the simple models 
and uncertainty analyses, a decision can then be made as to whether additional data and 

more complex models are necessary. 
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Appendix A, Monthly Distributor of Rainfall Erosivity Factor R, which 
appears in the first two editions of this manual, is now out of date and has 
been deleted. 
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Appendix B, Methods for Predicting Soil Erodibility Index K, which appears in the 
first two editions of this manual, is now out of date and has been deleted. 
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Appendix C, Stream and River Data, which appears in the first two editions of 
this manual, is now out of date and has been deleted. 

C-1 



APPENDIX D 

IMPOUNDMENT THERMAL PROFILES 

Thermal profile plots are provided (on microfiche in the enclosed envelope for 
EPA-published manual, or as Part 3, EPA-600/6-82-004c for paper copies purchased from 
the National Technical Information Service) for a variety of impoundment sizes and 
geographic locations throughout the United States. The locations are arranged in 
alphabetical order. Within each locution set, the plots are ordered by depth and 
hydraulic residence time. An Index to the plots is provided below, and the modeling 
approach is described in Appendix F. 

Atlanta, Georgia 

Page 

20-ft Initial Maximum Depth . . . . . D-4 
40-ft Initial Maximum Depth . . . . . D-14 
75-ft Initial Maximum Depth . . . . . D-24 

100-ft Initial Maximum Depth . . . . . D-34 
200-ft Initial Maximum Depth . . . . . D-44 

Billings, Montana 

20-ft Initial Maximum Depth . . . . . D-54 
40-ft Initial Maximum Depth . . . . . D-64 
75-ft Initial Maximum Depth . . . . . D-74 

100-ft Initial Maximum Depth . . . . . D-84 
200-ft Initial Maximum Depth . . . . . D-94 

Burlington, Vermont 

20-ft Initial Maximum Depth . . . . . D-104 
40-ft Initial Maximum Depth . . . . . D-114 
75-ft Initial Maximum Depth . . . . . D-124 

100-ft Initial Maximum Depth . . . . . D-134 
200-ft Initial Maximum Depth . . . . . D-144 

Flagstaff, Arizona 

20-ft Initial Maximum Depth . . . . . D-154 
40-ft Initial Maximum Depth . . . . . D-164 
75-ft Initial Maximum Depth . . . . . D-174 

100-ft Initial Maximum Depth . . . . . D-184 
200-ft Initial Maximum Depth . . . . . D-194 
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Fresno, California 

20-ft Initial Maximum Depth . . . . . D-204 
40-ft Initial Maximum Depth . . . . . D-214 
75-ft Initial Maximum Depth . . . . . D-224 

100-ft Initial Maximum Depth . . . . . D-234 
200-ft Initial Maximum Depth . . . . . D-244 

Minneapolis, Minnesota 

20-ft Initial Maximum Depth . . . . . D-254 
40-ft Initial Maximum Depth . . . . . D-264 
75-ft Initial Maximum Depth . . . . . D-274 

100-ft Initial Maximum Depth . . . . . D-284 
200-ft Initial Maximum Depth . . . . . D-294 

Salt Luke City, Utah 

20-ft Initial Maximum Depth . . . . . D-304 
40-ft Initial Maximum Depth . . . . . D-314 
75-ft Initial Maximum Depth . . . . . D-324 

100-ft Initial Maximum Depth . . . . . D-334 
200-ft Initial Maximum Depth . . . . . D-344 

San Antonio, Texas 

20-ft Initial Maximum Depth . . . . . D-354 
40-ft Initial Maximum Depth . . . . . D-364 
75-ft Initial Maximum Depth . . . . . D-374 

100-ft Initial Maximum Depth . . . . . D-384 
200-ft Initial Maximum Depth . . . . . D-394 

Washington, D.C. 

20-ft Initial Maximum Depth . . . . . D-404 
40-ft Initial Maximum Depth . . . . . D-414 
75-ft Initial Maximum Depth . . . . . D-424 

100-ft Initial Maximum Depth . . . . . D-434 
200-ft Initial Maximum Depth . . . . . D-444 

Wichita, Kansas 

20-ft Initial Maximum Depth . . . . . D-454 
40-ft Initial Maximum Depth . . . . . D-464 
75-ft Initial Maximum Depth . . . . . D-474 

l00-ft Initial Maximum Depth . . . . . D-484 
200-ft Initial Maximum Depth . . . . . D-494 
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APPENDIX E 

MODELING THERMAL STRATIFICATION IN IMPOUNDMENTS 

Figure E-1 Comparison of Computed and Observed Temperature Profiles in Kezar Luke 

Figure E-2 Comparison of Computed and Observed Temperature Profiles in El Capitan 
Reservoir 

Figure E-3 Log of Eddy Conductivity Versus Log Stability--Hungry Horse Data 
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E.1 IMPOUNDMENT THERMAL PROFILE MODEL: BACKGROUND 

The model used for computation of impoundment temperature profiles is based on 
the Lake Ecologic Model originally developed by Chen and Orlob (1975). The model was 
modified for this application to compute temperature alone. The purpose of the model 
application was to simulate the effects of mixing, impoundment physical characteristics, 
hydraulic residence time, and climate on the vertical profiles of temperature. 

Physical Representation 

Each configuration simulated was idealized as a nunber of horizontally mixed 
layers. Natural vertical mixing is composed by the use of dispersion coefficients in 
the vertical mass transport equation. Values of the dispersion coefficients for 
different size lakes were estimated from previous studies (Water Resources Engineers, 
Inc., 1969). 

Temperature 

Temperatures were computed as a function of depth according to Equation (E-l): 

where the local water temperature 
Specific heat 
fluid density 
cross-sectional urea at the fluid element boundary 
time 
vertical distance 
the eddy diffusion coefficient in the vertical direction 
advection across the fluid element boundaries 
cross-sectional area of the surface fluid element 
coefficients describing heat transfer across air-water interface 
sun of all external additions of heat to fluid volume of fluid element 
element volume. 

Application/Verification 

The model has recently been used in a lake aeration study (Lorenzen and Fast, 
1976). In that study, the model was applied to Kezar Lake in New Hampshire and El 
Capitan Reservoir in California to verify that artificial mixing could be adequately 
simulated. 

Computed temperature profiles were compared to observed values as shown in 
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Figures E-l and E-2. The model performance uas judged to be good for the intended 

purpose of providing guidance for further study. 

E.2 PREPARATION OF THERMAL PROFILES 

The thermal profiles in Appendix 0 of this report were prepared by inputting 

the selected climatological conditions, infl ou ratt. impoundment physical conditions, 

and wind. Df these, only wind warrants special discussion here. The remaining model 

parameters are discussed in the text of Chapter 5. 

Wind-Induced klixing dnd the Eddy Diffusion Coefficient 

Figure E-3 is a plot of the eddy conductivity coefficient versus stability. 

It was used to obtain coefficients for wind mixing for the model runs. The 

upper envelope represents high wind mixing conditions and the lower envelope represents 

low wind mixing conditions. Note that the plot in Figure E-3 was developed for this 

model, and the model was then verified with data from Hungry Horse Reservoir, rrhich is 

located on the South Fork of the Fldthead River in northwestern kntand. kcordingly, 

the extremes of wind mixing and the effects on impoundment stability are us found for 

Hungry Horse Reservoir. The coefficients should be applicuble elsewhere, however, 

because the eddy diffusion coefficient is rtldtively insensitive to climate and locution. 

The significance of the eddy conductivity coefficient and its implications 

for wind mixing may be understood by examining an equation describing transport 

within the system. Mixing implies the transfer of mdterials or properties within a 

system fran points of high concentration to points of low concentration, and vice 

versa. For a system which is undergoing forced convection, it has been observed that 

the time rate of transport, F; of a property, 5, through the system is proportional 

(other things being equal) to the rate of change of concentration of this property with 

distance, 2. In l quution form, this rule is expressed us: 

as F=-D- 
az 

(E-2) 

where 

0 = coefficient of proportionality. 

The mixing process as defined by <quation E-2 is variously called "effective diffusion," 

'eddy diffusion,' or the "diffusion analogy’ because it is identical in form to the 

equation describing the process of molecular diffusion. The difference between the twD 

processes, however, is that for moleculrr diffusion, 0 is constunt, rrhile for turbulent 

transfer, 0 is a function of the dynamic churucter, or the turbulence level, of the 

system. In general, 0 is a temporal dnd spatial variable, and thus will be referred to 

here us O(z.t). Equation E-2 rewritten for heat flow over the reservoir vertical axis 

is: 
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H - -pcD(z,t) $ (E-3) 

where H - heat flux HLa2TW1 . 

P - denstty of water, PQ. 
-3 

C - heat cspaclty of water, M"D'* 

D( 2 .t 1 
2 -1 

= coefficient of eddy conductivfty, L T 

T - temperature, D 

2 - elevation in the reserVolr, L 

t = time T. 

From Eqwtlon E-3, therefore, It may be seen that the rate of heat flux (H), which 

describes the rdte of energy transfer vertically In an impoundment, is a function of 

the temperature gradient over depth (az 31) and the degree of turbulence (induced by wind 

and other factors) and is characterlred by the eddy dfffusion coefficient D(z.t) in the 

equation. It is this coefficient, D(r,t) which is plotted on the ordinate (stabi?ity 

is on the abscissa) in Figure E-3. 

Surface Heat Flux 

The simulation of temperature involves the following steps: 

1. The heat transfer at the air-nater interface is evaluated for dll Surface nodes 

as d function of the rneterologtcal variables and nodal temperatures. 

2. The hedt input due to ShOrtwdve solar radiation is distrlbuted with depth 

according to the 1 ight trdnsnt ssibil t ty characteristics of the water (which are 

a function of the suspended particulates). 

3. Heat is distributed wlthin the water body by hydrodynaic transport (advection 

and dispersion) in the same manner as conservative dissolved constituents. 

The net rate of heat transfer dcross the dir-water interface is canputed according to 

the follow’ing heat budget l qudtion: 

H= P sn + ‘dt - qw - qe + 4, (E-4) 

where 

H = net rdte of heat' transfer (KCdl/m2/SeC) 

q sn - 
net Shortwave solar radiation across the air-water interface, 

including losses by absorption and scattering in the dtnmphere, and 

reflection at the water surface (Kcal/mZ/sec) 

ddt = atmospheric long udve radiation across the dir-water interface 

( KCdl/m2/SeC) 

T# = long wave back radiation fron the water surface to the atmosphere 

(Kcdl/m2/sec) 

E-7 



‘e N evaporative heat TOSS (KCdl/d/SeC) 

qc - 
convective hedt exchange between the Udter Surface and the atmos- 

phere ( Kcrl/m2/scc). 

The heat transfer terms for long udve back radiation, evaporattve heat loss, and 

convective heat exchange depend on the water tanperature in the Surface nodes (A 

values). title the solar radiation and atmospheric long wave rddation (CI values) are 

independent of water temperature. Algorithus for the various terms of Equation E-2 aft 

used for separate computation and then sumned as show in Equation E-l. 

NOTE: 

For a more detailed description of the model, fts applicability, and the 

eddy diffusion coefficient, the reader is referred to a report cntit~ed ‘CbthaadtiCdl 

Models for the Prediction of ThennaT Eneqy Changes in Impoundments.' (See the list of 

references ut the end of this Appendix.) 
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APPENDIX F 

RESERVOIR SEDIMENT DEPOSITION SURVEYS 

Summaries of data from known reliable reservoir sedimentation surveys made in 
the United States through 1970 are presented in this Appendix, together with an 
explanation of the summary table. Additional data from surveys made after 1970 are 
included for some reservoirs. The reservoirs are grouped according to the 79 drain- 
age areas into which the United States is divided in the publication: "River Basin 
Maps Showing Hydrologic Stat ions", compiled under the auspices of the Subcommittee on 
Hydrology, Federal Inter-Agency River Basin Committee. An index map of these drainage 
areas is shown on page F-78. An index to the surveys is provided below. Appendix F 
is available on microfiche in the enclosed envelope for the EPA-published 
manual, or as Part 3, for paper copies purchased from the National Technical 
Information Service. 

Drainage Area Page 

1 St. John Machias, Penobscot, Kennebec, Androscoggin and F-6 
Presumpscot River Basin 

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 

Housatonic, Connecticut, Thames, and Merrimack River Basin 
Hudson River Basin and St. Lawrence Drainage in New York 
Susquehanna and Delaware River Basins 
Potomac, Rappahannock, York, and James River Basins 
Chowan, Roanoke, Tar, Neuse, and Cape Fear River Basins 
Pee Dee, Santee, and Edisto River Basins 
Savannah, Ogeechee, and Altamaha River Basins 
Satilla, St. Harry's, St. John's, and Suwannee River Basins 
Southern Florida Drainage 
Apalachicola and Ochlockomee River Basins 
Choctawnatchee, Yellow, Escambia and Alabama River Basins 
Tombigbee, Pascagoula, and Pearl River Basins 
Lower Mississippi River Basin (Natchez to the Mouth): 
Calcasieu, Mermentau, and Vermilion River Basins 

F-6 
F-6 
F-6 
F-7 
F-7 
F-8 
F-9 
F-9 
F-9 
F-9 
F-9 
F-9 
F-9 

15 

16 

Lower Mississippi River Basin (Helena to Natchez): Yazoo, 
Big Black, and Ouachita River Basins 
Lower Mississippi River Basin (Chester to Helena): St. Francis 
River Basin 

F-10 

F-11 

17 
18 

Ohio River Basin (Madison to Uniontown): Wabash River Basin 
Tennessee River Basin (below Hales Bar Dam) 
Green River Basins 
Ohio River Basin (Point Pleasant to Madison: 
Sandy. Licking, Kentucky, Scioto, and Miami 

Cumberland and 
F-12 
F-13 

19 Kanawha, Big 
River Basins 

F-13 
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Drainage Area Page 

20 
21 
22 
23 
24 

25 

26 

27 

28 
29 
30 
31 
32 
33 

34 

35 

36 

37 

38 

39 

40 

41 
42 
43 
44 

45 

46 

47 

Tennessee River Basin (above Hales Bar Dam) 
Ohio River Basin (above Point Pleasant) and Lake Erie Drainage 
Great Lakes Drainage (in Michigan) and Maumee River Basin 
Great Lakes Drainage (in Michigan and Wisconsin) 
Mississippi River Basin (Louisiana to Chester): Illinois, 
Kaskaskia and Meramec River Basins 
Upper Mississippi River Basin (Fairmont to Louisiana): Iowa, 
Skunk, and Des Moines River Basins 
Upper Mississippi River Basin (Prairie du Chien to Rock Island) 
and Lake Michigan Drainage: Rock and Wapsipinicon River Basins 
Upper Mississippi River Basin (St. Paul to Prairie du Chien): 
Wisconsin, Root, Chippewa, and St. Croix River Basins 
Upper Mississippi River Basin (above St. Paul) 
Lake Superior and Lake of the Woods Area (in Minnesota) 
Red River of the North Basin 
Missouri River Basin (Nebraska City to Hermann) 
Smoky Hill and Lower Republican River Basins 
Upper Republican, North Platte River Basins (Fort Laramie to 
North Platte) and South Platte River Basin (Sublette to North 
Platte) 
North Platte River Basin (above Ft. Laramie) and South Platte 
River Basin (above Sublette) 
Missouri River Basin (above Blair to Nebraska City) and Platte 
River Basin (below North Platte) 
River Basin (Niobrara to above Blair), James, and Big Sioux 
River Basins 
Missouri River Basin (above Pierre to Niobrara): Niobrara 
and White River Basins 
Missouri River Basin (Mobridge to above Pierre): Cheyenne 
and Belle Fourche River Basins 
Missouri River (Williston to Mobridge): Moreau, Grand, 
Cannonball, Heart, and Little Missouri River Basins 
Missouri River Basin (Zortman to Williston): Milk and 
Musselshell River Basins 
Missouri River Basin (above Zortman) 
Lower Yellowstone River Basin: 
Upper Yellowstone River Basin 

Tongue and Power River Basins 

Arkansas River Basin (Van Buren to Little Rock) and White 
River Basin 
Arkansas River Basin (Tulsa to Van Buren): Grand, Verdigris, 
and Lower Canadian River Basins 
Arkansas River Basin (Garden City to Tulsa): Middle Canadian, 
Lower Cimarron, and Salt Fork River Basins 
Arkansas River Basin (Lamar to Garden City): Upper Cimarron 
and Upper Canadian River Basins 

F-2 

F-15 
F-17 
F-20 
F-21 
F-21 

F-23 

F-23 

F-23 

F-24 
F-24 
F-24 
F-24 
F-26 
F-28 

F-28 

F-29 

F-31 

F-32 

F-33 

F-34 

F-34 

F-34 
F-34 
F-35 
F-35 

F-36 

F-37 

F-39 



Drainage Area Page 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 

66 
67 

68 
69 
70 

71 

72 

73 

74 

75 

76 

Rio Grande Basin (above Espanola) and Arkansas River 8asfn 

Red River Basin (Denison to Grand Ecore): Little and Sulphur 

River Basins 
Red River Basin (dbOW Denison) 

Sabine, Meches, and Trinity River 8dSinS 

Lower Brazes. Lower COlOrddO, GUdddlUpe, San Antonio, and 

Nueces River BdSinS 

Braros River Basin (South Bend to WdShingtOn), Middle, and 
Colorado River Basins 

Upper Brazes and Upper Colorado River Basins 

Rio Grande Basin (below Eagle Pass) 

Rio Grande Basin (Fort Duitman to Eagle Pass) and Lower Pecos 
River Basin 

Rio Grande BdSin (Espanota to Fort Quitman) 

Upper Pecos River Basin 

Colorado River Basin (below Hoover Dam): Williams and Lower 
Gila River Basins 

Gila River Basin 

Little COlOrddO dnd San Judn River BdSinS 

Colorado River Basin (Hall's Crossing to Hoover Ddm) 

Colorado River BdSin (above Hall's Crossing): Gunnison, 
Dolores, and Fremont River Basins 

Green River Basin 

Gfedt Salt Ldke Basin 

Sevier River BdSin 

Gredt Basin (northwestern part in California, Nevada, and 
Oregon) 

Gredt Basin: Humboldt, Carson and Truckee River Basins 

Great Basin: hens, Wdlker, dnd NOnO Ldke Drainages 

SdltOn Sea and Southern CdlifOrnid Coastal and Great 8dsin 
Drainage 

Sdn JOdquin and Keen River Basins and AdJacent Coastal 
Drdi ndge 

SdCfdmntO, Eel, and Russian River Basins 

Klafnath, Rogue, and Unpqud River Basins 

Lower COlUmbid River Basin dnd Pacific COdst Bdslns ln 
Northern Oregon 

Columbia River Basin (Grand Coulee to Unatilla) and Pacific 
Coast Drainage in Udshlngton: Ydkimd, Cheldn, and OkdnOQdh 
River Basins 

Columbia River Bdsin (International Boundary to Grand Coulee) 
and PdCifiC COdSt Drainage in WaShingtOn: Pendorielle. 
Spokane, Walla Udlla, and Lower Snake River BdSinS 

F-3 

F-40 

F-40 

F-41 

F-43 

F-40 

F-45 

F-47 

F-47 

F-47 

F-48 

F-48 

F-49 

F-49 

F-51 

F-52 

F-52 

F-56 

F-56 

F-56 
F-57 

F-57 

F-57 

F-57 

F-69 

F-71 

F-72 

F-73 

F-74 

F-75 



Drai ndgt Area Paqe 

77 Colunbia River Basin in Cdnadd F-75 

78 hake River Basin (from Kings Hill to Grande Ronde River) F-75 

79 Snake River Basin (rbove Kings Hill) dnd Salmon River Basin F-77 

80 Puerto Rico F-77 
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APPENDIX G 

INITIAL DILUTION TABLES 

Appendix G consists of Initial Dilution Tables. Page G-1 provides information 
for choosing the appropriate table. These follow in numerical order beginning on pp. 
G-2 through G-101. The Appendix is available on microfiche in the enclosed envelope 
for the EPA-published manual, or as Part 3 for paper copies purchased from the National 
Technical Information Service. 
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APPENDIX H 
EQUIVALENTS OF COMMONLY USED UNITS OF MEASUREMENT 
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APPENDIX I 

ADDITIONAL AQUIFER PARAMETERS 

Physical Properties of Water 

The density of a fluid is defined as the mass of fluid per unit volume. The 
viscosity of a fluid is a measure of the resistance of the fluid to deform when moving. 
The kinematic viscosity v is defined as the viscosity µ divided by the density of the 
fluid PW: 

v = µ PW 
Compressibility BW is the relative change of a unit volume of fluid per unit increase 
in pressure. Thus BW relates the volumetric strain to the stress induced in water by a 
change in fluid pressure. 

Upon examining Table I-l, the viscosity µ is most affected by temperature changes 
and µ decreases by about 3 percent per degree Celsius rise in temperature. The 
properties of water are also a function of pressure, but they are even less sensitive 
to changes in pressure than to changes in temperature. However, in most situations 

physical properties of water are that are encountered in ground water problems, the 
considered as constants. 

Particle Density 

Particle density. PS (g/cm3), of a soil is def 
divided by the volume of the soil solids VS(cm3): 

PS = MS/VS 

ined is the mass of soil solids MS (g) 

Tab 
mat 
soi 

The particle density for most mineral soils varies between 2.6 and 2.75 g/cm3. 
le I-2 gives a list of typical values for various materials. Note that organic 
ter has a much lower particle density, between 1.2 and 1.5 g/cm3. Thus, surface 
1s usually have a lower particle density than subsoils. 

Sometimes the density of a soil is expres 
The specific gravity 6 (unitless) is equal to 
PS (g/m3) of th e material to that of water PW 
atmospheric pressure: 

G = PS/PW 
However, 
the spec i 
density. 

The 

since the density of water under these conditions is 1 g/cm3 (see Table I-2), 
fic gravity is numerically (although not dimensionally) equal to the particle 

average particle density PS (g/cm3) of a soil can be determined in the 

sed in terms of the specific gravity. 
the ratio of the particle density 
g/cm3) at 4 degrees Celsius and at 

laboratory by the picnometer method (i.e., water displacement test) (Fox, 1959; Taylor 
and Ashcroft, 1972). Typical values for various materials are given in Table VII-3. 
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TABLE I-1 

PHYSICAL PROPERTIES OF PURE WATER AT ONE ATMOSPHERE 

Temperature 
OC 

Density Viscosity 
(g/cm3) (g/cm sec) 

Kinematic 
Viscosity 
(cm²/sec) 

Compressibility 
(cm sec²/g) 

0 .99987 .01787 .0179 

4 1.00000 .01567 .0157 

5 .99999 .01519 .0152 

10 .99973 .01307 .0131 

15 .99913 .01139 .0114 

20 .99823 .01002 .01004 

25 .99708 .00890 .00893 

30 .99568 .00798 .00801 

35 .99406 .00719 .00723 

5.098 x 10-11 

4.959 x 10-11 

4.928 x 10-11 

4.789 x 10-11 

4.678 x 10-11 

4.591 x 10-11 

4.524 x 10-11 

4.475 x 10-11 

4.442 x 10-11 

Reference: Weast (1969). 

Specific Yield 

Specific yield can be used as an estimate of effective porosity. Specific yield 
is also used to predict the drawdown of the water table and the local velocity field 
around a pumping well. It is an essential parameter for the analysis of the 
performance of a recovery well field. 

The specific yield Sy (unitless) of an unconfined aquifer is a measure of the 
"water-yielding" capacity of the porous medium. The specific yield is defined as the 
volume of water that will discharge per unit area of saturated porous medium under a 
unit drop in hydraulic head. Specific yield can be expressed as either a ratio of as a 
percentage. That part of the water retained by molecular and surface tension forces in 
the void spaces of a gravity drained material is known as retained water. The "water- 
retaining" capacity of porous media is called the specific retention Sr (unitless). 
Hence, the porosity of a saturated, unconfined aquifer is equal to the sum of the 
specific yield and the specific retention: 

p = Sy + Sr 
Gravity drainage from most unconfined aquifers is not instantaneous. If the 

hydraulic conductivity is low, the water-yielding capacity can increase up to the 
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TABLE I-2 

RANGE ANI) MEAN VALUES OF PARTICLE OENSIrY 

Material 
Rang' 

(9/J) 
Hean 

(g/cm 1 

clay 2.51 - 2.77 2.67 

sllt 2.47 - 2.79 2.62 
sand, fine 2.54 - 2.77 2.67 
Sand, medium 2.60 - 2.77 2.66 
sand, coarse 2.52 - 2.73 2.65 
gravel, fine 2.63 - 2.76 2.68 
gravel, medium 2.65 - 2.79 2.71 
gravel, coarse 2.64 - 2.76 2.69 
loess 2.64 - 2.74 2.67 
eolian sand 2.63 - 2.70 2.66 
till, predominantly clay 2.61 - 2.69 2.65 
till, predominantly silt 2.64 - 2.77 2.70 
till, predominantly sand 2.63 - 2.73 2.69 
till, predominantly gravel 2.67 - 2.78 2.72 
glacial drift, predominantly silt 2.70 - 2.73 2.72 
glacial drift, predominantly sand 2.65 - 2.75 2.69 
glacial drift, predominantly gravel 2.65 - 2.75 2.68 
sandstone, fine grained 2.56 - 2.72 2.65 
sandstone, medium grained 2.64 - 2.69 2.66 
siltstone 2.52 - 2.89 2.65 
claystone 2.50 - 2.76 2.66 
shale 2.47 - 2.83 2.69 
limestone 2.68 - 2.88 2.75 
dolomite 2.64 - 2.72 2.69 
granite, weathered 2.70 - 2.84 2.74 
gabbro, weathered 2.95 - 3.09 3.02 
basalt 2.95 - 3.15 3.07 
schist 2.70 - 2.84 2.79 
slate 2.85 - 3.05 2.94 

Reference: Morris and Johnson (1967). 
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TABLE I-3 

RANQ AND MEAN VALUES OF SPECIFIC YIELD 

Materiala 
Range Mean 

(percent) (percent) 

clay 

silt 

Sdnd, fine 
sand, medium 
sand, coarse 
gravel, fine 

gravel, medium 

gravel, course 
loess 

eolian sand (dune sand) 
till, predominately silt 

till, predominately sand 

till, predominately gravel 
glacial drift, predominately silt 

glacial drift, predominately sand 

sands tone, fine grained 
sandstone, medium grained 

siltstone 

shaleb 

limestone 

schist 

1.1 - 17.6 
1.1 - 38.6 
1.0 - 45.9 

16.2 - 46.2 
18.4 - 42.9 
12.6 - 39.9 
16.9 - 43.5 
13.2 - 25.2 
14.1 - 22.0 
32.3 - 46.7 
0.5 - 13.0 
1.9 - 31.2 
5.1 - 34.2 

33.2 - 48.1 
29.0 - 48.2 
2.1 - 39.6 

11.9 - 41.1 
0.9 - 32.7 
0.5 - 5 
0.2 - 35.8 

21.9 - 33.2 

6 
20 
33 
32 
30 
28 
24 
21 
18 
38 
6 

16 
16 
40 
41 
21 
27 
12 
-- 

14 
26 

'Reference: Morris and Johnson (1967). 
bReference: Ualton (1970). 
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specific yield dt a diminishing rate as the time of drainage increases. 

Values of specific yield depend on grain size, shape and distribution of pores, 

compaction of the stratum and time of drainage. The range dnd medn values of 

laboratory measured specific yields for various geologic materials are given in Table 

I-3. 

Specific Storage 

The specific storage or elastic storage coefficient 5, of a confined aquifer is 

defined ds the volume of water released from storage per unit volume of aquifer per 

unit decline in hydraulic head. This release is due to the compaction of the aquifer's 

granular skeleton and the expansion of pore water when the Mater pressure is reduced by 

pumping. 5, hdS the units of cm-' dnd is normally a small quantity (1 x lo-‘cm -' or 

less). Typical values of specific storage 5, are given for various geologic materials 

in Table I-4. 

Storativitv 

Storativity or storage coefficient, 5, is also defined as the volume of water that 

is released from storage per unit horizontal area of aquifer per unit decline of 

hydraulic head. It is a dimensionless quantity. This parameter is obtained in 

addition to transmissivity from pumping tests. It is used to compute aquifer yields 

and to compute drawdowns of individual wells. 

For confined aquifers, storativity is due to water being released from the 

compression of the granular skeleton and expansion of the pore water. 5 is 

mathematically defined as the product of the specific storage, 5, (cm-') and the 

aquifer thickness, b(cm): 

S* Ssb 

The value of the storativity for confined aquifers is oenerally small, falling 

between the range of 0.00005 and 0.005 (Todd, 1980). Hence, large pressure ChdngeS 

over an extensive drea of aquifer are requjred before substantial water is rf?ledSed. 

For unconfined aquifers, storativity is due to the release of water from gravity 

drainage of voids (i.e., yield) and from the compressibility of the granular skeleton 

(i.e., elastic storage). 

This is mathematically defined as: 

s = 5 + hSs 

where 5 ii the specific yield (dimensionless) 

water-tible aquifer (Cm) dnd S 

, h is the saturated thickness of the 

s is the specific storage (cm-'). The value of Sy is 

usually several orders of magnitude larger than hSS, except for fine-grained aquifers 

where Sy may approach the value of hSS. Stordtivity 5 of unconfined aquifers ranges 

from 0.01 to 0.30. 
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TABLE I-4 

RANGE OF VALUES FOR COUPRESSIBILITy A)41 
SPECIFIC STORAGE OF VARIOUS 6EOLO6IC HATERIAU 

Material 

Specific Storage 

ss 

[ cn-'I 

plastic clay 2.0 x lo’4 - 2.5 x 1O-5 
stiff clay 2.5 x lo-5 - 1.3 x 1o-5 
mtdlum-hard clay 1.3 x 1o-5 - 6.9 x 1O-6 
loose sand 9.8 x lO’6 - 5.1 x 1o-6 
dense sand 2.1 x 1o-6 - 1.3 x 1o-6 
dense sandy gravel 9.8 x 10” - 5.1 x 10” 
rock, fissured, jointed 6.9 x lo-’ - 3.2 x 1o-8 
rock, sound less than 3.2 x 10S8 

Reference: Jumlkis (1962) and Yalton (1970). 

Measurfng Specific Yield, Specific Storage and Storatlvity 

Although most field methods determine specific yield directly, most laboratory 

methods determine specific retention by the centrifuge-moisture method (Johnson et al. -- 
1963). and speclflc yield Sy (unitless) is found indirectly by subtracting the specific 

retention Sr (unitless) from the porosity p (unitless): 

S -P-S, 

Other Taboratory methods are discussed by Johnson (1967). However, laboratory samples 

may be disturbed or may not be representative of the aquffcr. 

Several field methods are available to estfmate specific yield, including drawdown 

tests, recharge tests. the neutron moisture methods and tracer methods. Jones and 
Schneider (1969) discuss the neutron moisture method and compare it to five other 

methods for the Ogallala aquifer in Texas. They concluded that pumping and recharge 

methods underestimate the specific yield by 50% compared to the other methods. Hanson 

(1973) also concludes that pumping will underestimate the specific yield if the pumping 

test js done over too short a period of time. However, Todd (1980) belIcvcs that 

methods based on an analysfs of the time - drawdown data from well-pumping tests 

generally give the most reliable results. 

Specific storage 5, 1s a function of the solid matrix and fluld coaprcsstbillty. 

Cmpresslbillty can be determined in the laboratory by means of a consolidation 
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apparatus called a loading cell. Either a flxed-ring or a floating-ring container type 

loading cell can be used (Hall, 1953; Lambe, 1951). In the field, specific storage is 

generally medsured indirectly as storativity 5 by pumping tests. If the saturated 

thickness b(cm) of the confined aqujfer and storativity S (unitless) are known, then 

the specific storage S, (cm-') can be solved as shown below: 

% 
- S/b 

The contribution of specific storage to storativity in unconfined aquifers is generally 

negligible. 

Storativity can be determined directly from pumping tests of wells and from ground 
water fluctuations in response to atmospheric pressure or ocean tide variations and 

river level fluctuations. An extensive discussion of the various types of pumping 

tests and the procedures for calculating the storativity from them is given by Todd 
(1980), Yalton (1970), and Lehman (1972). 
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APPENDIX J 

MATHEMATICAL FUNCTIONS 

Complimentary Error Function 
The complimentary error function (erfc) is defined as follows: 

In addition, erfc has the following properties: 

where erf is the error function. A list of the error function and 
complimentary error function for various values of x are given in Table J-1. 
A method for numerically computing erfc is shown in Table J-2. 

The following trick should be used when using erfc and exponential functions 
multiplied together: 
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TABLE J-1 

TABLE OF THE ERROR FUNCTION (erf) AND THE 
COMPLIMENTARY ERROR FUNCTION (erfc) 

x erf (x) erfc(x) x erf(x) erfc(x) 

0 0 1.0 
0.05 0.056372 0.943628 
0.1 0.112463 0.887537 
0.15 0.167996 0.832004 
0.2 0.222703 0.777297 
0.25 0.276326 0.723674 
0.3 0.328627 0.671373 
0.35 0.379382 0.620618 
0.4 0.428392 0.571608 
0.45 0.475482 0.524518 
0.5 0.520500 0.479500 
0.55 0.563323 0.436677 
0.6 0.603856 0.396144 
0.65 0.642029 0.357971 
0.7 0.677801 0.322199 
0.75 0.711156 0.288844 
0.8 0.742101 0.257899 
0.85 0.770668 0.229332 
0.9 0.796908 0.203092 
0.95 0.820891 0.179109 
1.0 0.842701 0.157299 

erfc(x) = 1 - erf(x) 
erfc(-x) = 2 - erfc(x) 
erf(-x) = - erf(x) 

Reference: Crank (1975). 

1.1 0.880205 
1.2 0.910314 
1.3 0.934008 
1.4 0.952285 
1.5 0.966105 
1.6 0.976348 
1.7 0.983790 
1.8 0.989091 
1.9 0.992790 
2.0 0.995322 
2.1 0.997021 
2.2 0.998137 
2.3 0.998857 
2.4 0.999311 
2.5 0.999593 
2.6 0.999764 
2.7 0.999866 
2.8 0.999925 
2.9 0.999959 
3.0 0.999978 

infinite 1.000000 

0.119795 
0.089686 
0.065992 
0.047715 
0.033895 
0.023652 
0.016210 
0.010909 
0.007210 
0.004678 
0.002979 
0.001863 
0.001143 
0.000689 
0.000407 
0.000236 
0.000134 
0.000075 
0.000041 
0.000022 
0.000000 
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TABLE J-2 

NUMERICAL COHPUTATION OF THE COMPLIMENTARY 
ERROR FUNCTION 

erfc(x) * (alt + a2t2 + a,t3 + a4t4 + a5t5)emx2 + E(X) 

where t = 
d-ET 

error term /c(x)1 2 1.5 x lo-' 

and p = .3275911 

“1 - .254829592 

a2 - -.284496736 

a3 = 1.421413741 

a4 = -1.453152027 

a5 = 1.061405429 

Reference: page 299, Eq. 7.1.26 of Abramowitz and Stegun (1964). 

Leaky Uell Function of Hantush 

The leaky well function of Hantush is defined as follows: 

a 
Y(u,r/B) * " 

/PC 

-t - + dt 
U 48 t 

) 

where Id(:) has the limits: 

Y(o,r/B) = 2Ko(r/B) (modified Bessel function of zero order) 

U(u*o) * El(u) (exponential integral) 

U(==,r/B) = 0 

ev( : I = exponential function 

The leaky well function has been extensively tabulated by Hantush (1956) and Is given 

in Table J-3. For large values of r/B (i.e., r/B>l), Wilson and Miller (1978) have 
developed the following approximation to W: 
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TABLE J-3 

THE LEAKY YLL FUNCTION Of HANTUSH 

U(u,r/B) 
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U(u,r/B) = (g) + ,,P(- ~)e+g) 

in which erfc is the complementary error functjon (see fable 3-I). fhls expression for 

U is reasonably accurate (wlthln 10 percent) for r/B > 1 and is very accurate (within 1 

percent) for r/B > 10. 

Note that at large tints (I.e., as u goes to zero) the leaky well function reduces 

to the modified Bessel function Ko: 

U(O,r/B) = 2Ko(dB) 

If t/B is larger than one, the following approximation for the Bessel function can be 

made: 

K,(r/B) = 2i’ exP(- f;) VT 
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