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The U.S. Envronmental Protection §ency(EPA) has created a progmto facilitate the deplayent of innoative
technologes throuty performance rification and infornation dissenmation. The goal of the Environmental
Technolog Verification (ETV) Progamis to further enivonmental protection bgubstantiallyacceleratinghe
acceptance and use ofpinoved and rore costeffective technologes. The ETV Programis intended to assist a
inform those inwvlved in the degn, distribution, perntting, and purchase of emenmental technologs. This
docunent sunmarizes the results of a demstration of the Niton X SpectrumAnalyzer.

PROGRAM OPERATI ON

The EPA, in partnership wth recoguized testingorganizations, obgctively and sgtenatically evaluates the
performance of innoative technoloigs. Together, with thefull participation of the technology developer, they
dewelop plans, conduct tests, collect and aralgta, and report finding. The evaluations are conducted accordi
to arigorous deronstration plan and established protocols for quakguranceThe EPAs National Exposure
Research Laboratorwhich conducts depmstrations of field charactestion and ronitoring technologies,
selected PR Environmental Managment, Inc., as the testingrganization for the perforrance ‘erification of field
portable Xray fluorescence (FPXR analyers.

DEMONSTRATION DESCRIPTION

In April 1995, the perforrarce of seven FPXH analyers was deterimed under field conditionsg=zach analger
was independentlgvaluated by conparing field analysis results to those obtained usiagprowed reference
methods. Standard reference aerials (SRM) and perforamce ewluatin (PE) sanples also were used tf
independentlyassess the accuraagd comparability of each instrumnt.

The denonstration vas desiged to detect and @asurea series of inornic analyes in soil. The primary target
analytes were arsenic, bariyrahromum, copper, lead, andrz; nickel, iron, cadrium, and antimony were
secondananalyes. The denonstration sites @re located indwa (the RV Hipkins site) and Washintpn (the
ASARCO ste). These dies were chosen becaukeytexhbit a wide rang of concenttions for most of the target
metals and are located in different ciitologca regons of the Wited States; cobined, theyexhibit three distinct
soil types:sand, clayand loam The conditions a these sites are representatdf those erivonments under wich
the technolog would be expected to operat®etails of the demonstration, includinga data sumary and
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discussion of results, ay be found in theeportentitled “Environmental Technolog Verification Report, Field
Portable Xray Fluorescence Aalyzer, Nton XL SpectrumAnalyzer.” The EPAdocunent rumber for this report
is EPA/600/R97/150.

The EPA Method 6200 wasdted andalidated usinghe data deried fromthis denonstration. his method may
be used to support thergeral application of FPRF for envronmental analgs.

TECHNOLOGY DESCRIPTION

This analyer operates on the pdiple of energy dispersie X-ray fluorescence spectroscopyhere the
characteristic coponents of the excited-Kay spectrurmare analyed direstly by an energy proportional responsg
in an Xraydekctor. Energ dispersion affords a Hity efficient, full-spectrunmeasurerant that enables the ush
of low intensityexcitation sourceésuch as radioisotopes) and quant batterypowered, fieldportable electronics
FPXRF instrunents aredesigned to provde rapid analsis of metals in soil. This information allows investigation
and renadiation decisions to be ade on-site and reduces the nin@r of sarples that need to be sulitad for
laboratoryanalysis. In the operation of these instrants, the user ost be avare that FPXR andyzers do not
respond well to chrorom and thatdetection linits may be 5 to 10 timas geater than corentional laboratory
methods. As with all field collection progans, a portion of the saptes should be sent to a laboratdoy
confirmatory analyses.

The Niton XL SpectrumAnalyzer was orignally designed to produce quantitatwdata for lead in painted surfacdg.
Thisdenonstation found hatit could alo povide quantitative dat for metals conanination in soi. Itisa hand
held instrunent, weighingless than 3 pounds, and can be baftemered up to 8 hours.lIt uses a sifg radioactie
source (cadimim-109) and a silicon pidiode detectordr the analysis of metals in soil usingelatively short count
times (60 seconds). The sinde radioactie source liriis the nurber of analyes that can be detectefor the
purposes of this demmstration, the XL Speatm Analyzer's “SOILAIR” software was configired to report
concentrations of arsenic, chriarm, copper, lead, andrc in soil sarples. The XL SpectrumAnalyzer was
initially calibrated bythe deeloper usingthe mpton nornalization nethod to quantitee metals. The XL
SpectrumAnalyzer can onductin situ measurerents or neasure sapies in cups.The cost of the Non XL
SpectrumAnalyzer was $11,990 at the tienof the demanstration, or it could be leased for $2,200 penth.

VERIFICATI ON OF PERFORMANCE

The perfornance characteristics of thaétdh XL SpectrumAnalyzer include the followng:

» Detectionlimits: Precisionbased detection liits were deternmed bycollecting10 replicate reasuements
on sitespecific soil samles wth metals concentrations 2 to 5 tiras the expected MIZ. The results wre 130
milli grams per kilogram (mg/kg) or less for all of the reported tatganalyes except chroram, which was
deternined to be 900 gikg.

Throughput: Averag throudpput was 20 25 analges per hour ugj alive count tine of 60 secondsThis
rate onlyrepresents the analy time since different personnekre used to prepare the gales.

Drift: This was ewaluated usinghe results of an anadg of an SRM calibration checlksanple which contained
guantifiable leels of arsenic, copper, leadnz, and iron.Over the course of the demstration, this saple

was analyed approximately 100 times. The mean recogry for these anatgs was betveen 85 and 140 perce

The drift RSD for the nean recogry of these anatgs was less than 8 percent.

Completeness:The XL SpectrumAnalyzer produced results for 1,258 oéth260 sarplesfor acompleteness
of 99.8 percent.The two lost data points were a consequence of operator error.

Blank results: More than 100 lithiuncarbonate lanks were analyzed duringthe denenstration.None of the
reported analgs were obseed aboe the nethod detection lirits.

Precision: The goal of the deronstration was to achiee relative standard deations (RSD) less than 20
percent at anatg concentrations of 5 to 10 &% the rathod detection lirits. The RSD & ue for arsenic was
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9.2percent, 13.2 percent fasgpe, 6.5 percent for lead, and 11.2 percent foczChromumwas not reported
due in part to the short 60 &second count tie

» Accuracy: Intramethod accuracyas assessed usisgespecific soil PEsanplesandsoil SRMs. The data
showed that 18 of 28 or 64.2 percent of tlesBmple analytes had recaries within the quantitatie acceptance
range of 80 -120 percentFor the soil SRMs, 11 of 16 (68.7 percent) of the results were within th&28D
percent recosry rang.

Comparability: This denonstration shoed that the XL Spectrurinalyzer produced data thaxlbited a
log,,log,, linear corelation to the reference dataThe coefficient of deterination (F) which is a neasure of
the degee of correlation between the reference @gd tlata was 0.82 for arsenic, 0.50 for chinom 0.92 for
copper, 0.96 for lead, and 0.89 fona

Data quality levels: Usingthe denonstration derigd precision RSD resulésd the coefficient of deterrmation
as the primary qualifiers,the XL SpectrumAnalyzer produced definitie level data for lead anddata of
guantitati\e screeningevel for arsenic, copper, ande. Since a precision 8D value was not deterimed for
chromium, no data qualityevel can be assitwed.

Theresults of the demonstration shovthat the Nton XL SpectrumAnalyzer can proide useful, coséffective data
for envronmental problemsolving and decisionmaking. Undoubtedly it will be enployed in a ariety of
applications, rangg fromserningas a complement to dda generated in a fixed anaigal laboratoryto generating
data that will stand done in the decision-making process. As with any technology selection, the user umt
deternine what is appropriate for the application and the grbpata qualitpbjectives.

GaryJ. Foley, Ph.D.

Director

National Exposure Research Laboratory
Office of Research and &elopment

NOTICE: EPA verificationsare based on an evaluation of technology peformance unde specific, predetermined ariteria and the
appropride qudity assurance procdures. EPA makes no epressed or inplied warranties as to thepeformance of thetechnology
and doe not certify tha atechnology will always, unde circumstances othe than thos tested, opeaate a thelevels verified. The

end ugr is solely respongble for complying with any and dl applicable Federal, Stae, and Local requirements.
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Foreword

The U.S. Environmental Protection Agency (EPA) is charged by Congress with protecting the Nation’'s
land, air, and waer resources. Unde a mandae of naiond environmental laws, the Agency strives to
formulate and implement actionsleading to a compatible balance between human ectivities and the ability
of natural systams tosuppaot and nurture life. To meet this mandate, the EPA’s Office of Research and
Devdopment (ORD) provides data and sdence suppet that can beuseal to sdve environmental problems
and to build the scientific knowledgebase needed to manage our ecological resources wisdly, to undestand
how pollutants affect our health, and to prevent or reduce environmental risks.

The Nationd Exposure Research Laboratory (NERL) is the Agency’s center for the investigation of
technical and management approaches for identifying and quantifying risks to human health and the
environment. Goals of the Laboratory’s research program are to develop and evaluate technologies for the
characterization and monitoring of air, sdl, and water; suppet regulatory and pdicy decisions; and
provide the sdence suppot needed to ensure efective implementation of environmental regulations and
strategies.

The EPA’ s Superfund Innovaive Technology Evaluation (SITE) Program evaluates technologies for the
characterization and remediation of contaminated Superfund and Resource Congervation and Recovery Act
(RCRA) corrective action sites. The SITE Program was aeated to provide reliable cost and performance
data to speed the acceptance of innovéive characterization and nonitoring technologies.

Effective measurement and nonitoring technologies are needed to assess the degree of contamination & a
site, to provide data which can be usel to determine the risk to public health or the environment, to suppl/
the necessary cost and performance daa to sdlect the most appropriate technology,and o monitor the
success or failure of a remediation process. One component of the SITE Program, the Monitoring and
Measurement Technologies Program, demondrates and evaluates innovaive technologies to meet these
neec.

Candidate technologies can originate from within the federal govenment or from the private sector.
Through the SITE Program, developers are given the opportunity to condict a rigorous demondration of
their technology’s performance unde redlistic field conditions By completing the evaluation and
distributing the results, the Agency establishes a basdine for acceptance and use of these technologies. The
Monitoring and Measurement Technologies Program is managed by ORD’ s Environnental Sciences
Division in Las Vegas, Nevada

Gary J. Fdey, PhD.

Director

National Expcsure Research Laboratory
Office of Research and Development
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Abstr act

In April 1995,the U.S. Environmental Protection Agency (EPA) condicted a demongration of field
portable X-ray fluorescence (FPXRF) analyzers. The primary objectives of this demondration wee (1) to
determine how wdl FPXRF analyzers perform in comparison o a sandard reference method, (2) to
identify the effects of sample matrix variations on te performance of FPXRF, (3) to ddermine the
logistical and econorric resources neaded to operate these analyzers, and (4) to test and vdidate an SW-846
draft method for FPXRF analysis. The demondration design was subjected to extendve review and
comment by the EPA’ s Nationd Exposure Research Laboratory, EPA Regiond and Headquarters
Superfund technical staff, the EPA’ s Office of Solid Waste-M ethods Section, and the technology
developers.

Two dtes were used for this demondration: RV Hopkins and the ASARCO Tacoma Smdter. RV
Hopkins is an active sted drum recycling facility and the Site of a former battery recycling operation. It is
located in Davenport, lowa. The ASARCO dteis aformer copper and lead smelter and islocated in
Tacoma, Washington. The samples analyzed during this demondration, were evenly distributed between
three digtinct soil textures: sand, loam, and day. In addition, four sample preparation $eps were
evaluated. The reference methodsused to evaluate the comparability of daa were EPA SW-846 Mdhods
3050Aand 6010A “Acid Digestion of Sediments, Sludges, and Soils” and “Inductively Coupled Plasma-
Atomic Emission Soectroscopy,” respectively.

The FPXRF analyzers tested in this demondration were designed to provide rapid, real-time analysis of
metals concentrations in soil samples. This information will allow investigation and remediation desisions
to be made onsite more eficiently and @n reduce the number of samples that nead to be submitted for
confirmatory analysis. Of the seven commercially available analyzers tested, oneis manufactured by Niton
Corporation (the XL Spectrum Analyzer); two are manufactured by TN Spectrace (the TN 9000 ad TN
Pb Analyzer); two are manufactured by Metorex Inc. (the X-MET 920 Analyzer and the X-MET 920-
MP Andyzer); oneis manufactured by HNU Systems, Inc. (the SEFA-P Anayzer); and oneis
manufactured by Scitec Corporation (the MAP Spectrum Analyzer). The X-MET 940, a prototype
FPXRF analyzer developed by Metorex, was gven speial consideration and replaced the X-MET 920+
for part of the RV Hopkins sample analyses. This environmental technology veification report (ETVR)
presents information relative to the XL Spectrum Anayzer developed by Niton. Separate ETVRS have
been published for the other analyzers damondrated.

No operationd downtime was experienced by the Niton analyzer through the 20 days required to conduct
this damondration. Quantitative daa was provided by the analyzer on areal-time basis. The XL
Spectrum Analyzer was configured to report argenic, chromium, copper, lead ard zinc. This aralyzer used
relatively short count times of 60 live-secondsfor this demondration. This relatively short count time
resulted in a high smple throughput, averaging between 20 and 25 samples per hou. The XL Spectrum
Analyzer provided ddinitive level data quality (equivalent to reference quality data) for lead, and
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guantitative screening level data quality (not equivalent to reference daa but correctable with the analysis
of confirmatory samples) for arsenic, copper, and znc. No daa quality assessment could be made for
chromium since the short count time made the precision and nethod deection limit measurements
problematic.

This gudy showed that the Niton XL Spectrum Anayzer produced daa that exhibit a log,-10g;,
relationship with the reference data. The analyzer generally exhibited alower precision compared to the
reference methods The XL Spectrum Analyzer precision RSD was genegrally between 6 and 14 percent at
5 - 10 times the method deection limit. The analyzer’s quantitative results were based on adeveloper-set
calibration wsing the Compton Ratio method whid required the use of wdl defined dte specific calibration
standards. Sample honoganization was the single most important factor influencing datia comparabilit y.
The ste and il texture variables did notshow a measurable influence on daa comparability.

This demondration found that the analyzer was generally simple to operate in the field. The operator
reguired no gecialized experience or training. Ownership and ogeration of this analyzer may require
spedfic licersing by state nuclea regulatory agercies There ae gedal radiation safety training
requirements and costs asaiated with this type of license

The Niton XL Spectrum Analyzer is an efective tool for fiedld use and @n provide rapid, real-time analysis
of the metals content of soil samples at hazardous waste Sites. The analyzer can quickly identify
contaminated areas alowing investigation or remediation decisionsto be made more eficiently on-site, and
thus reduce the number of samples that ne=d to be submitted for confirmatory analysis.
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Section 1
Executiv e Summary

In April 1995,the U.S. Ervironmental Protection Agency (EPA) spansored a demonstration of field
portable X-ray fluorescence (FPXRF) analyzers. The primary objectives of this demondration wee to
evaluate these analyzers for: (1) their analytical performance relative to sandard analytical methods (2)
the influence of sample matrix variations (texture, moisture, heerogendty, and diemical compostion) on
performance, (3) the logistical and econorric resources needed to operate these technologies in the field, and
(4) to test and validate an SW-846 daft method for FPXRF analysis. Seconday objectives for this
demondration were to evaluate FPXRF analyzers for their reliability, ruggedness, cost, rangeof
usefulness, daa quality, and ease of operation.

This demondration was intendad to provide users with a reference measure of performance and  act
as aguide for the application of this technology. In this demongration, the reference methodsfor
evaluating the comparability of data were SW-846 Mahods3050Aand 6010A “Acid Digestion of
Sediments, Sludges, and Soils” and “Inductively Coupled Plasma-Atomic Emission Spectroscopy (ICP-
AES),” respectively.

The EPA requested that PRC Environmental Management, Inc. (PRC) assist in the planning,
execution, and reporting of a damondration of FPXRF analyzers. This demondration was condwcted
unde the EPA'’ s Superfund Innovdive Technology Braluation (SITE) Program and managed by the
Nationd Exposure Research Laboratory-Environmental Sciences Division NERL-ESD) unde the
Monitoring and Measurement Technologies Program (MMTP), Las Vegas, Nevada

The FPXRF analyzers tested in this demondration were designed to provide rapid, real-time analysis of
metals concentrations in soil samples. This information will allow investigation and remediation desisions
to be made onsite more eficiently, and shoud reduce the number of samples that nead to be submitted for
confirmatory analysis. Of the seven commercially available analyzers evaluated, oneis manufactured by
Niton Corporation (the Niton XL Spectrum Analyzer); two are manufactured by Metorex Inc. (the X-MET
920—PAnalyzer and the X-MET 920-MPAnalyzer); two are manufactured by TN Spectrace (the TN
9000 and the TN Pb Analyzer); one is manufactured by HNU Systams, Inc. (the SEFA-P Analyzer); and
one is manufactured by Scitec Corporation (the MAP Spectrum Analyzer). The X-MET 940, a prototype
FPXRF analyzer developed by Metorex, was gven speial consideration and replaced the X-MET 920+
for part of the RV Hopkins sample analyses. This environmental technology veification report (ETVR)
presents information relative to the Niton XL Spectrum Analyzer. Separate ETVRs will be published for
the other analyzers that were demondrated.



The target analytes for this demondration were sdected from the Resource Congervation and Recovery
Act's RCRA) Toxicity Characteristic (TC) list, analytes known b have a high ajuatic toxicity and likdy
to produce interfererces for the FPXRF analyzers. The grimary analytesfor these comparisons were
arsenic, barium, chromium, copper, lead, and anc; nickd, iron, cadmium, and aitimony wee seconday
analytes. Because of desigh mndderations, not al analytes were deermined by each instrument. For this
demondration, the Niton XL Spectrum Analyzer was configured to report arsenic, chromium, copper, lead,
and znc.

To demondrate these analyzers, hazardous waste sites in lowa (the RV Hopkins ste) and in he State
of Washington ¢he ASARCO site) were selected.  These Sites were chosen because they exhibit a wide
rangeof concentrations for most of the target analytes, are located in different climatological regionsof the
United States and combined they exhibit three dstinct soil textures sand, loam, and clay.

This demondration found that the XL Spectrum Andyzer was Smple to operate in the field. The
developer provided atraining aurse, which encompassed enough FPXRF theory and handson analyzer
use to alow the operator to manipulate the daa collection software and to adjust instrument parameters,
such as count times and target analytes. The analyzer did notexperience an operationd failure resulting in
a project down ime or data loss during the demondration. The analyzer was portable, and culd operate
continuously over a 12-hour work day with appropriate battery changes. The rainy conditionsencountered
at oneof the sites caused no ogerationa problems with the analyzer.

The XL Spedrum Analyzer can determine alarge rumber of analytesincluding molybderum,
zirconium, strontium, rubidium, lead, arsenic, zinc, copper, nickd, iron, and diromium. For this
demondration, the Niton Andyzer was configured to report the five target analytes noted previously. The
analyzer uses a singleradioactive source, Cd', coupled with a silicon-pin diodedeector. The type and
strength of the source allow this analyzer to produce reliable data at count times as short as 60 live-
seconds The short count times resulted in a sample throughput averaging between 20 and 25 samples per
hour.

An evaluation of the results of this demondration indicates that the analyzer’s data and the reference
data follow a strong log-l0g,, corrdation. The XL Spectrum Analyzer produced déaa meeting ddinitive
leve (equivalent to reference data) quality criteria for lead and quantitative screening level (not equivalent
to reference data, but correctable with confirmatory analysis) data quality for arsenic, copper, and znc.
The analyzer’s performance on diromium could notbe evaluated due to the limited precision and deection
limit data.

The XL Spectrum Analyzer exhibited alower precision rdative to the reference methods Feld-based
method deection limits (MDL) for this analyzer are gengally 2 to 3 times highe than the precision-based
value. Of the four levels of sample preparation evaluated, the initial sample honogenization hal the largest
impact on dda comparability. Ste and il texture did notappear to affect data comparability.

Based on te performance of the XL Spectrum Anayzer, this demondration found it to be an efective
tool for characterizing the concentration of metals in soil samples. As with al of the FPXRF analyzers,
unless a user has regulatory approvd, confirmatory (reference) sampling and dda correction is
recommended when using this technology br site characterization or remediation nonitoring.



Section 2
Introducti on

This environmental technology veification report (ETVR) presents information from the demondration
of the XL Spectrum Andyzer. This analyzer was developed by the Niton Corporation to perform
eemental analyses (metals quantitation) in the field. The analyzer uses a dllicon pn-diodeddector with a
radioactive saurce (cadmium-109 [Cd™™) to detect the metals in the test sample. The analyzer can be
operatedin either an in situ or intrusive mode Thein situ mode commonly called “point-and-shoot”
reguir es the point of measurement on te soil surface be cleared of loose debris and oiganic meatter, the
analyzer's probe is thenplaced in direct contact with the il surface, and a measuremrert is taken. Inthe
intrusive modeof operation, a soil sample is physcally collected, dried or seved, and then placed in a
sample cup. The sample cup is placed into anaralysis chanber on the probe ard a neasurement is taken.

This section provides general information about the demondration such as the purpose, oljectives, and
design. Section 3 presents and discusses the quality of the data produced by the reference methodsagaing
which the analyzer was evaluated. Section 4 discusses the XL Spectrum analyzer, capabilities, reliability,
throughput, accuracy, precision, comparability to reference methods and ohe evaluation factors. Section
5 discusses the potential applications of the analyzer, presents a method for data correction, and suggests a
framework for a sandard operating procedure (SOP). Section 6 lists references cited in this ETVR.

Demonstration Background, Purpose, an d Objectiv es

The demondration was conduwcted unde the Monitoring and Measurement Technologies Program
(MMTP), acomponent of the SITE Program. MMTP is managed by NERL-ESD, Las Vegas, Nevada
The god of the MMTP is to identify and denongrate new, innovaive, and mmmercially available
technologies that can sample, identify, quantify, or monitor changes in contaminants at hazardous waste
sites. This indudes those technologies that can be used to deermine the physical characteristics of a site
more econonically, eficiently, and safely than conventiond technologies. The SITE Program is
administered by the Nationd Risk Management Research Laboratory, Cindnnati, Ohio.

The purpose of this demondration was to provide the information nesded to fairly and thoroughly
evaluate the performance of FPXRF analyzers to identify and quantify metals in soils. The primary
objectiveswere to evaluate FPXRF analyzers in the following areas: (1) their accuracy and predsion
relative to conventiond analytical methods (2) the influence of sample matrix variations (texture, moisture,
heterogendty, and demical compostion) on performance; (3) the logigtical and econormic resources nesded
to operate these analyzers; and (4) to test and validate an SW-846 daft method for FPXRF analysis.



Seconday oljectives for this damondration were to evaluate FPXRF analyzers for their riability,
ruggedness, cost, rangeof usefulness, daa quality, and ease of operation. The performances of the FPXRF
analyzers were not compared againg each othe. Instead, the performance of each analyzer was
independently and individually compared to that of sandard analytical methodscommonly used in
regulatory enforcement or compliance activities. In addition, each analyzer’s performance was assessed
relative to measurements of sandard reference materials (SRM), performance evaluation (PE) samples,
and ohe quality contral (QC) samples.

A special request was made by Mr. Oliver Fordham, the demondration’s technical advisor, EPA Office
of Solid Waste(OSW), for Midwest Research Institute (MRI) to analyze same of the sdl sanples to
validate the performance of draft Method 3052 ‘Microwave Assited Acid Digestion of Ash and Other
Siliceous Wastes.” Thirty percent of the soil samples were extracted using draft Method 3052 and then
analyzed by Method6010A The data generated from the draft Method 3052 and Method 6010A analysis
were not used for comparative purposes to the FPXRF daa in this damondration.

Reference Methods

To assess the performance of each analyzer, FPXRF daa was compared to reference daa. The
reference methodsused for this assessment were EPA SW-846 Mdéhods3050A6010A which are
conddered the standards for metals analysis in il for environmental applications. For purposes of these
disaussons, the term “reference’ was substiuted for “confirmatory” since the data was usel as a basdine
for comparison. In accordance with Federal Acquisition Regulations MRI was awarded a subcontract to
analyze soil samples using the reference methods The award was made based on MRI’ s costs, ahility to
meet the damondration’s quality assurance project plan (QAPP) requirements, and as the only commercial
laboratory that could paform all the analyses in the required timeframe.

Method 3050A s the standard acid extraction method for degermining metals conaentrationsin  soil
samples. It is notatotal digestion method, and it may not extract al the metals in a soil sample. Method
6010Ais the standard method wsed to analyze Method 3050A extracts. Both of these methodsare
described in Section 3.

High quality, wel documented reference laboratory results were essential for meeting the oljectives of
the demondration. For an accurate assessment, the reference methodshad to provide a known level of daa
quality. For all measurement and nonitoring activities conducted by the EPA, the Agency requires that
data quality parameters be established based on e end wses of the data. Data quality parameters usually
include five indicators often known & the PARCC parameters. precision, accuracy, representativeness,
completeness, and cmparability. In addition, method deection limits (MDLS) are also used to assess daa
quality.

Reference methodswere evaluated using the PARCC parameters to establish the quality of data
gengated and to ensure that the comparison of FPXRF analyzers to reference data was acceptable. The
following narrative provides definitions of each of the PARCC mrameters.

Predsion refers to the degree ¢ mutual agreenent betweenreplicate measurenerts and provides an
estimate of randomerror. Precision is often expressed in terms of relative sandard deviation (RSD)
between replicate sanples. The term rlative pacent difference (RPD) is usal to provide this estimate of
randomerror between duplicate samples.



Accuragy refers to the difference between a smple result ard the reference or true value. Bias a
measure of the departure from perfect accuracy, can be estimated from the reference or true value.
Accuracy ard biasfor the reference laboratory were asessed by evaluating calibration stardard linearity,
method bank results and the percent recoveries of matrix spike samples, laboratory control samples (LCS),
standard reference materials (SRMs), and PE samples.

Representativeness refers to the degree to which daa accurately and precisely measures the conditions
ard charaderistics of the paraneter of interest. Representativeness for the reference laboratory was
ensured by executing congstent sample collection procedures indluding sample locations sampling
procedures, storage, packaging, shipping, equipment decontamination, and proper laboratory sample
handling procedures. Representativeness was ensured by using the appropriate reference method 4 its
optimum capability to provideresults that represented the most accurate and precise measurement it was
capable of achieving. The combination of the existing method requirements supplemented by the
demondration QAPP provided the guidance to assure optimum performance of the method.
Representativeness was assessed by evaluating alibration sandards, method Hank samples, duplicate
samples, and PE samnples.

Completeness refers to the amount of daa collected from a measurement process compared to the
amount that was expected to be obtained. For the reference data, completeness referred to the proportion of
valid, acceptable data generated.

Comparability refers to the confidence with which onedata set can be compared to another. Data
genegated from the reference methodsshoud provide comparable daa to any othe laboratory performing
analysis of the same samples with the same analytical methods Comparability for the reference methods
was achieved through the use of standard operating procedures (SOPs), EPA-published gudance, and te
demondration QAPP. QC samples that were used to evaluate comparability include: calibration
standards, method Bank samples, matrix spike samples, replicate samples, LCSs, SRMs, and FE samples.

Site Selection

PRC condcted a search for suitable demondration stes between September and November 1994. The
following aiteria were used to sdect appropriate sites:

» Thedte owne had to agree to allow access for the demongration.

» Thedte had to have soil contaminated with some or dl of the target heavy metals. (Slag, ash, and
othe deposits of mineralized metals woud notbe assessed duing the demondration.)

» Thedte had to be accessible to two-whed drive vehicles.
» Thedte had to exhibit oneor more of the following soil textures: sand, day, or loam.
» Thedte had to exhibit surface soil contamination.

» Thedtes had to be situated in different climatological environments.

PRC contacted NERL-ESD, regiond EPA offices, state environmental agencies, metals fabrication,
and sndting ontacts to create an initial list of potential demondration stes. PRC received consderable
assktance from the EPA RCRA and Suwerfund branches in Regions 4, 6, 7, 8, 9, and 10. PRC &so



contacted the Montana Department of Health and Environment, the Nevada Bureau of Mines and Geology,
the Oklahorma Department of Environmental Quality, the Arizona Department of Environmental Quality,
the Missouri Department of Natural Resources, the ArizonaBureau of Geology, and the New Mexico
Bureau of Mines and Mineral Resources. PRC surveyed its offices in Kansas City, Kansas, Atlanta,
Georgia; Denver, Colorado; Dallas, Texas; Albuquerque, New Mexico; Helena, Montana; Chicago,
llinois; Seattle, Washington; and San Francisco, Calif ornia, for information regarding potential sites.
These PRC dfices have existing RCRA, Syoerfund, or Navy environmental contracts thet allow access to
regiond, state, and federal site information. PRC aso used the Record of Decision San database (Morgan
and others 1993)to serch for appropriate sites.

PRC screered 46 potential sites based on the Ste-seledion criteria with the assistance of the various
contacts listed above Based on tis screening dfort, PRC and BPA determined that the RV Hopkins and
ASARCO sites met most of the ste-seledion criteria, and therefore, would be acceptable for the
demondration.

The ASARCO dite condsts of 67 acres of land ajacent to Commencement Bay. The site is marked by
steep dopes leading into the bay, a dag fill t hat was used to extend the original shordine, a cooling water
pond, and the various buildings associated with the smdting rocess. Partial facility demolition was
conducted in 1987. Most d the buildings were demolished baween 1993 ad 1994. The only buildings
remaining are the Fine Ore Building, the Administrative Building, and aMaintenance Garage

Past soil sampling results have targeted four general areas of the site as acceptable candidaes for the
demondration: the plant administration aea, the former cooling pond, the 1987 amoalition area, and
certain off-site residential areas adjacent to the smelter sack. Previous sampling has shown surficial soils
to be more contaninated than subsurface soils. Arsenic, copper, ard lead arethe predominart
contaminants in the local soils. The highest arsenic conaentrations were found in te soils around the
former arsenic kitchen, dong with cadmium and ercury. The soils around the former cooling pond
contained the highest copper concentrations and high levels of silver, sdenium, barium, and diromium.
Lead concentrations are highest northeast of the arsenic plant.

Much of the smdlter Site is covered with artificial fill material of varying thickness and compostion.
Two general types of fill are found onsite: granular and dag. The compostion of the granular fill
material ranges from sand 1o silt with demoalition deoris and dag debris mixed throughou. The dag fill is a
sdid, fractured media restricted to the plant site. The suiface sdl in the plant administration area has a
layer of dag particles on op, ranging fom 1 to 3 inches thick. Surficial material in the parking lot area
and outhwest of the stack is mostly of glacial origin and mmposed of various mixtures of sand, grave,
and mbbles. The soils around the former cooling pond ae fine-grained lacustrine silts and days.
Alluvium upgradient of the former cooling pond ha been amost entirely covered with granular fill
material. Generally, soils in the arsenic kitchen and gack hill areas are sand nixed with gravel or sandy
clay mixed with cobbles. No dag was analyzed as part of this demondration.

The RV Hopkins siteis located in the west end of Davenport, lowa. The facility occupies
approximately 6.7 acres in a heavy industrial/commercial zoned aea. Indwstrial activities in the area of the
RV Hopkins property included the manufacture of railroad locomotive engines curing the mid-18005. The
RV Hopkins property was arock quarry during the late 18005. Aerial suiveys bainning in 1929 slow
that the rock quarry occupied the majority of the site initially, gradually decreasing until it was completely
filled by 1982. It was reported that the site was use to dispase of demolition debris, automotive, and saap
metal. The site also has been used by a @wmpary that recycled lead add batteries.
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RV Hopkins began operating as a drum reconditioneg in 1951 &ross tle street from its arrent
location. In 1964, the site owner reportedly covered the former quarry area of the site with foundry sand.
No foundry sand was analyzed as part of this demonstration. RV Hopkins receives beween 400 and 600
drums per day for reconditioning, accepting only diums that meet the definition of “empty” according to 40
Code of Federal Regulations 2617. Most d the drums received at the facilit y come from the paint, oil, and
chemical industries. The surrounding aea is reported to be undelain by Devonian-aged Wapsipinicon
Limestone and gray-green shale, lime mud, and sand gringe's daing back to the Penngylvanian age.

The RV Hopkins property is composed of five buildings: the office and waehouse, a warehouse used
to store drums of hazardous waste and awaste pile, a manufacturing building, a drum reclamation furnace,
and acutting $ed. The office and the warehouse are located on e southwest corner of the site. Areas
investigated on ech site include the furnace areg, the old and nev baghouses, the former drum storage area
on the north end of the facility, the former landfill, and adrainage ditch. Major contaminants include
barium, lead, chromium, and Znc, as wdl as lesser conaentrations of other metals, such as copper and
nickel, pesticides, and volaile organic compounds

Based on higorical data, the most concentrated contaminants in the furnace area are chromium, lead,
and zinc. The hghest concertrations of these ebnerts are & the furnace errance, as opposed to the
furnace exit. The concentrations of lead are highe in the old beghouse than in the new, while the new
baghouse exhibits a highe concentration of chromium, as wel as high iron, lead, and barium
concentrations. The former landfill has concgentrations of barium, chromium, lead, nickel, and zZnc greater
than 1,000 ng/kg. Lead is the most prevalent contaminant in the former drum staage area with lesse
congentrations of barium, chromium, and znc.

Predemonstration Sampling

Predemondration sampling was condwcted a both sites between December 5 and 14, 1994. These
sampling events had the following oljectives:

» To providedaa on, or verify, the extent of surface contamination & each site and to locate
optimum sampling areas for the damondration.

» To dlow the developers to analyze samples from the damondration dtes in advance of the
demondration, and if necessary, refineand recalibrate their technologies and revise their operating
instructions

» To evaluae sanples for the presence of any unanticipated matrix effects a interferences thet might
occur during the demondration.

» To check the quality assurance (QA) and QC procedures of the reference laboratory.

One hundred soil samples were analyzed on exch site by the FPXRF analyzers during the
predemondration sampling activities. The samples represented awide rangein the conantration of metals
and il textures. Thirty-nine samples were submitted for reference method analysis using EPA SW-846
Methods3050A6010A Twenty-nine of these samples were spit and set to the developes. Ninefidd
duplicates were collected and submitted for reference method analysis to assess proposed sample
homogenization procedures. One purchased PE sample aso was submitted to the reference laboratory to
provide an initial check of its accuracy.



Additiondly, three samples representing low, medium, and high onacentrations were collected at each
site. These samples were dried, ground, and then analyzed by six indgpendent laboratories before the
demondration began to create site-specific PE samples. These samples were analyzed with
laboratory-grace X-ray fluorescence (XRF) aralyzers.

Experimental Design

The experimental design of this demongration was developed to meet the primary and sconday
objectives ated above and was approved by al demondration participants prior to the start of the
demonstration. The design is detailed in the demonstration plan (PRC 1995)and is summarized bdow.

Approximately 100 s@ sanples were collected from each of three target sdl textures: day, loam, and
sand. This variety of soil textures alowed the examination of the effect of soil texture on dda
comparability. Splits of these samples were analyzed by al FPXRFs for al sample preparation geps and
by the reference methods

The XL Spedrum Analyzer can be operatedin either an in situ or intrusive mode These two modes of
analysis involve different measurement and preparation procedures. These procedures alowed for an
evaluation of the effects of sample preparation on FPXRF comparabilit y to reference data. For in situ
analysis, an area 4 inches by 4 inches square was deared of dl vegdation, debris, and grave larger than 2
millim eters (mm) in diameter. Each analyzer took onen situ measuremert in each sample area The dhta
represented FPXRF in situ measurenents for unprepared soils (in situ-unprepared). Replicate
measurements were taken a 4 percent of these locationsto assess analyzer precision. Figure 2-1 depicts
the sample aralysis chain for both in situ ard intrusive aralyses.

After thein situ-unprepared analysis was complete at a given location, the soil wit hin the 4-inch by 4-
inch square was removed to a depth of 1 inch and daced in aplastic bag. This produced a soil sample of
approximately 375 gams a 250 abic centimeters cnv®). Sample honogenization was monitored by
adding 1to 2 grams of sodium fluorescein salt (which fluoresces when exposed to ultraviolet light) to the
sample bag. During the predemondration, it was deermined that sodium fluorescein did notaffect the
FPXRF or reference method analysis. Sample honogenization ok dace by kneading the sample and
sodium fluorescein st in aplastic bag for 2 minutes. After this period, the sample preparation technican
examined the sample unde ultraviolet light to assess the digribution of sodium fluorescein. If the sodium
fluorescein salt was not evenly distributed, the honogenization and diecking process were repeated until
the sodium fluorescein was evenly distributed throughou the sample. This monitoring process assumed
that thorough digribution of sodium fluorescein was indicative of good simple honogenization. The
effectiveness d this process b disaussel later in this section.

The honogenized sample was then spread out insde a 1-inch-deep petri dish. Each FPXRF analyzer
took onemeasurement from this honogenized material. This represented the honogenized sample analysis
for thein situ aralyzers (in situ-prepared). This approximated the common practice of sample
honmoganization in aplastic bag and subsequent sample measurement through the bag. Replicate
measurenmerts were aso collectedfrom 4 percert of these ssmples to assess analyzer predsion. These
replicate nmeasurenerts were made on the same soils as the unprepared predsion measurenerts.
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Figure 2-1. Sample Preparation and Analysis: This flowchart depicts the handling procedures for
each sample taken during the demonstration.




Following thein situ-prepared procedure, the sample material was pasel through a No. 10 mesh sieve
(2-mm openings) and goproximatey 10 grams of this material was placed in a sample cup for analysis in
an intrusive node. The same sample cup was usedfor each FPXRF analyzer. Replicate measurenmerts
were collected from 4 percert of these samples to assess analyzer predsion. These replicate measuremens
were made on te same soils as thein situ-prepared predsion measurenerts. These data represened
FPXRF intrusive modemeasurements on ils with no smple preparation (intrusive-unprepared). Sample
material from this preparaton step was collected ard submitted to the reference laboratory for reference
method analysis.

Following the intrusive-unprepared analysis, a portion of that soil sample was dried in aconvection
ovenat 110°C for 1 hou and ground with a mortar and pestle until it passed through aNo. 40 gtainless-
sted sieve (0.425-mm openings). The sample was then analyzed in an intrusive mode. Four pecent of
these ssamples underwert replicate measurenerts to evaluate analyzer predsion. These replicate
measuremerts were performed on the same soils as in the intrusive-unprepared predsion measurenerts.
This data represerted FPXRF intrusive measurerrents on prepared soils (intrusive-prepared).

Qualitativ e Factor s

There are a number of factors important to data collection that are difficult to quantify and nmust be
evaluated qualitatively. These are conddered qualit ative factors. One such factor was the amount of
training required to operate a given FPXRF analyzer. To assess this factor, PRC operators were trained by
the developers on how b operate their respective FPXRF analyzers. All operators met or exceeded the
developers’ minimum requirements for education and previous experience. Demondration procedures were
designad to smulate routine fidld conditionsas dosdly as possible. Based on tis training and field
experience, the operators prepared a subjective evaluation assessing the training and technology ogration
during the demondration (Section 4).

Many analytical methodsexhibit "operator effects,” in which individual differences in sample
preparation or operator technique result in asgnificant effect on the numerical results. To reduce the
possible influence d operator effects, a single qerator was usedto operate exh FPXRF analyzer. While
this reduced some potential error from the evaluation, it did notallow the analyzers to be evaluated for their
susceptibility to operator-induced aror. A single operator was used to analyze al of the samples at both
sites during this deamondration. Sample preparation veriation efects were minimized in the field by using
the same personne to prepare samples. To diminate the influence of operator effects on te reference
method analysis, only onereference laboratory was used to analyze the samples. Based on tis design,
there could be no quantitative estimate of the “operator effect.”

Quantitativ e Factor s

Many factors in this demondration could be quantified by various means. Examples of quantitative
factors evaluated during this damondration indude analyzer performance near regulatory action levels, the
effects of sample preparation, effects of microwave sample drying, count times, health and sfety
condderations, costs, and interferences.

The daa developed by the FPXRF analyzers were compared to reference daa for the following
primary analytes: arsenic, barium, chromium, copper, lead, and Znc; and for the following seconday
analytes: nickd, iron, cadmium, and antimony. The specific target analytes daermined by the XL
Spectrum Analyzer were arsenic, chromium, copper, lead ard zinc.
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Evaluationsof analyzer data comparability involved examining the effects of each site, soil texture, and
sample preparation technique (Table 2-1). Two stes were sampled for this demondration and therefore,
two site variables were examined (RV Hopkins and ASARCO sites). These sites produced sanples from
three dstinct soil textures and therefore, three il variables were examined (clays, sands, and loams).
Four sanple preparation stgps were usal: (1) in situ-unprepared, (2) in situ-prepared, (3) intrusive-
unprepared, and (4) intrusiveprepared These variables were nested as follows. each site was divided into
RV Hopkins and ASARCO data sds; the RV Hopkins data represented the clay sdl texture, and the
ASARCO daa was divided into sand and loam soil textures; each soil texture was subdivided by the four
soil preparations. These variables alowed the examination of particle size and sample honogenization.
These effects were believed to have the greatest impact on dda comparabilit .

Table 2-1. Performance and Comparability Variables Evaluated

Site Name (315) Soil Texture (315) | Preparation Step [1,260]

ASARCO (215) Sand (100) in situ-unprepared [100]

in situ-prepared [100]
intrusive-unprepared [100]
intrusive-prepared [100]
Loam (115) in situ-unprepared [115]

in situ-prepared [115]
intrusive-unprepared [115]
intrusive-prepared [115]
RV Hopkins (100) Clay (100) in situ-unprepared [100]

in situ-prepared [100]
intrusive-unprepared [100]
intrusive-prepared [100]

Notes: ( ) Total number of sample points.
[ 1 Total number of measurements taken.

Of greatest interest to users is analyzer performance near action levels. For this reason, samples were
approximately distributed as follows: 25 pecent in the 0 - 100 ny/kg range, 50 pecent in the 100 -1,000
mg/kg range, and 25 pecent in the greater than 1,000 ng/kg range. The lower range tested analyzer
performance near MDLs; the middlerangetested analyzer performance in the range of many action levels
for inorganic contaminants; and the highe rangetested analyzer performance on giossly contaminated
soils. All samples collected for the demondration were split between the FPXRF analyzers and reference
laboratory for analysis. Metal concentrations measured using the reference methodswere consdered to
represert the “true” concertrations in each sample. Where duplicate ssamples exsted, concertrations for
the duplicateswere averaged and the average mncertration was consideredto represert the true value for
the sample pair. This procedure was specified in the demondration plan. If oneor both samplesin a
duplicate pair exhibited anondeect for a particular target analyte, that pair of daa was notused in the
statistical evaluation of that analyte. The reference methodsreported measurable concentrations of target
aralytesin all of the samples aralyzed.

In addition 1o the quantitative factors discussed above the common FPXRF sample preparation
technique of microwave was evaluated. Sample temperatures during this procedure can be high exough
melt some mineal fractionsin the sample or combust organic matter. Several metals that present
environmental hazards can voldilize at devated temperatures. Arsenic sublimes at 188 °C, within the
potential temperature rangeachieved during microwave drying. To assess this potential effect, 10 percent

11



of the hormogenized, crushed, oven-dried, and seved samples were split and heted in a microwave oven on
high for 3 minutes. This time was chosen to approximate common ricrowave drying times used in the
field. Thes glit samples were thensubmitted for reference analysis. The reference dhta for these samples
were compared to the corresponding eference daa produced from the convection oven-dried sample.
These daa showel the effects of the microwave drying variable on analyte concentration. This was a
minor variable and was only evaluated for the reference laboratory in an attempt to identify any potential
effect on dda comparability.

Anothe quantitative variable evaluated was the count time used to acquire daa. During the formal
sample quantitation and precision measurement phase of the demonstration, the count times were se by the
developers and remained congant throughou the damondration. Count times can be tailored to produce
the best results for spedfic target analytes The developers, however, sdected count times that produced
the best ompromiseaf resulks for the entire suie of target analytes. To alow a prdiminary assesnent of
the effect of count times, select soil samples were analyzed in replicate using count times longe and dhorter
than those set by the developers. This alowed the evaluation of the effects of count times on analyzer
performance. Since sample throughput can be affected by adjusting count times, operators used only the
developer-specified ocount times throughou the demongdration.

An important health and safety issue during the demondration was the effectiveness of radioactivity
shielding of each FPXRF analyzer. Occasiond radiation readings were guantitatively made with a gamma
ray detector near each analyzer to assess the potential for exposure to radiation.

A compilation of the costs associated with the use of each FPXRF analyzer was another important
evaluation factor. Cost includes analyzer purchase or rental, expendable supplies, such as liquid nitrogen
and sample cups, and nonependable costs, such as labor, licensing ayreements for the radioactive sources,
operator training asts, and digosal of investigation-derived waste (IDW). This information is provided to
assist the wser in preparing a projed cost analysis associated with the use d this instrument.

Factors that could have affected the quantitative evaluationsincluded interference effects and natrix
effects. Some of these efects and the proceduresusedto evaluate their influence during this demonstration
are summaized below:

» Heterogendty: For in sitirunprepared measurements, heerogendty was partially controlled by
restricting measurements within a 4-by-4-inch aea. For measurements after the initial point-and-
shoot preparation, heerogenety was minimized by sample honmogenization. This effect was
evaluated through the sample preparation daa.

* Particle Sze The efect of particle Sze was evaluated using the two intrusive sample preparation
procedures. Theoretically, precision and accuracy shoud increase as particle Size decreases and
becomes unform.

» Moisture Content: It has been suggested that major shifts in sample moisture content can dfect a
sample’s relative fluorescence. This effect could notbe evaluated as thoroughly as planned
because of the small dif ference in sample moisture content observed at the two dtes.

» Overlapping Sectra of Elements. Interferences result from overlapping gectra of metals that emit
X-rays with smilar energy levels. The reference method analysis provided déa on the
conaentration of potential interferants in each sample.
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Evaluation of Analyzer Performance

Metals concentrations measured by each analyzer were compared to the corresponding eference
laboratory data, and o other QA/QC sample results. These comparisonswere conducted independently for
each target analyte. These nmeasuremnrerts were used to determine an analyzer' s accuracy, data quality
level, method precision, and comparability to reference methods PE and SRM samples were used to
assess analyzer accuracy. Rdative ssandard deviations (RSD) on replicate measurements were used to
determine analyzer precision. These data were also used to hdp daermine the data quality of each FPXRF
analyzer’s output. The data comparability and quality deeermination was primarily based on acomparison
of the analyzer’s data and the reference data. Linear regression and amatched pairs t-test were the
statistical tools used to assess comparability and dda quality.

A principal god of this demondration was the comparison of FPXRF daa and the reference laboratory
data. EPA SW-846 Mehods3050A6010A were sdected as the reference methodsbecause they represent
the regulatory standard againg which FPXRF is generally compared. In comparing the FPXRF daa and
reference daa, it is important to recognize that, while smilar, the process by which the data are obtained is
notidentical. While there is significant ovelap in the nature of the analysis, there are also major
differences These dfferences or "perspedives,” alow the wser to characterize the same samplein dightly
different ways. Both have arole in Ste characterization and remediation. It is important to congder these
differences and the measurement error intrinsic to each method whe comparing the FPXRF method
againg areference analytical method.

The reference laboratory methodsinvolve wet chemical analysis and pertial acid digestion of
approximately 1 to2 gams d sample (approximately 0.25 aibic centimeters () dgoending on ample
bulk densty). The digestion process extracts the most acid-soluble portion of the sample. Sncethe
digestion is not complete, the less acid-soluble components are not digested and ae notincluded in the
analysis. These components may include the coarser-grained quartz, feldspar, lithic components, and
certain metal complexes. In contrast, FPXRF analyzers generally produce X-ray excitation in an area of
approximately 3 a? to a depth of approximatdly 2.5 centimeters (cm). This equates to a sample volume of
approximately 7.5 an®. X-rays returning to the deector are derived fromall matrix material including the
larger-grained quartz, feldspar, lithic minerals, metal complexes, and organics. Because the FPXRF
method analyzes all material, it represents a total element analysis in contrast to the reference methods
which may only represent a select or partial analysis. This difference can result in FPXRF conaentrations
that are highe than the corresponding eference data when metals are contained within nonacid oluble
complex. It is important to note that if metals are contained in nonaid soluble complexes, a difference
between the FPXRF analyzers and the reference methodsis not necessarily dueto error in the FPXRF
result but rather to differencesin the sample preparation procedures

The comparison of FPXRF data and the reference data employs a linear regression &s the primary
statistical tool. Linear regression analysis intrinsically contains assumptionsand enditionsthat must be
valid for the data set. Three important assumptionsinvolve (1) the linearity of the rdationghip, (2) the
confidence interval and condant error variance, and (3) an insignificant measurement error for the
independent variable (reference daa).

The first assumption requires that the indgoendant variable (reference daa) and the degpendent variable
(FPXRF daa) arelinearly related and ae not related by some curvilinear or more complex relationship.
This linearity condition gplies to ather the raw data or mathematical transformationsof the raw data.
Figure 2-2 illustrates that FPXRF data and reference data are, in fact, rdated linearly and that this
assumption is carrect.
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The second asumption requires that the error be nomally distributed, the sum to equal zero, be
independent, and ehibit a condant error variance for the data set. Figure 2-2 illustrates that for raw data,
this assumption isnot correct (at highe conaentrations the scatter around the regression lineincreases), but
that for the logarithmic transformation (shown & alog-og plot) of the daa, this assumption isvalid (the
scatter around the regression lineis relatively uniform ove the entire concentration range. The changein
error digtribution (scatter) evident in the untransformed daa results in the disproportionate influence of
large data vaues compared with small data values on te regression analysis.
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Figure 2-2. Linear and Log- log D ata Plots: These graphs illustrate the linear relationship
between the FPXRF data and the reference data. The linear data plots illustrate the
concentration dependence of this relationship with increased scatter at higher concentrations.
The log-log plots eliminate this concentration effect. Scatter is relatively constant over the entire
plot.

The use of least squares linear regression has certain limitations Least squares regression provides a
linear equation, which minimizes the squares of the differences between the dependent variable and the
regression line For daa sets produced in this damongration, the variance was proportiond to the
magnitude of the measurements. That is, a measurement of 100 pats pe million (ppm) may exhibit a 10
percent variance of 10 ppm while a 1,000 ppmmeasurement exhibits a10 pecent variance of 100 ppm
For data seds with a large range in values, the largest measurements in a data se exert disproportionate
influence on te regression analysis because the least squares regression must account for the variance
associated with the highe valued measurements. This can result in an equation that has minimized aror
for high vdues, but amost neglects error for low vaues because their influence in minimizing dependent
variable error is small or ngyligible. In some cases, the resulting equations biased by high-value data, may
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lead to inappropriate condusionsconcerning dda quality. The rangeof the daa examined for the
analyzers spaned beween 1 and 5 aders of magnitude (e.g., 10 -100000 ppn) for the target analytes.
This wide rangein vaues and the associated wide rangein variance (influenced by concentration) created
the potential for this problem to occur in the demondration daa set. To provide a corrdation that was
equally influenced by both high and low vdues, logarithms (log,o) of the dgpendent and indgendent
variables were used, thus, scaling the conaentration measurements and providing equal weight in the least
sgquares regression analysis to both small and large values (Figure 2-2). Al statistical evaluationswere
carried out on log, transformed daa.

The third assumption, requiring an inggnificant measurement error in the reference daa, was nottrue
for al analytes. The consegquences of measurement error varied dgoending on whéhe the error is caused
by the reference methodsor the FPXRF method. If the error is randomor if the error for the reference
methodsis small compared to the total regression aror, then conventiond regression analysis can be
performed and the error becomes a part of the randomerror term of the regression nodd. This error
(based on the log,, transformed daa) is shown in he regression simmary tables in Section 4 as the
“standad error.” In this case, deviations from perfect comparability can be tied to an analyzer’s
performance. If the error for the reference methodsis large compared to the total error for the correlation of
the FPXRF and the reference daa, then deviations from perfect comparability might be due in part to
measurement error in the reference methods

It is a reasonable assumption that any measurement errors in ether the reference or FPXRF methods
are independent of each other. This assumption goplies to ether the raw daa or the log,, transformed daa.
Given this assumption, the total regression aror is approximately the sum of the measurement error
associated with the reference methodsand the measurement error associated with the FPXRF method. The
reference methods precision is a measure of independent variable error, and the mean square error
expressed in the regression analysis is a relative measure of the total regression eror that was deermined
during the regression analysis. Precision déa for the reference methods obtained from RPD analyses on
the duplicate samples from each site, for each analyte, indicated the error for the reference methodswas
less ttan 10 pecent of the total regressn error for the target analytes. Subsgquently, 90 pecent of the
total measuremert error can be attributedto measuremert error associated with the analyzers. Based on
this analysis, the reference data did dlow unambiguous resolution of data quality deermination.

The comparison of the reference daa to the FPXRF data is referred to as intermethod omparison. All
reference and QA/QC data were gengrated using an EPA-approved ddinitive level analytical method. If
the data oltained by an analyzer were Satistically similar to the reference methods the analyzer was
congdered capable of producing déinitive level data. As the atistical significance of the comparability
decreased, an analyzer was conddered to produce daa of a correspondingly lowe quality. Table 2-2
defines the criteria that determined the analyzer’s level of data quality (EPA 1993)

Results from this damondration were used to assign analyzer data into oneof three data quality levels
asfollows: (1) ddinitive, (2) quantitative screening, and (3) qualit ative screening. The first two daa
quality levels are defined in EPA guidance (1993) The qualitative saeening level criteria were defined in
the demonstration plan (PRC 1995)to further differentiate saeening leve data.

Definitive level data are conddered the highest leve of quality. These daa are usually generated by
using rigorous analytical methods such as approved EPA or ASTM methods The data is analyte-specific
with confirmation of analyte identity and @ncentration. In addition, ether analytical or total measurement
error must be deermined. Definitive data may be generated in the fidld, as long & the project QA/QC
requiremrerts are stisfied.
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Table 2-2. Criteria for Characterizing Data Quality

Data Quality Level Statistical Paramet er®®

Definitive Level r’ = 0.85to0 1.0. The precision (RSD) must be less than or equal to 10 percent
and the inferential statistics must indicate that the two data sets are
statistically similar.

Quantitative r*=0.70 to 1.0. The precision (RSD) must be less than 20 percent, but the
Screening Level inferential statistics indicate that the data sets are statistically different.

Qualitative Screening | r*> = less than 0.70. The precision (RSD) is greater than 20 percent. The data
must have less than a 10 percent false negative rate.

Notes: * The statistical tests and parameters are discussed later in the “Intermethod Comparison”
subsection in Section 4.

b
The regression parameters apply to either raw or log,, transformed data sets. The precision
criteria apply to only the raw data.

r> Coefficient of determination.
RSD Relative standard deviation.

2

Quantitative screening daa provide confirmed analyte identification and quantification, athough te
quantification may be relatively imprecise. It is commonly recommended that at least 10 percent of
screening level data be confirmed using analytical methodsand QA/QC procedures and aiteria associated
with ddfinitive daa. The quality of unconfirmed screening daa cannot be determined.

Qualitative screening level data indicates the presence or absence of contaminants in a sample matrix,
but does not provide reliable concentration estimates. The data may be compound-specific or specific to
classes of contaminants. Generally, confirmatory sampling is not required if an analyzer’s operation is
verified with oneor more check samples.

At the time of this demondration, an approved EPA method for FPXRF did notexist. As part of this
demondration, PRC prepared draft Method 6200 ‘Fidd Portable X-Ray Fluorescence Spectrometry for the
Determination of Elemental Conaentrationsin Soil and Sediment.” The draft method ha been submitted
for inclusion in Update 4 o SW-846 steduled for gpproval in 1997. For purposes d this demonstration,
the absence of an EPA-approved find method did notpreclude the analyzers' daa from being conddered
definitive. The main criterion for data quality level determination was based on e comparability of each
analyzer’s daa to the data produced by the reference methods as wel as analyzer-specific criteria such as
precision.

The comparability data set for the XL Spectrum Analyzer conssted of 1,260 ratched pars pioduced
from atotal of 315 sdl sanples. These samples were analyzed by the reference method, and by the XL
Spectrum Analyzer four times, using each of the four sample preparation geps. This daa set was analyzed
as awholeand then subdivided and analyzed with respect to each of the variables listed in Table 2-1. This
nesting of variables allowed the independent assessment of the potential influence of each variable on
comparability.

Seventy of the 315 sanples subnitted to the reference laboratory were spit and reported as fidd
duplicates to asses the sanple homogenization process. Thirty-three of the 315 sanples were asospit
and nicrowave-dried; then submitted for reference method analysis to assess the effect of microwave
drying. Of the 315 sanples subnitted for reference method analysis, 215 were collected from the
ASARCO site and 100 were collected from the RV Hopkins ste. Approximately twice as many sanples
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were collected a the ASARCO site becausetwo of the target sdl textures (sands and loams) were found
there. Only one target soil texture (clay) was found at the RV Hopkins site.

Evaluation of the influence of the site and il variables was limited to the examination of the lead and
zincdaa. These were the only primary analytes that exhibited awide distribution of conaentrations across
all sites ard soil textures. The effects of sample preparaion were evaluated for all target aralytes. If the
evaluation of the influence of a given vaiable did notresult in a better correlation, as exhibited by a highe
coefficient of delermination (r?) and smaller standard error of the estimate (using log,, transformed daa),
thenthe influence was consideredto be insignificant. Howewer, if the arrelation worsened, the cause was
examined and explained. If the corrélation improved, resulting in ahighe r* value and reduced sandard
eror of the esimate, thenthe impact of the variable was considered significant. For example, if the # ard
standad error of the estimate for a given target analyte improved when the data set was divided into the
four sample preparation geps, the sample preparation variable was deermined to be significant. Once this
was ddermined, the variables of site and il texture were evaluated for each of the four sample
preparations steps.  If the Ste or soil texture variable improved the regression parameters for a given ol
preparation, then that variable was also consdered significant.

After the dgnificant variables were identified, the impact of analyte conaentration was examined. This
was accomplished by dividing each variable’s log,, transformed dea set into three concentration ranges. 0
- 100 ng/kg; 100 -1,000 ny/kg; and greater than 1,000 ng/kg. Then, linear regressn analysis was
conducted on the three data sets. I this did notresult in improved r? values and reduced gandad errors of
the estimate, the relationship baween the analyzer’s log,, transformed daa and the log,, transformed
reference data was conddered linear ove the entire rangeof conaentrations encountered during the
demondration. This woud mean that there was no mneentration effect.

Numerous statistical tests have been designeal to evaluate the significance of differences between two
populations  In comparing the performance of the FPXRF analyzers againg the reference methods the
linear regression comparison and the paired t-test were conddered the optimal statistical tests. The paired
t-test provides a classic test for comparing two populations, but is limited to analysis of the average or
mean difference between those populations  Linear regression analysis provides information notonly ebout
how the two populations compare on average, but also about how they compare ove ranges of values.

This gatistical analysis provides information about the structure of the rdationship; that is, whethe the
methodsdiffer at high orlow conaentrations or both. It aso indicates whether the FPXRF data is biased or
shifted rdlative to the reference data.

Linear regression provides an equation that represents a line (Equetion 2-1). Fivelinear regression
parameters were conddered when assessing the leve of data quality produced by the FPXRF analyzers.
This assessnent was mede on the log,, transformed data sds. The five paameters were the y-intercept, the
slope of the regression ling standard error of the estimate, the correlation coefficient (r), and . In linear
regression analysis, ther provides a measure of the degree or strength of the correlation between the
dependent variable (log,, transformed FPXRF daa), and the independent variable (log,, transformed
reference data). The r? provides a measure of the fraction of total variation which is accounted for by the
regresson relation (Havlick and Crain 1988) That is, it is a measure of the satter about a regresson line
and, thus, is a measure of the strength of the linear association.
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Y-mX+b (2-1)
where

b is the y-intercept of the regressionline, m is the slope of the regressionline,
and Y and X are the log,, transformel dependent and independent variables, respecively.

Values for r vary from 1 to -1, with dther extreme indicating aperfect positive or nggative correation
between the indegpendent and dependent variables. A positive correlation coefficient indicates that as the
independant variable increases, the dependent variable aso increases. A neyative correation wefficient
indicates an inverse relationghip, as the independent variable increases the dependent variable decreases.
An r? of 1.0 indicates that the linear equation explains all the variation between the FPXRF and reference
data. As the r* dgoarts from 1.0 or -1 and gproaches zero, there is more unexplained variation, due to
such influences as lack of perfect association with the dgpendent variable (log,, transformed FPXRF daa),
or the influence of othe indegpendent variables.

If the regression crrelation exhibited an r? between 0.85 and 1.0, the FPXRF data was cnsidered to
have met the first requirement for ddfinitive level data classification (Table 2-2). The second citeria,
predsion RSD was then examined and requiredto be equal or less than 10 percert to retain the dfinitive
data quality level assignnent. If ether or both of these criteria are not satisfied, certain inferential
parameters were then evaluated. As a starting point, the regression lineés y-intercept and dope were
examined. A dope of 1.0 and ay-intercept of 0.0 woud mean that the results of the FPXRF analyzer
matchad those of the reference laboratory (log,, FPXRF=og,, reference). Theoretically, the more the dope
and y-intercept differ from the vaues of 1.0 and QO, respectively, the less accurate the FPXRF analyzer.
However, a dope or y-intercept can differ dightly from these values without that difference being
statistically significant. To deermine whehe such differences were Satistically significant, the Z test
statistics for parallelism and for a common intercept was used at the 95 percent confidence leve for the
comparison (Equations 2-2 and 2-3) (Kleinbaum and Kuppe 1978) This process vas usd to assgn a
data quality level for each analyte.

The matched pars tiest was dsousal to evaluaie whether the two sds d log,, transformed daa were
significantly different. The paired t-test compares data sets, which are composed of matched pairs of daa.
The gignificance of the relationship between two metched-pairs sets of daa can be deermined by
comparing the calculated t-statistic with the critical t-value determined from a standard t-distribution table
at the desired level of significance and deyrees of freedom To meet ddfinitive level data quality
requirements, both the dope and y-intercept had to be gatistically the same as their ideal values, as ddined
in the demonstration plan, and the data had to bestatistically similar as measured by the t-test. Log;
transformed data meeing these aiteria were considered statistically equivalent to the log,, transformed
reference data.

SlopeTest for Sgnificant Differences (2-2)

m-1

VSE, + 0

/Z =
where
m is the slope of the regressionline, SE is the standard error of the slope

and Z is the normal deviate test statistic.
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Y-intercept Test for Signifiant Differences (2-3)
b-0

JSE - 0

/Z =

where

b is the y-intercept of the regressionline, SE is the standard error of the slope
and Z is the normal deviate test statistic.

If the r* was béween 0.70 and 1, the precision RSD was less than 20 pecent, and the slope or intercept
were not statistically equivalent to their ideal values, the analyzer was conddered to produce quantitative
screening leve data quality (Table 2-2). However, the linear regression was deemed sufficiently significant
that bias could be identified and @rrected. Results in this case could be mathematically corrected if 10 -
20 percent of the samples aresent to a rderence laboratory. Reference laboratory aralysis results for a
percentage of the samples woud provide a basis for deermining a correction factor.

Data placed in the qualit ative screening level category exhibit r* valuesless than 0.70. These chta
ether were not statistically similar to the reference data based on inerential statistics or had a precision
RSD greater than 20 percent. An analyzer produwcing dda at this level is consdered capable of ddecting
the presence or lack of contamination, aboveits ddection limit, with at least a 90 percent accuracy rate, but
is not congdered suitable for reporting of concentrations

MDLs for the analyzers were deermined in two ways. One approach followed sandard SW-846
protocol. In this approach, sandard deviations (SD) from precision measurements for samples exhibiting
contamination 5 to 10 times the estimated deection levels of the analyzers were multiplied by 3. The result
represens the predsion-based MDL for the analyzers.

In a second gproach, MDLs were ddermined by analysis of the low concentration outliers on te log,,
transformed FPXRF and log, transformed reference method dda cross plots. These cross plots for dl
analytes characterigtically exhibited aregion kelow the MDL where the linearity of the relationship
disintegrated. Abovethe MDL, the FPXRF concentrationsincreased linearly with increasing reference
method vdues. Effectively, the linear correation ketween the two methodsabruptly changes to no
correlation below the MDL. An MDL valueis assignal a two SDs abovethe concentration where this
linear relationghip disintegrates. This MDL represented afield- or performance-based MDL.

Deviation s from the Demonstration Plan

Seven deviations were made from the damondration plan during the on-site activities. Thefirst dealt
with deermining the moisture content of samples. The damondration plan stated that a portion of the
original sample would be used for deermining moisture content. Instead, a small portion of soil was
collected immediately adjacent to the original sample location and was used for deermining noisture
content. This was doneto consrve sample volume nexded for the reference laboratory. The moisture
content sample was not put through the honogenizing and seving geps prior to drying.

The second deiation dealt with the sample drying procedures for moisture content deermination. The
demondration plan required that the moisture content samples would be dried in aconvection oven & 150
°C for 2 hous. Through visual observation, it was found that the samples were completely dried in 1 hou
with sanples heated to only 110°C. Therefore, to consrve time, and 1o reduce the potential volatiliz ation
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of metals, the samples for moisture content deermination were dried in aconvection oven & 110°C for 1
hour.

The third deviation involved an assessment of analyzer drift due to changes in temperature. The
demondration plan indicated that at each site, each analyzer woud measure the same SRM or PE sample
at 2-hou intervals during & least oneday of field operation. However, snce ambient air temperature did
not fluctuate more than 20 °F on ay day throughou the damondration, potential analyzer drift due to
changes in temperature was rot assesel.

The fourth deviation involved the drying of samples with a microwave. Instead of microwaving the
samples on high br 5 minutes, as described in the demondration plan, the samples were microwaved on
high for only 3minutes. This modification was made because the plastic weigh boats, which contained the
samples, were melting and kurning when left in the microwave for 5 minutes. In addition, many of the
samples were melting to form adag. PRC found ¢hrough visual observation) that the samples were
completely dry after only 3 minutes of microwaving. This interval is gill within common nicrowave
drying times used in the field.

An analysis of the microwaved samples showed that this process had a significant impact on the
analytical results. The mean RPD for the microwaved and nonnicrowaved raw daa were significantly
different at a 95 percent confidence level. This suggests that the microwave drying process somehow
increases eror and ssmple conaentration variability. This difference may be due to the extreme heat and
drying having an &fect on he reference methods extraction dficiency for target analytes. For the
evaluation of the effects d microwave drying, there were 736 natched pars d data where bah dement
measurements were positive. Of these pars, 471 ehibited RPDs less ttan 10 pecent. This 10 pecent
level is within the acceptable precision limits for the reference laboratory as ddined in the demondration
QAPP. Pairs echibiting RPDs geater than 10 pecent totaled 265. RPDs geater than 10 pe&cent may
have causes other than analysis-induced error. Of these 265,96 pars indicated an increasein metals
concentration with microwaving, and 169 pars indicated reductions in the concentration of metals. The
RPDs for the mcrowaved samples were 2 to 3 times worse than the RPDs from the field duplicates This
further suppats the hypothesis thet microwave drying increases veriabilit y.

The fifth deviation involved reducing the percentage of analyzer precision measuring points. The
demondration plan called for 10 percent of the samples to be used for assessment of analyzer precision.
Due to the time required to complete analysis of an analyzer precision sample, only 4 percent of the
sanples were useal to assess analyzer precision. This reduction in samples was goproved by the EPA
technical advisa and the PRC field demonstration team leader. This diminated 720 pecision
measurements and saved beween 24 and 240 fours of analysis time. The final precision determinations for
this demondration wee based on 8 sets of 10 replicate measurements for each analyzer.

The sixth deviation involved method Hanks Method Banks were to be analyzed each day and weeto
congst of a lithium carbonae that had been used in dl sample preparation geps. Each analyzer had its
own nmethod Hank samples, provided by the developer. Therefore, a the ASARCO dite, each analyzer
used its own nethod Hank samples. However, at the RV Hopkins ste, each analyzer used lithium
carbonae method Banks that were prepared in the fidd, in addition o its own method Bank samples. Both
types of method Hank analysis never identified method-induced contamination.

The seventh deviation involved assessing the accuracy of each analyzer. Accuracy was to be assessed
through APXRF analysis of 10 to 12 SRM or PE samples. Each analyzer measured a total of 28 SRM or
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PE samples. Instead, PE samples were used to evaluate the accuracy of the reference methods and RMs
were usedto evaluate the accuracy of the analyzers. This is because the FE concertrations are based on
acid extractable concentrations while SRM conaentrations represent total metals concentration. SRM daa
was used for comparative purposes for the reference methodsas were PE data for the FPXRF daa

Sample Homogenization

A key quality issue in this damondration was ensuring that environmental samples analyzed by the
reference laboratory and by each of the FPXRF analyzers were plits from a honogenized sample. To
address this issue, sample preparation technidans exercised particular care throughou the field work to
ensure that samples were thoroughly honogenized before they were split for analysis. Homogenization wes
conducted by kneading the soil in a plastic bag for a minimum of 2 minutes. If after this time the samples
did notappear to be wdl homogenized, they were kneaded for an additiond 2 minutes. This continued until
the samples appeared to be wdl homogenized.

Sodium fluorescein was used as an indicator of sample hormogenization. Approximately onequarter
teaspoon ofdry sodium fluorescein powde was added to each sample prior to honogenization. After
mixing, the sample was examined unde an ultraviolet light to assess the distribution of sodium fluorescein
throughou the sample. If the fluorescent dyewas evenly dispersed in the sample, honbgenization wes
congddered complete. If the dyewas not evenly distributed, the mixing was continued and repeatedly
checked until the dyewas evenly distributed throughou the sample.

To evaluate the honmogenization process used in this damongration, 70 fidd duplicate sample pairs
were analyzed by the reference laboratory. Sample honbgenization was critical to this demondration; it
assured that the samples measured by the amalyzers were asclose aspossible to samples aralyzed by the
reference laboratory. This was essential to the primary objectives of this demondration, the evaluation of
comparability between analyzer results and those of the reference methods

The honogenization process was evaluated by deermining the RPD between paired fidd duplicate
samples. The RPDs for the field duplicate ssmples refled the total emror for the homogenization process
and the analytical method ombined (Equation 2-4). When total error from the reference laboratory was
determined for the entire data sd, the resultant mean RPDtotal (error) and 95 pecent confidence interval
was 9.7 £ 1.4, for al metals reported Whenonly the primary analyteswere considered the RPD total
(error) and b percent confidence interval was 7.6 £ 1.2, including the seconday analytes in the RPD
calculation which produced amean RPD total (error) and a95 percent confidence interval of 9.3 £ 1.6.

(2-4)

Total Measurament Error = y/[(SamplédomogaizationError)? + (LaboratoryError)?]

Using internal QA/QC data from 27 analyses, it was passble to determine the reference laboratory’s
method eror. The reference analytical method precision, as measured by the 95 percent confidence interval
around the mean RPDs (laboratory error) of predigestion diplicate analyses, was 9.3 + 2.9 for the target
aralytes.

To ddermine the error introduced by the sample honogenization done the error estimate for the
reference methodswas subtracted from the total error (Equation 2-5). Based on he daa presented above
the laboratory-induced error was less ttan or approximately equd to the total error. This indicates thet the
sample honogenization (preparation) process contributed little or no eror to the ovaall sample analysis
process.
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SampleHomogaizationError = /[(Total Measurament Error)? — (LaboratoryError)?] (2-5)

Although the possibility for poorly homogenized samples exists unde any horogenization routine, at
the scale of analysis used by this demondration, the samples were conddered to be completely
honmogenized.
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Section 3
Reference Labor atory Results

All soil samples collected from the ASARCO and RV Hopkins sites were submitted to the reference
laboratory for trace metals analysis. The results are discussed in this section.

Reference Labor atory Methods

Samples collected during this damondration were honogenized and lit for extraction uising EPA SW-
846 Md&hod3050A Thisis an acid digestion procedure where 1 to2 gams d sdl are digested on a hot
plate with nitric acid, followed by hydrogen peroxide and then refluxed with hydrochloric acid. One gram
of soil was used for extraction of the demondration samples. The find digestion volume was 100
millilit ers (mL). The soil sample extracts were analyzed by Method 6010A

Method 6010A provides analysis of metals using Inductively Coupled Plasma-Atomic Emisson
Spectroscopy (ICP-AES). This method requires that a plasma be produced by applying aradio-frequency
fied to a quartz tube wrapped by a coil or solenoid through whidch argon ga is flowing. The radio-
frequency fidd aeates a changing magneic fied in the flowing gas insgdethe coil, inducing acirculating
eddy aurrent on the argon ga that, in turn, heats it. Plasma is initiated by an ignition urce and quckly
stabiliz es with a core temperature of 9,000 - 10,000 degrees Kelvin.

Sail sample extracts are nebulized, and the agrosol is injected into the plasma. Individual analytes
introduced into the plasma absorb energy and ae excited to highe energy dates. These highe energy
states have short lif etimes and the individual dements quickly fall back to their ground energy date by
releasing aphoton. The energy of the emitted photon isddined by the wavelength of dectromagndic
radiation produced. Since many dectronic transitionsare possible for each individual dement, several
discrete emissionsat different wavelengths are observed. Method 6010A provides ane recommended
waveength to monitor for each analyte. Due to complex spectra with smilar waveengths from different
elements in environmental samples, Method 6010A requires that interference corrections be applied for
quantification of individual analytes.

Normal turmaround times for the analysis of sdl sanples by EPA SW-846 Mé&hods3050A6010A
rangefrom 21 to 90 days depending on he complexity of the soil samples and the amount of QC
doaumentation required. Faster turnaround times of 1 - 14 days can be obtained, but at additiond cost.

Costs br the analysis of sal sanples by EPA SW-846 Mehods3050A/6010Arange from $150 to
$350 pe sample depending on tumaround times and the amount of QC documentation required. A sample
turnaround of 28 days, a cost d $150 pe sanple, and a CLP documentation repart for QC were chosen for
this damondration.
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Reference Labor atory Quality Control

The reference laboratory, Midwest Research Institute (Kansas City, MO), holdscertifications for
performing target analyte list metals analysis with the U.S. Army Corps of Enginesrs-Missouri River
Division, the State of Calif ornia, and the State of Utah. These certifications include on-site laboratory
audits, daa package review audits, and the analysis of PE samples supplied by the certifying agency. PE
samples are supplied & least ona per year from each of the certifying agencies. The reference laboratory’s
results for the PE samples are compared to true value results and certifying agency acceptance limits for
the PE samples. Continuation of these certifications hinges upon acceptable results for the audits and the

PE samples.

The analysis of soil samples by the reference laboratory was governed by the QC criteria in its SOPs,
Method 6010A and the demonstration QAPP. Table 3-1 provides QAPP QC requirements thet were
monitored and evaluated for the target analytes. Method6010A QC guiddines dsoareincluded in Table
3-1. Dueto the complex spectra deived from the analysis of the damondration samples, the QAPP QC
requirements were agpplied only © the primary analytes. The QAPP QC requirements also were monitored
and evaluated for the seconday analytes and ohe analytes reported by the reference laboratory. However,
corrective actionswere not required for the seconday analytes.

Table 3-1. Reference Laboratory Quality Control Parameters?®

Reference Method
Parameter Frequency Requirement QAPP Requirement

Initial Calibration
Verification (ICV)
Standard

With each initial
calibration

+10 percent of true value

+10 percent of true value

Continuing Calibration
Verification (CCV)
Standard

After analysis of every 10
samples and at the end
of analytical run

+10 percent of true value

+10 percent of true value

Initial and Continuing
Calibration Blanks
(ICB) and (CCB)

With each continuing
calibration, after analysis
of every 10 samples, and
at the end of analytical
run

+3 standard deviations of
the analyzer background
mean

No target analytes at
concentrations greater than
2 times the lower reporting
limit (LRL)

Interference Check
Standard (ICS)

With every initial
calibration and after
analysis of 20 samples

+20 percent of true value

+20 percent of true value

High Level Calibration
Check Standard

With every initial
calibration

+5 percent of true value

+10 percent of true value

Method Blanks

With each batch of
samples of a similar
matrix

No QC requirement
specified

No target analytes at
concentrations greater than
2 times the LRL

Laboratory Control
Samples

With each batch of
samples of a similar
matrix

No QC requirement
specified

80 - 120 percent recovery

Predigestion Matrix
Spike Samples

With each batch of
samples of a similar
matrix

80 - 120 percent recovery

80 - 120 percent recovery

Postdigestion Matrix
Spike Samples

With each batch of
samples of a similar
matrix

75 - 125 percent recovery

80 - 120 percent recovery
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Table 3-1. Continued

Reference Method
Parameter Frequency Requirement QAPP Requirement

Performance As submitted during No QC requirement 80 - 120 percent recovery
Evaluation Samples demonstration specified within performance
acceptance limits (PAL)

Predigestion Laboratory | With each batch of 20 percent relative 20 percent RPD®
Duplicate Samples samples of a similar percent difference (RPD)®

matrix
Postdigestion With each batch of No QC requirement 10 percent RPD®
Laboratory Duplicate samples of a similar specified
Samples matrix
Notes: : Quality control parameters were evaluated on the raw reference data.

RPD control limits only pertain to original and laboratory duplicate sample results that were greater
than 10 times the instrument detection limit (IDL).

° RPD control limits only pertain to original and laboratory duplicate sample results that were greater
than or equal to 10 times the LRL.

PRC performed three on-site audits of the reference laboratory during the analysis of predemondration
and demondration samples. These audits were conducted to observe and esaluate the procedures used by
the reference laboratory and to ersure that these proceduresadhered to the QAPP QC requirenerts. Audit
findingsrevealed that the reference laboratory followed the QAPP QC requirements. It was deermined
that the reference laboratory had problems meeting two of the QAPP QC requirements. method Bank
results and the high lese calibration check standard’s percent recovery. Due to these problems, these two
QAPP QC requirements were widened. The QC requirement for method bank sample results was changed
fromno target analytes a concentrations greater than the lower reporting limit (LRL) to two times the
LRL. The QC reguirement for the high level calibration gandard percent recovery was changed from 5 to
+10 percent of the true value. These changes were approved by the EPA and did notaffect the results of
the demondration.

The reference laboratory internally reviewed its data before releasing it. PRC conducted a QC review
on the data based on the QAPP QC requirements and crrective actionslisted in the damondration plan.

Quality Control Review of Reference Labor atory Data

The QC daa review focused upon the compliance of the data with the QC requirements specified in the
demondration QAPP. The following sections discuss results from the QC review of the reference
laboratory data. All QC daa evaluationswere based on iaw data.

Reference Laboratory Sample Receipt, Handling, and Storage Procedures

Demondration samples were divided into batches of no nore than 20 samples per batch prior to
ddivery to the reference labaratory. A total of 23 bdches mntaining 315 sanples and 70 fidd duplicate
sanples was subnitted to the reference laboratory. The samples were stipped in seled coolers & ambient
temperature unde a chain of custody.

Upon receipt of the damondration samples, the reference laboratory assigned each sample a unique
number and logge each into its laboratory tracking system. The samples were then transferred to the
reference laboratory’s sample storage refrigerators to await sample extradion.
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Samples were transferred to the extraction sction of laboratory unde an internal chain of custody.
Upon completion of extraction, the remaining samples were returned to the sample storage refrigerators.
Sail sample extracts were refrigerated in the extraction laboratory while awaiting sample analysis.

Sample Holding Times

The maximum allowable holding tme from the date of sample collection to the dae of extraction and
analysis using EPA SW-846 Mahods3050A6010Ais 180 days. Maximum holding times were not
exceeded for any samples during this demondration.

Initial and Conti nuing Calibrations

Prior to sample analysis, initial calibrations (ICAL) were performed. ICAL s for Method 6010A
congst of the analysis of three concentrations of each target analyte and acalibration dank. The low
concgentration gandard is the concentration used to verify the LRL of the method. The remaining gandards
are wsedto define the linear range of the ICP-AES. The ICAL is usedto edablish calibration curvesfor
each target analyte. Method6010Arequires an initial calibration verification (ICV) standard to be
analyzed with each ICAL. The method ®ntrol limit for the ICV is £10 percent. An interference check
sample (ICS) and ahigh levd calibration theck standard is required to be analyzed with every ICAL to
assess the accuracy of the ICAL. The contral limits for the ICS and high level calibration deck standard
were £20 percent recovery and +10 percent of the true value, respectively. All I CALs, ICVs, and ICSs met
the respedive QC requiremnrerts for al target analytes

Continuing alibration veification (CCV) sandards and cntinuing alibration Hanks (CCB) were
analyzed following the analysis of every 10 samples and & the end of an analytical run. Anaysis of the
ICS was aso required after every group of 20 sample analyses These QC samples were analyzedto chedk
the \alidity of the ICAL. The control limits for the QCVs were £10 percert of the true value. The antrol
limits for CCBs were no farget analyte detected at concentrations greater than 2 times the LRL. All CCVs,
CCBs, and ICSs met the QAPP requirernrerts for the target analyteswith the exception of one CCV where
the barium recovery was outside the contral limit. Since barium was a primary analyte, the sample batch
assaiated with this CCV was reanalyzed and the resultant barium recovery met the QC criteria.

Detection Li mits

The reference laboratory LRLs for the target analytesare listed in Table 3-2. Thes LRLs were
genegated through the use of an MDL study of a clean il matrix. This clean il matrix was aso used for
method Hank samples and LCSs during the analysis of demondration samples. The MDL study involved
seven analyses of the clean soil matrix spiked with low concentrations of the target analytes. The mean and
standard deviation of the responge for each target analyte was calculated. The LRL was ddiined as the
mean plus three times the standard deviation of the response for each target analyte included in the method
deection limit study. All LRLs listed in Table 3-2 were met and maintained throughou the analysis of the
demondration samples.

The reference laboratory reported soil sample results in units of milligr am per kilogram wet weight.
All reference laboratory results referred to in this report arewet-weight sample results.
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Table 3-2. SW-846 Method 6010A LRLs for Target

Analytes
Analyte LRL (mg/kg) | Analyte | LRL (mg/kg)
Antimony 6.4 Copper* 1.2
Arsenic* 10.6 Iron 600*
Barium* 5.0 Lead* 8.4
Cadmium 0.80 Nickel 3.0
Chromium* 2.0 Zinc* 2.0
Notes: * LRL elevated due to background
interference.

* Primary analyte.
mg/kg Milligrams per kilogram.

Method Bl ank Samples

Method Hanks were prepared using aclean il matrix and acid digestion reagents used in the
extraction procedure. A minimum of onemethod Hank sample was analyzed for each of the 23 batches of
demondration samples submitted for reference laboratory analysis. All method Banks provided results for
target analytes at conaentrations less than 2 times the levels shown in Table 3-2.

Laboratory Control Samples

All L CSs met the QAPP QC requirements for all primary and ssconday analytes except those
disausse bdow.

The primary analytes copper and lead were observed outside the QC limits in oneof the 23 batches of
samples analyzed. Reanalysis of the affected batches was not performed by the reference laboratory.
These daa were qualif ied by the reference laboratory. Copper and lead daa for all samples included in the
affected batches were rgected and notused for damondration datistical comparisons

Conaentrations of seconday analytes antimony, nicke, and admium were observed outside the QC
limitsin the LCSs. Antimony LCS recoveries were continually outside the control limits, while nickd and
cadmium LCS recoveries were only ocasiondly outside QC limits. Antimony was a problem analyte and
appeared to be affected by acid digestion, which can cause recoveries to fall outside contral limits.
Antimony recoveries ranged from 70 to 80 percent. Since seconday analytes were not subject to the
corrective actionslisted in the demondration QAPP, no reanalysis was performed based on tie LCS results
of the seconday target analytes. These values were qualif ied by the reference laboratory. All other
seconday analyte LCS recoveries fdl wit hin the QAPP contral limits.

Predigestion Matrix Spike Samples

One predgedion matrix spike sample and duplicate weke prepared by the reference laboratory for each
batch of demondration samples submitted for analysis. The predigestion netrix spike duplicate sample
was not required by the QAPP, but it is a routine ssmple prepared by the reference laboratory. This
duplicate sample can provide data that indicates if out-of-control recoveries are due to matrix interferences
or laboratory errors.
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Predigestion ike recovery results for the primary analytes arsenic, barium, chromium, copper, lead,
and 2nc were outside control limits for at least 1 of the 23 sample batches analyzed by the reference
method. These control limit problems were due to ether matrix efects or initial spiking concentrations
below native analyte concentrations

Barium, copper, and lead predigestion natrix spike recovery results were outside contral limits in
sample baches 2,3, and 5. In all of these cases, the unacceptable recoveries were causel by spking
conaentrations that were much lower than native conaentrations of the analytes. These samples were re-
prepared, spiked with highe concentrations of analytes, reextracted, and reanalyzed. Following this
procedure, the spike recoveries fell within control limits upon reanalysis.

One predigestion natrix spike recovery was outside control limits for arsenic. The predigestion natrix
spike duplicate sample aso was outside of control limits. This sample exhibited an acceptable RPD for the
recovay of arsenic in the predigestion nretrix spike and diplicate. A matrix interference may have been
responsble for the low recovery. This sample was not reanalyzed.

Chromium predigestion matrix spike recoveries were outside control limits in 7 of the 23 batches of
samples analyzed. Five of these saven failures exhibited recoveries ranging from 67 to 78 percent, close to
the low end ofthe control limits. These recoveries were smilar in the predigestion netrix spike duplicate
samples prepared and analyzed in the same batch. This indicates that these five failures were due to matrix
interferences. The predigestion metrix spike duplicate samples prepared and analyzed aong with the
remaining two failures did notagree with the recoveries of the postdigestion metrix spike samples,
indicating that these two failures may be due to laboratory error, possibly inaccuracies in sample spiking.
These seven predigestion natrix spike samples were not reanalyzed.

The zinc predigestion mnretrix spike recovery data were outside control limits for four batches of
samples analyzed. In three of the spike recovery pairs, recoveries ranged from 70 to 76 percent, close to
the lower end of the contral limits. The fourth recovery was much less than the lower end of the control
limits. All of the predigestion matrix spike duplicate samples provided recoveries that agreed with the
recoveries for the predigestion metrix spike sample recoveries indicating that the low recoveries were due to
matrix effects. These predgedion matrix spikesand associated samples were not reanalyzed

The seconday analytes, cadmium, iron, and nickel, had predigestion gike recoveries outside control
limits. Cadmium spike recoveries were outside control limits six times. These recoveries ranged from 71
to 85 percent. Iron gike recoveries were ouside of contral limits ona. Nickd spike recoveries were
outside control limits four times. These recoveries ranged from 74 to 83 percent. Antimony pike
recoveries were dways outside control limits. No corrective action was taken for these seconday target
aralytes.

Demondration sample results for al target analytes that did notmeet the contral limits for predigestion
matrix spike recovery were qualified by the reference laboratory.

Postdigestion Matrix Spike Samples

All postdgestion matrix spke results were within the control limit of 80 - 120 pecent recovery for the
primary aralytes.
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Seconday analytes, antimony, and iron were observed outside the control limits. However, no
corrective action was taken for seconday analytes as stated in the demongration QAPP. All postdigestion
spike recoveriesfor target analytesmet the QA/QC requirenerts of the QAPP and were considered
acceptable.

Predigestion Laboratory Duplicat e Samples

Predigestion laboratory duplicate RPD results were within the control limit of 20 percent for analyte
concentrations greater than 10 times the LRL except for the following instances. RPDs for primary
analytes barium, arsenic, lead, chromium, and apper were observed abovethe control limit in five
predgedion laboratory duplicate ssmples. These samples were reanalyzed according to the arrective
actionslisted in the QAPP. The reanalysis produced acceptable RPD results for these primary analytes.

RPD results for the seconday analytes antimony, nickel, and admium were observed outside the
control limit for a number of sample batches. No corrective action was taken for seconday analytes that
exceeadthe RPD control limit.

Postdigestion La boratory Duplicate Samples

All primary analyte postdigestion laboratory duplicate RPD results were less than the 10 percent
control limit for analyte conaentrations greater than 10 times the LRL.

The RPDs for seconday analytes antimony and iron were observed above the 10 percent control limit
in two sample batches. No corrective action was taken for seconday target analytes that exceeded the
RPD control limit.

Perform ance Evaluation Samples

PE samples were purchased from Environmental Resaurce Assaiates (ERA). The PE samples ae
Priority PollutnT ™/Contract Laboratory Program (CLP) QC standards for inorganics in soil.  This type of
sample is used by the EPA to verify accuracy and leboratory performance. Trace metal values are certified
by interlaboratory round robin analyses. ERA lists performance acceptance limits (PAL) for each analyte
that represent a 95 percent confidence interval (Cl) around the certified vdue. PALS are generated by peer
laboratories in ERA’s InterLaB™ programusing the same samples that the reference laboratory aralyzed
and the same analytical methods The reported vaue for each analyte in the PE sample must fall wit hin the
PAL range for the accuracy to beacceptable. Four PE samples were subnitted “double blind” (the
reference laboratory was not notified that the samples were QC samples or of the certified vadues for each
eement) to the reference laboratory for analysis by EPA SW-846 Mdéhods3050A/6010A Reference
laboratory results for al target analytes are discussed later in this section.

Four certified reference materials (CRM) purchased from Resource Technology @rporation (RTC)
also were used asPE samples to verify the accuracy ard performance of the reference laboratory. These
four CRMs were actual samples from contaminated sites. They condsted of two sils, onedudge and one
ash CRM. Metal values in the CRMs are certified by round robin analyses of at least 20 laboratories
according to the requiremerts spedfied by the BPA Cooperative Research and Developmert Agreenert.
The certified reference values were determined by EPA SW-846 Mehods3050A6010A RTC provides a
95 percent PAL around each reference value in which measurements shoud fall 19 of 20 times. The
reported value from the reference laboratory for each amalyte must fall within this PAL for the accuragy to
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be considered acceptable. As with the four PE samples, the four CRMs were subnitted “double blind” to
the reference laboratory for analysis by EPA SW-846 Méhods3050A6010A The reference laboratory
results for the target analytesare dscussed later in the Accuracy subsedion.

Standard Reference Material Samples

As staed in the demonstration plan (PRC 1995) PE sanples dsoconsisted of SRMs. The SRMs
congsted of solid matrices such as soil, ash, and dudge Certified analyte concentrations for SRMs are
determined on a analyte by analyte basis by multiple analytical methodsincluding but not limited to ICP-
AES, flame atomic absorption ectroscopy, |CP-mass spectrometry, XRF, insrumental neutron activation
analysis, hydiide generation aomic absorption gectroscopy, and polarography. These certified vaues
represent total analyte concentrations and cmplete extraction. This is different from the PE samples,

CRM samples, and the reference methods which use acid extraction tat alows quantitation of only ecid
extractable analyte @mncertrations.

The reference laboratory analyzed 14 SRMs supplied by the Nationd I nstitute of Standards and
Technology (NIST), U.S. Geological Survey (USGS), Nationd Research Council Canada, South African
Bureau of Standards, and GCommission of the European Communities. The percentage of analyses of
SRMs that were within the QAPP-defined control limits d 80 -120 pecent recovery was clculated for
each primary and sconday analyte.

Analyses of SRMs were not intended to assess tle accuracy of EPA SW-846 Mehods3050A6010A
as werethe ERA PE or RTC CRM samples. Comparison of EPA SW-846 Mehods3050A6010Aacid
leach daato SRM daa cannot be used to establish method vdidity (Kane and ohas 1993) Thisis
because SRM values are acquired by analyzing the samples by methodsother than the ICP-AES method.
In addition, these othe methodsuse sample preparation techniques different from those for EPA SW-846
Methods3050A6010A Thisis one reason no PALs are publshed with the SRM certified values.
Therefore, the SRMs were not considered an absolute test of the reference laboratory’ s accuracy for EPA
SW-846 Mehods3050A6010A

The SRM sample results were not used to assess method acuracy or to validate the reference methods
This was due 1 the fact that the reported analyte ancertrations for SRMs repre<ert total analyte
concentrations. The reference methodsare not an analysis of total metals; rather they target the leachable
concentrations of metals. This is congstent with the NIST guidance againg using SRMs to assess
performance on leaching based analytical methods(Kane and ohea's 1993)

Data Review, Validation, and Re porti ng

Demondration daa were internally reviewed and vdidated by the reference laboratory. Validation
involved the identification and qualification of daa affected by QC procedures or samples that did notmeet
the QC requirenerts of the QAPP. Validated sample results were reported using both hard copy and
eectronic disk ddiverable formats. QC summary reports were supplied with the hard copy results. This
qualified daa was identified and diccussed in the QC summary reports provided by the reference
laboratory.

Demondration daa reported by the reference laboratory contained three types of data qualifiers: C, Q,
and M. Type C qudlifiers included the following:

U - the analyte was analyzed for but not detected.
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» B - thereparted value was dtained from areading that was less ttan the LRL but geater than
or equd tothe IDL.

Type Q qualif iers included the following:
* N - spiked sample recovey was notwithin control limits.
» * - duplicate analysis was not within contral limits.
Type M qualif iers include the following:
» P - analysis performed by ICP-AES (Method 6010)

Quality Assessm ent of R eference Labor atory Data

An assesnent of the reference laboratory data was performed using the PARCC arameters disaussel
in Section 2. PARCC arameters are used as indicators of data quality and were evaluated using the
review of reference laboratory data discussed above The following sections discuss the daa quality for
each PARCC mrameter. This quality assesnent was based on raw reference data and the raw PE sanple
data.

The quality assessment was limited to an evaluation of the primary analytes. Seconday and ohe
analytesreported by the reference laboratory were not requiredto meetthe QC requiremerts spedfied in
the QAPP. Discussion of the seconday analytes is presented in the precision, accuracy, and comparability
sections for informationa purposes only.

Precision

Precision for the reference laboratory data was assessed through an evaluation of the RPD produced
from the analysis of predigestion laboratory duplicate samples and postdigestion laboratory duplicate
samples. Predigestion laboratory duplicate samples provide an indication of the method precision, while
postdigestion laboratory duplicate samples provide an indication of instrument performance. Fgure 3-1
provides a graphical summary of the reference method precision daa.

The predigestion dplicate RPDs for the primary and sconday analytes fell wit hin the 20 percent
control limit, specified in the QAPP, for 17 ou of 23 batches of demondration samples. The Sx results
that exceeded the contral limit involved only 11 of the 230 sanples evaluated for predigestion duplicate
predsion (Figure 3-1). This equates to 95 percert of the predgedion duplicate data meeing the QAPP
control limits. Six of the analytes exceeding control limits had RPDs less than 30 percent. Three of the
analytes exceeding control limits had RPDs between 30 and 40 percent. Two of the analytes exceeding
control limits had RPDs greater than 60 percent. These daa points are not shown in Fgure 3-1. Those
instances where the control limits were exceeded are possibly due to nonhonogenéty of the sample or
simply to chance, as woud be expected with a hommal distribution of precision analyses.

The postdigestion duplicate RPDs for the primary and seconday analytes fel wit hin the 10 percent
control limit, specified in the QAPP, for 21 out of 23 batches of demondration samples. The two results
that exceeded the contral limit involved only 3of the 230 sanples evaluated for postdgestion duplicate
precision in the 23 sanple baches (Figure 3-1). This equates t099 pecent of the postdgestion duplicate
data meeing the QAPP control limits. The RPDs for the three esults that exceeded the control limit
ranged from 11 to14 pecent.
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Figure 3-1. Pre- and Postdigestion Duplicate Samples: The top graph illustrates the
reference laboratory’s performance on analyzing predigestion duplicate samples. Twenty
percent RPD represents the predigestion duplicate control limits defined in the demonstration
QAPP. Two points were deleted from this top graph: barium at 65 percent RPD and copper at
138 percent RPD. The bottom graph illustrates the reference laboratory’s performance on

analyzing postdigestion duplicate samples. Ten percent RPD represents the postdigestion
duplicate control limits defined in the demonstration QAPP.

Accuracy

Accuracy for the reference laboratory data was asessed through evaluations of the PE samples
(induding the CRMs), LCSs, method Hank sample results, and pre- and postdigestion metrix spike
samples. PE samples were used to assess the absolute accuracy of the reference laboratory method & a
whole while LCSs, method Hanks and pre- and postdigestion metrix spike samples were used to assess
the accuracy of each batch of demondration samples.

A total of eight PE and CRM samples was analyzed by the reference laboratory. These included four
ERA PE samples and four RTC CRM sanples. One of the ERA PE samples was subnitted to the
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reference laboratory in duplicate, thereby producing nineresults to validate accuracy. The accuracy data
for al primary and ssconday analytes are presented in Table 3-3 and digplayed in Figure 3-2. Accuracy
was assessed ove a wide-concentration rangefor all 10 analytes with concentrations for most analytes
spanning oneor more orders of magnitude

Reference laboratory results for al target analytes in the ERA PE samples fel within the PALs. Inthe
case of the RTC CRM PE samples, reference laboratory results for copper in one CRM ard zinc in two
CRMs fell outside the published acceptance limits. One of the two ou-of-rangezinc results was only
slightly above the uppe acceptance limit (811 \ersus 774 rg/kg). The other out-of-range zinc result and
the out-of-range copper result were about three times highe than the certified vadue and ocurred in the
same CRM. These two high results skewed the mean percent recovery for copper and anc shown in Table
3-3. Fgure 3-2 slows that the remaining percent recoveries for coppea and zinc were al near 100 pecent.

Table 3-3 showsthat atotal of 83 results was obtained for the 10 target analytes. Eighty of the 83
results or 96.4 percent fell wit hin the PALs. Only 3 out of 83 times did the reference method results fall
outside PALs. This occurred one for copper and wice for zinc. Based on his high percentage of
acceptable results for the ERA and CRM PE samples, the accuracy of the reference methodswas
considered acceptable.

Table 3-3. Reference Laboratory Accuracy Data for Target Analytes

Mean Range of SD of

Percent Within Percent Percent Percent Concentration

Analyte n | Acceptance Range | Recovery Recovery Recovery Range (mg/kg)
Antimony 6 100 104 83-125 15 50 - 4,955
Arsenic 8 100 106 90 - 160 22 25 - 397
Barium 9 100 105 83 - 139 21 19 - 586
Cadmium 9 100 84 63 - 93 10 1.2 -432
Chromium 9 100 91 77 - 101 8 11-187
Copper 9 89 123 90 - 332 79 144 - 4,792
Iron 7 100 98 79 -113 12 6,481 - 28,664
Lead 8 87.5 86 35-108 22 52 - 5,194
Nickel 9 100 95 79 - 107 10 13- 13,279
Zinc 9 78 120 79 - 309 72 76 - 3,021
Notes: n Number of samples with detectable analyte concentrations.

SD Standard deviation.
mg/kg Milligrams per kilogram.

LCS pecent recoveries for al the primary analytes were acceptable in 21 d the 23 sanple batches.
Lead recoveay was unacceptable in onesample batch and lead results for each sample in that batch were
rejected.

Copper recovery was unacceptable in arother sample batch, arnd copper results for each sample in this

batch dso were rgected. Percent recoveries of the remaining primary analytes in each of these two batches
were acceptable. Inall, 136 d 138 LCS results a 985 pecent fdl within the control limits.
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Method Hank samples for dl 23 batches of damnondration samples provided results of less than 2 times
the LRL for al primary analytes. This method Hank contral limit was a deviation from the QAPP, which
had originally set the control limit at no rget analytes at concentrations greater than the LRL. This
control limit was widenad a the request of the reference laboratory. A number of batches were providing
method Hank results for target analytes at concentrations greater than the LRL, but less than 2 times the
LRL. This ateration was allowed because even at 2 times the LRL, positive results for the method Bank
samples were dill significantly lower than the MDL s for each of the FPXRF analyzers. The results from
the method Hank samples did notaffect the accuracy of the reference data as it was to be used in the
demondration datistical evaluation of FPXRF analyzers.

The percent recovery for the predigestion matrix spke samples fell outside of the 80 -120 pecent
control limit specified in the QAPP in saveral of the 23 batches of demondration samples. The
predigestion metrix spike sample results indicate that the accuracy of specific target analytes in samples
from the dfected batches may be susped. These results were qualified by the reference laboratory. These
data were not excluded from use for the demondration gatistical comparison. A discussion of the use of
this qualified daa is incdluded in the “ Use of Qualified Data for Statistical Analysis” subsection.

The RPD for the postdgestion matrix spke sanples fal within the 80 - 120 pecent control limit
specified in the QAPP for al 23 batches of damnongration samples.

The QA review of the reference laboratory daa indicated that the absolute accuracy of the method wa
acceptable. Based on pofessiond judgament, it was deermined that the small percentage of ottliers did
not justify rgection of any demondration sample results from the reference laboratory. The accuracy
assessment aso indicated that most of the batch summary data were acceptable. Two batches were
affected by LCS outliers, and some daa were qualified due to predigestion natrix spike recovery oltliers.
This data was reected or qualified. Reected data was not used. Qualified daa were used as discussed
bdow.

Representativeness

Representativeness of the analytical daa was evaluated through laboratory audits performed duing the
course of sample analysis and by QC sample analyses, including method Bank samples, laboratory
duplicate samples, and CRM and FE samples. These QC samples were deermined to provide acceptable
results. Fromthese evaluations it was deermined that representativeness of the reference data was
acceptable.

Completeness

Results were obtained for al sdl sanples extracted and analyzed by EPA SW-846 Mdhods
3050A6010A Some results were rgjected or qualified. Rejected results were deemed incomplete.
Quialified results were usable for certain purposes and were deemed as complete.

To calculate completeness, the number of nonmgjected results was deermined. This number was
divided by the total number of results expected, and then multiplied by 100 toexpress @mpleteness & a
percentage. A total of 385 sanples was subnitted for analysis. Six primary analytes were reported,
resulting in an expected 2,310 results. Forty of these were rgected, resulting in 2,270 omplete resulks.
Reference laboratory completeness was determinedto be 98.3 percert, which exceededthe dojective for
this damondration of 95 percent. The reference laboratory’s completeness was, therefore, consdered
acceptable.
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Figur e 3-2. Reference Method P E and CRM Results: These graphs illustrate the relationship between
the reference data and the true values for the PE or CRM samples. The gray bars represent the percent
recovery for the reference data. Each set of three bars (black, white, and gray) represents a single PE or
CRM sample. Based on this high percentage of acceptable results for the ERA and CRM PE samples,
the accuracy of the reference laboratory method was considered acceptable.
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Figur e 3-2 (Continue d). Reference Method P E and CRM Results: These graphs illustrate the
relationship between the reference data and the true values for the PE or CRM samples. The gray bars
represent the percent recovery for the reference data. Each set of three bars (black, white, and gray)
represents a single PE or CRM sample. Based on this high percentage of acceptable results for the ERA
and CRM PE samples, the accuracy of the reference laboratory method was considered acceptable.
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Comparability

Comparability of the reference data was controlled by following laboratory SOPs written for the
performance of sample analysis using EPA SW-846 Md&hods3050A6010A QC criteria defined in the
SW-846 methodsand the demongration plan (PRC 1995)were followed to ensure that reference data
would provide comparable results toany labaratory reporting results for the same sanples.

Reference results indicated that EPA SW-846 Méhods3050A/6010A did not provide comparable
results for same analytes in the SRM samples. SRM performance data for target analytes is summarized in
Table 3-4 and diglayed in Fgure 3-3. As with the PEs, the analyte conaentrations spanned up to 3 orde's
of magnitude in the SRMs. The peacentage of acceptable (80 - 120 pecent recovery) SRM results and
mean percent recovery was less than 50 percent for the analytes antimony, barium, chromium, iron, and
nickel. The low recoveriesfor these five analytesrefled the lesser tendency for themto be acid-extracted
(Kane and others 1993)

Under contract to the EPA, multiple laboratories analyzed NIST SRMs 2709,2710,and 2711 byEPA
SW-846 Mahods3050A6010A A range, median value, and pecent leach recovery based on the median
value for each detectable elerrent were then published as an addendum to the SRM certificates These
median values are not certified but provide a basdine for comparison to othe laboratories analyzing these
SRMs by EPA SW-846 Mdhods3050A6010A Table 3-5 presents the publshed pecent leach recovery
for the 10 primary and sconday analytes and the reference laboratory’s results for these three NIST
SRMs. Table 3-5 showsthat the results produced by the reference laboratory were congstent with the
published results indicating good omparability to other laboratories using the same analytical methodson
the same samples.

Table 3-4. SRM Performance Data for Target Analytes

Percent Within Mean Range of SD of
Acceptance Percent Percent Percent Concentration

Analyte Range Recovery Recovery Recovery Range (mg/kg)
Antimony 5 0 22 15-37 9 3.8-171
Arsenic 11 72 84 67 - 106 10 18 - 626
Barium 8 12 41 21 -89 21 414 - 1,300
Cadmium 10 50 80 43 - 95 15 24-72
Chromium 10 0 45 14 - 67 16 36 - 509
Copper 17 88 82 33-94 17 35 - 2,950
Iron 7 14 62 23-84 25 28,900 - 94,000
Lead 17 82 83 37-99 17 19 - 5,532
Nickel 16 19 67 25-91 17 14 - 299
Zinc 16 75 81 32-93 14 81 - 6,952
Notes: n Number of SRM samples with detectable analyte concentrations.

SD Standard deviation.
mg/kg Milligrams per kilogram.
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Table 3-5. Leach Percent Recoveries for Select NIST SRMs

NIST SRM 2709 NIST SRM 2710 NIST SRM 2711

Reference Reference Reference

Published Labor atory Published Labor atory Published Labor atory
Analyte Resul t* Result Resul t* Result Resul t* Result
Antimony - - 21 - - 20
Arsenic - 106 94 87 86 91
Barium 41 37 51 45 28 25
Cadmium - - 92 84 96 87
Chromium 61 - 49 - 43 49
Copper 92 85 92 92 88 90
Iron 86 84 80 78 76 66
Lead 69 87 92 96 95 90
Nickel 89 76 71 69 78 70
Zinc 94 78 85 88 89 85
Notes: * Published results found in an addendum to SRM certificates for NIST SRMs 2709, 2710, and

2711.

NIST National Institute of Standards and Technology.
SRM Standard reference materials.
— Analyte not present above the method LRL.

The inability of EPA SW-846 Mahods3050A/6010Ato achieve the predetermined 80 -120 pecent
recovey requirement indicated that the methodsused to deermine the certified vaues for the SRM samples
were not comparable to EPA SW-846 Mahods3050A6010A Differences in the sample extraction
methodsand the use of different analytical instruments and techniques for each method wee the major
factors of this nonomparability. Because of these differences, it was not surprising tat the mean percent
recovery was less ttan 100 pecent for the target analytes. The lack of comparability of EPA SW-846
Methods3050A6010Ato the tatal metals content in the SRMs dd not affect the quality of the data
generated by the reference laboratory.

The assessment of comparability for the reference daa revealed that it shoud be comparable to other
laboratories performing analysis of the same samples using the same extraction and analytical methods but
it may not be comparable to laboratories performing analysis of the same samples using different extraction
and analytical methodsor by methodsprodicing total analyte concentration daa.

Use of Qualified Data for Statistical A nalysis

As noted above the reference laboratory results were reported and vdidated, qualif ied, or regjected by
approved QC procedures. Data were qualified for predigestion natrix spike recovery and pre- and
postdigestion laboratory duplicate RPD contral limit outliers. Noneof the problems were conddered
sufficiently serious to precludethe use of coded dda. Appropriate corrective action identified in the
demonstration plan (PRC 1995)was instituted. The result of the corrective action indicated that the poor
percent recovery and RPD results were due to matrix effects. Since diminating the matrix effects would
reguire additiond analysis using adifferent deermination method gich as atomic absorption gpectrometry,
or the method of standard addition, the matrix effects were noted and were not corrected.
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PARCC mmrameters for the reference laboratory data were determined to be acceptable. It was
expected that any laboratory peforming analysis of these samples usig EPA SW-846 Mdhods
3050A'6010Awould experience comparable matrix effects. A primary objective of this demonstration was
to compare sample results from the FPXRF analyzers toEPA SW-846 Méhods3050A6010A the most
widdly used approved methodsfor deermining metal concentrations in soil samples. The comparison of
FPXRF and the reference methodshad to take into account certain limitations of both methods including
matrix effects. For these reasons qualified reference data were used for datistical analysis.

The QC review and QA audit of the reference data indicated more than 98 percent of the data ether
met the demongration QAPP objectives or was QC codal for reasonsnot limiting its use in the daa
evaluation. Less than 2 percent of the data were rgiected based on QAPP criteria. Rejected data were not
used for datistical analysis. The reference data were conddered as good & or better than othe laboratory
analyses of samples performed using the same extraction and analytical methods The reference data met
the definitive data quality criteria and was d sufficient quality to suppat regulatory activities. The
reference data were found to beacceptable for comparative puiposes with the FPXRF data.
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Figur e 3-3. Reference Method SRM Results: These graphs illustrate the relationship between the
reference data and the true values for the SRM samples. The gray bars represent the percent
recovery for the reference data. Each set of three bars (black, white, and gray) represents a single
SRM sample.
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Section 4
XL Spectrum Analyzer

This section provides information on te Niton's XL Spectrum Analyzer including the theory of
FPXRF, operationd characteristics, performance factors, a daa quality assessment, and acomparison of
results with those of the reference laboratory.

Theory of FP XRF Analysis

FPXRF analyzers operate m the grinciple d erergy dispersive XRF spedrometry. Thisis a
nondestructive qualitative and quantitative analytical technique that can be used to deermine the metals
compostion in atest sample. By exposing asample to an X-ray source having an excitation energy dose
to, but greaer than, the inding erergy of the inner shell eledrons of the target elenert, eledrons are
displaced. The dectron vacandes that result are filled by dectronscascading in from an outer shell.
Electronsin these outer shells have highe potential energy than inne shell electrons and 1o fill the
vacandes, the outer shell electronsgive off energy as they cascade into inne shell (Figure 4-1). This
release of energy results in an emission of X-rays that is characteristic of each dement. This emission of
X-rays is termed XRF.

Because each dement has a unique dectron sl configuration, each will emit unique X-rays at fixed
wavelengths called "characteristic” X-rays. The energy of the X-ray is measured in dectron volts (eV). By
measuring the peak energies of X-rays emitted by a sample, it is possible to identify and quantify the
edemental compostion of asample. A qualitative analysis of the sample can be made by identifying the
characteristic X-rays produced by the sample. The intendty of each characteristic X-ray is proportiond to
the concertration of the source and can be usedto quantitate each elenert.

Three dectron dels are genegally involved in the emission of characteristic X-rays during FPXRF
analysis: theK, L, and M shells. A typical emission pettern, aso called an emission gectrum, for a given
eement has multiple peaks generated from the emission X-rays by the K, L, or M shell electrons The most
commonly measured X-ray emissionsare fromthe K and L shells; only dements with an atomic number of
58 (cerium) or greater have measurable M shell emissions

Each characteristic X-ray peak or line is ddfined with the letter K, L, or M, which dgnifies which shell
had the original vacancy and by a subscript apha (c:) or beta (13), which indicates the next outermog shell
fromwhich dectronsfdl to fill the vacancy and produce the X-ray. For example, aK-line is produced by
avacancy in the K shell filled by an L shell electron, whereas a Kg-line is produced by a vacancy in the K
shdl filled by an M shell electron. The K,, transition is beween 7 and 10 times nore probable than the K,
transition. The K,-line is approximately 10 times more intense than the K-line for a given dement, making
the K,-line analysis the preferred choice for quantitation purposes.
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For a given dement, the X-rays emitted from L transitionsare always less energeic than those emitted
from K transitions. Unlike the K-lines the L-lines(L, and Lg) for anaralyte aredf nearly equal intensity.
The choice of which oneto use for analysis dgpendson the presence of interfering lines from other analytes.

Excitation X-ray fromthe
FPXRF Source

K Shell Eectrons

~ RN
~~
“~
An excited electron is displaced, creating an ™
electron vacancy. N
\ Nucleus
An outer electron shell electron cascades to the inner electron shell to
fill the vacancy. As this electron cascades, it releases energy in the
form of an X-ray.
L Shell Electrons
e
7 A

Characteristic X-ray

Figure 4-1. Principle of Source Excited X-ray Fluorescence: This figure illustrates the dynamics
of source excited X-ray fluorescence.

An X-ray source can excite characteristic X-rays from an analyte only if its energy is greater than the
eectron hinding energies of the target analyte. The dectron kinding aergy, aso known & the absorption
edgeenergy, represents the amount of energy an dectron has to absorb before it is displaced. The
absorption edgeenergy is somewha greater than the corresponding lineenergy. Actually, the K-absorption
edye erergy is approximately the im of the K-, L-, and M-line erergiesof the particular elerent, and the
L- absorption elgeenergy is approximately the sum of the L- and M-line energies. FPXRF analytical
methodsare more sendtive to analytes with absorption elgeenergies close to, but less than, the excitation
erergy of the source. For example, whenusing a Cd™®® source, which has an excitation energy of 22.1 kilo
eectron volts (keV), an FPXRF analyzer woud be more senstive to zirconium, which has a K-line
absorption edgeenergy of 15.7 keV, than to chromium, which has a K-line absorption edgeenergy of 5.41
kev.

Background

Niton was given two grants by the EPA through the Small Business Innovaive Research Program to
develop a lead deector that woud be inexpensve, portable, safe, and easy to use. Niton esaluated a
number of radioactive sources and dhose to use Cd'® in the XL Spectrum Analyzer. It found the
advantages of the Cd'%° source ove others such as Co®’ to be lower cost, longe hdf life, less background
interference, and greater safety. Niton developed the XL Spectrum Analyzer to be a hand-hdd, in situ,
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lead-in-paint instrument. However, it has recently modified the instrument to allow it to be used to
deermine lead and ohea metals in il in both thein situ and intrusive mode

The XL Spedrum Analyzer useserergy dispersive XRF spedrometry to determine the eknertal
compostion of soils and ohe solid waste materials. The XL Spectrum Anayzer can identify and quantify
the concentrations of the dements molybdenum, zirconium, stronium, rubidium, arsenic, zinc, copper,
lead, nicke, iron, and chromium. The developer expected iron interference to result in quantitation
difficulties for nickd and ciromium. Niton is currently consdering the development of an iron filter that
will block out the iron fluorescence to oltain more accurate readings for nicke and cromium. Because the
instrument uses a Cd*® source, it cannotanalyze for dements such as barium, tin, antimony, silver, and
cadmium. The XL Spectrum Analyzer uses a slicon gn-diodedeector that achieves a manganese K-, X-
ray resdution of 800 &/ (0.80 keV) while operating near ambient temperature. The detector is thermo-
eectrically cooled using aPditier effect accessory.

For in situ analyses, Niton ha developed ametal skid that acts as a protector for the XL Spectrum
Analyzer and dlows the source-detector window o come into direct contact with the soil surface. For
intrusive analyses, a different metal skid is used to hold e XRF sample cup in position duing analysis. In
either mode the sample is positionead in front of the source-detector window and sample measurement is
initiated by depressing aplunge on the backside of the instrument.  This exposes the sample to primary
radiation from the Cd"*° source. Fuorescent and back-scattered radiation reenters the analyzer through the
source-detector windowand is counted by the silicon gn-diodedeector.

During this demondration, the XL Spectrum Analyzer was operated using ahand-hdd computer
attached to the RS-232 pat of the instrument. The compute usel a data acquisition and reduction
program developed by Niton o record and report multiple dement concentrations. The “ SOILAIR”
programauomatically calibrated the XL Spectrum Analyzer atthe start of anaralysis. This armalyzer uses
the Compton ratio method b gquantitate metals congentrations in samples.

The Compton nomalization method for calibration and quantitation isbased on he analysis of a
single certified gandard and nomalization to the Compton peak. The Compton peak is produced from
incoherent back-scattering of X-ray radiation for the excitation surce and is present in the spectrum of
every sample. The Compton peak intensty changes with differing matrices. Generally, matrices
doninated by lighter dements produce a larger Compton peak, and those dominated by heavier dements
produce a smaller Compton peak. Normalizing to the Compton peak can reduce problems with varying
matrix effects among amples. Compton nomalization is similar to the use of internal standards in organic
aralysis.

The certified gandard used for this type of calibration and quantitation wsually is a NIST SRM, such
as 2710 @ 2711. The SRM must bein a matrix similar to the test sanples and must contain the analytes
of interest at conaentrations near those expected in the test samples. First, aresponge factor is deermined
for each analyte. This factor is calculated by dividing the ne peak intendty by the analyte conaentration.
The nd peak intensty is a gross intengty corrected for basdline interference. The concentrations of
analytes in samples are then daermined by multiplying the basdline corrected analyte signd intensty by the
nommalization factor and by the response factor. The nomalization factor is the quotient of the basdline
corrected Compton K, peak intengty of the SRM divided by that of the samples. These calculations are
doneby the instrument software.
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Operation al Characteristics

This section discusses equipment and accessories, operation of the analyzer in the field, background of
the operator, training requirements, reiability of the analyzer, health and safety concerns, and
representative operation costs.
Equipment and Ac cessories

The XL Spedrum Analyzer comes with al of the accessoriesnecessary for in situ and intrusive
operation (Table 4-1). A waterproof, unbreakable, plastic carrying case is provided for transportation and

staage.

Table 4-1. Analyzer Instrument Specifications

Characteristic Specification

Resolution 800 eV (Manganese-K,)

Source 10 millicuries Cd*®®

Detector Silicon pin-diode—Peltier cooled

Analyzer Size 4.76 cm x 7.62 cm x 20.95 cm

Analyzer Weight (including batteries) 1.13 kilograms

Probe Operating Temperature 5t041°C

Analyzer’s Storage Capacity 500 sets of numerical results and 500 spectra

Power Source 120V AC or Internal Batteries

Operational Checks 2 NIST SRMs, silicon dioxide and Teflon® blanks,
pure element check sample kit

Intrusive Operation Sample and analyzer mount

Computer Interface Operation RS 232 serial input/output cable, operators
manual, application and results software, and
training video

Contact: Stephen Shefsky
Niton Corporation
74 Loomis Street
PO Box 368
Bedford, MA 01730
(617) 275-9275
(617) 275-2397 (FAX)

The XL Spedrum Analyzer uses Cd'* as a sample excitation ource. This source has an initial
strength of 10 millic uries (mCi). The source exposes the sample to excitation radiation through al by 2
cm window on he backside of the instrument. The X-ray-induced fluorescence from the sample passes
back through the windowand isintercepted by the slicon pin-diodeddector. The detector measures the
energy of each X-ray and builds aspetrum of dement peaks an a 1,024 multichannel analyzer (MCA),
with up t0100 dannes visible on the analyzer’s liquid crystal display. A spetrum contains the pesk lines
for al the source-detedtable netals presert in the smple.
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The XL Spedrum Analyzer displays a spedrum with each sample measuredfor visual idertification of
the eknents presert in the ssmple. Three luttons on the face of the instrument allow the qoerator to view
the full spedrum after each reading or scroll back to previous readings. The XL Spedrum Analyzer
contains an audible time signd that begps at 5 and 2 secondsto assist the operator when timing
measurements. The instrument has the capacity to stae 500 eadings (including spe&tra). The instrument
contains an RS-232 pat for downloading the data to a compute. The instrument identifies the date, time,
temperature, humidity, test number, and spedra for each measuremnren recorded

The developer provided two bettery packs and abattery charger with the instrument. The battery
packs congsted of eight wrapped nidkel metal hydride batteries. Each battery pack was capable of lasting
8 hous. Two beattery packs were provided 0 that onepack could dways be charging. The battery charger
came with accessaies sothat it could recharge from a 110volt dectrical outlet or from a car cigarette
lighter. A full battery recharge could be accomplished in 3 hous.

Along with the plastic carrying case, the XL Spectrum Analyzer also came with a lightweight canvas
waist pack to assist when carrying the instrument in the fidld. Both the waist pack and the plastic carrying
case contained aprotective lead plate to shield the operator from the radioactive source shoud it be
damaged or leaking.

Two metal soil testing mounts or skids were provided as separate components to operate the XL
Spectrum Analyzer when condicting soil analysis. One skid was designed for in situ sampling and
functioned as a barrier between the instrument and il.  This skid contained a1l cm by 2 cm opening that
allowed the Cd*® source X-rays to penetrate the sample media. A Mylar™ film (0.25 micrometers) was
placed ove this opening to prevent soil particles from touching the instrument shutter. The second netal
skid was used for intrusive sampling and was desighed to hold an XRF sample cup againg the instrument
during wse.

Operation of the Analyzer

To obtain numerical results for elenerts other than lead, the analyzer required an external data
processor. A hand-hdd computer was provided for ease of portability in the fidld duringin situ sample
analysis. A laptop computer was provided to serve the same purpose while operating in the intrusive mode
A compute interface kit was included with the pdm-top compute to alow data transfer from the pdm-top
to the laptop computer. Once the data was transferred to the laptop, it could then be saved on dik for
permarent sorage.

Both of the computers used during the demondration contained adaa acquisition and reduction
software program “SOILAIR.” This program enabled the computer to read the raw data and clculate
concentrationsin parts per million for each metal that was detected. Both computers contained aprogram
to print the data collected. The computers also contained aprogram named “XL” that alowed the XL
Spectrum Analyzer to perform a quick daa transfer to anothe computer whe'e the data could be saved on
a computer disk for later use. The operator could then zero the instrument memory and begin newv readings
without losing any data. The instrument came with a compute cable (RS-232)to connest the instrument to
a laptop compute.

The ingtrument requires a 15-minute warmup prior to operation. The unit was initially calibrated by

the developer; this calibration nust be monitored through the analysis of check samples. The developer
recommends the analysis of calibration check sanples, sud as NIST 2710. The devdope’s cibration
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also accounts for temperature and ohe environmental conditions such as humidity. Due to the cooling
efficiercy of detector assembly, instrument temperaturesexceedng 80 °F could reduce the deector's
resolution. During dada acquisition, the developer recommended that no measurement less than 3 times
greater than its associated sandard deviation be consdered a useable result.

The operator for this demondration had no pior experience operating an FPXRF instrument and found
the XL Spectrum Analyzer easy to operate. The operator fdlt the instrument was condive for fied use
because of its small size and light weght. She noted that since the instrument was automatically calibrated,
this diminated operator error in the calibration process and dlowed nmore time for sample analysis. Since
the XL Spectrum Analyzer is capable of holding 500 neasurements, which is more than can becollected in
oneday, it was not hecessary to interrupt dally activities to downloal daa. The operator noted that with
the proper training from Niton, it was easy to downloal daa from the instrument. The instrument does not
alow additiond readings to be taken if the battery is low, so no dda loss occurs due to a low battery.

The operator was required to knedl on the ground or place a brick on te instrument while conducting
in situ analyses to kegp the plunge depressed (which kept the shutter open) and o keegp the instrument
from moving while callecting areading. The operator recommended that Niton redesign the soil testing
mount so that it would kesp the plunge dgpressed and hold e instrument firmly in place while condcting
in situ aralyses.

Backg round of the Technol ogy Operator

The operator chosen for analyzing soil samples using the Niton XL Spectrum Analyzer has been an
employee of PRC for 6 years. She holdsa bachelor’'s degree in naural resource management and physcal
science and amaster’s degree in public administration with an emphasis in environmental policy. She has
performed il and waer sampling at hazardous waste sites for more than 5 years while employed a PRC.

Training

The operator received two sgparate phases of training on he XL Spectrum Anayzer. Because this
instrument requir es a specific license, the operator was required by Niton 1 attend aradiation safety course
prior to use of the instrument. This training wurse was taken 2 months prior to the fidd demondration o
that al the necessary paperwork could be completed and goproved to ohtain the specific license. This first
training murse also discussed the operation of the analyzer to deermine lead concentrationsin paint.

Prior to beginning he field demondration, the operator received approximately 4 hours of training
from Niton on he XL Spectrum Analyzer. A Niton representative observed fied use of the instrument
during the first 4 days of the demondration providing additiond instructions and suggestions.  The training
focused on te instrument components, calibration, and operation.

Reliability

During the 20 days of the demondration, the calibration nonitoring never exhibited dcharacteristics
indicative of accuracy drift requiring recalibration. This monitoring involvel adaly measurement of a
NIST SRM.
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During the demondration, two areas of conaern were noted by the operator. The first was the fact that
the XL Spectrum Analyzer was designed for indoor use and etra care was required to ensure unfavorable
weathe did notharm the ingrument. Because there was frequent light to modeate rain at onesite, the
operator expendead a condderable amount of time waterproofing the instrument by covering it with plastic
bags and wsing an umbrela in the field to provide additiond rain protection. Though waerproofing was
attempted, on oneoccasion waer did enter the instrument causing waer vapor to form on the source-
deector window ingdethe instrument. The window was replaced and measurements resumed. This
replacement took less than 10 minutes.

The second difficulty dealt with the portable hand-hdd computer. The computer cord that attached the
palm-top computer to the XL Spectrum Anayzer would often drag on te ground and was easily unhookel
when jarred. This caused data to be lost, and it required samples to be reanalyzed. Anothe problem with
the hand-hdd computer was a feature that caused it to automatically shut off after 60 secondsof idle time.
This feature caused a loss of data, on ocasion requiring sample reanalysis in the fied, because the
computer was off when the readings were being collected. The Niton representative explained that the
computer hookup was a temporary measure and that ultimately the software and wmputer would be
incorporated into the aralyzer.

Health and S afety

The paential for exposure to radiation from the excitation saurces is the largest health and sdety
congdderation while using an FPXRF instrument. Radiation was monitored with a radiation survey meter
using a pancake probe. Background radiation at the two sites was beéween 0.006 and 0.012 nillir ems per
hou (mrem/hr). Radiation exposure was monitored in thein situ and intrusive modewhile the shutters of
the instruments were opento obtain a worst-case scerario measurenert. The radiation was measured
within 5 cm of the shutter while the instrument was analyzing asample. Radiation exposure also was
monitored & a point on the ingrument where the operator’s hand was located during analysis. This
provided aredlistic value of potential operator exposure. For example, in the State of Kansas, the
permissble occupdional exposureis 5,000 nmrem/year, which equates toapproximately 2 to3 mremv/hr
assuming mngant exposure for an entire work year.

While taking in situ measurerrerts, the following radiation valueswere obtainedfor the XL Spedrum
Analyzer with the Gi'*° saurce exposed: 0.20 -0.30 nremvhr at the shutter, 0.07 t00.08 nremvhr at the
front of the instrument, 0.02 t00.03 mrem/hr at the side of the instrument, and 0.02 t00.03 nrem/hr on top
of the instrument where the gperator’s hand was placed While collecting intrusive nmeasurenerts with the
XL Spectrum Analyzer, the following radiation vaues were obtained with the Cd™® saurce exposed: 0.13
to 0.15 nrenvhr at the shutter, 0.03 t00.04 nrem/hr on top o the instrument where the operator’s hand
was placed, and background levels unde the wooden table whee the operator was taking measurements.
The source-detector window ispointing down duing intrusive measurement. All measured radiation vaues
were less than the permissible 2 to 3 mremvhr.  Although the radiation readings undeneath the wooden
table were at background levels, it is a safe practice notto it at the table with onés legs unde the
instrument while taking measurements. The operator noted that the safety features on the instrument made
it difficult to cause an accidental exposure while using the instrument.

Cost

At the time of the demondration, the XL Spectrum Analyzer with its sandard software package cost
$11990 topurchase. This includes all of the equipment necessay for operation of the instrument. An
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extra batery pack costs $300while awrist suppaot is $15. Shipping, handling, and insurance costs $80.
An extended 15-month warranty can be purchased for $1,200. Periodic maintenance includes replacement
of the Cd'® saurce every 2 years a acost d $2,200, which includes old saurce dispcsal, aleak test, and a
certificate of ownership. The Cd*® source replacement, and routine maintenance, is another available
option that costs $2600 every 2 years. The XL Spectrum Analyzer dsocan berented for $2200 pe
month.

The XL Spectrum Analyzer requires a specific radiation license for use. This requires attending a
special radiation safety course and mwmpleting dl the necessary paperwork to ohtain the specific radiation
license Theradiation s&ety and operator’s training coursecosts $350 pepeason, and travel expenses. A
speific licensefor the XL Spectrum Analyzer was required for this demonstration; it cost $500 tcobtain
the license for owneship and operation of a sealed radioactive source through the State of Kansas. Snce
the two demondration stes were in Washington and lowa, reciprocal agreements were required from both
staes to operate the instrument in those staes. These reciprocal agreements st $585 ér Washington and
$700 br lowa. Opeator costs wil vary depending on be technical knowledgeof the operator. Niton
claims the XL Spectrum Analyzer can be used by individuals with no nore than a high shool education
and aminimal amount of technical training, thereby decreasing the cost.

The primary cost bendfit of fidld analysis is the quick access to analytical daa. This alows the
process degpendant on the testing to move efficiently onto the next stage. Costs associated with fied
analysis are degpendent on the scope of the project. Since most of the mobiliz ation costs are fixed,
analyzing alarge number of samples lowers the per sample cost. This is akey advantage that fiedld analysis
has ove a conventiond laboratory. Furthermore, more samples are usually taken for field analysis snce
guestionsraised in the preliminary findingsmay be resolved completely without the need to return for
anothe sample collection event.

A represertative list of costs associated with the Niton XL is preserted in Table 42. Also includedin
this table is the measured throughput and the pa sample charge of the reference laboratory. Given the
special requirements of this demondration, it was not consdered fair to report a per sample cost for the
fidd analysis. However, some estimate can be derived from the data provided in this table.

Table 4-2. Instrument and Field Operation Costs

Item Amount

Niton XL Spectrum Analyzer $ 11,990 Purchase Price
2,200 Per Month Lease
Replacement Source 2,200 2 Year Lifetime
Warranty
Operator Training (Vendor Provided) 350 —

Radiation Safety License (State of Kansas) 500 —

Field Operation Costs

Supplies and Consumables (Sample cups, 300 - 500 (Varies, depending on

window film, sieves, standards) sample load)
Field Chemist (Labor Charge) 100 - 150 Per day
Per diem 80 - 120 Per day
Travel 200 - 500 Per traveler
Sample Throughput 20-25 Samples per hour
Cost of Reference Laboratory Analysis 150 Per sample
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Performance Factor s

The following paragraphs describe performance factors, including deection limits, sample throughput,
and dift.

Detection Li mits

MDLs, ushg SW-846 piotocals, were determined by collecting 10 replicate measurements m site-
speific sdl samples with metals concentrations 2 to5 times the expected MDLs. These data were
obtained during the precision evaluation. Based on hese findings a sandard deviation was calculated and
the MDL s were defined as 3 times the D for each target analyte. All the predsion-based MDL s were
calculated for soil samples that had been dried, ground, and daced in a sample cup, the highest degree of
sample preparation. The predsion-based MDL s for the XL Spedrum Analyzer are $rown in Table 4-3.

Table 4-3. Method D etection Lim its

Precision based | Field based MDL
Analyte MDL (mg/kg) (mg/kg)

Arsenic 120 320
Chromium 900 1,370
Copper 130 365
Lead 75 135
Zinc 115 240
Notes: ND Not determined. The sample’s nickel

concentrations were not reported as
positive values.

mg/kg Milligrams per kilogram.

Based on te demondration daa, most of these MDL s seem reasonable except chromium. Noneof the
reported chromium data bdow 1,000 ng/kg met the develope’s data acceptance criteria. The developer
recommendsthat no measurement less than 3 times its SD shoud be conddered as a quantifiable
conaentration.

Anothe method ofddgermining MDLs involved the direct comparison of the FPXRF daa and the
reference data. When these data sds ae plotted against each other, the resultant plots werelinear. This
method isdiscussed in greater ddail in the “Intermethod Assessment” later in this section. As the plotted
line approached zero for either method, there was a point at which the FPXRF data intersects at a reading
for a concentration of the reference data. Figure 4-2 illustrates this efect for arsenic. This point was
determined by observation and is somewha subjective; howerer, a sendtivity analysis showel that even a
25 percent error in identifying this point resulted in intersects only a10 percent changein the MDL
calculation. By deermining the mean values of this FPXRF data and subsequently two SDs around this
mean, it was possible © determine afield or performance-based MDL for the analyzer. The XL Spedrum
Analyzer field-based MDLs are $rown in Table 43. Thes field-based MDLs are geaer than the
precision-based MDLSs.
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During the comparability study, several matrix interferences were observed. These interferences had a
direct effect on MDL estimates. These interferences produced afield method déection limit of
approximately 1,400 ng/kg for arsenic, when lead concentrations were 10 times a greater than the
corresponding asenic concentrations. For samples whee the arsenic and lead ratios were closer to 1:1 or
arsenic was nore aburdant than lead, the fidld-based MDL was 320 ng/kg. Both of these MDLs are
greater than the 120 ng/kg MDL based on the precision data. A second inerference involved a copper and
zinc. Andyzer accuracy for zinc quantitation was greatly reduced in the presence of copper concentrations
in the tens of thousands of milligr ams per kilogram.
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Figure 4-2. Critical Zone for the Determination of a Field-based
Method D etection Lim it for Arsenic: Between 100 and 200 mg/kg
for the reference data the linear relationship between the two data
sets changes. This point of change identified the point at which
field-based MDLs for the analyzer were determined.

Throughput

The Niton XL Spedrum Analyzer used a Cd'%° source live count time of 60 seconds With the
additiond “ dead” time of the detector and the time required to labe each sample and gore daa in between
sample measurenerts, the ime requiredto analyze ae soil sample was between2 and 2.5 minutes. When
cdlecting in situ measurements in the field, the throughput was goproximately 20 sanples pe& hour. Ore
day at the ASARCO dite, it rained frequently, which caused the operator to take extra precautionsto
waterproof the instrument. On this day, the sample throughput was 11 samples per how. The throughput
for the intrusive measuremnrerts rose to 25 samples per hour. The nminimum number of samples analyzedin
a 10-hour day was 110 senples. This was for in situ measurenerts in the field at the ASARCO site when
the operator was dowed due to the frequent rains.  The maximum number of samples analyzed in a 10-hour
day was 250 senples for intrusive measurements & the RV Hopkins ste.

This throughput included an average of 20 QC samples, such as spikes, blanks and alibration deck,
that were analyzed daly. The sample analysis time did notinclude the time required for sample handling
and preparation or for data downloaling, printing, and doawmentation. Condderable time was spent
preparing thein situ honmogenized samples and the intrusive samples. Homogenization required
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approximately 5 ninutes pe sanple (in situ-prepared), 20 minutes per sample were required for No. 10
sieving (intrusive-prepared), and 10 minutes per sample were required for grinding and seving (intrusive-
prepared). Approximately 1 hou was spent daly downloading the data to a PC and oliaining ahard copy
of the daa.

Drift

Drift is a measurement of an analyzer’ s variability in quantitating aknown amount of a ssandard over
time. Drift was evaluated by reviewing results from the periodic analysis of the calibration dieck sample.
No developer claims were made concerning diift.

For the XL Spectrum Analyzer, drift was evaluated by reviewing results from the analysis of NIST
SRM 2710. This sample contained quantifiable levels of arsenic, coppe, lead, zinc, and iron. The
developer recommended that the operator run this SRM as a calibration dheck onetime per 20 samples
analyzed. NIST SRM 2710 was analyzed approximatey 100 times during the amost 1,300 neasurements
taken duing tis damondration. This data was reduced to RSDs for the target analytes and the percent
drift from the truevalue, or from 100 pecent recovery (Figure 4-3). This figure compiles the results from
thefirst analysis of NIST SRM 2710 wn each day that measurements were taken by the XL Spectrum
Analyzer. The RSD valuesfor dl analyteswere less than 8 percert. The nean percent recoveriesdepicted
in the figure were beween 82 and 137 pecent. The high percent recovery for iron and zinc indicated the
instrument was biased high for these analytes. Given the low RSD values and percent recoveries near 100
percent would indicate that for the other analytes found in NIST SRM 2710,the XL Spectrum Analyzer
showadl little drift during the demondration.
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Figure 4-3. Drift Summary: This figure shows the general bias of the analyzer’s results in measuring
NIST SRM 2710. Each bar represents a different day’s analysis of the same sample. The daily
fluctuations exhibited for each analyte is a direct representation of drift.

Intramethod Assessm ent

Intramethod assessment measures of the analyzer’s performance include results on ingrument blanks,
completeness of the data s, intramethod precision, and inramethod acuracy. The following paragraphs
disauss tlese characteristics.

51



Blanks

NIST SRM 2709 was usd as an instrument blank for the XL Spectrum Analyzer on the days whenin
situ field measurements were collected. This SRM contains conaentrations of the target analytes below the
MDLs for the XL Spectrum Analyzer. During the remainder of the demondration, a lithium carbonae
sample was used as an instrument blank. At the beginning ofthe demongration, the blanks were analyzed
at afrequency of oneper every 10 samples. After thefirst 2 days of the demongration, the frequency of
blank analysis was changed to oneper every 20 samples. This was doneat the developer’s request. The
blanks were used to monitor for contamination of the probe from sources such as residual soil left on te
window of the instrument. More than 100 bbnks were analyzed during the demonstration. Iron was the
only target analyte detected in any of the blanks. It was dways detected in NIST SRM 2709 beausethis
SRM had aknown iron conantration of 35,000 ng/kg. Noiron was cetected in the lithium carbonate
blanks The results of the blanks demongrated there was no roblem with cross-contamination from
sample to sample or with contamination on tie window of the instrument.

Completeness

For this damondration, completeness refers to the proportion of valid, acceptable data generated. A
total of 315 sdl sanples was analyzed four times four preparation stes) resuking in 1,260 sanple results.
The XL Spectrum Analyzer produced results for 1,258 d the 1,260 sanples for a completeness ¢ 998
percent, abovethe demondration target of 95 percent. The two missing results were for in situ
meagurements at the RV Hopkins site. In both cases, the operator aralyzed the sample ard a readng was
collected. However, due to operator ovesight, a hard copy of the reading was not printed and wuld notbe
retrieved from the computer. This high dgree of completeness damondrated the rdiability and ruggedness
of this instrument.

Precision

Predsion was expressed in terms of the percert RSD betweenreplicate measuremerts. The redsion
data for the target analytesdetectable by the XL Spedrum Analyzer are own in Table 44. The results
reflected in the 5 to 10 times the MDL rangereflects the instrument precision geneally referred to in
analytical methods such as SW-846.

Table 4-4. Precision Summary

Mean % RSD Values by Concentration Range

5-10 Times 500 - 1,000
Analyte MDL? (mg/kg) (mg/kg) >1,000 (mg/kg)
Arsenic 9.2 (8) 23.4 (20) 9.3 (8) 3.1(4)
Chromium ND ND 37.4 (8) 28.2 (4)
Copper 13.2 (4) 30.7 (28) 12.8 (8) 3.5 (12)
Lead 6.5 (4) 18.4 (20) 4.7 (4) 3.3 (20)
Zinc 11.2 (12) 18.1 (20) 11.5 (8) ND
Notes: * The MDLs referred to in this column are the precision-based MDLs shown in Table
4-3.
mg/kg Milligrams per kilogram.
ND No data.

() Number of samples, including all four preparation methods, each consisting of 10
replicate analyses.
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The XL Spectrum Analyzer performed 10 replicate measurements on 12 soil samples that had analyte
congentrations ranging from less than 50 mg/kg to tens of thousands of milligr ams per kilogram. Each of
the 12 soil samples underwert four different preparation steps described previously. Therefore, there wee
48 total predsion samples analyzed by the XL Spedrum Analyzer. The replicate nmeasurenerts were taken
using the source count times discussed in the previous section of this report. For each delectable analyte in
each precision sample, a mean conaentration, SD, and RSD were calculated.

In this damondration, the analyzer’s precision RSD for a given analyte had to be less than or equal to
20 pecent to beconsidered quantitative saeening level data and less ttan or equd to 10 pecent to be
conddered ddinitive level data. The analyzer’s precision daa, in the 5 to 10 times MDL range were
below the 10 percent RSD required for definitive level data quality classification for lead and asenic.
Copper and Znc had method precision RSDs greater than 10 percent, but less than 20 percent, placing the
results into the quantitative screening level quality category. Table 4-4 showsthat chromium precision was
greater than 20 percent, placing the chromium results in the qualit ative screening level data quality
classfication based on precision. The lower precision for chromiumwas expected becausechromiumis a
problematic analyte for FPXRF analysis, especially at 60 live-second @unt times. Since no recision dda
was reported for chromium in the 5 to 10 times MDL range no recommendation regarding adaa quality
levd for chromium could be made.

There was no olservable effect of sample preparation on precision. This was expected because the
method wsed to assess precision during this demondration was measuring analyzer precision, not total
method precision. There was a concentration efect on te precision daa, precision inareased with
increasing mneentration. Figure 4-4 showsan asymptotic relationship between concentration and
precision. In this figure, precision shows little improvement at concentrations greater than 500 ngykg;
however, a concentrations bdow 500 ng/kg, precision is highly concentration dependent. The precision
samples were purposdy chosen to span a large concentration rangeto test the effect of analyte
congentration on precision.

Accuracy

Accuracy refers to the degree ly which a measuredvalue for a sample agreeswith a reference a true
value for the same sample. Accuracy was asseasel for the XL Spectrum Analyzer by using site-specific
PE samples and SRMs. Accuracy was evaluated through acomparison of percent recoveries for each
primary and sconday target analyte reported by the XL Spectrum Anayzer. The XL Spectrum Anayzer
analyzed six site-specific PE sanples and 14 SRMs. The operator knew the samples were PE sanples a
SRMs, but did notknow the true concentration or the acceptance range These PE samples and RMs
were analyzed in the same way as al othe samples.

The ste-specific PE samples congsted of three samples from each of the two demondration Stes.
These sx PE samples were collected during the predemondration activities and sent to six independent
laboratories for aralysis by laboratory grade XRF aralyzers. The mean meadurement for each aralyte was
used as the true value concentration. The 14 SRMs incdluded 7 soil, 4 stream or river sediment, 2 ash, and
1 dudge SRM. The SRMs were obtained from NIST, USGS, Canmission of European Cammunities,
Nationd Research Council- Canada, and the South African Bureau of Standards. The SRMs contained
known ertified concentrations of certain target analytes.
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Figure 4-4. Precision vs. Concentration: This graph illustrates the analyzer’s precision
as a function of analyte concentration.
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Site-specific PEs and RMs did nothave published acceptance ranges. As specified in the
demonstration plan, an acceptance range of 80 - 120 pecent recovery of the true value was usé to
evaluate accuracy for the Sx site-specific PEs and 14 SRMs. Table 4-5 summarizes the accuracy data for
the primary and sconday target analytes for the XL Spectrum Analyzer. Figures 4-5 and 46 show the
true value, the measured value, and percent recovery for the individual SRMs and ste-specific PES,
respectively. No figure was presented for chromium because only two samples produced deectable
conaentrations of chromium by the XL Spectrum Anayzer. True vaue results from the site-specific PEs
and RMs with concentrations less than the precision-based MDL s listed in Table 4-4 also were excluded
from the accuracy assesnent.

Table 4-5. Accuracy Summary f or Site-Specific PE and SRM Results

Mean Range of SD of

Percent Within Percent Percent Percent Concent ration

Analyte n Accept ance Range Recovery Recovery Recovery Range (mg/kg)
Site-Specific Performance Evaluation Samples
Arsenic 3 100 84 82 -87 2.7 419 - 22,444
Chromium 2 0 119 79 - 158 NA 939 - 3,800
Copper 5 40 131 86 - 209 48 300 - 7,132
Iron 6 67 119 89-173 35 27,320 - 70,495
Lead 6 83 92 76 - 108 11 292 - 14,663
Zinc 6 67 117 89 - 156 23 164 - 4,205
Soil Standard Reference Materials
Arsenic 2 0 159 159 NA 330 - 626
Copper 2 50 116 105 - 127 NA 131 - 2,950
Iron 3 67 112 97 - 137 22 28,900 - 35,000
Lead 5 80 100 90 - 126 14 101 - 5,532
Zinc 4 100 105 96 - 113 7.3 350 - 6,952
Sediment Standard Reference Materials
Arsenic 1 0 535 535 NA 211
Copper 3 33 326 111 - 480 192 219 - 452
Iron 1 100 104 104 NA 41,100
Lead 4 100 89 80 - 94 6.5 161 - 5,200
Zinc 4 25 84 71-105 18 264 - 2,200
Ash & Sludge St andard Reference Materials

Arsenic 2 0 176 168 - 184 NA 136 - 145
Copper 1 0 219 219 NA 696
Iron 2 50 118 115- 122 NA 77,800 - 94,000
Lead 1 0 75 75 NA 286
Zinc 3 33 78 58 - 109 27 210-2,122
Notes: n Number of samples with detectable analytes.

SD Standard deviation.
mg/kg Milligrams per kilogram.
NA Not applicable, standard deviation not calculated for two or fewer results.

Basad on the 80 - 120 pecent recovery acceptance range, the XL Spectrum Analyzer’s accuracy
varied from O pecent for chromiumto 100 pecent for arsenic in the site-specific PEs. Owerall, the XL
Spectrum Analyzer produced 19 aut of 38 results a 64.3 pecent within the 80 -120 pecent recovery
acceptance rangefor al analytes in the six site-specific PE samples. Eight of the 10 results falling outside
of the acceptance range were above the uppe limit of 120 pecent recovery. Table 4-5 dsoshows that the
mean peacent recoveries for four of the six analytes in the site-specific PES were greater than 100 pecent.
This indicates that, in general, the XL Spectrum Anayzer was producing results that
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Figure 4-6. Site-specific PE Sample Results: These graphs illustrate the relationship between the
analyzer's data (measured values) and the true values for the site-specific PE samples. The gray
bars represent the percent recovery for the analyzer. Each set of three bars (black, white, and gray)
represents a single site-specific PE sample.

were biased dightly high for chromium, copper, iron, and znc. The XL Spectrum Analyzer performed
well for lead in the site-specific PEs, with percent recoveries ranging from 76 t0108 pecent. Its parer
performance for chromium was expected. The developer was not confident in the XL Spectrum Analyzer's
abilit y to quantitate for chromium given the resolution of the detector and interference problems from high
iron coneentrations found in nost of the soil samples used in this damondration.
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Seven of the eight results that were above the uppe acceptance limit of 120 pecent recovery in the
site-specific PE samples occurred in the two high @naentration PE samples from each site. These PE
samples had multiple analytes a concentrations exceeding 3,000 ng/kg. The results d these PE samples
may indicate an interdement interference problem not compensated for by the XL Spectrum Analyzer. It
may be an inability for the deector to resolve dl the analyte peaks at high @naentrations, especially for
analytes close togeher in the spectrum such as chromium and iron or copper and anc. Lead and asenic
results in these two PE samples fdl within the acceptance ranges.

Table 4-5 provides a summary of the accuracy daa for the sandard reference materials. Overall for
al SRMs, the XL Spectrum Analyzer produced 20 aut of 38 resuls within the 80 - 120 pecent recovery
acceptancerange for an accuracy of 51.3 percent. Of the 19 results that fell outside of the acceptance
range 7 results were low and 12 were high. All but oneof the low results were for lead and Znc, while al
the high results were for arsenic, copper, and iron. This breakdown, in addition to the mean percent
recoveries shown in Table 4-5, indicates that the XL Spectrum Analyzer was showing ahigh kas for
arsenic, copper, and iron in d SRMs and adightly low bias for lead and 2nc in the sediment, ash, and
sludgeSRMs.

A more ddailed analysis of the SRM daa showed that there was a matrix effect on the XL Spectrum
Analyzer’s accuracy. The XL Spectrum Analyzer produced 10 aut of 16 resuks a 625 pecent within the
acceptance range for al target analytes in the 7 sal SRMs; 7 ait of 13 results a 538 pecent within the
acceptance rangefor al target analytes in the 4 sediment SRMs; and 2 out of 9 results or 22.2 percent
within the acceptance rangefor all target analytes in the ash and dudgeSRMs. This danondrates that the
XL Spectrum Analyzer is more accurate when analyzing SRMss of a soil matrix than sediment, dudge or
ash. This may indicate that the Compton ratio method &ee “Background” subsection of this section) of
calibration performs better for soil than other matrices.

In gengal, the XL Spectrum Analyzer displayed smilar accuracy for the soil SRMs and the Site-
spedfic PEs. It was expectedthat the XL Spedrum Analyzer would be more accurate for the ste-specific
PE samples than for the SRMs for two reasons First, the analytical technigque (laboratory-grade XRF)
usal to determine the true analyte concentrations in the site-specific PEs was smilar to the FPXRF
technique. As described in Section 3, varying analytical technigues were used to daermine the total analyte
concentrationsin the SRMs.  Second, the analyte concentrations were often highe in the site-specific PEs
versus the soil SRMs.

As would be expected, the overall XL Spectrum Analyzer accuracy was greatest for lead It produced
13 aut of 16 results a 812 pecent within the acceptance range. The lowest pecent recovery for lead was
75 pecent and the highest pa&cent recovery was 126 vhich is not much different from the 80 t0120
percent acceptancerange. The accuracy was Smilar for copper, iron, and zinc in both the SRMs and PEs.
The aaccuragy for arsenic was vastly different for the SRMs (0 percent) ascomparel to the PEs (100
percent). This is probably attributable to the much highe concentrations of arsenic in the PEs as compared
to the SRMs.

Comparability
Intramethod omparability for the XL Spectrum Analyzer was assessed through the analysis of four
ERA PEs and four CRM PEs. This was doneto present users with additiond information on daa

comparabilit y relative to different commercially available QC samples. The eight PEs were analyzed in the
same way as al othe samples. As described in Section 3, these eight PEs had certified analyte values
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determined by EPA SW-846 Mehods3050A6010A Therefore, since these methodsdo notnecessarily
determine total metals concentrations in a sdl, it was expected that the FPXRF would tend to overestimate
analyte conoentrations relative to PALs. The ability of the XL Spectrum Analyzer to produce results
within the PALs or predction intervals (Pl) and the percert recovery for each of the analyteswas usedto
evaluate the XL Spectrum Analyzer’s intramethod omparability. True value analyte concentrationsin the
ERA and CRM PEs that were bdow the precision-based MDLs listed in Table 4-4 were excluded from the
intramethod @mparability assessment. The value “n” in Table 4-6 gives an indication of how many of the
four ERA PEs and four CRM PEs actually had analyte concentrations above the precision-based MDLs.

Table 4-6. PE and CRM Results

Mean Range of SD of

Percent Within Percent Percent Percent Concentration
Analyte Acceptance Range | Recovery Recovery Recovery Range (mg/kQg)

ERA Performance Evaluation Samples
Arsenic 1 0 221 221 NA 349
Copper 3 67 136 92-172 41 144 - 196
Iron 4 0 179 145 - 244 45 7,130 - 10,400
Lead 3 0 153 140 - 165 12 128 - 208
Zinc 3 100 108 91-121 15 101 - 259
Certified Reference Materials

Arsenic 1 100 115 115 NA 397
Chromium 1 100 115 115 NA 161,518
Copper 4 50 234 95 - 547 213 279 - 4,792
Iron 3 67 107 26 - 187 80 6,481 - 191,645
Lead 4 50 478 88-1,478 669 120 - 144,742
Nickel 1 0 124 123 NA 13,279
Zinc 4 0 756 0-1,900 991 546 - 22,217
Notes: n Number of samples with detectable analytes.

SD Standard deviation.
mg/kg Milligrams per kilogram.
NA Not applicable, analyte not present above the LRL.

The XL Spectrum Anayzer performance daa for al primary and ssconday target analytes for the
eight CRMs and FEs are summarized in Table 4-6 and Fgure 4-7. No data is presented for chromium and
nickel for the ERA PE samples because al samples had nondéectable conacentrations of these two analytes.
The measured values, true values, and percent recoveries for al detectable analytes for al PEs are shown
in Figure 4-7. No figure is shown for arsenic, chromium, and nidkel because there were only oneor two
detects for these three analytes For the ERA PEs, the XL Spedrum Analyzer produced 5 out of 14 results
or 35.7 peacent within the acceptance range. For the CRM PEs, the XL Spectrum Analyzer produced 8 aut
of 18 results a 444 pecent within the acceptance range. With the ERA and CRM PEs mmbined, the XL
Spectrum Analyzer produced 13 out of 32 results or 40.6 percent within the acceptance range Based on
the data preserted in Table 46, the XL Spedrum Analyzer s results were more comparable to the CRM
PEs than the ERA PEs, most likely because the analyte concentrations were highe in the CRM PEs than in
the ERA PEs.
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Figure 4-7. PE and CRM Results: These graphs illustrate the relationship between the analyzer’s
data (measured values) and the true values for the PE and CRM samples. The gray bars represent
the percent recovery for the analyzer. Each set of three bars (black, white, and gray) represents a
single PE or CRM sample.

All nine results autside the acceptance limits for the ERA PEs were above the uppe control limit.
Only two of the 14 pecent recoveries were less ttan 100 pecent. The mean pecent recoveries were above
100 pecent for al analytes in the ERA PES. These resuls indicate that the XL Spectrum Analyzer was
overestimating concentrations as compared to the certified values determined by EPA SW-846 Méhods
3050A6010A The XL Spectrum Analyzer stowed better comparability for copper and znc than for
arsenic, iron, and lead in the ERA PEs. The poor comparability in most cases was probably an artifact of
the low analyte concentrations (near the detection limits) in the ERA PEs. With the exception of iron, al
analyte concentrations were less ttan 350 ny/kg. For arsenic, coppe, lead, and zinc, the analyte
concentrations were all less than three times their respective precision-based MDL s and often & or below
their respedive field-based MDLs.

The comparability of the XL Spectrum Analyzer’s results to the certified vdues in the CRMs did not
appear to be matrix dgpendent. The comparability for zinc was vastly different in the CRM and ERA PEs.
Comparability for zincin the ERA PEs was good (00 pecent) but was par (0 pecent) in the CRM PEs.
This was not expected because the znc concertrations were much lower in the ERA PEs than in the CRM
PEs. One possible explanation for these results is that the CRM PEs contained much highe concentrations
of other analytes such as copper, iron, and nidke, which may have caused interference problems for the
zinc quantitation. Given these results for all the PEs, it is not advisable to use these PEs as QC checks for
the XL Spedrum Analyzer.
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Intermethod Assessm ent

The comparison of the XL Spectrum Analyzer’s results to reference method’s results was performed
using the dtatistical methodsdeailed in Section 2 The purpose of this gatistical evaluation was to
determine the comparabilit y of the data produced by the analyzer to that produced by the reference
laboratory. If the log,, transformed FPXRF data were dtatistically equivalent to the log,, transformed
reference daa, and hal acceptable precision (10 percent RSD or less), the data met the ddfinitive leve
criteria. If the daa did notmeet the definitive leve criteria, but could be mathematically corrected to be
equivalent to the reference daa, it met the quantitative screening leve criteria. If the analyzer did notmeet
the ddinitive leve criteria, and the satistical evaluation wuld notidentify a predictable bias in the data,
but the analyzer idertified the presernce or absence d contamination with at least a 90 percert accuracy
rate, the data was dassified as qualit ative screening level.

The XL Spectrum Analyzer was configured to report arsenic, lead chromium, copper, ard zinc, al of
the primary analytes for this demondration. In alimited number of samples, it reported concentrations for
two sconday analytes, iron and nike. Othe dements reported by the analyzer, but not evaluated during
the demongration, included molybdenum, zirconium, strontium, and rubidium.

During the demondration, the developer did notprovide guidance on the acceptability or use of daa
produced by the analyzer. In this light, the FPXRF data was originally assessed in its entirety, and no déa
was diminated based on @unting datistics and measurement sandard deviations. Examination of this data
set revealed a condderable daa scatter associated with the lower concentration ranges for each analyte.
Review of the raw daa associated with these outliers indicated they were generally associated with high
measurement SDs. Counting staistics and draft SW-846 Mehod 6200 dentify data that is less ttan 3
times larger than its associated SD, as a nondeect and notuseable. Based on his and through conaultation
with the developer, it was decided to condLct the data assessment on arevised FPXRF daa set, whee daa
less than 3 times its associated SD was conddered not deected and was not used in the comparabilit y
assessment.  The developer has changel its SOPs for the analyzer to include data usability criteria based on
measurenmert SDs.

The analyzer’s data for arsenic were strongly Hased toward the ASARCO dite, 644 dita pants, as
compared to 36 chta pants from the RV Hopkins ste (Table 4-7). At the ASARCO site, the arsenic
conaentrations were genaally greater than lead concentrations, while at the RV Hopkins site samples
exhibited lead concentrations 20 or more times greater than associated arsenic concentrations

The reference laboratory reported no asenic conaentrations above 50 mg/kg & the RV Hopkins site;
however, the analyzer reported arsenic concentrations ranging from approximately 200 -1,000 ng/kg for
the sane samples. This occurrence of false pasitive readings at the RV Hopkins ste is most likely dueto
the spectral proximity of the lead and asenic X-ray emission energies. To compensate for this spectral
ovelap, the analyzer was programmed to quantitate arsenic based on te arsenic-K;; enission erergy.
However, the arsenic-K; emission energy (11.73 keV) is dose to the lead-L; emission energy (12.61 keV).
These energies have a separation 0f 0.88 keV. The resolution of the analyzer’ s slic onepin-diode detector
is 0.80 keV. Apparently this resolution was not sufficient to alow arsenic quantitation & the RV Hopkins
site, epecialy in the preserce of 20 or more times greaer lead concertrations.
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Table 4-7. Regression Parameters® by Variable

Arsenic

Variable
r2 | Std. Err. | Y-Int. | Slope® n r2 | Std. Err. | Y-Int. | Slope®
671 | 0.82 0.26 0.52 0.80 All Data 327 | 0.50 0.22 2.60 0.30
635 | 0.96 0.12 -0.04 0.98 ASARCO 147 | 0.10 0.17 3.40 | -0.21
36 | 0.03 0.24 2.70 | -0.12 RV Hopkins 180 | 0.69 0.20 2.06 0.47
269 | 0.97 0.13 -0.12 1.00 Sand Sail 78 | 0.00 0.15 3.07 0.00
374 | 0.94 0.12 0.06 0.94 Loam Soil 69 | 0.22 0.18 0.35 | -0.28
36 | 0.03 0.24 272 | -0.12 Clay Sail 179 | 0.69 0.20 2.06 0.47
154 | 0.91 0.18 0.22 0.90 In Situ-Unprepared 90 | 0.49 0.25 2.49 0.35
170 | 0.86 0.22 0.45 0.82 In Situ-Prepared 51 | 0.68 0.19 2.32 0.37
166 | 0.96 0.12 -0.11 1.00 Intrusive-Unprepared | 108 | 0.46 0.18 2.66 0.25
184 | 0.54 0.43 1.54 0.49 Intrusive-Prepared 79 | 0.46 0.24 2.56 0.31
Variable
n r2 | Std. Err. | Y-Int. | Slope® n r2 | Std. Err. | Y-Int. | Slope®
835 | 0.92 0.18 0.55 0.87 All Data 1085 | 0.96 0.12 0.14 0.95
774 | 0.96 0.13 0.26 0.95 ASARCO 710 | 0.96 0.12 0.14 0.95
61 | 0.79 0.16 1.11 0.83 RV Hopkins 375 | 0.96 0.12 0.17 0.94
335 | 0.94 0.14 0.28 0.95 Sand Sail 314 | 0.96 0.13 0.07 0.97
442 | 0.96 0.12 0.25 0.96 Loam Soil 396 | 0.96 0.11 0.24 0.92
61 | 0.79 0.16 1.12 0.83 Clay Sail 375 | 0.96 0.12 0.17 0.94
202 | 0.86 0.24 0.65 0.85 In Situ-Unprepared 284 | 0.88 0.21 0.38 0.88
201 | 0.97 0.12 0.33 0.92 In Situ-Prepared 268 | 0.98 0.09 0.15 0.94
202 | 0.94 0.15 0.46 0.89 Intrusive-Unprepared | 269 | 0.98 0.07 0.07 0.97
231 | 0.93 0.19 0.68 0.84 Intrusive-Prepared 282 | 0.98 0.10 0.07 0.98
Zinc Variable
r2 | Std. Err. | Y-Int. | Slope®
784 | 0.89 0.17 -0.01 1.06 All Data
496 | 0.85 0.19 0.11 1.02 ASARCO Site
288 | 0.94 0.13 -0.14 1.11 RV Hopkins Site
201 | 0.94 0.16 -0.04 1.06 Sand Sail
302 | 0.54 0.25 0.67 0.83 Loam Soil
286 | 0.94 0.13 -0.14 1.11 Clay Sail
199 | 0.84 0.21 0.20 1.00 In Situ-Unprepared
181 | 0.93 0.13 -0.05 1.06 In Situ-Prepared
191 | 0.92 0.14 -0.07 1.08 Intrusive-Unprepared
212 | 0.89 0.18 -0.14 1.12 Intrusive-Prepared
Notes: : Regression parameters based on log,, transformed data. These parameters were

calculated for FPXRF data as the dependent variable, and thus, cannot be used to correct
FPXRF data. See Section 5.

Slope values determined with FPXRF data plotted on the y-axis and the reference data
plotted on the x-axis.

N Number of data points.
Y-Int. Y-Intercept.
Std. Err. Standard error.
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In spite of the influence of the false positive results from the RV Hopkins site, the regression analysis
of the entire arsenic data set produced an r> megting quantitative level data quality criteria. When the
ASARCO daa was examined separately, the soil variable did notappear to impact the analyzer’s
performance; howerver, sample preparation did have a major effect on ingrument performance (Table 4-8).
The analyzer s accuracy (as measured by a decrease in the gandard error of the esimate, and in some
cases, an increase in correlation) improved between thein situ-unprepared andin situ-prepared arlyses.
This gep in the sample preparation process reflects sample honogenization. The next step in sample
preparation, intrusive{prepared resultedin an increase in accuracy; howewer, the grength of the correation
only inaeased hdf as much, relative to the increase exhibited ater the initial sample hormogenization. The
act of preparing the intrusive-prepared samples involved 5 to 10 times more time, relative to the initial
sample honogenization. The cost effectiveness of the additiond effort in sample preparation will depend
on agiven project’s data quality objectives. The find preparation gep resulted in adight decrease in
accuracy and drength of the correlation. This may have been due to the physcal remova of sample
material associated with passing the sample through aNo. 40-mesh sieve and o inheent instrument
precision. The regression parameters for all preparation geps met the definitive level data quality criteria;
however, an evaluation of the associated inferential statistics (t-test) indicated that unde al four
preparation geps, the analyzer’s data and the reference laboratory data were sgnificantly different.
Therefore, for this demondration, the analyzer produced quantitative screening level data for arsenic.
Sample preparation was the only variable to significantly affect comparability. The greatest improvements
in daa comparability were exhibited ater the initial sample honmogenization.

Chromium exhibited amajor ste variable effect different fromthat discussed for arsenic. At the
ASARCO ste, chromium only occurred in its natural background @neentrations, less than 40 mg/kg, well
below the analyzer’s precision-based MDL. However, the analyzer produced false positive chromium
measurements for these samples ranging in concentration from approximatey 750 t02,500 ng/kg. This
responge to background diromium conaentrations was used to calculate a comparabilit y-based MDL of
approximately 2,500 ny/kg for the ASARCO samples. No chromium concentrations exceeded this MDL
at the ASARCO dite, and therefore, no chromium results for the ASARCO site were considered valid. The
RV Hopkins ste was quite different. Reference laboratory chromium concentrations were well distributed
in the samples, ranging from approximately 40 togreater than 5,000 ng/kg. The fiedld-based MDL for the
analyzer at this site was goproximately 1,370 ng/kg. Both the ASARCO and RV Hopkins stes’ field-
based MDLs were almost 2 to3 times geater than the precision-based MDL for chromium. This decrease
in the MDL between the two dtes may have been due to changes in the relative concentration of interfering
eements such as manganese and iron. The RV Hopkins site had amuch greater proportion of heavier
eements which woud dter the shape and intengty of the Compton peak for these samples. Theiron and
manganese conaentrations were highe in the RV Hopkins samples relative to the ASARCO samples. It is
unlikely that increased concentrations of interfering dements would reduce the analyzer’ s senstivity to
matrix background noi®. The improved performance a the RV Hopkins site was probably due to its
highe rdative chromium concentrations.

Given the incomplete nature of the chromium daa set, the resultant regression parameters could notbe
calculated To truly assess the field performance d the analyzer for chromium, the ASARCO dte' s false
positive data shoud be diminated from the evaluation; however, given these problems, no asignment of
data quality leve for chromium can be made

Whenthe analyzer s chromium data was sorted and evaluated for each sample preparation step, the
analyzer's accuracy (as measured by a decrease in the dandard error of the esimate and increased
correlation) improved between thein situ-unprepared andin situ-prepared sample preparation stgps. This
sample preparation gep reflects the initial sample honogenization. The next sample preparation gep,
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Table 4-8. Regression Parameters® by the Sample Preparation Variable Sorted by Soil Texture

In Situ-Unpr epared Soil Texture In Situ-Unpr epared
61 | 0.95 0.16 0.08 0.93 Sand Soil 25 | 0.03 0.15 2.74 0.20
91 | 0.89 0.17 0.28 0.88 Loam Soil 16 | 0.03 0.23 2.07 0.70
3] 0.70 0.20 3.60 | -1.16 Clay Soil 48 | 0.60 0.25 2.11 0.47
In Situ-Prepared Soil Texture In Situ-Prepared
70 | 0.97 0.12 -0.05 0.98 Sand Soil 9 | 0.00 0.08 3.10 | -0.08
93 | 0.96 0.11 -0.02 0.95 Loam Soil 3| 0.00 0.23 2.87 0.06
10 | 0.07 0.24 2.43 0.25 Clay Soil 39 | 0.70 0.19 2.10 0.44
Intrusive-Unprepared Soil Texture Intrusive-Unprepared
70 | 0.98 0.10 -0.26 1.05 Sand Soil 28 | 0.00 0.11 3.02 0.01
93 | 0.97 0.09 -0.04 0.97 Loam Soil 41 | 0.05 0.14 2.54 0.37
5] 0.00 0.39 2.57 | -0.01 Clay Soil 36 | 0.83 0.14 2.00 0.48
Intrusive-Prepared Soil Texture Intrusive-Prepared
68 | 0.98 0.11 -0.23 1.04 Sand Soil 14 | 0.04 0.10 3.09 0.10
96 | 0.97 0.10 -0.05 0.98 Loam Soil 8 | 0.95 0.07 3.56 | -0.32
18 | 0.10 0.22 2.76 | -0.17 Clay Soil 54 | 0.76 0.17 2.04 0.47
In Situ-Unpr epared Soil Texture In Situ-Unpr epared
78 | 0.90 0.16 0.54 0.85 Sand Soil 84 | 0.88 0.20 0.33 0.86
110 | 0.89 0.21 0.40 0.93 Loam Soil 105 | 0.88 0.18 0.50 0.83
13 | 0.90 0.10 1.35 0.78 Clay Soil 93 | 0.88 0.20 0.56 0.85
In Situ-Prepared Soil Texture In Situ-Prepared
85 | 0.95 0.12 0.26 0.95 Sand Soil 72 | 0.97 0.11 0.07 0.96
111 | 0.98 0.08 0.23 0.95 Loam Soil 100 | 0.98 0.07 0.24 0.91
11 | 0.78 0.15 1.19 0.78 Clay Soil 94 | 0.98 0.08 0.08 0.96
Intrusive-Unprepared Soil Texture Intrusive-Unprepared
79 | 0.96 0.11 0.12 1.00 Sand Soil 78 | 0.98 0.10 0.03 0.99
111 | 0.98 0.09 0.25 0.95 Loam Soil 96 | 0.98 0.07 0.14 0.95
11 | 0.81 0.14 0.67 1.02 Clay Soil 96 | 0.99 0.07 0.07 0.97
Intrusive-Prepared Soil Texture Intrusive-Prepared
91 | 0.94 0.14 0.17 1.00 Sand Soil 83 | 0.97 0.11 0.02 1.00
114 | 0.99 0.08 0.22 0.97 Loam Soil 99 | 0.98 0.08 0.06 1.00
25 | 0.74 0.19 1.20 0.77 Clay Soil 96 | 0.99 0.08 0.05 0.99
In Situ-Unprepared Soil Texture Intrusive-Unprepared
45 | 0.92 0.18 0.14 0.98 Sand Soil 53 | 0.94 0.16 -0.05 1.07
70 | 0.66 0.20 0.60 0.84 Loam Soil 71 | 0.76 0.18 0.21 0.99
82 | 0.92 0.17 -0.03 1.11 Clay Soil 67 | 0.97 0.10 -0.27 1.15
In Situ-Prepared Soil Texture Intrusive-Prepared
47 | 0.95 0.15 -0.13 1.08 Sand Soil 57 | 0.96 0.15 -0.15 1.11
70 | 0.74 0.16 0.37 0.92 Loam Soil 80 | 0.49 0.26 0.52 0.91
66 | 0.96 0.10 -0.16 1.10 Clay Soil 74 | 0.97 0.10 -0.34 1.18
Notes: 2 Regression parameters based on log,, transformed data.

Slope values determined with FPXRF data plotted on the y-axis and the reference data plotted on the x-axis.
n Number of usable matched pairs of data points.
Y-Int. Y-Intercept.
Std. Err. Standard Error.
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intrusive-unprepared, resulted in an increase in accuracy, and the strength of the correlation dso increased.
The preparation of the intrusive-prepared samples involved 5to 10 times more time than the initial sample
honmoganization. The cost effectiveness of this additiond effort will depend on aproject’ s daa quality
objectives The final preparation sep, intrusive-unpreparedto intrusive-prepared resultedin a decrease in
accuracy and drength of the correlation. This decrease in comparability may have been due to the physcal
removal of sample material assaiated with passing the sample through a No. 40-meshsieve. Sample
preparation was the only variable to significantly affect comparability. The greatest increases in daa
comparabilit y were exhibited after the initial sample honmogenization.

Copper was ddected at both stes. The rangeof copper conaentrations was approximately 15 -
150000 ny/kg at the ASARCO site and approximately 10 - 250 ny/kg at the RV Hopkins ste. Fidd-
based MDLs for coppe were calculated to be approximately 365 ng/kg. This MDL is dmost 3 times
greater than the precision-based MDL. All of the RV Hopkins copper contamination was below the field-
based MDL. Andyte concentrations near or below the MDLs shoud produce the highest measurement
error. Satistical evaluation ofthe RV Hopkins data is not discussed in deail since the reported values,
although greater than three times their measurement standard deviations, were al below the field-based
MDLs and, therefore, represent concentration estimates only.

When the ASARCO data sat for copper was evaluated sparately, the regression analysis produced an
r? of 0.96 (Table 4-7). Sorting the ASARCO coppe data by sample preparation identified a significant
sample preparation effect. Betweenthein siti-unprepared andin situ-prepared sample preparation steps,
the r? increased from 0.91 t00.98 (Table 4-9). The accuracy of the analyzer (as measured by the decrease
in the gandard error of the esimate and increased corrdation) increased betweenthese ssmple preparation
steps. The rext gepin sample preparation, intrusive-unprepared, resultedin a dight decrease in accuracy;
however, this may have been an artifact of the analyzer’ s inherent precision. The analyzer’s precision for
coppe measurements was alculated to be approximatedy 13 pecent which precludes assgnment at the
definitive daa quality level. The find sample preparation gep, intrusive-prepared, resulted in a dight
improvement in the regression parameters, but there was no diangein the standard error of the estimate.
These relatively small changes in accuracy associated with the intrusive sample preparations may not be
worth the additiond resources required to condict these sample preparations. The utility of further sample
preparation, past the initial homogenization, woud be dependent on aproject’s daa quality oljectives.
The XL Spetrum Analyzer data for coppe analysis a the ASARCO site was placed in the quantitative
screening level data quality criteria.  This holdsfor the complete daa set, as well as for each sample
preparation gep-based daa set. The analyzer also produced quantitative screening level data quality for
the RV Hopkins copper analyses; however, the regression analysis indicated poorer correlation for this daa
set. Sample preparation was the only variable to significantly affect comparability.

The lead data was more or less evenly distributed between the two gtes. This alowed amore thorough
assessment of potential effects of the soil and ste variables, in addition © the sample preparation variable.
Initial examination of the entire lead data se showed that the ASARCO site produced 712 dita paints for
lead, ranging in concentration from less than 10 toapproximately 20000 ny/kg, and that the RV Haopkins
site produced 375 kad data pants, ranging from approximately 30 toapproximately 16,000 ng/kg.

The regression analysis of this entire data set for lead produced an r? of 0.95, meeting ddinitive level
data quality criteria. When the data sd¢ was examined by site, the resukant regresson parameters and
inferential statistics were aimost identical. Based on tis, there does not appear to be an efect associated
with the site variable. A similar finding was determined when the data s¢ was evaluated by sdl texture,
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Table 4-9. Regression Parameters® by the Sample Preparation Variable Sorted by Site Name

In Situ-Unprepared Site Name In Situ-Unpr epared
151 | 0.92 0.17 0.17 0.91 ASARCO 41 | 0.02 0.18 2.71 0.24
3] 0.70 0.20 3.60 | -1.16 RV Hopkins 48 | 0.60 0.25 2.11 0.47
In Situ-Prepared Site Name In Situ-Prepared
164 | 0.96 0.12 0.00 0.96 ASARCO 12 | 0.00 0.10 2.96 0.01
10 | 0.07 0.24 2.43 0.25 RV Hopkins 39 | 0.70 0.19 2.10 0.44
Intrusive-Unprepared Site Name Intrusive-Unprepared
162 | 0.98 0.09 -0.19 1.02 ASARCO 70 | 0.05 0.14 2.75 0.22
5] 0.00 0.39 2.57 | -0.01 RV Hopkins 36 | 0.83 0.14 2.00 0.48
Intrusive-Prepared Site Name Intrusive-Prepared
165 | 0.97 0.11 -0.16 1.02 ASARCO 23 | 0.70 0.13 3.63 | -0.34
18 | 0.10 0.22 2.76 | -0.17 RV Hopkins 54 | 0.76 0.17 2.04 0.47
In Situ-Unprepared Site Name In Situ-Unpr epared
188 | 0.91 0.19 0.33 0.94 ASARCO 189 | 0.88 0.20 0.40 0.86
13 | 0.90 0.10 1.35 0.78 RV Hopkins 93 | 0.88 0.20 0.55 0.85
In Situ-Prepared Site Name In Situ-Prepared
195 | 0.98 0.10 0.27 0.94 ASARCO 172 | 0.97 0.09 0.15 0.94
11 | 0.78 0.15 1.20 0.78 RV Hopkins 94 | 0.98 0.08 0.08 0.96
Intrusive-Unpr epared Site Name Intrusi ve-Unpr epared
192 | 0.97 0.11 0.25 0.95 ASARCO 173 | 0.98 0.08 0.06 0.98
11 | 0.81 0.14 0.67 1.02 RV Hopkins 96 | 0.99 0.07 0.07 0.97
Intrusive-Prepared Site Name Intrusive-Prepared
204 | 0.98 0.11 0.22 0.97 ASARCO 183 | 0.97 0.10 0.05 0.99
25 | 0.81 0.16 1.09 0.84 RV Hopkins 96 | 0.99 0.08 0.05 0.99
Zinc
In Situ-Unpr epared Site Name Intrusive-Unprepared
116 | 0.81 0.21 0.35 0.92 ASARCO 124 | 0.90 0.16 0.01 1.06
82 | 0.92 0.17 -0.03 1.11 RV Hopkins 67 | 0.97 0.10 -0.27 1.15
In Situ-Prepared Site Name Intrusive-Prepared
115 | 0.92 0.14 0.01 1.04 ASARCO 139 | 0.80 0.24 0.03 1.07
66 | 0.96 0.10 -0.16 1.10 RV Hopkins 74 | 0.97 0.10 -0.34 1.18
Notes: ? Regression parameters based on log,, transformed data. These parameters were calculated for FPXRF data as

the dependent variable, and thus, cannot be used to correct FPXRF data. See Section 5.
Slope values determined with FPXRF data plotted on the y-axis and the reference data plotted on the x-axis.
n Number of usable matched pairs of data points.

Y-Int. Y-Intercept.
Std. Err. Standard Error.

The regression parameters for each soil texture were very similar with the y-intercept showing he greatest
shft. The y-intercepts for the loam and clay sdl were aimost the same and were greater than the y-
intercept for the sandy il (Table 4-9). With the dopes being 0 close to 1.00 and the similarities of the

standard errors for each regression, it is not likely that the difference in y-intercepts is ether important or
the result of a soil texture efect. Whenthe lead data was sorted by sample preparation and the regression
aralysis run, a il preparaton effect was observed. The aralyzer’'s acuracy (as measured by a decrease
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in the sandard error of the estimate and inadeased correlation) improved between thein situ-unprepared
andin situ-prepared sanple preparation stgps. This sample preparation step reflected sample
honmoganization. The next sample preparation gep, intrusive-unprepared, resulted in an increase in
accuracy; however, the strength of the correlation did notchange The act of preparing the intrusive-
prepared samples involved 5 to 10 times more time relative to the initial sample honogenization. The cost
effectiveness of this additiond effort in sample preparation will depend on aproject’s data quality
objectives The final preparation sep, intrusive-unpreparedto intrusive-prepared resultedin a dight
decrease in accuracy and asimilar decrease in the strength of the correation. This decrease may have been
due to the physical remova of sample material associated with passing the sample through aNo. 40-mesh
sieve and 1o the inherent instrument precision. The analyzer’s precision for lead measurements was
calculated to be approximately 9 percent for lead. Although the regression parameters for all sample
preparation geps met the definitive level data quality criteria, the inferential statistics indicated that the
data sets exhibited no sgnificant differences only dter the second smple preparation gep (in situ-
prepared). For this damondration, this analyzer produced ddinitive level data for lead for all the analyses.
Sample preparation was the only vaiable to significantly affect comparability (Figure 4-8).

The Znc concertrations were more or less evenly distributed betweenthe wo stes, similarly to the lead
concentrations. This alowed an assessment of potential effects of the soil and ste variables, in addition ©
the sample preparation variable. Initial examination of the entire zinc data set showad that the ASARCO
site produced 496 dita paints for zinc, ranging in concentration from approximately 20 t05,000 ny/kg,
and that the RV Hopkins ste produced 286 inc data pdnts ranging from approximately 30 t012000
mg/kg. The outliers removed from the regression analysis were primarily associated with the ASARCO
site data and with samples exhibiting coppe concentrations from 11,000 to50000 ng/kg. Ony 2 o the
27 adtliers for the entire data s¢ were from the RV Hopkins ste. Twenty-one out of the 25 autliers
idertifiedfor the ASARCO site were collected from the same area This arearepreserted the Hghest
copper contamination sampled during the demondration. A total of seven points was sampled in this area.
The samples from these points were analyzed at each of the four sample preparation steps, producing 28
potential measurerrerts from this area Two of these neasurenerts were valid analyzer data points and
were not idertified as outliers. The remaining 26 data points were idertified as either outliers or they were
not conddered valid because of their high measurement sandard deviations The soils in this area were
light blue in color due to the high mpper concentrations. The reference daa for these samples indicated
coppe concentrations ranging from 11210 t0154460 ng/kg. High concentrations of coppe can cause
interference for corresponding 2Znc measurements. Copper has a K emission energy of 8.6 keV and 2nc
has a K, emission energy of 9.5 keV. The XL Spectrum Analyzer quantitates zinc fromthe K, peak The
proximity of these emission energies and the resolution of the analyzer’ s detector (0.80 keV) may have
produced oectral ovelap and as a result the error associated with the zinc measurements.  This data
suggests that coppe concentrations in the 11,000 -50,000 ng/kg range will produce significant
interfererce for zinc measurenerts. This interfererce causesthe analyzer to artificially elevate the 2nc
concgentrations, resulting in false positive readings

When the zinc data s¢ was examined by the site variable, the resultant regresson parameters were
different. The correlation orr? between the FPXRF daa and the reference data was poorer for the
ASARCO site data relative to the RV Hopkins data. In addition, the standard error of the estimate was
greder for the ASARCO dte data. This apparent site effect is most likely an artifact of the ekvated copper
concentrations associated with some of the ASARCO site samples. Furthe examination of the data when
sated by sdl texture indicated that this apparent site effect was simply an artifact of the sdl texture. The
loam soil exhibited amuch poorer correlation and greater standard error. This could be due to the fact that
the loam soils occurred in the area of greatest copper contamination sampled & the ASARCO ste. The
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interfererce effect associated with the high copper concertrations is most likely the cause d this observed
sdl texture efect and not an effect assaiated with sdl texture or paticle size.

In situ-unprepared In situ-prepared
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Figure 4-8. Sample Preparation Effect on Lead Results: These graphs illustrate the change in
comparability with changes in sample preparation.

When the zinc data was sorted by sample preparation gep and the regression analysis run, a soil
preparation effect measured by a decrease in the gandard error of the esimate and increased correlation
improved between thein situ-unprepared and in situ-prepared sanple preparation stgs (Table 4-7). The
cost effectiveness of this additiond effort in sample preparation will depend on aproject’s specific daa
quality objectives. Thefind preparation gep resulted in a dight decrease in accuracy and grength of the
correlation. The limited changes in analyzer performance after the initial sample honmogenization may have
been due the inhaent instrument precision, calculated to being gpproximatey 11 percent for zinc.
Additiond sample preparation, past the initial honogenization dep, did notaffect the comparabilit y of the
data. Although the regression parameters for al preparation geps met the ddfinitive leve data quality
criteria, the inferential statistic indicated that the data sets were significantly different. Therefore, for this
demondration, this analyzer produced quantitative screening level data quality for zinc.

Within the sample preparation steps, the efects of contaminant concertration were also examined The
data sds for the primary analytes were sated into the following concentration ranges: 0 - 100 ngy/kg, 100-
1,000 ny/kg, and greater than 1,000 ny/kg (Table 4-10). The regression analysis for each primary analyte
and for each preparation gep was rerun on he concentration-based daa sets. For target analytes that
exhibited susceptibility to interferences, the daa affected by the interference was removed, as was donein
the intermethod evaluation. Of the primary analytes, only lead and znc exhibited fidd-based MDLs
spanning the uppe two tiers d the three concentration ranges. The remaining primary analytes generally
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had fidd-based MDLs in the mid to uppe range of the middle concentration tier. This left only the uppe
tier of concentration ranges for the evaluation of concentration efects. Having complete daa for only one
of the tiers of concentration ranges madeit impossible to meaningfully evaluate the effect of contaminant
concgentration ranges for these othe target analytes. However, lead and Znc had complete data for both the
middle and uppe concentration range; this allowed at least a qualitative assessnent of concentration effect.
Based on this daa, both lead and anc exhibited gronge comparability and less error at the uppe
concentration range (Table 4-10). This relationship is expressed through inproved r? values and gandard
error of the estimates for the uppe concentration range relative to the middle concentration range; however,
for both concentration ranges the analyzer produced quantitative screening level data quality. This
relationghip of increasing accuracy and reduced relative error as concentrationsincrease is generally
exhibited by most analytical methods

Table 4-10. Concentration Effect Data for Lead and Zinc

In Situ Unprepared In Situ Prepared Intrusive-Unprepared | Intrusive-Prepared

Concent ration| No. of Std. | No. of Std. No. of Std. | No. of
Range (ppm) |Samples | r> | Err. |Samples| r? | Err. | Samples | r? | Err. |Samples | r?

Lead
0- 100 9 0.12]0.20 18 0.21]0.11 14 0.00| 0.07 28 0.15| 0.08
100 - 1,000 159 0.62]0.20 153 0.88] 0.09 159 0.91| 0.08 163 0.84|0.12
>1,000 95 0.67]0.19 97 0.96| 0.06 96 0.97| 0.06 96 0.95| 0.07
Zinc
0- 100 17 0.01] 0.08 4 0.00| 0.09 10 0.01| 0.06 8 0.60| 0.08
100 - 1,000 150 0.59]|0.21 145 0.78]0.14 150 0.78| 0.15 166 0.78| 0.16
>1,000 32 0.48]0.21 32 0.94| 0.07 31 0.92| 0.08 32 0.93| 0.08

To examine the efect of count times on te analyzer’s comparabilit y, a subset of 26 samples, intrusive-
prepared, from the RV Hopkins site was reanalyzed using twice the original count times. This did not
significantly affect the comparability, as measured by the r?, dope, intercept, and gandard error of the
regression, except for chromium. For chromium, only the dope and y4intercept showed a significant
changewith increased count times. The dope and y-ntercept shifted from 0.49 and 20, respectively, when
the 60 live-second @unt times were used, to 0.87 and 089, respectively, when the count times were
doubled to 120 ive-seconds

In summary, the XL Spectrum Analyzer produced quantitative screening level data quality for arsenic,
copper, and Z2nc. The analyzer produced ddinitive level data for lead. The precision-based MDLs were
genaally 2 to 3 times lower than the field-based MDLs. The precision-based MDLSs represent the optimal
edimate of the MDL, where the field-based MDL may be more representative of actual instrument
performance relative to contaminated soil samples. These limits can rangefrom the thousands of
milligr ams per kilogram for chromium to the hundreds of milligr ams per kilogram for lead and znc. Of the
three variables examined, site, soil, and preparation, sample preparation was the only vaiable to exhibit
significant impact on the data comparability. In fact, the most significant increases in daa comparability
were exhibited ater the initial sample honogenization. Subsequent sample preparation generally improved
the comparability of the data at a fraction of the level exhibited by the initial homogenization. The ned for
the improved comparability associated with the more involved levels of sample preparation shoud be
determined on aproject specific basis and diiven by daa quality objectives.
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A find decision regarding the assignment of data quality leads involves an assessment of both r? ard
predsion RSD results. Using the aiteria preserted in Table 22, a summary of the Niton XL Spedrum
Analyzer’s daa quality performance in this demondration is presented in Table 4-11.

Table 4-11. Summary o f Data Quality Level Parameters

Precision Method D etection Coefficient of

Target XL Spectrum Mean % RSD Limits (mg/kg) Determination Data Quality
Analytes Analytes 5-10 X MDL (Precision-based) (r? All Data) Level
Arsenic Arsenic 9.2 120 0.82 Quantitative
Barium — — — — —
%hromlu Chromium ND 900 0.50 Insufficient Data
Copper Copper 13.2 130 0.92 Quantitative
Lead Lead 6.5 75 0.96 Definitive
Zinc Zinc 11.2 115 0.89 Quantitative
Nickel — — — — —
Iron — — — — —
Cadmium — — — — —
Antimony — — — — —
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Section 5
Applications A ssessm ent and C onsider ations

The Niton XL Spectrum Analyzer was originally designed to analyze for lead in paint. This
demondration found that it could dso provide analytical daa on netals contamination in il for lead at the
definitive level and for arsenic, copper, and Znc at the quantitative screening level. The Niton “SOILAIR”
software used for calibration and quantitation maximized ingrument performance and accounted for most
common il-related matrix interferences. Although this instrument was not designed for field use, with a
few minor weatherizing measures, it was operated unde a variety of environnmental conditions The
analyzer never experienced failure resulting in down tme throughott the 1-month field demondration.
During this time, ailmost 1260 sanples were analyzed. The limited training provided by the develope was
sufficient to allow basic field operation. The develope provided on-line technical suppeot that was
sufficient to allow uninterrupted operation throughou the demondration. A summary of key operationd
featuresis listed in Table 5-1.

Table 5-1. Summary o f Test Results and Operational Features

Weighs less than 3 pounds, battery lifetime of 8 hours

Sample throughput of 20 to 25 samples per hour

Can conduct in situ and intrusive measurements

Generally low purchase price

Easy operation; brief training period
Uses Compton Ratio Method of Calibration

Calibration drift RSD values less than 8 percent for all analytes monitored

Precision percent RSD values less than 15 percent at 5 to 10 times the MDL for all analytes;
a value for Cr was not determined at this concentration

Can be used on soils exhibiting 30 percent water saturation by weight

Produced data of definitive quality for lead. Data of quantitative screening level for arsenic,
copper, and zinc

Single excitation source (Cd'®)

Requires a specific radiation license to operate in most states

Comparison of log, transformed Niton XL and log, transformed reference laboratory data indicated
that for most metals, the analyzer provided quantitative screening level quality data. This daa quality level
is applicable to most field goplications. The daa produced by this analyzer was log,,-10g;,, linearly
correlated to the reference daa.  This linear correlation hdd more than 5 orders of magnitude The
relationship between the analyzer daa and the reference data indicates that if 10 - 20 percent of the samples
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analyzed were submitted for reference method analysis, the XL Spectrum Analyzer raw data could be
corrected to more closdy match the reference data. In the caseof lead, after the initial sample
homoganization, the XL Spectrum Analyzer daa was datistically equivalent to the reference data.  This
instrument exhibited precision dightly lower than the reference method, generally between 10 and 20
percent, indicating ahigh deree of reproducibility.

The XL Spectrum Analyzer is generally operated with relatively short court times (60 - 120 ive-
secondg and uses only oneradioactive source. This single radioactive source limits the number of analytes
that can be deected. The XL Spectrum Anayzer’'s “ SOILAIR” software can report concentrations for
molybdenum, zirconium, strontium, rubidium, nicke, arsenic, chromium, iron, copper, lead, and zncin
soil samples. The relatively short count times and the single radioactive source combine to increase the
sample throughput and detection limits but decrease the analyzer accuracy and precision.

This demondration identified sample preparation as the most important variable with regard to
analyzer performance and dda comparability. The Niton analyzer can be used in anin situ or intrusive
mode The daa from this demongration indicated that when operated in thein situ mode the results did
not show astrong @rrelation between FPXRF and reference daa.  This may not be due to instrument error
but rather to the inheent spatial variability of contamination, even within an area as small as the 4-inch by
4-inch grid sampled during this demondration. The greatest increase in correlation between the FPXRF
data and reference data was achieved after the initial sample horrogenization. However, furthe sample
preparation, such as sieving or drying and seving, did notgreatly improve the comparabilit y.

The XL Spectrum Anayzer was strongly dfected by arsenic and lead interference at the RV Hopkins
site. Samples from this site exhibited lead to arsenic concentration ratios greater than 10:1. In these
sanples, the instrument produced false pasitive readings for arsenic in al cases. These false positive
results ranged from 4 to 20 times the actual arsenic concentration in the samples. A similar interference
was experienced a the ASARCO ste. Chromium analysis proved to be problematic for the analyzer, with
MDLs ranging from 900 to1,500 ng/kg. Iron or manganeseinterference may have cause this poor
response. The remaining target analytes did notappear to be sgnificantly affected by interfering dements
unless they represent in abnomally high concentrations eg., copper interfering with zinc.

The deps needkdto correct the field measuremnerts to more closely match the reference cita are
follows:

1. Conduwt sampling and FPXRF analysis.

2. Sdect 10 - 20 percent of the sampling locationsfor resampling. These resampling locationscan be
evenly distributed ove the rangeof conaentrations measured, or they can focus on an action leve
congentration range

3. Resample the sdlected locations  Thoroughly honogenize the samples and have each sample
analyzed by FPXRF and areference method.

4. Tabulate the resulting daa with reference data in the y-axis column (dependent variable) and the
FPXRF daa in the x-axis column (indegendent variable). Transform this daa to the equivalent
log,, value for each conaentration.

5. Conduct alinear regression analysis and deermine the r?, y-intercept and dope of the relationship.
The r? should begreater than 0.70 to proceed.

72



6. Place the regressn paameters into Equation 5-1:
Y(log,, correced FPXRF data) = slopex (log,, FPXRF data) + Y-intercept (5-1)

7. Usethe above eguation with the log,, transformed FPXRF results from Step 4 above and clculate
the eaiivalent log,, carrected FPXRF data.

8. Takethe anti-log,, (10 [log,, transformed coreced FPXRF data]) of the equivalent log,, carrected FPXRF
data calculated in Step 7. These resulting vaues (in milligr ams per kilogram) represent the
corected FPXRF data.

To show the effect of correcting the FPXRF daa, the changein average relative bias and accuracy can
be examined The arerage rdative bias betweenthe FPXRF data and the reference data is a measure d the
degree to which the FPXRF ovea- or undeestimates conaentrations relative to the reference methods The
relative bias is an average number for the entire data set and nay not be representative of an individual
measurenert. An example d this can be seenin an analyzer s data where nmeasurenerts are
undeestimated at low conaentrations but overestimated at high mnaentrations. On average, the relative
bias for this analyzer is zero; however, this bias is not representative for high orlow concentration
measurements. To avoid this dilemma, three approaches can be taken: (1) the evaluation of average
relative bias can be focused on anarrow concentration range (2) the analyzer’s data can be corrected using
the regression goproach described above or (3) average relative accuracy can be calculated. Average
relative accuracy represents the percentage that an individual measurement is ove- or underestimated
relative to areference measurenrert. Table 52 shows the average relative bias and accuracy exhibited by
the Niton XL, before and dter data correction using the eght-step approach previously discussed.

The average relative bias and accuracy for lead (Pb), which fel into the ddfinitive level data quality
category, were genaaly smaller than for the other dements. The analytes falling into the quantitative and
qualit ative screening level data quality categories had generally larger average relative bias and accuracy.

Once the chta is corrected using the regression approach preserted ealier, in most cases, the average
relative bias and accuracy were reduced. The average relative bias numbers are no longe strongly
influenced by a concentration efect since the regression goproach used to correct the data used log,,
transformed data. The average relative bias and accuracy for the corrected data are similar to the
acceptable average relative bias between the reference data and FE samples (true values), as shown Ly the
last column in Table 5-2.

Based on his demondration, the XL Spectrum Analyzer is wdl suited for the rapid real-time
assessnent of sdected metals contamination in sdl samples. Although in several cases the analyzer
produced daa datistically equivalent to the reference data, generally confirmatory analysis will b e required
or requested for FPXRF analysis. If 10 - 20 percent of the samples analyzed by the analyzer are submitted
for reference method analysis, ingrument bias, relative to sandard methodssuch as 3050A6010A, can be
corrected. Bias correction dlows FPXRF data to be enhanced so that it approximates the reference daa.
The demondration showed that this analyzer exhibited astrong liner relationship with the reference daa
more than a 5 orde's of magnitude concentration range For optimum corréation, samples with high,
medium, and low @neentration ranges from a project must be submitted for reference analysis.

The Niton XL Spectrum Analyzer can providerapid assessment of the distribution of metals

contamination in sils at a hazardous waste Ste. This data can be used to characterize geneal site
contamination, guide critical conventiond sampling and analysis, and nonitor remova actions This
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demondration suggested that for some dements, the field daa is equivalent to the reference data. SW-846
Method 6200 br FPXRF analysis will help in the acceptance of this daa for quantitative screening level
applications and possibly ddinitive level applications FPXRF daa can be produced and interpreted in the
field on adally or per sample basis. This real-time analysis allows the use of contingency-based sampling
for any gpplication and greatly increases the potential for meeting project oljectives on asingle
mobilization. This analyzer is an &fective tool for Ste characterization and remediation. It provides a
faster and less expendve means of analyzing metals contamination in oil.

Table 5-2. Effects of Data Correction on FP XRF Data Comparability to Reference Data for All In
Situ-Prepared Samples

Average

Relative Average Relative Average Relative | Average Relative Acceptable
Target Bias on Bias on Accur acy on Accur acy on Accur acy for PE
Analyte Raw Data® Corrected Data® Raw Data® Corrected Data“ Samples®
Arsenic 0.88 1.04 1.33 1.33 1.76
Chromium 12.1 1.52 17.67 2.44 1.55
Copper 1.31 1.04 1.10 1.74 1.18
Iron 1.42 1.01 1.48 1.61 1.54
Lead 0.97 1.02 1.52 1.51 1.63
Zinc 1.35 1.03 1.52 1.27 1.64
Notes: : A measurement of average relative bias, measured as a factor by which the FPXRF, on average, over- or

underestimates results relative to the reference methods. This measurement of bias is based on raw (not
log,, transformed) data. This average relative bias does not account for any concentration effect on
analyzer performance.

A measurement of average relative bias on the FPXRF data after it has been corrected using the eight-
step regression approach.

A measurement of average relative accuracy at the 95 percent confidence interval, measured as a factor
by which the raw FPXRF, on average, over- or underestimates individual results relative to the reference
methods. This measurement of accuracy is based on raw (not log,, transformed) data. This average
relative accuracy is independent of concentration effects.

A measurement of average relative accuracy at the 95 percent confidence interval, of the corrected
FPXRF data obtained using the eight-step regression approach.

A measurement of accuracy represents a factor and 95 percent confidence interval that define the
acceptable range of differences allowed between the reference method reported concentrations and the
true value concentrations in the PE samples. This bias is included only as a general reference for
assessing the improvement on comparability of FPXRF data and reference data after FPXRF data
correction.

The average relative bias is calculated as follows:
Average relative bias = ((},,[FPXRF;/Reference;])/number of paired samples)-1

This value represents the percentage that the FPXRF over- or underestimates the reference data, on average,
for the entire data set. To convert this calculated value to a factor, 1.0 is added to the calculated average
relative bias. The above table presents the average relative bias as a factor.
The average relative accuracy is calculated as follows:

Average relative accuracy = SQRT (Y ([FPXRF;/Reference;]-1)2/number of paired sample)
This value represents the percentage that an individual FPXRF measurement over- or underestimates the
reference data. The relative accuracy numbers in the table are calculated at the 95 percent confidence
interval. This is accomplished by adding two standard deviations to the above formula before the square root

is taken. To convert this calculated value to a factor, 1.0 is added to the calculated average relative accuracy.
The above table presents the average relative bias as a factor.

General Operational Guidance
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The following paragraphs describe general operating congderations for FPXRF analysis. This
information is derived from SW-846 Md&hod 6200 br FPXRF analysis.

Geneal operation of FPXRF instruments will vary according to specific developer protocols. For all
environmental applications, confirmatory or reference sampling shoud be condwcted so that FPXRF daa
can be corrected. Before operating any FPXRF instrument, the developer’s manual shoud be conaulted.
Most cevelope's recommend that their instruments beallowed to warm up for 15 -30 ninutes bdore
analysis of any samples. This will help dleviate drift or energy clibration roblems.

Each FPXRF ingrument shoud be operated according to the developer’s recommenddions There are
two modes in which FPXRF ingruments can be operated: in situ and intrusive. Thein situ modeinvolves
analysis of an undisturbed soil or sediment sample. Intrusive analysis involves collecting and preparing a
soil or sediment sample before analysis. Some FPXRF ingruments can operate in both modes of analysis,
while others are designed to operate in only onemode The two nodes of analysis are discussed below.

For in situ analysis, onerequirement is that any large or nonrepresentative debris be removed from the
soil surface before analysis. This débris includes rocks, pebbles, leaves, vegdation, roots, and mnaete.
Another requirement is that the soil surface be as smooth as possible so that the probe windowwill have
good ontact with the surface. This may require some leveling of the surface with a stainless-sted trowd.
Most developers recommend that the soil be tamped down b increase soil densty and compactness. This
step reduces the influence of soil dengty variability on the results. During the demongration, this modest
amount of soil preparation was found 1o take less than 5 minutes per sample location. The last requirement
is that the soil or sediment not be saturated with water. Most FPXRF ingruments will perform adequately
for soils with moisture contents of 5 - 20 percent, but it will not perform well for saturated soils, especially
if pondel water exists on the surface. Data from this damondration did notsee an effect on dda quality
from sdl moisture content. Saurce court times for in situ analysis usudly range from 30 t0120 seonds
but source count times will vary between instruments and dgpending on equired deection limits.

For intrusive analysis of surface soil or sediment, it is recommended that a sample be collected from a
4- by 4-inch square that is 1 inch degp. This will produce a soil sample of gpproximately 375 gams a
250 en®, which is enough il to fill an 8-ounce jar. The sample shoud be honogenized, dried, and giound
before analysis. The daa from this demondration indicates that sample preparation, beyond
hombgenization, does not greatly improve daa quality. Sample honogenization an be conducted by
kneading a soil sample in aplastic bag. One way to monitor honogenization when the sample is kneaded
in a plastic bag isto add sodium fluorescein dyeto the sample. After the moist sample has been
honmogenized, it is examined unde an ultraviolet light to assess the distribution of sodium fluorescein
throughou the sample. If the fluorescent dyeis evenly distributed, honogenization is conddered complete;
if the dyeis not evenly distributed, mixing shoud continue until the sample has been thoroughly
honmogenized. During the damondration, the honogenization rocedure using the fluorescein dyerequired
3 to5 minutes pe sanple.

Once the soil or sediment sample has been honogenized, it can be dried. This can be accomplished
with atoaster oven or convection oven. A small portion of the sample (20 - 50 grams) is placed in a
suitable containe for drying. The sample shoud be dried for 2 to 4 hous in the convection or toaster oven
at atemperature not greater than 150°C. Microwave drying is not recommended. Feld gudies have
shown that microwave drying can increase variability between the FPXRF daa and reference daa. High
levels of metals in a sample can cause arcing in the microwave oven, and smetimes dag will f orm in the
sanple.
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The honogenized, dried sample material can dso be ground with a mortar and pestle and passed
through a60-mesh seve to achieve a unif orm particle sze. Sample grinding shoud continue until at least
90 percent of the original sample passes through the seve. The grinding dep nomally averages 10
minutes pe sample.

After asampleis prepared, a partion should beplaced in a 314mm pdyethylene sample cup (or
equivalent) for analysis. The sample cup shoud be completely filled and covered with a 2.5-micrometer
Mylar™ (or eguivalent) film for analysis. The rest of the soil sample shoud be placed in ajar, labeled,
and achived. All equipment, including the mortar, pestle, and geves, must be thoroughly deaned s that
the method Hanks are below the MDL s of the procedure.

Technology Update
The text below was taken vebatim from information submitted by Niton Corporation.

Inthefall of 1994, we first agreed to paticipate in the demonstration. We had worked out a simple
method for correcting compostion-related soil matrix effects that we felt made our XL Spectrum Analyzer
a practical tool for the fidd analysis of lead in sdl. By the time of the demonstration in April 1995,we had
developed amore refined calculation method hat corrected for spectral overlaps and rovided nultiple
element capability. At the time of the demondration, we had notyet completed the instrument-resident soil
application software, so we used a palm-top persond computer linked to the instrument to perform the
neded calculations and dore data. The system used in the damondration was a prototype of wha became
the XL-LISA.

In the sunmer of 1995,we commercially introduced the XL-LISA (XL Lead In Soil Application).
Intended as a software upgradeto the ssandard XL Spectrum Analyzer (our lead paint analyzer), XL-LISA
includes instrument-resident software to analyze for lead, arsenic, zinc, and @pper in sil, and gore up to
500 omplete readings with spetra on-board the instrument. XL-LISA adsoincludes a kit of equipment
and supplies for preparing soil samples for accurate XRF analysis.

Since the demondration and introduction of XL-LISA, we have made a number of technical
improvements in the XL hardware design, dectronics, software, and alibration procedures. These
improvements have led to more condstent, stable operation, somewhat better accuracy and lowe deection
limits.

We are presently launching a companion product, the NITON 700,which combines the XL’ s srall
size and weght with exceptiondly high senstivity in thin sample application (such as air sampling filters).
The NITON 700 dfers a much expanded range of multiple dement capability for soil and thick sample
analysis. We will continue to push for improvements in senstivity and accuracy as we furthe develop this
product.
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