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ERL-D Structure-Activity Research Project

PROJECT OBJECTIVES

The overall objective of this project is to provide the Agency with the
technical basis for estimating the toxicity and environmental behavior of
organic chemicals from molecular structure. The project is directed toward
the evaluation of quantitative structure-acti?ity relationships (QSAR) for
use by EPA Program Offices and toward the development of new data and QSAR
methods to extend the technique to meet Agency needs.

Specifically, the objective of the Structure-Activity Project is to
Aevelop methods to predict the toxicity, persistence, and treatability of
large numbers of untested chemicals using QSAR based on structural, chemical,
and biglogicalAproperties.of représen;a;ivg reference Qata bases.

Developmenﬁ of QSAR is being tailored for use in the.(l) initial'screening of
chemicéls under TSCA, (2) déQelopﬁént of ri;k aséessment stfategiés; (3)
prioritization of chemicals for Water Quaiity Criteria developﬁent, and (4)

the optimization of national monitoring programs for toxic chemicals.



II.

PROJECT OVERVIEW

The broad objectives of predicting toxicity, persistence, and

treatibility of chemicals require considerable definition at the outset. The

ase of QSAR carries with it the assumption that a well-defined chemical or
biological activity can be related to a combination of free-energy,
‘electronic, and steric properties of the molecule. This assumption dictates
thiat the measured activity (hereafter called endpoints) be well-defined and
depéndent on the chemical rather than the environment into which the chemiéal

is placed. While aquatic toxicity may be estimated directly by predicting

‘the acute LC50 or chronic MATC from reference data bases, estimations of

‘persistence or treatability aré likely to be as dependent on the system

Studied as on the properties of the chemical. Therefore, QSAR in these areas, .

¢an only be used in predicting rate constants and equilibria which are needed

‘ifpits to process models for persistencé and treatability. QSAR can be

déveloped to estimate hydrolysis, aaébrptibn; volatilization, and
biodegradability - but the full use of this approach will only be realized in
the development of transport ana transformation process models such as the
EXAMS model developmént at ERL-Athens.

The overall QSAR dévelopment proce$s is outlined in Figure 1. Most

‘often, a data base is compiled for thé endpoints of interest (acute toxicity,

$6latility, etc.) and selected wolecular descriptors which are thought to be
important comtrolling faétbrs in the relative activities of the chemicals.
The data base is oftén classifiéd into homologous or semi-homologous series
of chemicals to increase the likelihood of common modes of action or reaction
>méchanisms. Where critical datd are lackiué, a data generaﬁion program is
needed to provide the déﬁa. fﬁe compiléd molecular deécribtors and en&points
are analyzed by a variety of mathematical techniqﬁes such as multiple

2
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regreéssion and pattern reéogﬁition to'defiye a quanti;ativg
struétﬁre-accivity felati;nship for the gelecfed class of chemicals and the
specified endpoint.

In making predictions beyond the tested chemicals, the chemical must be
classified to select the proper QSAR model. The molecular descriptors which.
are the variables in the QSAR for the chemical must be generated, and the
endpoint is computed as a QSAR prediétion.‘ Obviously, ‘only endpoints for
which there are QSAR can be predicted.

Figure 1 shows that QSAR must be develéped along many research fronts if
it is:to be. useful for large numbers of diverse chemicals. In the initial
phasSe of this project, it was immediately-apparent that there were few data
of ‘use- in QSAR deveiopment. The aquatic toxicity literature contained little
' gyitgmatically derived data due to past emphasis. on teéting reiati§ely few o
high}&{hazafdbus éhemibals‘éxténsiveli;. Mofedver, imporﬁaﬁt molecular .
dé@tfiptors-were nearly“non-ekistent:for chemicals outside - the interest§ of
the' drug and pesticide induGtry. It would be of- little value to develop QSAR .
models  which required parameters not available for individual chemicals. '

Limitations with respect to ihe level and mechanism of funding‘fot this
project required that'the'fifst yeér‘obiéctives‘be redefined as follows. It
was" apparent that’ numerous testing_labotatories_could develop QSAR models
indépéhdent of this project if the necessary @oledular déscriptors were made
available to:them.' Therefore, approximately 25 percent §f the resources aré
assigned to the evaluation, calculaticn, and éoﬁpilation of molecular
descriptors. An'additioﬁal 25 percent of the resources are assigned to the
development of a user orieﬁted,acomp;tériied data &issemin;tion system called

the Information System for-Hazardous Organics in Water (ISHOW). The



remaining 50 percent of the resources are assigned to the data generation
effort.

Because‘of the expertise of this laboratory in aquatic toxicity testing,
data generation is being focused on developing a systematic aquatic toxicity
data base for industrial chemicals. In anticipation that the data base will
have to contain approximately 20 chemicals of each chemical class, the use of
chronic tests is precluded by the cost and time requirements. Therefore, the
initial data generation consists primarily of the determination of the 96
hour LC50 of industrial chemicals for fish. Lesser efforts are being made on
- expanding the model developed to predict the bioaccumulation poteatial of
chemicals in aquatic organisms, and comparing the relative sensitivity of
different aquatic species.

"It ¥is- anticipated that testing will expand to include additional
;oxicity eqdpoints afte; the usefulness -of the QSAR technique -is
demonstfﬁtéd. Furthermore, éoordination of this project with other ORD
laboratories which have the expertise in studies of persistence and
treatability of organic chemicals is underway. Joint efforts are being
discussed for the generation of data bases of key endpoints needed in the

modeling efforts in the area commonly called "fate'.



III.

PROJECT ORGANIZATION

The grganizacioq:ofﬁthe ERL-Duluth QSAR projecé is’ presented in general
terms in Figure 2. The p}oject is cenﬁered with a core group of ERL-Duluth
staff“wﬁi;h is supported by the ORD D;cision Unit for Toxic - Ecological
Effects and Transport and Fate. The ERL-Duluth staff provides project

planning and coordination, tailoring of QSAR methods to meet EPA needs, and a

"nucleus ‘for toxicity testing. A cooperative agreement between ERL-Duluth and

the University of Wisconsin—Superior and funded jointly by ORD and OTS
provides the project with data compilation, toxicity data generation,
toxicological interpretation of test resﬁlts and the development of rapid
screening methods for the structure activity project. A cooperative_

agreement with the University of Minnesota-Duluth funded by ORD and

. EPA-Region V’is:focused‘pn'thefdiséeminatiqn’bf QSAR predictive'technology

for large numbers of éhemicals, d@nd the development of QSAR models to be
tested. The progress of each of the teams listed in Figure 2 will be

presented in this report. -
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Iv.

ESTIMATION OF ACUTE TOXICITY OF ORGANIC'CHEMICALS TO FISH

A. Definition of Boundaries

The literature concerning the applicatibn of QSAR to environmental
sciences is growing rapidly. As with the drugvand pharmacology literature,
many of the QSAR equations are isolated bits and pieces of information which
fail to put any individual study into a larger perspective., This
fragmentation becomes especially frustfating when the literature is searched
for possible solutions to the problems faciné EPA. In considering the
problem of estimating the beﬁavior of 30,000-40,000 industrial chemicals in
the aquatic environment, it seems necessary to approach the literature with
the belief that such things as toxicity and persistence follow very ‘simple
relationships among chemicals and that_thére are some boundary conditions to

the problem. Without this belief; our future generations will be continuing

~our testing in the "hit and miss" fashion of the past 30 years.

In 1968, Corwiﬁ ﬁansch (ﬁéﬁsch, et al. 1968) providéd an illustrative
example which demonstrated that organic chemicals in water behaved in an
orderiy fashion. Due to the relationship between factors controlling dis-
solution of organic chemicals in water and that of partitioning the chemical
between a water phase and a lipid phase, Hansch demonstrated quantitative
relationships between éhe‘water'solubility of chemicals and their
n-octanol/water partiiiqn coefficients. The relationships were simple:-

log é = a log P +:b
where s is the solubility in moles/l, P is the partition coefficient, and a
and b ‘are constants. Using data for 156 chemicals of 9 chemical classes, the
equation

log % = 1.339 (+ 0.07) log P - 0.978 (+ 0.15) r = 0.935
held over a range of about 100,000 in water solubility. When the data were

separated into individual classes, values of r were as great as 0.990.

8
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Therefore, it is apparent that log P is a free-energy term which is a
manifestation of much of the structural information which affects the
behavior of chemicals in aqueous systems.

Implicit in these relationships is the likelihood that the log P will
also be important in the partitioning of chemicals from water into aquatic
organisms and onto organic-coated surfaces. Therefore, it is almost anti-
climactic to have published papers like that of Veith et al. (1978) showing
linear relationships between the bioconcentration factor in aquatic organisms
and log P, or that of Karickhoff et al. (1978) showing relationships between
the sediment/water partition coefficients and log P as follows:

K, = 0.6 x P x (0.C.)

P

where K is the sediment/water partition coefficient and 0.C. is the
f;actional mass Qf organic carbon wiFh sediment. Lopez—~Avila and Hites
(1980) répo?ted that the concéntration of numerous organi§ chémicals in river
gediments downétream from dischatgeé'can be modeled with-the émpirically
derived equation

log Cy = by + by (distance/log P)

c

where Cy 1s the concentration in the discharge and by and b, are
constants for the river system.

The work presented by Hansch is important to aquatic toxicity studies
because it helps to define the boundaries of the "testing space'. For
example, Figure 3 preseats a plot of the "testing space" fo:'chemicals‘over
the log P range from -2 to 8. This is 10 orders of magnitude of lipo-
phillicity and includes the vast majority offindustrial éég;nic chemicals on
the TSCA inveatory. The vertical axis in Figure 3 1s thevlogatithm of the

concentration of chemicals expressed as moles/liter which varies from 2 to -8,

9
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which is approximately the range of concentrations of interest in testing for
most toxic effects in the aquatic system. The right-hand scale is the water
solubility of chemical expressed as the logarithm of the molar concentration
at saturation. The line represents the equation presented by Hansch
reanalyzed to include the 95 perceant prediction limits of the relationship
between water solubility and log P. This "testing space" should enclose most
of the organic chemicals encountered in this study. Quite obviously, if the
estimated LC50 for a chemical of known log P lies above the water solubility
line, it should not be possible to measure the LC50 in aquatic systems.

B. Model for Physical Toxicity in Acute Tests

Little has been done in the area of predicting the toxicity of organic

chemicals to aquatic organisms from structure since the work of Meyer and
“Overton in 18?9-1901. ..The li;eraturevcoq;aipg:a few isolated examples
demonst?ating to#icity—gtructure relationships; hgwevg;? a perspective
suitable for shaping research to addréss the proﬁie;s.facing EPA, aﬁd 0TS in
particular, is absent.

There is a thread running through the literature which may give the
necessary guidance in tackling the problem. Richet's Rule published in 1893
proposed that the toxicity of a chemical .is roughly inversely proportional to
its water solubility. Implicit in this rule is the fact that comparable
modes of action are considered. Ferguson (1939) proposed that when a physio-
logical effect is reversible, when an equilibrium exists between the brganism
and the external phaseé, and when the physiological effect is a function of

the external concentration, the toxic effect must be physical in character.

He suggested that all substances at some concentration will exert toxic

11



action by physical mechanisms and even’nitrogéh'gas_at'high enough pressure -
can produce effects. The physical effect may be masked by irreversible

chemical effects; but in the absehce'gi chémical.éffects, the-priméry process

is reversible and physical in nature.
The physical effect of Ferguson was expressed as
' 1
C = kst
where S is the water solubility expressed in moles/liter. This physical
effect is called narcosis which is any reversible decrease in physiological

function induced by physical or chemical agents (Mullin, 1954). Ferguson

" proposed that the chemical activity for chemicals ‘at concentrations producing

narcosis is constant. Since the thermodynamic activity of a 'chemical

~prodﬁcing narcosis (Anar) is calculated by

‘where Char’ is the concentration producing narcosis and Cg is the

‘solubility of the chemical in-&gfer'exbfééSéd as mdlesllifer, if the

activities of chemicals for the same phyéiologiéal'effeét.are constant for
series of chemicalg, the observed effécis should be a constant ratio with
respect to-the water solubility és'ekpfésséd by Richet;s Rule,

Mullin (1954) PreSeﬁte&‘data consiétenf with this idea and further
elaborated on the.nature.éf physical and chemicél.toxicity; He defined
narcosis as any reversible decrease in physiblogicalhfunctiopuwhere the
effects can be divided ints-narcoéis of celi'division and narcosis of the
central nervous systém (geperal anesthesia). Most chemicals can cause both

physical and chemical toxicity; however, if the:chemical toxicity -is small

‘under the exposure time studied, the predoﬁinant.effect will be physical

12



toxicity or narcosis as the exposure concentration approaches the water
solubility of the chemical. Thus, in a simplistic way, the prediction of
toxicity of chemicals ﬁo fish may parallel the zero based budgeting (ZBB)
method in that, unless specific functional groups that produce chemical
toxicity are present in a chemical of interest, the chemical is likely to
cause physical toxicity, or narcosis, at some fraction of its water
solubility., If ché@ical toxicity occurs, the physical toxicity is masggd and
the observed toxic effects are likely to be at lower concentrations than the
concentration needed for narcosis.

The model immediately posed a problem for this projebt.: If the
thermodynamic activity at equipotency fér narcosis is constant within a
series, it would be impossible for higher members of the series (i.e. higher
log P) to be non-lethal at water solubility. :However, it 1is a common
occurrence in ;oxicicy tésts with fish'to fin& chgﬁicalslnon—lethglAat
téolﬁbility; withvﬁéx;chléfobenzeﬁe aﬁd tridecanol being ﬁrime exaﬁples.'.
Glave and Hansch (1972) provide the answer to this épparent discrepancy.

They presented evidence that the linear relationship between narcosis and
lipophillicity as measured by log P (inversely proportional to water
solubility) was only linear for the more water soluble chemicals. The
relationship Eetween toxicity and log P was actually parabolic in nature and
was termed the 'parabolic effect". The biological effect is actually modeled
by:

logl = -a(log P2+ b log.é +c
Thus, at small values of log P, the equation may appear linéar. ,Howevér,.as
thé rénge of log'B.is'extended, the'relationéhip-bétween‘Bioidgical’acti;;éf
and log P reverses and the toxicity éttuallY‘decreages with incréasiné log
P, |

13



Since the log P and water solubility_are inversely but linearly related, the
expected physical toxicity for chemicals with. a large log P- could be above
the expected water soiuﬁiiity'and‘no~é}f;§ts would be ;éas;red.

“Afhe "parabolic effect" ﬁas been interpreted in many ways. The-fact that
toxicity decreases with increasing log P at the high end of the log P scale
seems to indicate that the chemicals either diffuse slower through membranes
or that the fatty tissue act as a storage media and remove the chemical from
the blood and key receptors. Since the bioconcentration process is linear
with log P, chemicals of high log P may produce large residues in fish at
water concentrations whiph are not toxic to the fish. This is classicélly
illustrated with PCBs where the hazérdé to consumers of fish due to the
accumulated residues far outweight the hazards to fish Qt environmental
concentrations.

The "parabolic effect" may be more accurately described as a bilinear
effect resuitiné from coﬁpétiﬁglmémbraﬁevtfanéport phenomena. These modelsd
have been described by Yalkowsky and Flynﬂ (1973) and Kubinyi (1979). The
bilinear model is expressed as:

log % = a log P-b log(BP + 1) + ¢
This is more consistent with the understanding of membrane transport which
suggests that water-soluble-chemical transport may be controlled by the
membrane while lipid-soluble-chemical transport may be controlled by the
diffusion layer. Lo -

c. Experimental Procedures

The chemicals initially selected for this study include a wide variety
of alcohols, ketones, aldehydes, ethers, phenols, and chlorinated aliphatic

and aromatic hydrocarbons. Figure 4 illustrates the procedure for selecting

14



Figure 4. Flow-Chart for Selecting Test Chemicals
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chemicals for QSAR modeling. The QSAR modeling group selects appropriate’
classes of chemicals for consideration. lThe‘classes of -chemicals are ﬁapﬁed
onto a subset of the TSCA inventory to select chemicals which meet the QSAR
criteria and afe in actu#; production in industry. Thé list is further
reduced to those which can be purchased éélreasonable cost in a pufe state.
The list is then screened by the ERL-D Health and Safety Officer to insure
worker safety. Small quantities of the chemicals are purchased to develop
suitable analytical methods and conduct range finding tests so that an
appropriate amount of chemical can be purchased. After the test is
conducted, evaluated and entered into the data base, the data are used to

- determine if additional chemicals in the class should be tested to extend the
predictive capabilities of the QSAR models. The entire érocess in ?igure 4
requires approximaCely'ﬁ to 5 months,. - Therefore, there is not the rapid
feedback needed fo; a cost-effecfive testing program ;nq'this project is
optimizing the testing fééoufees By EeéﬁingvéeQeral'cléséeé ofvchemicais in a
4 to 5 month "leap-frog'" manner. This permits the testing teams to test
initial chemicals of one class while the modeling team is selecting

additional chemicals of another class.

Exposure Systems. Tests were conducted, in proportional dilute;s (Mount
and Brungs, 1967) each with a dilutioﬁ factor of 0.6. Each diluter delivered
12 L every 20 min cycle to six flow splitting‘cha&bets which delivered 0.5 L
to duplicate test chambers. Tests ;hambérs were glass aquaria measuring 20 x
35 x 25 cm with a 9 cm standpipe, providing a 6.3 L volume. Fluourescent
bulbs provided 28-34 ft candles oﬁ light at the water surface. A 16 hr

light, 8 hr dark photo period was used.

16



Water Characteristics. The water source was Lake Superior water

maintained at 25°C in the test chambers. Hardness and alkalinity were either
measured in the control tanks during the test or from a separate line weekly.
pH was measured once during each test at three concentrations and in the
control. Dissolved oxygen was also measured at three concentrations and the
contrql at 0, 48, and 96 hours. Ten tests yiélded a mean hardness of 56.3
mg/L CaCO3, a mean alkalinity of 42.2 mg/L CéCO3 and an arithmetic mean

pH of 7.5. Dissolved oxygen was maintained at 60% saturation or higher.
Other chemical characteristics of Lake Superior water are presented in

Table 1,

Toxicant Additions. Toxicants were usually introduced directly into the

diluter by a metering pump (FMI Corp.). Some tests required delivery of a
. saturated solution of the toxicant in lake water. ‘The saturator systems
;onsisted of either a 20 L glass t#nk or 20 L glass jar.which contained
éoﬁétaﬁt volume of water énd excess of the ioxicént. The.water'waé stirrea
continuously to maintain saturation in the incoming water as the saturated
solution was pumped to the diluter. Two or three tanks and/or jars,
connected with siphons were installed when toxicity was very close to
saturation.

Test Organisms. All tests were conducted with fathead minnows

(Pimephales promelas) from the Environmental Research Laboratory-Duluth

culture units. Fish were hatched and reared in Lake Superior water and fed
live brine shrimp at least twice daily. Typic;l fish tested were 30 days old
and weighed 0.12 g. Twenty-five fish were randomly assigned to each of
twelve tanks in lots of five. Fish were not fed during the 96 hoﬁr tests.

Deaths were recorded at 1, 3, 6, 12, and 24 hr .and every 24 hrs thereafter

17



Table 1.

Chemical characteristics of dilution water

from Lake Superior (all values in ug/liter except

where noted otherwise)

18

pH (pH units) 7.7 Chromium <0.1
Hardness 46,000 Cobalt 0.4
Alkalinity 40,000 " Copper 1.0
Chloride 1,300 Iron 28.0
Sulfate 3,800 Lead <0.2
Total phosphate 2 Magnesium 1,400
Ammonia-nitrogen N.D.® Manganese 5.6
Nitrite—nitrogep. : 1 ‘ . Mercury i <0.01
.Nicrate—nicrogen 220 o | Nickelt 0.5
Siliéarb 2,100 ‘ : fotaSSium 600
Specific conductance 93 Silver | <0.02
(umho, 25°C)
Aluminum 8 Selenium 0.6
Arsenic 0.7 Sodium 1,300
Cadmium 0.04 " Zinc 0.9
Calcium 13,000 -
A . | ;
4 N.D. = not detected - o



for the remainder of the test. Other observations such as changes in
equilibrium, schooling, and distribution of the fish ian the tank were
recorded.

Data Analysis. Lethal effects of the toxicants were determined by

calculating LC50 values at several time intervals for each test. All
calculations were made on the ERL-D's PDP-1l computer using the trimmed
Spearman-Karber Method (Hamilton et al., 1977).

Analytical Techniques for Toxicity Test Chemicals. Concentrations of

toxicity test chemicals are regularly determined in the exposure chambers
during each test. Water samples for the polar chemicals were collected and
analyzed either by direct aqueous injection on a gas-liquid chromatograph
(GLC) or by UV-spectroscopy. GLC analysis was performed on a Hewlett Packard
Model 5730A gas chromatograph with‘dual flame iopizatioﬁ detectors. The
iﬁstrument wés egdipped with a 122 ¢m x 2 mm I.D. coiumn packed wigh the
porous polymér,‘Tenax-GC (Applied Science, Ri;iera Beaéh, Fla.). The flame
detector was.operated at 300°C and inlet températures wére either 200 or
250°C depending on the compound being analyzed. Nitrogen was used as the
carrier éas and hydrogen and air were used f;r flame operation. Nitrogen,
hydrogen, and air flow rates were 15, 25, and 240 m1~min'1,
respectively.

Peak area calculations were performed by a Hewlett-Packard Laboratory
Automation Data System. Gas chromatographic parameters for each compound
analyzed are listed in Table 2.

Standards for alcohols, ketones and aldehydes were prepared in Lake
Supefior water or distilled water just prior to each test. No differences

were noticed.- in standards prepared in either lake water or distilled water.
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Table 2. GLC

-

. e

Parameters and Anal ytic

A

al Quallty Control Results for Test Compounds °

2

{ sothermal Retention' ﬁork[ng Mean § Recovery £ Agreement
GLC Time S Range_l» X + s.d. of Duplicates

Test Compound Temp (C) (Min) - Attenuatlon (ug/mi” ") n = 4-5 n = 4~5
Ethanol 100 0.95 5,120 - 2,000-25,000 99.3 + 1.2 98.1 + 1.4
2-Propanol 100 2,11 1,600 1,800-30,000 - 97.6 + 2,2
t1-Butanol 130 2.80 © 640 300-10,000 - 97.4 + 2.2
1-Hexanol 180 .13 40 15-400 103.6 + 9.1 95.6 + 3.6
1-Octanof 185 3.52 3. 30-32 94.6 + 4.9 97.8 + 2.2
1 Dscanol 205 3.9 2 0.6-10 104.6 + 6.2 97.1 + 3.3
1-Methy |- 1-propanol 130 1.1 160 - - 60-1,900 95.8 + 4.6 94.8 + 3.8
2-Chloroethanol 140 1.7 8 12-300 104.1 + 18.3 95.0 + 5.3
2,2,2-Tr Ichioroethanol 180 1.6 16 48-480 94.8 + 9.0 97.3 + 2.9
2,3~-Dibromopropanol 205 2,7 8 . 5~130 99.4 + 10.6 94.2 + 4.3
2-Methyi-2,4~-pentanediol 200 1.0 12,800 2,500~25,000 100.3 + 1.3 98.9 + 0.9
Cyclohexanol 180 1.7 40 70-1,200 100.7 + 1.02 98.7 + 0.4
2-Phenoxysthanol 225 2,1 : 10 - 25-900 102.8 + 3.9 94.8 + 4.4
Acetone 100 1.95 -3,200 - 1,500~25,000 105.7 + 2,2 99.0 + 0.3
2-Butanone 130 1.6 640 . 600-5,000 110.8 + 4.1 98.4 + 1.0
2-Octanone 185 2.1 8 5-80 121.4 + 4.4 90.0 + 11.3
2-Decanone 205 2.9 2. 0.4+12 89.7 + 9.6 90.1 + 8.8
4-Methy I-2-pentancne 165 ot 160 220-4,400 104.4 + 3.0 97.2 + 1.4
5-Methy | -2-hexanona R 165 2.0 40 - 120-2,000 122.4 + 2.8 92,5 + 6,6
6-Methy I-hepten-2-one 200 1.54 16" 18-200 112.2 + 5.2 98.8 + 0.8
2,4-Pentanedione 165 1.8 8. 7-390 108.5 + 13.8 93.3 + 4.5
Cyclohexanone 180 2.0 80 80-1,300 101.6 + 2.3 98.6 + 1.1
Cyclohexanone . 180 2.0 80" 80-1,300 100.3 + 3.9 98.0 + 1,0
Ethanol 80 1.6 4 10-200 104.4 + 1.7 99.3 + 0.8
Butanol 120 2.3 2 10-120 99.6 + 3.3 96.9 + 1.9

“"Retentlon time measured from polnt of Injection.
Working range is dependent on toxiclty exposure levels and not on GLC capablilities.



For water soluble compounds (>100 ppm) standards were prepared by.direct
addition of the compoundé into water. Stock solutions of compounds with
lower water solubility (<100 ppm) were made in acetone or methanol. Working
standards were made by diluting the stock solutions with water. The solvent
concentfation in the aqueous working standards was kept below 10Z (V/V).
Quality control consisted of a duplicate and a spiked water sample with every
set of 6 to 12 samples. Spikes were prepared in the same manner as the
standards.A Thé spikes.provided information on the accuracy of the standards,
thé stabilityﬁof standards with time, and the feproducibility of spike
preparations.

D. Experimental Results

During the first phase of this project, in excess of 80 chemicalsAhave
’ been‘cegtedf The.gbsence~of molecularidescriptorsﬁguch'as log P in the .
Ii;eratufé precludes a detailed anal&sis of all data at this tiqe. However,
“to tesibthe'hypothesis‘described in éhe previous éeétibns,‘a'subset’éf 37
alcohols, ketones, ethers and alkyl halides'whiéh appearéd>£o cauﬁe death-by
physical toxicity and for which log P estimateé could be made were
considered. The 96-hr LC50 for these chemicals are presented in Table 3.
The data show that the LC50 (expressed as mg/l) ranged from 28,200 for
methanol to 1.53 for hexachloroethane. The log P for thé'cﬁemicals,rangea_
from approximately -0.85 for methanol to 5.6 for tridecanol. The 96 hr LCSO
for tridecanol is greater than the water.solubility of this chemical. |

The data in Table 3 are plotted (converted to moles/liter) vs. the
respective log P values in Figure 5 yhich is similar to Eye general
deséription of the aquatic Jgesting spacé" ée;cribed’ié Figufé‘3: Tge wacérn”
solubility line is calculated from‘the~équa£;ons“pfeséntéém£y:Héﬁsch,
excluding alkanes. Within experimental error, the 96 hr LCSO decreases
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Table 3. Summary of Acute Toxicity Tests

96 Hour Tests with Fathead Minnows

Chemical Name

LC50 (mg/L)

N-Butyl ether

Phenyl ether
Tetrachloroéthylene
1,1,2,2,-Tetrachloroethane
Pentachloroethane
1,1,2-Trichloroethane
1,1,2-Trichloroethylene
1,2-Dichloropropane
.1,2-Dichloroethane 
Hexachloroethane -
1,3-Dichloropropane
Methanol

Ethanol

2-Propanol

1-Butanol

1-Hexanol

1-Octanol
2,2;é—Trichloroethanol
2,3-Dibromopropanol
2-Methyl-1-propanol

2 ,4-Pentanedione

2-Methyl-2,4-pentanediol

22

32.5
4.0
13.5
20.3
7.3
81.7
Cb4b41
139

18

131
28,200
14,800
9,640
1,740
97.2
13.4
298
71
1,460
96.0

10,700



Table 3.

(Continued)

Chemical Name

LC50 (mg/L)

Cyclohexanol
2-Phenoxyethanol
1-Decanol

Tridecanol

Acetone

2-Butanone
2-Octanone
S5-Methyl-2-Hexanone

A—Hethyl-z—Pentanone

. C&c}ohexanone

2-Decanone
3,3-Dimethyl-2-but ancne
5-Nonanone
Acetophenone'

3-Pentanone

705
346
2.3

No toxicity at
solubility

8,140
3,200
37.0
158
sos

- 630

86.0
31.0
161

1,530
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linearly with increas;ng log P (i.e. toxicity increases linearly with log P)
at least until log P = 3 is reached. In this region of the testing space for
these chemicals producing narcosis, the 96 hr LC50 appears to be a comstant
proportion of the expected water solubility as suggested by the previdus
-discussion. Although, it is premature to propose a constant factor to
estimate toxicity of narcotics, the LC50 for the group of chemicals appears
to be approximately 0.017 of the water solubiiity.

‘The LC50 values for chemicals which have log P values near 4 appear to
be much closer to the water solubility: It is ‘proposed that this is the
.region where the "parabolic.effect" is ‘evident. The data poiﬁt plotted just
-above the solubility line is that of tridecanol which is non-lethal to fish
in a saturated solution of -the chemical. The LC50 for decanol is'below water
splgbility;(log_? =A4.Q7) which suggestévthé "toxicity lime" and the 'water
solubilty line" cross between log P of &4 anavS.S. }Chemicais with lég P
‘values in this rangé are scheduied;fér tést{ngv;ekt.mongh to better define
the toxicitf relationship in this raﬁge. " At the same time, a computer
program incorporating the bilinear moﬁel is being developed specifically for
these data.

In prepafing Figure 5,'séven'chemicals appearéd‘to have anomalous
behaviour. Eour of these were found to have incorrect log P values reported
'-including an apparent typographical error of log P =.1.70 for decanol.
,borrections of these errors removed apparghg discrepancies. The apparent
outlying point in Figufe 5 with an LC50 of -3}0 is that of Z,A—pentaﬁediol.
The log P value for this chemical was estimated using the substituenf
coﬁstant approach. Since 2—methyl—2,&-pentanediol is not anomolous, i; is
reasonable to expect these discrepancies can be evaluated Qhen hore reliable
log P values-aré-availaﬁle.
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Two chemicals which were clea;ly below the "physical toxicity" line were
2fchlérogthanol ana l=amino-2-propanol; both of which were much more toxic
than wbu;d be predicté&if?om this model. 'Thege chemicals (not plotted) bo;ﬁ
proéuced_symptomé differént from narcosis including bursting of the eyes from
the fish. ' These chemicals are somewhat similar in that a single chemical
substituent is located on the carbon adjacent to the carbon with the hydrbxyl
gfoup. Tests are undérway to evaluate the relationship betweeﬁ substitution

‘patterns, metabolism, and lethal effects. This may be a good example.of how
physical toxicity is masked by an irrevérsible chemical toxicity which is
observed in concentrations well below cohcen;rations néedea to.produce

narcosis.
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MATHEMATICAL METHODS FOR QSAR

The development of Quantitative Structure Activity Relationships (QSAR)
and pattern recognition techniques for drug design have grown rapidly since
the Hansch and Free-Wilson methods and discriminant analysis (Jurs et al.
1969) were introduced. After computer time and statistical expertise became
available, refinements and new methods were added to the organic chemist's
analytical techniques. Free-Wilson, linear free-energy and bilinear models
are separated from the other techniques only for convenience since all models
and analyses share many common features. 1In discussion of each approach, .the
development of the mathematical model rgthet than chéﬁicél application should
be stressed.

No matter how elegant the data treatment, the results will only be

useful if the chemical and biological thinking is sound. Statistical

significance will never replace intuition and logical thinking. Within a

"homologous series, regression analysis is the. simplest method to show

dependence of one variable on another. Usually the coefficients of
regression analysis can be understood in terms of the independent paramecérs
which allows the chemist to relate these parameters to biological
mechanisms(s) and to make new predictions from the regression equations. If
there is a choice of multiple regression methods, all possible subsets gives
the best results, If nonlinear regression is available, the bilinear model
best describes the apparent parabolic effect of biological'activity on
hydrophilic parameters.

When paftern recognition is used to dgscribe large, diQerse data sets,
the fifst choice of methods should behfhétoriéﬁaﬁ;lué£;£ éqal§sisi -Martiﬁ;
and Panas (1979) propose useful criteria and steps foffdéﬁﬁgrtﬁeéé-meghodg.iﬁ
series design. " Discriminant analysis can be useful when seeking broad
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classification, buﬁ consideration should be given to the limitation and
interpretation of results.” Finally, all’efatisciCal analyses should ineinde
corteiation tables ofidescnintor‘variables and:development of equations
(Ogina et al., 1980; Wu et al:, 1980).

Free-Wilson Model. The Free-Wilson model assumes .that each substituenﬁ

makes “an’ additive contribution to the biological response (BA). . The model is
expressed in equation 1,

2013 ij * o

where u is an overall average and G;: 1s the contribution of the

1]
substituent X; in position j. With the additive:assumption, each

substituent effect at- each binding.site can.be estimated by multiple

regression analysis. The biological and-mathematical assumptions and.

.implications,as-well as:modifications,ofl;he'Ffee-Wilson7ﬁodel.aré summarized’

by ‘Kubinyi and Kehrhahn (1976a;, b) _ They‘have»showhtthat-the FujitarBan model

B has several advantages over the .classical. Free-wllson and Cammarata models

In summary, the Fujita-Ban model requires fewer restrictions on the data
matrix, gives estimates of the theorerioalfpredictiee-activity:value of the
parent compound, shows lack of llnear dependence and has. a close mathematlcal
relationship to the Hansch 11neat-free energy model "Schaad and Hess' (1977)
reviewed the theory of-linear equations and suggest ways to- detect .and

circumvent linear dependence difficulties for all variations of the

Free-Wilson model. Two general‘probleme %fth'the classical or modified

Free-Wilson model is the .inability to generalize biological mechanisms for a
class of chemical compounds and the difficulty of preparing the data matrix

before analysis.

Hansch Linear Ftee-EnegglrModel The linear free-energy model has been

used and modified numerous times. The model assumes a linear and additive
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contribution from the hydropthic, electronic, and steric properties of a
drug or chemical compound on biological activity. Usually the log of the
inverse of the biological response (log é) is correlated to various
physical-chemical parameters. The general form, equation 2,

log é = ajH; + bjEj + Syt d
where the hydrophobic (H;), electronic (Ej) and steric (Sy) effects are

estimated by multiple linear regression coefficients aj, b and ¢y

i
respectively. The ease of calculation, availability of canned programs, and
potential for describing biological mechanisms led to numerous publications
of correlation studies.

Most problems that arise from using multiple linear regression are
related to the choice and number of variables that are used to describe the
biological response. The ratio inobservations to variables should be
~ greater than fiye. Topliss andvEdwafds (1979) have developed control charts
for detetmining.the probability of a chance ébrrelétibn'ﬁased on tﬁe number
of observations and variables used in regression. Tﬁese charts are based on
- the total number of variables that were tried as well as taking into account
the collinearity of the descriptor variables. Unger and Hansch (1973) and
Otto et al. (1979) have stressed the point that the investigator should not
maximize the correlation coefficient at the cost of p;e&iccion by including
more variables than can be supported by the data. Draper and Smith (1966)
offer nﬁmetous statistical methods for evaluating the usefulness of
regressioﬁ coefficients and equations, The interdependence between physical
parameters must also be kept to a minimum if correlations are going to
describe different biblogical mechanisms of action. Craig (1971)-and Hansch
et al? {1973) have tested the interdependence of numerous substituent

parameters by correlation analysis.
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To further merove the 1nterpretat10n “of correletxon studies, Unger and
Hansch (1973) have presented criteria for ‘selecting ‘the’ "best equation"
They have also listed the minimal information that needs to be included in
all multiple linear'régreEEiod“anAiysegf‘ Ottézet;hl. (1979) have described a
method that validates the final regression modél. By applying the
"leave-L-out" techdiﬁﬁét they‘wefegaﬁiexté"ehgﬁﬁfemﬁrkabie stability in their

e

regres310n equations by keeplng the number of varlables to a minimum.
Recent papers billwaﬁﬁfa”(19865'and'Wdlet’af (1980) " have includéd |
useful tables w1th a complete ‘Cross correlatlon ‘of "variables and the

G G Al eI e Y T L S
development of ‘equations. Heymans‘et”al. (198%)'fouﬁdha global steflc efféct

Fin¥roa, (TR il

in’ MR (molar refractlon) but could "have improved tﬁe1r Lnterptetatlon by~

tag

uSLng an indicator’ varlable for sterlc effects “arid " an lndependent value for~

3_: rele s ’i!. o

estlmatlng the hydrophob1c effect (B ag1 et al., 1980 "Wu'et al.,- 1980)

b . S i) Coyed :'7?',“ . B
Bofh Bxag1 et al. and’ Wu et'al;'fodndmtha : “sé 1c 1nd1cator varlable was

Saiey

superlor thad MR since MR wae‘hlgty corre? ﬁfh Ttﬁ‘ldé”P'(ﬁe&hEﬁéz%t all,

: P CRNH St Ot L B
1980 also reported thls resurt). The“indldafsr variable allowed these
authors to test for spe01f1c sterlc effec that “wiuld ‘otherwise be "averaged”

PRI ,,rv,,,‘; s

out-by'MR. These analyses are 31mp11f1ed ver31ons of the mixed model

¥ A b

sqggﬁsted by Kub1ny1 and’ Kehrhahn (19765ywhere a Fquta-Ban "and Hansch model
" are combined. Biaé}:et“al;'(I&é%)‘ef?g-foﬁdd‘that.thefregfeéSidﬁ technique
of all poésibte‘suE§2éefha2§cd%§fié¥ﬁteﬂfefﬁgfdtetEpwfee‘regféSéion.' One
fiﬁéifprbbiemrwith vaffaﬁieuseiéctféﬁ¢ieﬁtﬁeﬁspfe55J0f'standaid'deviatiod'of
the variable. Unless thefe is ‘an adequate rangezfor each variable ‘used in
the‘fegreseion model then there is'little ‘chance "of detecting:the'biOLOgical
response ‘to that varxable (Martxn and’ Panas, r§$9).

Bilinear Model. The' lxnear relatxonshlp between biological aCthlty and

‘thé hfdrophobic feathre.(Loéqu of‘a'cohpoﬁhd'will not’ continue indefiditely.

30



Hansch and Fujita (1964) suggested a parabolic regression model to explgin
the nonlinear biological response to the increasing hydrophobic effect of a
compound. To account for the strictly linear response for lower log P
values, Kubinyi (1977) has proposed a generalized bilinear model, adapted
from the McFarland (1970) probability model,

log é = alogP~-b log (BP+ 1) + ¢C
This genefaiized model generates curves with unsymmetrical, linear ascending
and decending sides and a parabolic portion around the optimal value for log
P. Through residual and statistical comparisons of 57 data sets, Kubinyi has
shown the bilinear model superior to the parabolic model proposed by Hansch
and Fujita. Kubinyi found situations when the parabolic modei gives a better
approximation of the biological response (few data points or small range for
log P). This result can be attributed to}the number of variables (4 versus
3) and calcuiation procedure (nonlinéar.regression).

Drug Deéign and Classification. The demonstrated relationship between

biological activity and physical-chemical.properties of chemical compounds
has led to the search for methods that identify promising new leads. These
methods can be sepafated into two categories, pattern recognition and
non-mathematical searches.

(a) Pattern Recognition - within the general field of pattern
recognition, three categories can be found; Lingar disériminant analygis,
cluster analysis and factor analysis. One of the first uses of discriminant
analysis was to classify mass spectra (qurs et al., 1969). Methods used for
discriminant analysis include positive feedback functions (linear learning
machinés),‘lineér'discriminant functions, K-nearest neighbor, and threshold

logical units. There are numerous examples that use discriminant analysis to
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classify biological activity into two or ihree categories (Chu et al;, 1975;
Rasmussen et al., 1979; Henry and Block, 1979). All method of discriminant
analysis, exceptlk—nearest neighbor, ;ttempt to divide a multidimensional
data array by a hyperplane; K-nearest neighbor measures the distance between
two or more positions in hyperspace (Albano et al., 1978).  To improve the
linear separation and reduce chance correlations, various data tréatments
were devised that verify thé usefulness of the linear discriminant function
(Kowalski and Bender, 1974; Weisel and Fasching, 1977). Before analysis data
should be autoscaled, i.e. normalized to a zero mean and variance of onme.

After scaling, a subset can be used as a training set and another subset for

verification of the discriminant function. Another common way to verify the
discriminant analysis .is by the Jackknife (leave-one-out) iterative procedure

"(Weisel and Fasching; 1977).

There ar¢>numetous’factoré-ghéc'hééd téfbéHEGnéide;ed'beforé'doiﬁg'a
discriminant analysis. Frank et al. (i965)-and Mor?ison (1969) have
summarized the difficulties in interpreting results from a "canned"
statisticél program. These consideratioans include equality of numbers and

covariance matrices of qbservations between classes and the upward bias that

tesults from verifying results with the same measurements used for

ciassificaciqn. It is also true that Ehe‘discriminant furction may not be
the 'best" equation, sincevmany §olution§;a;e possible for any data set.
Gray (1976) found thaf the "noise™ feature will influence the final.
discriminant function. Usually the ratio of observations to variables should
be greater than three to avoid unstable (data dependent) discriminant
functions. N

A good example of how to pfoperiy use»énd diséﬁsé a discriminant
analyses is given by Ogino et al. kl980). They have in@}qded tables of
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variable correlations and the development of the linear discriminant
fuanction. These tables, which are similar to the tables used by Biagi et al.
(1980), and Wu et al. (1980), are absolutely necessary for comparison and
interpretation of the discriminant analysis.

Hansch and Unger (1973) were the first to use cluster analysis as a tool
to find the most different analogue for a lead molecule. They used
extrathermal substituent parémeters as their factors and chose one compound
from each cluster for synthesis. Cluster analysis uses the correlation
‘_matrix to find patterns of similar structure. There.are numerous methods
that group variables by the size and interdependence of their correlation
coefficients. The outcome of any cluster analysis is dependent on the choice
of information that goes into the analysis. Hopfinger et al. (1979) were not
" ~able to explain toxiclity except in terms'of’molecﬁlar weight. This
illustrates the need to choose factors that are orthogonal (not highly
correlacéd) and descriptivg of the'chéhicél'féctors influencing foxiciﬁy.

The indiscriminant inclusion‘of meaningless factors (unrelated to the
biological property) will lower the predictive capability of the analysis and
increase the possibility of getting a useless but successful classification.

The branch of statistical science called factor analysis has been used
by psychologists since 1904. It wasn't until Cammarata and Menon (1976)
suggested a classification scheme for handling large bodies of information
that factor analysis was used to describe toxicity data. Their flowchart
included factor anmalysis, discriminant anlaysis, cluster analysis, and
finally correlation analysis to follow up a new lead compound. Several
authors (Saxberg et al., 1978; Albano et ay.;'1978; Dunh and Wold, 1978) have
compared factor analysis with discriminant, aﬁalysis:andjhave~proposed a
hierachivof plassificacion.abilicy with discriminant analysis on the‘iowest
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level and factor analysis on the highest.. Martin and Panas {l979) have
proposed another strategy for exploring-ﬁew‘“leads" in drug design. Based on
a four part criteria, Martin and Panas suggest that factor analysis and
cluster analysis will measure independence and uniqueness of each chemical
compound,

Just as in any pattern recognition method, selection of variables is
important. Martin and Panas (1979) staée that the standard deviation ;f each
variable be greater than one. They also suggest that the variables be.tested
for independence by factor analysis. Malinowski (1977a,b) has developed
several methods for evaluating the usefulness of each factor by examining the
error in the data matrix. Martin and Panas (1979) selected the number of
factors used for classification by examining eigeavalues.

“(b) Non-Mathematical Searches - Two non-mathematical approaches to
optimize a lead chemical are the Topliss manual metﬁod (Topliss, 1977) and a
Fibonacci search (Santara and Augary, 1975). ' Both methods select and rank a
set of analogues by molecular properties usuélly found iq a Hansch
correlation study. The most active analogues are selected for synthesis
based on the relationship between biological activity and physical
parameters. The advantage of both methods is that neither requires a
computer for analysis. Martin and Panas (1979) evaluated the Topliss manual
metho§ by‘fgcto: and cluster . analyses. Tﬁey"foﬁnd that the strategy was
useful but not ideal for finding the least{ number of compounds that covered
che_substituent space. |

Perspective. The literature is replete with computer programs with
intriguing names which are reported by their developers as QSAR mechods; In
general, the programs consist of one or more of the te;hniques found in
systems such as BMDP which are available in many computing centers. In some
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"canned" programs are tailored with respect to input/output

cases, such
routines to aid the analyst. The specific program used is dependeat on the
types of questions being asked.

This project will be evaluating many of the techniques discussed above

using systematic data sets to demonstrate the relative contribution of each

in addressing EPA needs.
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VI.

MOLECULAR DESCRIPTOR -GENERATION

,Attempﬁs to prediét”biological'oé'cﬁémical'activiﬁies'from structural
characteristics have involved well overAéo different characteristics which
are lé&sely called molecular descriptérsi Common”descriptors, or predigtors,
of activity include 1Qg é; Hammet coA;tants, Taft steric constants, molar
volume, molar refractivity, CIDS keys, molecular orbital parameters, and
connectivity indices. In manélcases,veac; type of descriptor includes a
family of parametérs. éome descriptors can be selected to model certain
activities because the descriptor is an important factor mechanistically in
the process being modeled. However, many times the des?riptors are seleéted
on a‘statistical-basis and their iﬁportance are.rationalized as the model
develops.

" :To keep>this‘QSAR project directed toward chevAgentyTS'need for

"

_'screening thousands of industrial chemicals, several constraints were placed

"on the selection of molecular descriptors. The first is to minimize the

number of molecular descriptors which are used as independent variables in
the‘QSAR‘models. The ligerature demonstrates clearly fﬁac there are few
‘déscriptors. readily available for large numbers of industrial chemicals, and
building models which require several descriptors further reduces the number
of chemicals for which estimates of activitf cd#ld:be made from the models.
Theé second is that molecular descriptors be Seieéted where possible, which
can be calculated directly from the strudture ofvthe chemicalé. This would
pefmic extensive coméucerized evaluations of the QSAR models on lafge numbers

of chemicals.
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A. Calculation of Log P

The discussion in previous sections of this report has demonstrated the
usefulness of log P in estimating toxicity and BCF. Log P has been selected
because it is a measure of the hydrophobic properties of the chemicals which
is directly related to transport and binding iﬁ membranes. Moreover, the log
P for thousands of chemicals can be calculated with adequate accuracy from
structure. A project was developed with Dr. Al Leo and Peter Jurs to
computerize the log P calculations. When a lack of funds prevented the
timely initiation of the project, the Office of Toxic Substances funded the
project. It is anticipated the first ve;sion of the program will be
available to EPA in November, 1980. This project stands ready to evaluate
the calculations on a subset of 15,000 industrial chemicals when the program
is received.

B. Calculation of Molecular Connectivity Indices

Molecular cdnnéctivity indices are é family of constants which result
from the application of graph theory to molecular topology. A review of the
calculation and examples from use of these indices in physical and medicinal
chemistry has bee; presented by Kier and Hall (1976) and is beyond the scope
of this report. Briefly, the connectivity indices are calculated by
subdividing each molecule into a series of subgraphs with thg atoms as
"vertices" and the bonds between them as "edges". The subgraphs are
categorized as paths, clusters, path-clusters, and chains which are
self-explanatory. The subgraphs are further divided into connectivity orders
which are the number of edges. 1In geﬁeral only the first four orders of

" indices have to be used in QSAR due, in part, to the difficulty in
calculating the. higher order indices for‘multicycliC'molecules.. For
example,. . |
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.endri@:has in excess of 1,000 sixth order subgraphs, eagﬁ of which must be - -
analyzed individually aﬁd summed to éi;e.;ﬁe individual sigch'otder, path,
cluster, path-cluster, and chain indices.

Kier and Hall further divided the indices ihto siﬁple and valence-
corrected indices. The simple indices are calculated as if all the atoms
were carbon atoms but all Bonding was the same as in the original molecule.
The valence-corrected.indices apply empirically derived correction factors
for each type of heteroatom present in the molecule. The valence correction
is intended to describe the variations in electron density around the
heteroatom which may contribute to the reactivity of the molecule. The
terminology employed is X to represént the simplé indicés and XV to

‘represent the valence-corrected indices. An additional superscript den§ces
tﬁé ordér such as aXV being‘the fodrth—bfdef valénée;qdr;ected in&ices.

If no subsc;ipts are present, it is implied ;hgt the index is the sum of -all
thé paths, clusters, etc. of thgt érder. 1f individuai indiéés afé'used, the
subscripts "p", "c", "pc"; and "Ch" denote the path, cluster, path-cluster,

and chain indices, respectively. As an example, OXV__ represents a

pc
-sixth-order valence-corrected path-cluster index.
A program has been develope& by this préject to calculaté indices

through the tenth-order indices for molecules inclﬁding the multicyclic
molecules such as mirex and endrin. The progfam calculates the
valence-corrected indices, the simple indiées which -is the molecule reduced:
to a hydrocarbon of identical topology, and framework indices which is the
molecule reduced to a saturated hydrocarbon of the same topology. An example
. of the data for molécul&r'connectivity indices from this program is p?esenced
in Figure 6. The molecule consideréd ié 2,24dichlofo-1-(2;A,S;tricﬁlﬁro-
phenyl) ethanone which has the structure indicated in the upper left. The
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Connectivity Indices for 2,2-dichloro-1-(2,4,5-trichlorophenyl) ethanone



" table in the upper right summarizes' the number of subgrgphs_in the molecule.
The molecﬁle has.14~at6ms_a9“evideﬁcgd;by the 14 zero¢orde: subgraphs. . The 6
thifd-oraer clusééré are located at the.six carbon atoms which are substitut-
ed, Thé phenyl ring obviously accounts for the sixth—order chain, The lower
half of Figure 7 presents the individual and'suﬁﬁed ipdices for this
molecule. |

br. David Weininger and Brad Greenwood at ERL-D have a complete package
of programs called INDEX which allow sﬁructureg'of chemicals to be eqtered
either manually on a remote TTY or with a graphics terminal, to check the
molécule for proper valencies to calculate a complete.set of up to tenth
order indices,.file the files along with. other data on chemicals for imput to
programs’ such- as BMDP or other statisticéi packaggs. Approximately 800 chem-
':i¢é15:which_are part of one. of the QSAR‘dg;agbasgSghave-béenlentefed’into the = -
system. | o | | | - |

Tﬁe INDEX system is a gfoup‘af progfams, command files,~;nd strﬁctured
data files which cﬁrrently allow: |

~interactive graphic pole;ular structure specification,

-verification of ﬂforeigﬁ"'files of molecular structures,

-hard- or CRT-graphic display of chemical structu;es'on'files,

-coﬁputation of-connectivity indices of the_Oth to 1loth orders;.

-storage.of connectivity in&ices for up to 20,000 éEEmicals in.

compressed form (the master‘file);' o ' v
-a variety of optioné~f§r retrieval from the master file,-
-generation of master file taﬁie of contents ordered by location or by
empirical formula,
-automatic deteccion of duplicaCé entries én m&ster file,
-encoding an additional parameter along witﬁ.the connectivity indices of

sglected compoundszﬁor suSsequent BMDP:analysis,
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Figure 7. Flow-Chart of Program INDEX 5

FLOWCHART OF PROGRAM ilDE
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-locating the nearest neighbor (and most distant) $f the master file

compounds in connectivity factor space,

-and several other utility operations.
Additional capabilities expected to be implementea by 11/80 include automatic
master file backup and a routine for determining if a given molecular -
séructure falls inside or outside the hypéfsolid‘defined by a group of'
molecules in factor space. A general describtion‘of the INDEX programs"and
files follows,

Creating and Handling INDEX Input Files. The first step in the process

of molecular structure description is unambiguously specifying a molecular

structure. The format used in INDEX is an extended, linearized connectivity

‘matrix; files containing lists of molecular structures in this format can be

- identified by the file'exténsiod}“fiIF"ﬂ(indei Input. Format). ' Although not

yet tested, the translation of-"fofeign" topological matrixes to IIF format

"should be straightforward.

Program MOSS (MOlecular Structure Specification) is intended to be the
primary means of initially specifying molecular. structures. MOSS is an
interactive graphics program designed to be run on a Tektromics 4025 Graphics

Terminal. The program outputs the strﬁctpres of graphically displéyed'

Vmolecules in a verified IIF format file. Verification includes checking atom

£§pes and valence validity and extended topological matrix symmetry. The

‘user may specify the entire structure or modify any structure stored on an

IIF file. It is up to the MOSS user to verify that the correct name is

“'associated with a molecular structure.

Creating and Filing Coﬁnectivity Indices. 'Thé program INDEXS reads

molecular structures from an IIF file, computes molecular connectivity
indices, prints tabulated results, and writes the results in the file
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INDXOUT.DAT. The program uses a general algorithm for coanectivity index
computation; the following limitations are imposed by available valence
corrections, computation time, and storage effectiveness considerations:

-allowable non-H atoms: C, N, 0, S, Br, Cl, I,

-maximum number of non-H atoms per molecule = 50,

~highest order connectivity index computed = 10, and

-highest allowabie cyclic order of li-atom-subgraph =5,

The INDXOUT.DAT file contains the 100 character name, the coded
empirical formula, and the following information for each of the 34 possible
subgraph types of orders 0-10: the number of unique subgraphs, the -
valence—-corrected CI; the simple CI, and the framework CI.

The formatted sequential nature of the INDXOUT.DAT file makes it

. inefficient with respect to disk storage space. Therefore, the information -’

contained in INDXOUT.DAT ;s'trangferted'tp,; comptgésed'pastef file
(MiNDEX.DAT’>by.the ﬁfogrém.LOAbéﬁ; ?A~;6¢ééssf;1‘INDEX5'fﬁn.is'nbrmallys
: followéd by a LOADEM run. This two step process is uged to ensure the.
integrity of MINDEX.DAT in the eventvof a fatal error during INDEXS
execution.

Accessing Connectivity Indices on the Master File. All user access of

the master file must be done via program control because the file conténts
are written in binary. The master file, MINDEX.DAT, is set up for "direct
access'" which allows anf record to be directly retrieved by specifying a
location.

Three programs are specifically designed to retrieve master file
contents for speéified chemicals, Prbgramé GETEM and FILEM are essentiail&
4ident£cal programs except for the oufput fiteithTﬁﬂnprintsAEHé retrievedT-
eﬁgries in their original tabular form, FILEM writes entries into the file,
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» SHMIND;DAT;- Both programs-require that the master file locations be .

specified anu"provide*a'means-of-locatlhé‘an'entry"by‘empirical formula. Any
number of entries can he retrieved - durlng a SLngle GETEM or FILEM run.
A third retrieval program,~PREPEM is 31m11ar to FILEM but also has
these addltlonal features . | -
~The anut flle can be the master flle, ‘the flle INDXOUT DAT aud/or any -
other file in the INDXOUT .DAT format.,,‘;'i |
~An adqxtlonal_molecular descr1ptor»canlhe epecifieu (eg., "LOG P")bfor
each comoound-'included.lu the output file.
-The molecular descriptor hame-ahdkualues areAstoree iu the -last 20.
characters of the'lOO_character hame; | |
l-Any output file:name may.beesoecitieoL‘:Thie'fllelcan he'oirectly used

by any BMDP program as a data flle.r_: _ffu

The program INTDIST 1s used to flnd whlch compounds 1n the master flle

N

.are ‘most and least dxstant from a glven chemlcal 1n the 34 d1mens1ona1

zvalence corrected'connect1v1ty'space The user ‘can select the "given"

:;moleeules; As_dlscussedVabove,'INDEXS»uSes a general-algorlthm for

compound ‘from the master flle .on any INDXOUT DAT-type flle. INTDIST will

dist the nearest and‘farthest compounds in the master f11e, ‘automatically

. N »
'-dlscountlng dupllcates

Operatxon of the INDEXS Program. INDEXS 1is the flfth verSLon of a

serles of programs which compute molecular connectxvxty indices for organic

connectivity index ‘computation.- A flowchart of INDEX5 is presented in Figure

8. Each molecular structure in an INDEX Input Format (IIF) file is

stransformed initially into two topological matrices: the-51mple,connect1oh\\

matrix which.contains only 1's and 0's (T), and an ektended matrix which
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contains the topological valence for each conmection (PT). Valences are then
calculated based on .both topological valence (number of connections to a
vertex) and elemental valeace corrections.

The INDEX5 algorithm is vertex orieanted. All exclusive combinatiops of
up to 11 atoms are generated and the connectivity index contributions are
evaluated for the subgraphs which include all atoms in-.the combination oaly.
The decision to evaluate up to 10th order connmectivity indices requires that
up to 11 atoms must be considered at a time. An efficient pseudo-recursive
(stack based) algorithm is used to generate the .combinations. CONECT's high
efficiency is obtained by automatically suppressing generation éf
disconnected combinations.

Each connected combination generated by CONECT is evaluated by the first
- level routine EVAL. The entire subgraph (represented by all atoms and bonds
.in the combination) is evaluated.. The term "evaluate" is used here to mean
"determining subgraph type aqd order; incrementing.the ennumerative counters,
computing the subgraph'index contributions, and adding these contributions to
the appropriate index accumulators". If the subgraph is cyclic, it will
contain a series of hidden subgraphs which must be evaluated. 1In the case of
a simple chain of N atoms (allbtopological valences = 2), EVAL evaluates the
N hidden paths of N-1 order. In more complex cases, EVAL determines the
aumber of cycles in the subgraph and passes the hidden subgraph evaluation to
the routine CYCLIC.

The subroutine CYCLIC evaluates hidden subgraphs by.using the folloying
theorem: '"If an edge is removed from a graph which is K cyeclic, the
resultaﬁt graph is either (K-1) cyclic or discoﬁnected". Combinations of

bonds (edges) are broken such that not only are the broken bond combinations
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exclusive, but so are-thetcombinationsvof.temaining bonde.__Subfoutine CYCLIC
is capable of-breaking up to five edges of a subgraph'simnltaneously enabling
analysis of ?—cycle, ll-atom subgraphs. The above algorithm citcumvents the
difficulties aesociated with multiple cyclic subgraphs; by breeking up to K
bonds of a K eyclic subgraph one is assured that all possible hidden
eubgraphs will be uncovered (vhethet or_not they are in themselvesvtyclic).

, Responsibility for evaluation of the. generated subgraphs is passed to EVAL?.

Cyclic subgraphs generated by edge removal present a further dlfflculty.
It is not possible to directly determlne from the topologlcal valencesv
whether the subgraph is connected or whether it represents two’connected
subgraphs which ate disconnected ftom each other. ,A.soecialAroutine,.ICHECK,
is designed to cope nith this proolem. ICHECK uses a hrouteFfindiné"
algorlthm to ensure that there Ls a route from every vertex to every ‘other.

Subroutlne.EVALZ 1s s1m11ar to EVAL except that EVAL2 does not need to
‘determlne cycllc order and does need to use ICHECK to determlne '
connectivity,

After all evaluations have been mede‘for the combination‘of atoms
generated by CONECT control is pessed back to.COﬁECTVand the next
comblnatlon is generated After alldexclusive-connected combinations of
atoms have been evaluated, CONECT passes eontrol back to the main prograﬁ for
outnot of results.

An outpdt routine, OUTPUT, writes thé results to the file.INDXOUT.DAT.
Ihie file is a forﬁatted seqdential'filebwhich contains:vthe-molecule's ;ame
and empirical formula, the data run, enumeration of each subgraphbtype and
order, and valence corrected, simple, and ffamework connectivity ind{ces for
orders 0 to 10. OUTPUT also sends this information to.the line printer 1in a
tabular form whieh requires- one page per molecule.
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"Glossary of - Programs and Files. All important programs, command files,

and data files used in the INDEX system are listed below with brief
explanations., Alphabetical order is used with the file extensions having
priority. In general, file types can be identified by their file
extensions:

.BIG - an IIF file contining 'big" molecules oanly

.BKP - master file backup

.CMD - command file

.DAT - general data file

.FTN - Fortran code (used here for Subrogtines)

.IIF - INDEX input file

.MED - an IIF file containing "medium" moleggles_only

.SML - an IIF file containing "small" molecules only -

-TOC ~ at table of contgﬁts file | |

.TSK- - anV;xecutéble-task image of a program’
Note that many prégrams are listed which will never bé-run directly and some
files are listed which are transparent to the user. Almost all user
executions will use only .CMD and .TSK listings below. The program INDEX5
and its subroutines are not described in the glossary (see "Operation of the
INDEX5 Program", below).

An IIF-type file written by the program SPLITTER which

xxxxxx.BIG

contains only molecules with 23 atoms or more.

xxxxx .BKP - A backup file for the master file which was created on the
'date "xxxxx" (e.g. OCT17.BKP). This file is in the
INDXOUT.DAT format.

DFiLE.CWD, " = Command for duplicate séaf;h of the'mas;e;:file.

'DSORT.CMD - Command for a PDS sort used in DFILE.CMﬁ.
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PSTOC . CMD -

TOC.CMD

" SHMIND.DAT

 DISCOM.FIN

P

© ' MFORM.FIN ' .'=

SUvie .

PUTOUT.FTN
RITE4G7 .FIN

 RITEM.FIN -

«ay- Ty
RRITEM.FTN -

SEQDIST.FTN

- This routine

‘Command to print table Qf;contents-of the master file

ordered by location*or:by-moleCular*fbrmula; The-master ..~
file can also be output to the line printer in tabular form

with this command.

Command for a PDS sort.used in PSTOC.CMD.

An INDXOUTftype“file coﬁtai@iﬁg'seiecfed.ehtfieé'froﬁ the-
master fileiwriftén By thé,p;ogfaﬁ:fiLEM.  -

This sgbréuﬁine takes évgiVeﬁ‘éoﬁgdudd with its
coqﬁéctiv{ty indicés froﬁTtﬁe’pfogfam?INDiéT; théﬁAsearches
tﬁé‘mésteé‘filé éoméuting:thé Eﬁélidean diétance'forveach,

compound in a conmectivity 34-space. The most and least

distant compounds are then output to the user's. terminal.

~ This. foutine” outputs molecular: formulas to the line

printer.

takes an entry from the iNﬁEXSvmésiéf fi1e and

outputs it to the liné'printef in table form.

fThis.rbutine writes a_séqﬁéntial file vith paramétérs in
" the title field of each record retrieved from a user
. selected éequéntial‘fileriﬁ_INDXOUT;DAI’fbfmat.

This routine retrieves an entry from the master file and =~

writes it to a sequential file on logical unit 3f

. ‘ . ; .
- 'This routine writes a-sequential file ‘with parameters in

the title field of.each record retrieved from the INDEX5
master file.
See write up for DISCOM.FTN. The difference is that here

the initial compound is retrieved from a saquential file in-

INDXOUT.DAT formatiréther ;han from the INDEXSvmaster file.
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xxXxxxx.IIF

MASTERxxx.LIF

xxxxxx .MED

XXXXxX.SML

TOC.TOC

STOC.TOC

BURP.TSK

CHECKERS.TSK

CINAMES.TSK

DFILEM.FIN

A file in the INDEX input format. Coatains coded molecular
structures. (e.g. PHENOLS.DAT)

An IIF file which is saved. Normally a number of .IIF
files are appended together to form the type of file (eg.
MASTER6.IIF).

See xxxxxx.BIG; .MED contains only molecules with 12-22
atoms per molecule.

See xxxxxx.BIG: .SML contains only molecules with 11 or
fewer atoms per molecule.

A transpareat temporary file for input to a PDS sort
(TOC.CMD) used in the table of contents programs
(PTOC.CMD) .

A sorted transparent temporary file output from TOC.CMD in
the table of coﬁtents programs.

This program initializes an available space list fbf the
master filing system of INDEXS.

This program checks the validity of molecular structure
entries in an IIF file. The program is designed to be run
on a Tektronics 4010 terminal. Each molecule is drawn;
hard copies are optionally available. '"Wheat" and "chaff"
filing optionally available,

This program prints the names of molecules on an
INDXOUT.DAT-type file.

This program is part of the duplicate entry search of the
INDEX5 master file. It writes the entire master into a
temporary sequential file to be used in. a PDS éORT command
(DSORT.CMD) .
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DSFILE.FTN

FILEM.TSK

GETEM.TSK

HIBURP.TSK

IIFCOUNT.TSK

LIFNAMES.TSK

INDIST.TSK

INTMIND.TSK

LOADEM.TSK

This program uses the files created by DFILEM and D§QBT,C0
locate duplicate entries in the INDEX5S mastéf-filé; o
This program writes a sequential file in INDXOUT.DAT format
from sequentially or randomly retrieved compounds from the
master file,

This program retrieves entries in the INDEX5 master file by

‘location and outputs them to the line printer in table

form.

This program initializes the hash table for the INDEXS
master fi}e. |

This program counts the number of molecules 'in an IIF file

and prints a freqdency histogram of the number of atoms per

" ‘molecule.

This program will print a list of the names of molecular
stfuctufeé in an IIF\file..
This program takes a user selected compound from the INDEX5

master file or a sequential file in INDXOUT.DAT format and

compares it to every non-garbage, non-duplicate entry in

the master file and computes the most and least distant

compounds with respect to the connectivity indices in

»34-space.

This program initializes! the master file MINDEX.DAf for the
INDEX5 filing system.

This program uses the output file (INDXOUT.DAT) created by

INDEXS5. After the data in the file has been verified, this
program is run to inserg the entries into the master file.
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MOSS.TSK -

PREPEM.TSK -

PSTOC.TSK -

PTOC.TSK -
SPLITTER.TSK -
WIPEM.TSK -

Despite the

This is an interactive Molecular Structure Specification
program which outputs a verified IIF-type file., The user
can specify entire structures or modify any existing
structure already on an IIF file. Designed to be run on a
Teletronics 4025 terminal.

This program creates a user named output file with a
parameter name and value for each logical record in the-
title field for the compound. Input can Se taken from the
master file or any file in INDXOUT.DAT format,

This program prints out a table of contents for the INDEX5
master file sorted by location or molecular formula. It
can also output the entire master file to the line printer
in tabular -form.

This program creates é temporary sequential file to be used
for input"for"foc.cun and PSTOC.TSK.

This program gplits an IIF file into three files (.SML,
.MED, and .BIG) based on the number of atoms per molecule.
This program deletes entries from the master file givén the
entry location.

immediate usefulness of some connectivity indices and the

insignificant cost of calculating them for large numbers of chemicals, there

are two problems which must be solved before a complete set can be prepared.

The first is that the computer program operates from a connection table which

must be generated or purchased. Even if 10 structures/hour could be encoded

into the system, over 500 working days would be -needed to in@ut the TSCA in-

ventory in the connectivity program. An alternative would be to purchase the
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connection tables from existing files; however fﬁnds to accomplish this have
not been available to tﬁis project. Ibetsgcond limipgpioq_is that adequate
valen;e correction fact@rs have not been determined for all heteféétoms.
Consequently, valence-corrected indices cannot yet be calculated for
organophosph;rus chemicals. This work can proceed if funding is available.

One of éhe potential uses of the conﬁectivity indices in éddiciod to
single préditions is the Aevelopment of a "éimilarity iﬁdex" fo; chemicals in
the n dimensiénal structure space. 'The purpose of fhis'érojétt is to provide
the Agency with the capability to "indict" a chemical because of its

similarity to hazardous chemicals for which data are available. The

" "similarity index" may evolve into a ranking system for testing priorities.

For example, each chemical structure can be represented by a single point in

‘o dimensional (often more than 30 dimensions) structure space. Chemicals

- with similar properties form clusters 'in st:ucture'space}' The distance of

any new chemical structure from a given cluster can be calculated to

determine statistically whether the new structure is "inside" or "outside"

the cluster and, if outside, how it is distributed between clusters

representing contrasting environmental behaviors. This part of the QSAR

- project is evolving as a "back-burner" project until funds can be redirected

" from testing to develop it more rapidly.

For a more detailed account on possible uses of the indices, the reader

.+ is referred to Kier and Hall (1976). As 4 summary, it has been shown that

<. the boiling point of classes of chemicals can be estimated from the following

equations:
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alkanes b.p. = 55.691x + 4.7os4xPc - 96.13 r = 0.9969
alcohols b.p. = 191.831x - 155.231x - 17.993%,

+ 21.743xY, - 2,743, - 29.05 r = 0.99
alkyl halides b.p. = 36.361xV + 16.363xp +

2.8693xV, ~ 31.037 R = 0.9982

The water solubility of alcohols can be estimated from

ln § = 9.417 - 11.2661x + 8.6431xv r = 0.9945
Log P can be estimated from a similar series of equations such.ds for
aliphatic carboxylic acids

Log P = -0.859 + 1.6151xV - 0.550lx r = 0.9979
Similar equations have been developed for many biological activity endpoints
such as narcosis, conversion of cytochrome P-450 to P-420 in rat livers,
thymidine phosphorylase inhibition, microbial inhibition, vapor toxicities,

and potency of mutagens in the Ames test.
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VII.

QSAR INFORMATION SYSTEM

the structure-activity studies. It was cléar that an&vcomﬁﬁtgr modeliﬁé
study would require the storage, retrieval énd manipulation of large émoﬁnts
of physical, chemical, and biological data, .Effofts tovdetermine.the
availability of é commercial or public information system capable of meeting
the needs of the project met with little success and work was begun on the
design of a local interactive information storage.andAretrievaL_system.and a
corresponding data base.

The first data base contaiﬁéd bﬁly 248 cbmpounds Qith the following‘data
elements:va local identification numSer, Chemical Abstracts registfy number,
molecular weight, molecular formula,Afregzing poigt,.Boiling,pdint; vapor
vptéésure, soLuBility;ih Watér}‘Wiéwesse;fliné_nététioﬁ'(WLN),rlogarithm-of
the pérti;ion coefficient (ioglP), gas cﬁrqmatogfaphi; rgten;iod_déca,
bioconcentration fabgbr§, ;c;téYaquatic toxicitywdaééhtLCSO), and]acid
dissocation constant data. |

Initially the information storage and retrieval system was quite
primitive as searches could only be carried out for the following: one local
identification number, one reéistry numbet,-al;pecificvor ranged.molecular

weight, a ranged, partial or complete moleculéf\formula, or a specific or

ranged log P value. The commands  available at'thatbtime were: -

SEARCH -~ COMMAND
‘'DISPLAY ' » END
CLEAR

In the next phase of system development an additional 2,000 compounds
were added to the data base along with new data elements such as maximum
allowsble toxic concentration and 8th and 9th Chemical Abstracts Collective
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Index, systematic, common, and trade names. Many improvements were made in
searching capabilities, for example, an exact name search was added and all

properties could be "inventoried". Numerous new commands were added:

INTERSECT : SHOW
MERGE HELP
LIST h STATUS
OUTPUT COMMENT
INFORM STOP

During this development the acronym ISHOW (Information System for Hazardous
Organics in Water) was coined, a User's Manual prepared, and the system was
made available to the public.
Additional data were added to the data base and considerable'efforg was
-expended in continued spftwgrefmpdifiéation.tg p;dvide:fpr'fapid'searching
cqmpatible‘wi;h.efficient stofage._ A major effért was.tbe'dévelopment of a
ébftQAré.maﬂﬁal along Qitﬁ cbmﬁléig décuﬁentétisﬁ of the ééﬁbdﬁer'éoftwa£e.'
iSHOW is currently undergoing another major chénge_to test methods of1A
evaluating QSAR.on large numbers of industrial chemicals. Using information
obtained from the Office of Toxic Substances, the ISHOW data base is being
- expanded to contain an additional 12,000-13,000 compounds as a training sét

of data. Through the support of EPA Region V an expanded ISHOW will contain

compounds manufactured or used in the Great Lakes watershed or EPA Region V.

Corresponding .information on manufacturers or users of these compounds in the
Great Lakes is being added, along with new data elements which include

biochemical oxygen demand, chromic toxicity (aquatic), and the Kovars index

© . for gas chromatography data. Software to store and search these parameters’ .

is also being developed.

55



The purposes of thls part of the project are twofold. First ’this
pro;ect is’ attemptlng to make data concernlng che blologlcal and chemical.-
activities as well as key moleculér descriptors avallable to many researchers

"with the assumption that this field of study will progress more rapidly.
Second, it is attempting to develop and tesc‘predircive techniques as the&

. are developed on large numbers df.cﬁéﬁicais such as chéée‘found in the TSCA
inrentory. Such evalﬁations are judged to be essential if QSAR ié to bérome
an acceptable scréening technidué in evaluating the environmental efficacy of

organic chemicals on a major scale.
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VIII. ACTIVITY REPORTS

A. Compilation of the Aquatic Toxicity Data Base

A review of the aquatic toxicity data in the literature indicated early
in the study that the amount of data as well as the quality of comparable
data precluded serous QSAR modeling attempts. This conclusion was a major
factor in the decision to generate a systematic set of toxicity data with
aquatic orgaunisms. In the event that data in the literature can be used in
the QSAR models after the patterns begin to emerge from the testing program,
the QSAR project is.compiling an aquapic toxicity data base.

The data are being compiled from manual and computerized literature
searches using the compiling form listed in Figure 8. The form was designed
with the cooperation of ASTM and OTS and is intended to meet the needs of
several computerized data bases. The data will be loaded intb a computer
file at ERL-Duluth from which subsets_of the data will bé sent on magnetic
tapes to the ISHOW and HEEDA developers according to their respective nee&s.

To date, information on the toxicity of approxiately 700 chemicals has
been compiled. The data include tests on approximately 75 freshwater and
marine organisms. Acute tests make up approximately 675 of the tests and
chronic tests constitute about 75 of the tests. Fathead minnows, rainbow
trout, guppies, bluegills, daphnids, scuds, and stoneflies were most
frequently tested. In addition to the toxicity data, approximately 50.tests
have been reported for biovconcentration. At present ISHOW contains test
information on 350 chemicals and information on approximately 150 chemicals
is ready to be loaded into ISHOW. Tests have been performed on about 200
chemicals and/or mixtures for which Chemical Abstract Service registry

numbers have not yetvbeen'located.
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CHEMICAL NAME

Figure 8. Aquatic. Toxicity Data Compiling Form

CHFMICAL ADSTRACY REGISIRY NUMBER (CAS #)

fESE CHUMICAL LD LFFcer TEST CONDETIONS

Chemical Grade | Source Effect 3onc.?|gll) Species Efxposure .Afestage {ExposurefConc.** | Tenp fllavdness plkalinity [Salinity gpl
Endpoint I fme Type *

RECLRENCE

REFERENCE —

REFERFNCE

REFERENCE

A os-Stalic, FI - Flowthrough

AA M- Measured, # - Nominal




B. Estimation of the Bioconcentration Factor

The measurement and estimation of the biocouncentration factor (BCF) in
fish have been reviewed by Veith et al. (1979, 1980). It has been shown that

the BCF can be estimated using the equations:

log BCF = 0.85 log P - 0.70

or log BCF = 0.76 log P - 0.23

depending on the data base selected. The accuracy of prediction; made with
these QSAR models is limited by the inherent variances in the BCF test and |
the variation of species tested in the data base. The equations were
intended for an estimation of the bioconcentration potential within an order
of magnitude for screening purposes. Chemicals for which metabolic routes
not reflected in the log P are possible may give BCF values lower than the
bioconcentration potential predicted by iog P. For the majority of chemicals
tested the present predictive capability can egtipate the BCF within a factor
of three. 4

Improvements in these predictive capabilities are bging sought along
several fronts. The first is the continuing effort to compile BCF data into
a QSAR computer file which is interfaced with automatic.plotcing and
regression programs. This will permit frequent updating of the QSAR for BCF
at the requeSt.of the EPA program offices.

The second project is a re-analysis of BCF test data to improve the
calculated BCF values reported for individual chemicals using methods
recommended by'OTS or ASTM, This effort began withva studf of the BCF data
for trichlorobenzene, DDE, and hexachlorobenzene as part of an EPA
round-?obiﬁ.Fést validation program fér 0TS. A complete adalysiéuofithis’»“'
- data willibevreported el'sewhere ;n& sﬁmﬁ&ffiéd iﬁ'subgé;ﬁénﬁ progress reboéts
of this project.
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The third project is aimed at uncovering the vari;fign of the BCF among
several species testg@.v ;n an attempt .to.relate the BCé-of'specific |
chemicals between fathead minnows, biuegills, rainbow trout, etc., a
simﬁlified bioenergetics model is being tested to determine the extent to
which the differences in observed BCF between spééies is dependent on
different metabolic activities.of the species. Exposure equipment has been
constructed to measure the BCF and the oxygen consumption of fish
simultaneously.. Sincg oxygen consumption may.reflect the amount of water
pumped across the gills, it is hypothesiied that this value may "normalize"
the BCF value for different_species. This .study will be discussed in more
detail when appropriate.’

C. Estimation of Water Solubility

The soiubility ofAmAhy_orgénié‘éﬁemiggls has\beén éstimted ‘from the log-
ﬁ'by numerous investigators. ‘Hahscﬁ et al. (1968) presented relationships
fgf 9 classes of orgéniévchemiéélg shqwing‘tﬁaf lineaftinverse relationships
exist over approximagely six-orders of magnifude'of water solubilit& as shown
in Figure 9. If the data are. separated into chemical classes, a series of
édﬁations estimating solubility from log P are available with a correlation
cﬁéfficienc greater than 0.96 for most classes and greater than 0.93 for all
classes.

éécauée of the importance of water solubility in defining the aquatié
toxicity testing regime as discussed previdusly andvin the distribution of
chemicals in the environment, a computef data base of solubility data has
been established at ERL-D. Althoﬁgh‘there.are insufficient funds atlthis
time to generate water solubility data iﬁAthis project, an effort is being

made to update the data base from literature reviews. Subsequent reports
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Figure 9.

Relationship between Log P and Water Solubility




-from this project will provide evaluations of the state-of-the-art in

estimating water solubility by QSAR.
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EVALUATION OF RAPID SCREENING TESTS FOR QSAR

In the event that the QSAR analysis of aquatic toxicity data leads to
the need to test more chemical classes than is feasible using the four day
acute test, this project began evaluating several more rapid tests for the
reliability in estimating relative toxicity of chemicals. The tests
initially selected were the residual oxygen bioassay, the Microtox® bacterial
bioluminescence bioassay, and the fluorescence algal stress bioassay.

A. Residual Oxygen Bioassay

The residual oxygen bioassay is a 6-8 hour test performed in sealed
bottles. Briefly, about 3 gm of fish are placed into each of a series of BOD
bottles containing water saturated with oxygen and varying concentrations of
the test chemical. The fish die quickly at lethal concentrations of the
chemical or after longer periods at sub‘lethal.concentrations due to oxygen

depletion., The oxygen is measured in each bottle as the last fish dies and

-the residual oxygen concentration is plotted against the concentration of the

chemical,

At high concentrations, the fish are killed quickly by the chemical
before the oxygen can be reduced. In control exposures, the residual oxygen
remaining for fathead minnows is approximately 0.5 mg/L. The concentration
of chemical at which the residual oxygen rises above that of the control
residual is the lethal threshold for the chemical. This study is an
evaluation of the relationship between the leﬁhal threshold and the 96 hour
LC50 for fathead mimnows.

Tests were conducted in 300-ml BOD bottles containing thg_desired
concentrations of test chemicals. Stock solutions were prepared by either qf

two ways. For some solutions the calculated amount of chemical (solid or
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liquid) was weighed out, transferred to a 2-liter volumetric flask, and
diluted to volume; aliqﬁot§ of this stock solution were then transferred to
the BOD test bottles and dilution water was added to obtain the desired test
. concentration. For other solutions the stock solution was prepared by taking
2 liters of solution from a saturator, analyzing this solution, and then
preparing the desired concentrations from aliquots of the stock solution as
before. The dilution water used in all tests was Lake Superior water warmed:
to room temperature (20-22°C).

Fathead minnows (Pimephales promelas) from the Environmental Research

Laboratory-Duluth stock were used as the test fish; these fish ranged from
30-day-old fry to adults. Fish were held in the same water at the same

_temperature as-that used for test dilution water. During holding, the fish

. were fed either frozen brineuéhriﬁp (San,Franéisco'Bay_Brand; Inc. ,; Newwark,

CA) or a commercial salmon ration (Glencoe Mills,_Incf; Glenﬁoe, MN) twice
daily. Fish were not fed for at least 16 hr prior to testing nor during
testing. |

Tests were conducted by preﬁating the test solutions as described above,
usually using 9-11 test concentrétions plus a control (dilution water only)
for each test. Fish were weighed to obtain a 3 eo 3.5-g loading for each BOD
bottle, were rapidly placed in the test solution,.and the bottles were
immediately capped. When all the fish at a given concentration died, the’
dissolved ox&gen concentration and pH of Ehé test solution were ggasured; and
the number of test fish was counted. |

Dissolved oxygen concentration was determined using a Beckman 0260
oxygen analyzer calibrated by a Winkler titration (APHA et al., 1975)‘on

water from a holding tank; pH was determined with a Cdrning Model 12 meter.
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Averaging of pH was accomplished using a computer program which converts pH
values to their corresponding hydrogen ion concentrations, .averages these,
then reconverts the average to pH units.

Data Treatment. The dissolved oxygen concentration and toxicant

concentration test data for each test were analyzed by computer to determine
the lethal threshold concentration. The lethal threshold endpoint was
.déterﬁined by means of the computer program HOCK(ey-stick) which fits the
data to a model for the bioassay and used "hockey stick" statistics to
estimate the endpoint confidence intervals. This program was developed cé
offer maximum input/output flexibility. ‘ .

Version I enables the user to input data directly into the HOCK program
and receive output from the line printer. This is for single time usage.
Version II .uses a daia:file to store information for multiple use. Version
II1 gives examples of Aata modificatibn and'terﬁinal ogtput and can be used
wifh either a data file or terminal data input.

Figure 10(a) illustrates Version I where test data are entered directly
through the terminal for a test with 4-pentylphenol. The threshold is
computed to be 2.61 mg/l with the 95% confidence interval being 2.37 to 2.88

mg/l. Finally, the data are plotted at the terminal to show graphically how
- well the model fits the data (Figure 10(b)).

The chemicals tested in the evaluation of this screening method are
presented in Table 4 and the correlation between the LC50 and the lethal'.

threshold is presenteﬁ in Figure 11. The correlation for this set of
chemicals produced an RZ = 0.92. Although the @até indicate that a
‘relationshié‘exists betﬁeen these two endpoints for toxicity, it is the
current.opinion that the use of the residual oxygen bioassay as a screening
test is of marginal value. The test requirés all of the fish.culturing
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Figure 10. Input of Residual Oxygen Test Data to Program HOCK

1AS PROGRAMW DEVELOPMENT SYSTEM
11:50:01 3-0CT-80

ENVIRONHENTAL RESEARCH LAB SYSTEH

PBS> LGGIN EPARCR RCR

User EPARCR UIC 350,403 T701: Job-id 333 11:50:13 3~0CT-80

NOTE:
LAST SYSTEN BACKUP:

"PDS» RUN HOCK

TUES. 30-SEP-B0

NEW DEC-HOS HEHORY HAS BEEN INSTALLED (WED. 24-5EP-89).

(4 1/2 TAPES WERE USED.) GETTING BETTER!

11:50:24
FROGRAN HOCK(EY-STICK) : RESIDUAL DO BIDASSAY ANALYSIS
WHAT 1S THE INPUT FILE? IF TERNINAL TYPE T1:
T1:

ENTER PAIRWISE DATA ( CTOX3 & R-DO ). CTRL-Z TO QUIT
0.09,0.39 L R L
0.96,0.24
2.9,0.94
4.8,4.91
4.8,6.99
8.7,8.48
10.6,7.84
14.5,8.22
24.,8.59°
48.,8.48
97.,8.10
“1

Do
# [T0X] LOGTTOX] R-10
1 9.0000004E~02 -1.045758 0.3900000
2 0.9400000 ~1.7728778E-02 0.2400000
3 2.900000 0.4423981 0.94600000
4 4,800000 0.6812413 4.,910000
5 $.800000. 0.8325090 4.990000
6  B.700000 0.9395193 8.480000
7 10.60000 1.025304 7.840000
8  14.50000 1.161348 8.220000
9 24.00000 1.380211 8.590000
10 48.00060 1.681241 8.480000
11 97.00000 1.984772 8.100000

YE

TEST 97

6

I3 THAT OK? (YES OR ND)

S

NABE THE PLOT {120 CHARS. NAX.)
4-PENTYLPHENOL  4/9/80

TYPE 5 TO GET THE QUTPUT HERE, TYPE &

T0 SEND PRINT IT
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Figure 11. Residual Oxygen Test Results for 4-pentylphenol
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Table 4

63

Lethal 96-Hour
Threshold Lc50
Compound (mg/L) (mg/L)'
Phenol ‘20 28.8
2,4-Dichlorophenol ‘4.2_ 8.23
2,4,6-Trichl§rophénol 1.3 9.17
Pentachlorophenol .0.40' 0.23
2,4,6—Tribromopheﬁoli‘ '12Av.- 6;64
4-Nitrophenol 11 ' 60.5
'.2,4-DinitrophendLA.A. 3;2: A16;7>‘
2,6 Dinsthylphenol T o T 36 o |
‘2,4-Diﬁech§1phe65L | RTINS ">i6.8: K
‘Z,A;biﬁiErOfQ-crbégl ;_J 6;32 "2;64.1
3-Me£hoxyphénol - 120 76;3
Tetrachloroethylene - 14 | 13.5
1,1;2,2-Tétréchioroééhaﬁe - _ 19 20.3
2-Chl§rophenol | 58' “12.4
1,1,2—Trichlofoethylene 66 44,1
1,2-Dichloropropane -' 40 - " 139
1,2~Dichlor9ethene : lBékf,- 118



Table 4. (Continued)

8.2

Lethal 96-Hour
Threshold LC50

Compound (mg/L) (mg/L)
Methanol 17,600 28,200
Ethanol 12,700 15,000
2-Propanol 5,490 9,640
3,4-Xylenol 30.8 14
1-Butanol 2,090 1,740
sec-Butyl alcohol 2,650 1,910
1-Octanol 13 14.0
}-Hexanol 128 }'.: 97.2°
2-Methyl-l-propanol 2,020 1,460
l-A:ﬁino-Z—propanol 14% 327
o-éhenylphenol 5.8 6.0
1-Naphthol 8.9 4.24
4-Butylphenol 3.1 5.13
2-(2-Ethoxyethoxy) ethanol 17,700 26,363
4~Pentylphenol 2.6 1.09
Cyclohexanol 755 705
4~Phenylazophenol | 3.4 1.09
4~Chloro-3-methylphenol 7.58
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and handling facilities of the 4 day acute test and, since the test requires
an entire working day as a minimum, the time saved to produce an indirect

estimate of the acute toxicity is judged to be insufficient to recommend its

use as a screening test.
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-B. Microtox® Bacterial Bioluminesence Test
This rapid screening technique is the bacterial assay developed by
Beckman Instruments Inc., which measures the decrease in natural light

emission from the luminescent bacteria Photobacterium phosphoreum in response

to a toxicant. The decrease in light is expressed as a 5-min EC50 (the
concentration effecting a 50% reduction in.light output).
Bacterial EC50s for 76 compounds were measured to evaluate the

relationship between the EC50 and the 96-hr LC50 values for one species of

fish, the fathead minnow (Pimephales promelas).

To elimiﬁate variability in the fathead minnow LC50 values due to
changes in water quélity, chemicals were.selected for bacterial testiﬁg only
if;the fathead minnow LC50s were derived from tests conducted at the
>3E§eronment§1 Reseéfth'Labdr?to§y4DuLgth;: phéﬁi@é}:éeleﬁtioh'was fﬁiﬁhér
.restricted to tests c0nducted’iq flow;th;ough systems using Lake Superior
water, and when exposure concentrations were mégéu;éd;

. Preparation of Test Solutions. - All solutions for bacterial bioassay

were prepared in distilled, deionized waﬁer. If the compound was readily
soluble in water, concentrations were not measured and bactérial EC50 values
were calculated from nominal.concentratiﬁns. When testing less soluble
compounds, a saturator consisting of ‘a volumetric flask and a magnetic
stirrer was used. - Chemical concéntrations fdt less soluble compounds were
measured by gas chromatography.

Bacterial EC50 Determination. All bacterial bioassays were copducted

using the Microtox Toxicity Analyser™ (Beckman Instruments, Inc., 6200 El

Camino Real, Carlsbad, CA). Testing was done following the method described
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by Beckman (1979) who supplied the reagents and lyophilized bacteria.

Inbibition of luminescence (%) was calculated for each concentration:
Y= (initial light output x blank ratio/final light output) - 1
where the Blank ratio = final light output of the blank/initial light

output of the blank.

A graph of logio ‘(vs. logyp concentrations was plotted and the
concentration causing 50% inhibition of luminescence was determined from that
graph.

For most compounds it was possible to prepare a saturated stock
solution that was at least double the EC50 concentration. When this was not
possible, the saturated solution was tested and the reduction in light due to
the toxicant was calculated as follows:

mean chart-reading for the Cl Blank =~ "1
mean chart reading for 100% Toxicant solution

Statistical Methods. The regression correlation for logyg 96-hour

fathead minnow LC50 and logjg 5-minute bactérial EC50 was calculated for
selected ethanes, alcohols, and ketones to determine the effects of chemical
substitution on toxicity to fish and bacteria.

In addicion, loglo EC50 vs. number of carbons and log;y fish
LC50 vs. number of carbons was plotted for a homologous series of
unsubstituted ketones and alcohols, and similar plots of EC50 and LC50 vs.
number of chlorines were drawn for a homologous series of ethanes.
Prediction intervals were calculated at the 957 level.

Evaluation of the Bacterial Bioassay. The correlations between EC50 and

LC50 are summarized in Table 5. The correlation comparing 96-hour fathead
minnow LC50s to 5-minute bacterial EC50s, for unsubstituted alcohols
"(R2=.96), ‘unsubstituted ketones (R?=.81) and chlorinated ethanes
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(R2=.98) were evident. Toxicity of chemicals to bothvfish and bacteria
increasea with addition of chlorine groups to ethanes. Addigion of carbon
groups also increased the toxicity of élcohols and ketones to bacteria and
fish. A comparison of the reproducibility of acute fish and bacteria assay
results (Table 6) shows no statistically significant differences in the
.standard deviation in the percent difference between replicates in the ﬁwo
tests,

The bacierial bicassay is a rapid and relatively inexpensive tést. The
entire test, including temperature equilibration for all reagents takes about
30 minutes to compiete. The bacterial biééssay exhibits precision comparable
to the precision of the acute bioassay with fisﬁ. Buliéh (1979) found a
coeffiéiént éf variance ég 18.6 for 81 teégs on_§odiﬁm laﬁryl sulfate using a
- Microtox® quicity'Aﬁgiyiéff: cL

From data dbtéinéd.invthis:eQalqafioﬁ (Table:7); bacteria EC50 data
could be used to'séreéd.ce;taid‘gy;es'of éhemidais.fdf‘potentialAfish
" toxicity. This could be done using the prediction limits indicated in the
graﬁhs (Figure 12) and may be demonstrated using a hypothetical example in
which a tier testing scheme included an acute toxicity trigger at an LC50 of
10 mg/L. If it were decided that extensi&eifish-tests would not be required
for chemicals with a LC50 greater than IOAﬁg/l, the data obtained in the
evaluation could be partitioned accordingly. - The point where the lower
prediction limit' intersects LC50 = 10 defings the EC50 (501 mg/1)
corresponding to that fish toxicity value. The lower prediction limit is
chosen to ensure that 95 percent of the compounds having an EC50 greater than
the value will have an LC50 greater than 10 mg/l. Based on these data for
organic chemicals, cﬁemicals with an EC50 greater ihan 501‘mg/l would have an
LC50 greater than 10 mg/l and additional fish tests Qoulgknoc be nécessary.
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Table 5. Correlations for Classes of Chemicals of Logjg

LC50 (96-Hr Fathead Minnow) vs. Logjq 5-Min EC50 (Bacteria)

Chemical Classv N R2

All Organic Chemicals 68 0.71
Unsubstituted Alcohols 9 0.96
Chlorinated Ethanes 4 0.98
Unsubstituted Ketones 10 0.81
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Table 6. Summary of 5-minute EC50 and 96-Hr LC50 Results of Replicate

Testing of Selected Chemicals in Bacteria and in Fathead Minnows

5-Min Bacteria

Percent Difference in

Chemical Compound EC50 (mg/1) Replicated ECS50s
Acetone 22,000 5.0
21,000
2-Butanone 5,750 28.0
' 4,350
2-(27Ethoxyeﬁhoxy) 1,290 25.3 -
Ethanol 1,000
Hexanol 42.7 3.12
: : 404 :
2-Methyl-2,4-Pentanediol 3,300 7.8
3,200
2,710 ‘
- 2-Octanone ' . o 20,5 30.98
' ' ' R 15.0 -
Phenol 3 39.8 - 2.23
' ‘ 40.7

96-Hr Fathead
Minnow LC50

Percent Difference in

Chemical Compound - (mg/1) Replicated LCS50s
l-Amino-Propanoln ' 327 ~15.5
287 '
-Butanol . 16.2 - 19,0
V ' 13.4 )
""Cyclohexanone ' . 732 ! 32.56
527
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Table 7. 96-Hr Fathead Minnow LCS50s and 5-Min Bacterial ECS50s.

96-Hr 5-Min
Fathead Minnow Bacterial EC50
Chemical Name LC50 (mg/1) (mg/1)
1-Decanol ’ 2.3 1.16
*]-0Octanol 13.4 6.3
l-Amino-2-Propanol 280 27.2
1-Amino-2-Propanol 327 27.2
2-Pehnoxyethanol 346 32.7
1-Hexanol | 97.2 40.2
I;Hexanol ) 97.2 40.4
Cyc lohexanol 705 . 115
2,3—Dibfomopropanol 71 320
2—Methy1-l-Propanoi 1,460 | 1,67OA
'é,i,,‘.z—Trichi_’or‘aé'.c't{énollf-‘ SR o a9 S L0
1-Butanol - . 1‘, s - 1,740 . _"l'Z,BOQ_,'
2-Methy1;2,4—Pentanediol | | 410;700 _ - 2,710
2-Methyl-2,4-Pentanediol . 10,700 | 3,200
2~Methyl-2,4-Pentanediol 10,700 3,300
2-Chloroethanol - 37 13,400
2-Propanol 9,640 35,000
Ethanol 14,200 44,000
Methanol © 28,200 125,000
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Table.7.- (Continued) -

96-Hr 5-Min
Fathead Minnow Bacterial EC50
Chemical Name ’ LC50 (mg/1) (mg/1)
*2-Decanone ‘ 5.7 6.1
*2-Decanone . ’ 5.7 9.7
*2-Octanone | 37 15
6-Methyl-5-Hepten-2-one v 85.8 17.5
Cyclohexanone - 527 - 18.5
‘Cyc lohexanone _ 732 18.5
*2-0Octanone ’ ' _ 37 ' 20
‘.@,QTDimethy1—Amiﬁo—3fMg;by1-é-BuFanoﬁg ‘ A':'S.A o ’ 42.}
4-Méthyl-2-Pemtanone s T T g
- 2-Butanone Oxime ;' ! "C' 'ZL  :.-1.i844. . o950
S-Methyl-2-Hexanone v 158 980
2,4-Pentanedione ’ 96 1,050
5-Methyl-2-Hexanone 158 1,448
2-Butanone 3,200 | | 4,356
2-Butanone _ ' 3,200 o 5,750
| Acetone 8,140 21,000
Acetone ’ _ C 8,140 22,000
#p-tert-Butylphenol o 5.15 0.1
_ Pentachlorophenol 0.220 0.08
, A-Chloro-3-ﬁethylphenol 7.59 0.58
Phenylazophenol » 1.09 0.96
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Table 7. (Continued)

79

96~Hr 5-Min
Fathead Minnow Bacterial EC50
Chemical Name LC50 (mg/l) (mg/1)
4-Chloro-3-Methylphenol 7.59 1.86
*0-Phenylphenol 6.0 2.05
2,4,6-Tribromophenol 6.64 2.7
2,4-Dichlorophenol 8.23 A3.63
2,4-Dimethylphenol 16.81 4.4
*]1-Napthol 4.24 5.66
4,6~Dinitro-o-Cresol 2.04 6.6
2,4,6—Trichlorophenol 9.17 7.20
#2-Allylphenol | 15l 10
- *p-Nitrophenol . :60;5 ; 113.0
2,4-Dinitrophenol 16.7 15.8
o—Cﬁlorophenol 12.4 22.1
*A-Amino-Z-ﬁitrophenol 34.3 35.9
Phenol -28.8 39.9
Phenol 28.8 40.4
*Hexachloroethane 1.53 0.14
*Pentachloroethane 7.3 0.75
*Tetrachloroethane 20.3 8.6
*Trichloroethane 81.7 105
*Kelthane 0.51 0.45
*Permethrin 0.017 0.56



“Table 7. (Continued)

*Ethanal _

31.

2

"96-Hr ;is;Min
Fathead Minnow Bacterial EC50
Chemical Name LC50 (mg/1) (mg/1)
A
*Diazinon 6.65 9.8
Dimethyl Formamide 10,600 20,000
*N-Butyl Ether 32.5 63.0
.2-(2-Ethoxyethoxy)-Ethanol 26,400 1,000
"2-(2-Ethoxyethoxy)-Ethanol 26,400 1,290
.Triethylene Glycol ' 61,000 33,000
“*Butanal - 16.2 16.4

342
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If this screening teqhnique had been applied to the compoﬁnds in this
evaluation, fish tests would not have been performed on 35 of the 76
comp&unds. Because a bacterial bioassay costs considerably less than the
estimated $2,000 for a fish test, the savingslwould be substantial.
Compounds which fall between the upper and lower prediction limits for
LC50 = iO would require additioﬁal testing with fish. Another decision
scheme might use the screening test to circumvent intermediate testing on
compounds likely to be highly toxic and "flag" them for long term testing.
Those compounds could be deﬁermined from the regression plot using the same
process described above and substituting the upper prediction limit. As
tesfing cqntinues qnnseveral species at the EﬁL-Duluth, it Qill be possible
tbﬁﬁ;ke similar comparisons on other homologous series of cheﬁicals. At
‘presedt it'appéafs'ﬁhat_Sactgria'can be dséd‘té;detgrmineﬂthe relative

toxicity to fish of selected groups of organic chemicals.
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C. Algal Fluorescence Test

The "Algal Fluorescence Test" being developed is a sensitive and rapid
test procedure based on the fluoresgence of chlorophyll a from algae.
Normally, chlorophyll a in algae will re~emit a small percentage of absorbed
light as red fluorescence, the remainder being used in photosynthesis. If
the overall health of the algal cell deteriorates the percentage of
fluorescence increases. TheAincrease in fluorescence has been determined to
be inversely proportional to the photosynthetic capacity of the cell., By
poisoning the cell with DCMU, a very potent herbicide, it is possibie to
totally block photosynthesis and achieve maximum fluorescence. DCMU causes a
larger percent fluorescénce increase in healthy cells, whereas in cells
stressed by a toxicant this increase will be reduced. Using these principles

we are refining our techniques for assaying toxicity using algae..

Cultivation. The green algae Selenastrum capricornutum and the blue

. green algae Anabaena fios-aduae"Géré“obtained'froh'EPA-Cotvallis,’Orégbn and

were cultivated in AAP medium (U.S. EPA, 1978). Algal cultures were main-
tained on magnetic stir plates at 25°C. All cultures and test systems
recelved continous irradiance of 350 ft. c. p;ovided by 40 W "cool white”
fluorescence bulbs. Exponentially growing cultures were used in all tests.

Test Procedures, The test system consisted of 24-5 ml test tubes in a

plexiglass rack. Algae were either innoculated into lake water containing
various concentrations of toxicant or the toxicant was added directly to an
algae culture id AAP medium. Final test volume was 4 ml.. Volatile compounds
was tested in stoppered tubes. The test system was'kept,pnder cont inuous

light until actual fludfometerfreadihgs were takén, usually 2 hours.
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Fluorescence Measurements. All fluorescence measurements were done. on a

Baird-Atomic, Model SFR 100 Specﬁrofluéfiﬁéter at an excitation-éf 430 nm.and
an emission of 680 nm. The test system was kept under cdntinoué iiiumination
until éctﬁal measureménts were taken so as not to alter the photosynthetic
.state of the culture. After the incubation period the culture tube was read
directly in the fluorometer and an initial reading was recorded after the
signal stabilized (FNj. Similarly a second reading was recorded after the
addition of enough DCMU (3-(3,4~dichlorophenyl)-1,l-dimethyl-urea), a
herbicide which blocks thé electron transport pathway in photosynthesis, to
obtain a 5 uM solution (FD). These feadings.were used to calculate. a

percent fluorescence increase:

(Fp - Fy) x 100 = % fluorescence increase.
FN ' .

These values were compared statistically to the control to detrmine effect
"concentrations of a variety of organic compounds.

Evaluation of the Algal Fluorescence Test. Typical results with several

organic toxicants are presented in Table 8. Although data are insufficient
to be statistically analyzed with data from other ngal tests, the resu}ts
indicate thé relative sensitivity of algae to selected compounds. A dose-
response curve is presented in Figure 14. The method appears to be
sensitive, reliable, and fast (2 hours) to a broad range of toxicants. With.
the chemicals tested thus far, effect concentrations are generally in the
range of the fathead acute values Seing generated. The initial résults with
natural surface waters being tested for the "Ambient Metals Study - EPA"
indicate that the method can also dgtecé.metal_;oxicity.

The method will continue to be rgfiped ;ith respect to test techniques
for analyzing the data. A systematic testing of‘those chemicals being used
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Table 8. Effect concentrations using- the algal fluorescence test

51.

Effectd Test

Compound Algae Concentration Duration
Ethanol Selenastrum | 50 ppm*D 2 hr
Methanol Selenasérum >32,000 ppm 2 hr
'Butanol Selenastrum - 300 ppm*®¥* 2 hr
Hexanol Selenastrum 5320 ppm é”hf
" 'Héxanal Selenastrum "...80, ppm* 2 hr
Hexanal Anabaena 160 ppm* 2 hr
Acetone Selenastrum 4,000 ppm* 2 hr
DMF Selenastrum 6,250 ppm**b 2 hr
‘Té;fachloropheﬂol 'Sélenastrum . i5;4'ppm** 2 Sr
1,2,4-Trichlorobenzene - Selenastrumv' "8 ppm¥ 24 hr
1,3-Dichlorobenzene Selenastrum 60 ppm¥** 3 hr

1,1,2,2~Tetrachloroethane Selenastrum 1 ppm** 1.5 hr

2 Lowest concentration tested showed significant difference from control

b [ owest concentration tested
* P = 95

*%p = 99
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. in the QSAR program will be performed. Plans have been made to use a green
algae and a blue green algae to determine comparative sensitivities to
test compounds,

The literature and data generated thus far suggest that the reduction or
enhancement of chlorophyll a fluorescence before the addition of DCMU may not
only indicate toxicity, but also the site of action of the ﬁarticular
inhibitor. This variable fluorescence response has the potential to
delineate between various modes of action of structurally different
compounds. For example, DCMU type compounds block non-cyclic photosynthetic
electron transport and increase Fy, whereas benzoquinone, a well known Hill
oxidant, lowers Fy. Along with our continued effort to improve the method
we will also be considering these '"behavioral" responses of chlorophyll a
fluorescence  in an atteqpt to desc;ibe;mode specific*chemical a;tivity}” A
literature review on the pétency and modes of éction of chemicals in
inhibiting the Hill reaction in phdtésynthésis will bé the subject of

subsequent reports.
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LITERATURE REVIEW ON NARCOSIS

In an effort to summarize the major modes of action of common induscrial
chemicals, a series of literature reviews are planned. Thgse_reviews are an
integral part of QSAR because Ehey help to determine truelyvanomalous
behavior within a model from changes in mode of action which suggest an
additional model is needed. The first review is concerned with narcosis for
the reasons stated previOusly in this report.

Narcosis is a reversible state of arrested activity of various
protoplasmic structures under the influence of certain chemicals. Kaufman
(1977) defines ''general anesthesia as a pharmacologically induced reversible
disruption resulting in a coordinated sequence of changés in neural

activity", The terms narcosis and anesthesia are used interchangeably in

medical literature. Narcosis of thé central nervous system is referred to as

general anesthesia. The chemicals or drugs producing arrested activity of

" any cellular organization are referred to as narcotics, biological

depressants, hypnotics, and general anesthetics (Albert 1965). A variety of

chemical agents of different chemical structures and properties produce

'narcosis in animals. These agents may-be gases (Hesser et al., 1978)

aliphatic or»aromaﬁic hydroqa:bons,_chlorinacad hydrocarbons, alcohéls,
ethers, ketones, aldehydes, weak acids, weak basgs{'and some aliphatic
nitrocompoundé (Albert, 1965; Gers, 1965; Roth; 1980).

Most of the biological cells are susteptiblé té-Che actions of genéral
anesthetics (Roth, 1980). However, iﬁ appears that all anesthetics ér
narcotics produce a general depression of the central nervous system (CNS) of.
the organisms. Vandam (1965) pointed out that whatever may be the mechanism
of narcosis, the clinical signs Qf general anesthesia are related to the
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amount of anesthetic made available to the CNS. Anesthetics may affect not
only the CNS but a variety of cell types and several synthetic model
preparations (Halsey et al., 1974; Miller and Miller, 1975; Roth, 1979;
Seeman, 1972). In a recent study, Schwab and Schwab (1979) have shown that

protozoan (Allogromia laticollaris Arnold) cells after treatment with 1 mM of

the volatile anesthetic, halothane, showed disappearance of cytoplasmic
;icrotubles. These workers also demonstrated the appearance of tubulin
polymers which were helices of paracrystalline structures. |

During the last few years new information has accumulated concerning the
pharmacclogical effects of narcotic agents. With the development of novel
monitoring devices and in vitro techniques, it has been demonstrated that
anesthetics can exert profound and direct effects on cardiac muscles and
alter.regional blood flowg in'g number of organs (Price and thishi, 1980;

- Longnecker and Harris, 1980). Many narcotic agents ére ?aéable of altering
‘tissue and plasma éoncenﬁrationéygf‘cyclic ﬁﬁéleotides such as cAMP or GMP
and of neurohumoral substances such as catecholamines, dopamine, serotonin,
and renin (Altura, 1980; Rahwan, 1975; Zaleska, 1979), In addition these
anesthetics have the ability to perturb lipid-bilayer membranes and alter ion
transport (Roth, 1980; Lee, 1976; Schettini and Furniss, 1979).

A mechanism of action of some reactive anesthetics has been sought in an
inhibition of enzymic processes. For example, a number of anesthetics
inhibit mitochondrial oxygen consumption. 'The mode of action-in mitochondria
appears to be chiefly inhibition of electron transport with slight uncoupling
of_oxidative phqsphprylation (Altgra) 1980).

'v;In.spite'of inten;fVe'pﬁarmacodynagiés; physicoéhemiggl, biochem@éal and
clinicallrege;¥ch;'th;:exact4changes in.;hg CNé-remain-unkﬁown. It is quite
puzzling how éome chémically inert agents and others which are rather .
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reactive chemicals may induce reversible changes in the functions of thé4CNS
in such a way that loss of consciousness and insensitivityvto‘pain.;cc;rs '
(Kuschinsky and Lullmaann, 1973; Adriani and Naraghi, 1977).

There are several hypotheses which have been proposed to explain the
mode of action of narcosis. It is generally accepted that the majority of
general anesthetics afféct most biological cells in a non-specific fashion,
However, due to their diverse chemical structures, a similar or unitary
mechanism of action appears to be inconceivable. Recent studies suggest that
all anesthetics may not act via the same mechanism (Stockard and Bickford,
1975; Trudell, 1977).

One of the oldest and most widely quoted theories of anesthetic action
.is the Meyer-Overton "lipoid hypothesis of narcosis". -Meyer (1899) and
Overton (19@1)'independent1y proposed that anesthétic,gction'cqrre}atés with
-a.high oil/water pgrtigion coefficient. K. H. Meyer (1937) stated that
"narcosis (anesthesia) comménées Qheh any chemical substance has attained a
certain molar concentration in the lipids of the cells." It is true that
most anesthetics, especially volatile anesthetics, have ﬁigh oil/water
partition coefficients, but this does little to provide an explanation of'how
they function as depressants (Roth, 1980; Gero, 1965; Koblin and Eger, 1979).
This theory may.only explain why such anesthetics accumulate in the lipid

- rich CNS (Roth and Seeman, 1971). In addition, there are some outstanding
-exceptions to the Meyer-Overton hypothesis of anesthésia,'such as alcohols
which are nonspecifically acting anesthetics despite their low oil/water
‘distribution coefficient (Albert 1965). Furthermore, oils and certain other
substances with very high'partiCiqn coefficients, do not produce narcosis.

Traube (1904) propésed a different physicochemical hypothésis of

narcosis. This theory describes a lowering of'surf;ce tensionlbetweén water
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and a second phase such as oil or air. The alcohols in homologous series fit
cﬁis generalization, but even familiar hydrocarbons like chloroform and
ethylchloride do not lower interfacial tension at the surface boundary of
water/air or water/oil. Furthermore, many detergents which are known to
lower surface tension are not depressants.

Ferguson (193§, 1951) provided a physicochemical explanation based on
the thermodynamic or chemical pofential of the depressénts in the internal
phase and the biophase (site of biological action). He pointed out that a
stable level of narcosis is'achieved when an equilibrium of drugs is reached
between the two phases. Ferguson's principle provides a satisfactory
correlation between chemical potential and the activity of nonspecifically
acting drugs, but does not explain the true mode of action of depressants.
_Depression of pﬁy;iologicgl fup;tioqlgenerally appears to be -the typical -
~action of compqun@s whicﬁ do noﬁAentér into specific reacti@ns with the
organisms (Albert, 1965). |

Pauling (1961) postulated that hydrophdbic depressants cause the

formation of hydrate microcrystals in the brain. Such hydrates are known to
be formed at low temperatures around nonpolar molecules and nonpolar groups
within molecules, and are referred to as "clathrates". These clathrates are
ordinarily unstable at body temperature,‘but it is also known that clathrates
formed around several kinds of molecules or groups (mixed cl#thrate hydrates)
are more scable_(Gero, 1965). Pauling further assumed that clathrate
hydtans are formed in brain cells in the presence of volatile anesthetics
which then combine with the alkyl groups of the proteins. and phospholipids.
These water clath:ates are stable under phyéiological cohditioﬁs and'thef';
ice. The ice microcrystals formed in this way tie up water,‘incréasing-the
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impedance of the neural network of conductors and -hindering- the movement of.
ions.in the brain. Unlike other theories, Pauling's hypothesis centers
around the aqueous phase and not on the lipid material of the CNS, and also
seeks to connect depressant action with a process of reversible
disorganization,

More recent theories of narcosis seek the mechanism of depressant action
in interactions of anesthetics with cell-membranes‘(McElroy, 1947; Miller -and
Pang, 1976; Rosenberg et al., 1975; Ashcroft et al., 1977ab; Haydon et al.,
1977; Jain et al., 1978). It is well accepted that conduction of impulses in
the neurons ?nd muscle fibers depeﬂds on their cable structure and occurence
of specific changes in the ion permeability of the surface membranes (Keynes,
1972). Biological membranes are composed ofja phospholipid bilayer‘and
qﬁbiestérol,‘a;ranged with bolaf.(hydrophillié)'heaééféups faéiﬁg'ahtwé}d and
the lipophillic or hydrophobic moeity inward.. Tﬁeibrotein éf ;he mémbrane on
either side of thé.phospholipid biié&er.fofms a trilaminér sandwich (Ké&ﬁes,
1972). Membrane structures have pores or ch#nnels through which sodium and
potassium can move across the membrane during the transmission of nerve
impulses (Ash@roft et al., 1977). Most investigators have envisioned
membrane lipids as the target of anesthetic accioqs: However, some believe
that general anesthetics inactivate'profeins; thch are essential for CNS
‘function (Eyring et al., 1973; Kaﬁfman{ 1977).

Recent Theories of Anesthesia b

(a) Phase Transition - Three recent theoriés probose that amesthetics
disrupt the lipid bilayer of the membrane. Lee (1976) postuiated an "annular
transition model™, also called a "phase transition hypothesis". Thi§
hypothesis proposéd that tﬁe sodiﬁm channel of -an excitable membrane ig:
surrﬁunded by an gnnulus of lipid which is inithg l7cx."yst:alline"‘or gélvstate
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(solid phase), which helps to maintain an open sodium channel. Addition of
an anesthetic triggers a change in the lipid to a fluid or iiquid crystalline
state and this alteration allows the closure of the sodium channel, resulting
in anesthesia. An increase in temperature can also alter the gel phase to a
liquid phase, and the temperature at which this transition occurs is called
the phase-transition temperature (Roth, 1979). The "phase transition
hypothesis" is supported by the studies of Hill (1978) on a phospholipid
membrane model, and of Kamaya et al. (1979) who showed that high pressure
antagonizes both anesthesia and the anesthetic-induced decrease in phase
transition temperature of dipalmitoyl phosphatidylcholine bilayers. Howévet;
a recent study by Pringle and Miller (1978) which utilized structural isomers
of tetradecanol, indicated no direct relationship between lipid phase
transition and the mechanism of,angsthesi;..,Ga§e§,.barbitu;§tes, stgroids
and alcohol anesthetics have all been shown té-fluidize -
phosphatidylcholine-cholestrdl‘iipid biléyers and some biological membranes.
Miller and Pang (1976) using different lipid composition and anesthetics
demonstrated that the fluidizing efficacy éf an anesthetic varied with
different anesthetics and also with the lipid composition of the membrane.
(b) Lateral Phase Separation - This hypothesis by Trudell (1977)
proposes that lipids under normal conditions exist as gel and liquid phases.
The region where a gel phase coexists with a liquid phase is defined as a
lateral phase separation (Trudell, 1977). Conversion of one phase to another
phase allows the membranes to expand or contract with less energy than would
be necessary if the membrane was only in gel or fluid form. Also the regions
(fluid or gel) may be associated with functiqnal'pro;eiqﬁ. _i{udell~proposed
that anesthetics may reduce the gel phase‘in‘mé@bféneé“énd”tﬁﬁé decrease “the ’
lateral bﬁase sep;ration. This decrease iﬁ the lateral phase separation
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would prevent the functional protein f;om‘alﬁering'its'qdnformation necessary
for translocation of ions across the pbst_synaptic'ﬁembréne o? fof the ”
release of ; neurétrahéﬁiﬁer; thus resulting in depression or narcosis
(Tru&éll, 1977; Trudell et al., 1975).

4(c)‘ Fluidized Lipid Hypothesis - This hypothesis postulates that
"~ anesthetics can disorder the ﬁotion of che'lipid membr;ne cémponénté'(dége.
and Hamill, 1976), and that due to increases iﬁ the lateral and rotational
motion of the lipid component, the stability of the channel proteins is
reduced. This facilitates the closure of the ionic channels in the membrane
(Gage and Hamill, 1976; Miller and Pang, 1976; Miller, 1977; Roth, 1980).

Theories discussed above as "phase transition" (Lee 1976), "lateral
phase separations' (Tfudell 1977) and the "fluidized lipid" hypothesis all
propose';hatﬂthe phenomenon’df'narcosis is depepdentlpn‘flgidizétiod'of.the
lipid membrane. VThe spin label étudy_éf Pringle an@ Miller (1978) showed
that ﬁnsaturated long chain alcohéis and Eii'6f‘££33§ffetradecanol could
fluidize egg lecithin Cholester&l membranes to similar levels. However,
contrary to that, cis-tetradecanol lowered the transition temperature of
dipalmitoylphosphatidylcholine while EEEEE}tetradecanoi elevated this
transition temperature. -These results are consiétent with a lipid fluidity
model of anesthetic action, but provide little support for a "lateral pﬁase
separation" theory of anesthesia. The authors suggest direct interaction of
alcohols with the membfane protein (Ptinglé and Miller, 1978). - Studies
conductéd by Jain et al. (1975) on the tramsition profile of dipalmetoyl
1eci£hin liposomes exposed to a variety of drugs support the theory of
fluidity disorder of ehe lipid bilayer.

(d) Critical Volume Hypothesis - Mullins (1954) proposed a critical
volume hypothesis. According to’'this hypothesis, narcosis is produced by

.94



expansion of the critical hydrophobic site due to the adsorption of
anesthetic molecules. Mullins (1954) suggested that anesthetic molecules
should have a complementary shape or size to "fit" into the free spaces of
the membrane's chemical lattice. This critical volume of occupation will
thus result in decreased sodium permeabi}ity and depression of membrane
exéitability.

Several studies lend support to Mullin's cri;icai volume expansion
hypothesis. For example, application of hydrostatic pressure (pressure
reversal of anesthesia) removed, at least partially, the effects of general
anesthetics in certain amphibians and mice (Lever et al., 1971; Miller et
al., 1973). The phenomenon of préssure reversal of anesthesia was first
observed in luminous bacteria (Johnson et al., 1942), which led Lever et al.
(1971) to formulate a unifying concept of crit@cgl volume gxpansidn as a
general mechanism of narcosis. They Postulated that anesthe;ics expand the
size of a critical hydroph;bié éite; while the'hydrostatic'preSSuré contracts
this site and causes reversal of éﬁesthesia. Lever et al. (1971) calculated
that general anmesthetics at critical concentrations in the lipids would
produce an expansion of lipids of the order of 0.4%Z. Further studies on
quantitative measurements of erythrocyte membranes (Roth and Seeman, 1971,
1972ab), and of lipoprotein films (Clements and Wilson, 1962) support the
estimate of 0.5% expansion of biomembranes in the presence of general
. anesthetics. High pressure of approximately 100 atmospheres indeed
antagonizes the efféct of general anesthesia, but the degree. of the high
pressure reversal varies with different anesthetics, and'Fhe antagonism of
high pressure m;y noE be proporﬁioﬁai”or ‘linear witﬁ the pressure (Halsey et

al., 1978).
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A multisite expansion hypothesis wa#-proposed by HaLséy et al. (19?8),
They scatéd that a genéf?t anes{hetiC'ma§:influence“the éxpgnsion of more
than bgéAmolecuiar éité with different physicél proéé?ties, ;;A fﬁé'ﬁa;sicai
" properties of molecular sites may be influenced by anesthetics and préssure.
In addition, the wolecular sites have a finite size and limited occupancy,
and the pressure does not necessariiy influence the same site as anesthetics.
Finally the molecular sites for narcosis ma§ not be disturbed by decreases in
temperature in a manner analogous to increases.in pressure. The multisite
expansion hypothesis based .on intact animal studies is more rélevanc,
barticularly with complete membranes in which the molecular sites are
enérgetically linked together (Halsey et al., 1978).

(e) Degenerate Protein Perturbatiqn Hypothesis - Previous stuﬁies
Aiécuééed in ;his_féview7511'éQP?oét’a éémmpn‘s;:ﬁﬁﬁﬁialxﬁerturbati&ﬁbin the’
excitab}e membrane whigh is,caused.b& anestﬁetics of divepse'chgmical
stru;ﬁures. This dnitéry‘h§p0£hesis.of:narcbéis;ﬁéé'dérivéd from ekéeri?
meﬁtal evidence that anesthetic potency correlates approximately with
oil/water partition coefficients of narcotic agents (Seeman, 1972; Miller et
al., 1977). However, direct experi@éntai evidence for any unitary mechanism
has not been presented to describe the iﬁteract;ons of anesthetics with
target protein structures (Richards‘e; al., 1978). Studies conducted by
Richards et al. (1978) utilizing n-alkanols do not provide support to a
v.unitgry mechanism of narcosis. These worﬁéfs have suggested that anesthesia
is produced by direct interactions Between the anesthetic molecules and
target membrane protein. They assume that smaller anesthetic molecules
(halothane or cyclopropene) discfibute in one set of hydrophbbic sites of
appropriate dimensions within Eﬁe protein, while larger molecules like
barbituatss, SCE10}§S, and arométic_amines nay binQ.tQ distinct sets of sites
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on the target protein (Richards et al., 1978). Eyring et al. (1973) had also
proposed that anesthetics may interact with the hydrophobic region of a
protein and change its conformation to make it less active. The protein
pertubation theory of anesthesia does not provide a distinct mechanism of
narcosis (Koblin and Eger, 1979), rather indirect evidence is derived from
thermodynamic principles (Eyring et al., 1973) and the lack of correlation
between lipid membrane fluidization with n—alkanols.

(£) Cyclic AMP Metabolism - Cohn and Cohn (1980) proposed that anes-
thetics interact with the activity of a specific enzyme protein hydrophobic
site wﬁich binds with the adenine moeity of cAMP. According to these authors
cAMP in vivo regulates the duration of narcosis without altering the cAMP
concentrations in the brain, These workers have showﬂ that pentobarbital
caﬁses doseidependen; iﬁhibitién of‘ﬁfain édenyiaté dééﬁiﬁase'which cSnVefts
. AMP to inosiqe (Cohn and Cohn, 1980). It has peen shqwn that dibutyryl .
cyclic AMP.shortens the duration éf naréosig in&ucéd.by a wide variety gf
narcotics and hypnotics, and protects against the lethal doses of amobarbital
(Cohn et al., 1980). The effects of anesthetics on transmembrane regulatory
systems may require further studies. The role of hormone and
neurotransmitter—-dependent adenylate cyclase is known in transmembrane
regulatory systems and production of cAMP (Rimon et a};, 1978),

Our knowledge of the mode of action of anesthetic chemicals éwaiCS
furcther understanding of the structure of pﬁosﬁholipid.bilayers, axonal
trans#ott, conformation of nerve proteins, synaptic transmission in the
central nervous systgm“and the interactions of anesfhetics.with endogenous
:‘comboﬂéﬁts'of the neurons. Current theories‘of n&rcosis émphasize lipid

membrane disorders in. the CNS without-specifiiityu(Roth,”1980)v
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In mammalian‘éyétéms, four definite stagesyofsanesghesia can be-.
distinguished after the admiﬁiétfatiou_pfianes:hetics (Vandam, 1965). Stagé
I anesthesia is characterized by motor excitation and inability to coordinate
motor activity (ataxia). Stage II anesthesia is characterized by delirium
when the animals show hallucinatory and cataleptic behaviour. Stage IiI
‘anesthesia, also called surgical anesthesia, is further progression of stage
II with increasing immobility and loss of reflexes. During this stage the
subject becomes unresponsive to péinful stimuli. Further increases in
anesthetic dosage may cause a depregsion of the total central nervous system
activity (Stage IV), and irreversible damage to the brian which results in
medullary paralysis and death. These different stages of anesthesia
classified by Guedel (1951) as unidirectional schema were revised on the

‘basis of neurophysiological studies (Wiﬁters,'1976),ﬁ B

Fishes treated with anesthetic agents have been shown to undergd similar
stages of anesthesia (McFarland.aﬁd Klontz; 1969; Klontz and Smith, 1968;
Bonath, 1977). The phenomenon of narcosis in fishes has not been extensively
studied. Hunn and Allen, (1974) reviewed the.recent studies on MS222 and
quinaldine, used widely as fish anesthetics. Such compounds are readily
absorbed ‘through the gills of fish, as demonstrated with rainbow trout (Salmo

gairdneri), channel catfish (Ictalurus punctatus), marine dog fish (Squalus

..acanthiag), ‘brook trout (Salvelinus fontinalis), bluegills (Lepomis

macrochirus) and largemouth bass (Micropterus salmoides). High lipid
solubility and rapid rates of diffusion acr§ss the gill membrane appear to be
important properties for fish anesthetic ageats (Hunn and Allen, 1974). For
example, MS222 has been shown to. be readily. taken up through the gills of
freshwater fishes accor&ing to its concentration gradient. From the gills it
is distributed to many body tissues, especially the cerebrospinal fluid (CSF)



in the brain (Hunn, 1970; Hargens et ai., 1974; Stenger and Maren, 1974;
Daxboeck and Holeton, 1980).

Fish have been shown to possess superficial and internal (or central)
oxygen receptors which initiate active cardiac and ventilatory responses
under environmental hypoxia. Anesthetics may interact with these receptors
(Daxboeck and Holeton, 1978; Smith and Jones, 1978; Bamford 1974a,b; Marvin
and Burton, 1973). Mechanisms by which such ch;mical agents disrupt various
physiological functions in fishes largely remains unknown and deserves
further studies.

Studies conducted in our laboratory with the fathead minnow (Pimephales
promelas) to determine 24, 48, and 96 hour median lethal concentrations
(LC50) of a group of alcohols, aldehydes, ketones and ethers indicate that
- thése chemicals.cause fish immobility, hyperexci;a;i¢n.anﬂ loss of e&ﬁiliﬁ
brium before the onset of thic symptoms. These symptoms are apparently
dependent on the chemical dosagé”and thevexpdsu;é time. It is probable that
these chemicals produce lethal effects due to medullary paralysis, as shown
in mammals after dosing with higher concentrations of the narcotics. The
typical signs of the stage I anesthesia (indicated by motor excitation and
ataxia) in fish may be determined in vivo without killing the test fish and
‘it may pro?ide,usefulﬂinsight.

P?evious'studies on long chain alcohols have shown that they induce
narcosis and anesthesia in different animal épecie;. Jain and Wray (1978)
havé shown that the lipid bilayer/water partition coefficienf for n—alkanol§
are at least 3 fold smaller than their partition coefficient in-the bulk
solvénts. They'impl§ fhét.élcahdls ﬁéy indﬁce:éhanéés in the lipid
biomembranes at much lower éoncentragigng chén éan:be‘predictgd from thei%
octanol/H,0 partition éoefficiénts (Jain and Wray, '1978). Similar sthies
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on the partition coefficients of a variety of chemicals with actual -
biological cissues (e:ig)  with- fish gill/HpO or-blood/Hz0) hay- provide-: -
useful informtion on ;he ﬁévement and uptakéAof ﬁﬁes;l;hemi;als; én&‘ﬁ;§ ha?é
some degree of correlation with their toxicity. McCreery and Hunt, (1978)
studied 62 compounds, including a broad range of alcohols for their abilities
to intoxicate rats in vivo. These workers suggested that the shape of av
molecule had little effect on . its ability to intoxicate, but the compound's
amphiphillicity was important for its ability to partition into neuronal
membranes (McCreery and Hunt, 1978). Several studies have indicated that
membrane/water partition coefficients are. more meaningful than partition
coefficients with~artificia1 solvents-(Roth and-.Seeman, 1972a,b; Jain and
Wray, 1978; Mullins, 1954; Seeman; 1972). Biologically active compounds must
‘feaéh a definite target sité'lﬂTOréernté-elicitué pépticular"féSPOQse, and -
such compounds c¢ross multiple hydrophyllic andfhxd:pphobic‘$arriersbbefore

reaching the site of action (Kubinyi,_1978).
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