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FOREWARD

This is the third report issued in conjunction with a continuing research

program on thermal stratification and water quality in lakes and reservoirs.

The previous reports are as follows:

1.

Dake, J.M.K. and D.R.F. Harleman, "An Analytical and Experimental Investi-
gation of Thermal Stratification in Lakes and Ponds'", M.I.T. Hydrodynamics
Laboratory Technical Report No. 99, September 1966. (Portions of this
report have also been published by the same authors under the title:
"Thermal Stratification in Lakes: Analytical and Laboratory Studies",
Water Resources Research, Vol. 5, No. 2, April 1969, pp. 484-495.)

Huber, W.C. and D.R.F. Harleman, ''Laboratory and Analytical Studies of
the Thermal Stratification of Reservoirs', M.I.T. Hydrodynamics Laboratory
Technical Report No. 112, October 1968.



ABSTRACT

Previous research on thermal stratification in reservoirs has provided
analytical methods for predicting the thermal structure and internal
flow field of a reservoir characterized by horizontal isotherms. A
one-dimensional analytical thermal stratification prediction method
developed by Huber and Harleman is reviewed and modififed to include
the time required for the inflowing water to reach the dam face.

Various ''dispersion'' approaches to water quality prediction, which
depend on empirically determined dispersion coefficients, are reviewed.
Application of these methods to water quality prediction in a strat-
ified reservoir is discarded because of their inability to account for
the transient nature of the internal flow pattern generated by changing
meteorological and hydrological conditions.

A one-dimensional water quality mathematical model is developed which
incorporates the internal flow pattern predicted for a stratified
reservoir from the temperature model of Huber and Harleman. The

water quality parameters of rivers and streams entering the reser-

voir are assumed to be known. After initial mixing, the entering

water seeks its own density level within the horizontal stratifica-
tion field of the reservoir. The outflow of water through the reservoir
outlet is assumed to come from a withdrawal layer whose vertical thick-
ness is a function of the time-dependent vertical temperature-density
gradient. The water quality model is designed to predict the concen-
tration of particular water quality parameters in the outflow water

as a function of time. In the case of non-conservative pollutants,

the model incorporates generation and/or decay rates for the substance
under consideration.

The mathematical model is tested by comparisons with measurements of
outlet concentrations resulting from pulse injections of a conservative
tracer into a laboratory reservoir with time varying inflows, outflows
and insolation. Good agreement is obtained between measured and pre-
dicted concentration values. Pulse injection tests of a conservative
tracer in Fontana Reservoir are simulated by means of the mathematical
model in order to illustrate the flowthrough time characteristics of

a stratified reservoir. Field data for comparison with the theory

is not available.

The application of the mathematical model to a field case of practical
interest is demonstrated by solving the coupled set of water quality
equations for B.0.D. and D.0O. predictions in Fontana Reservoir. Field
measurements of D.0. both within the reservoir and at the outlet of
Fontana are available for the year 1966; however, measurements of
incoming B.0.D. and of the long-term B.0.D decay rate were not made.
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Direct comparisons of the water quality model predictions with the
field measurements of dissolved oxygen are limited by the lack of
input data. A sensitivity analysis to various assumptions on the
input data is made in order to illustrate the mechanics of the water
quality prediction model. It is concluded that the model is capable
of predicting the effect of reservoir impoundments on water quality.

This report was submitted in fulfillment of Research Grant No. 16130 DJH
between the Water Quality Office, Environmental Protection Agency and the
Massachusetts Institute of Technology.

Key Words: reservoir water quality; thermal stratification in reservoirs;
biochemical oxygen demand in reservoirs, dissolved oxygen in
reservoirs.
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CHAPTER 1. INTRODUCTION

1.

1 Introduction

The construction of an impoundment on a river usually leads to
substantial changes in water quality within the reservoir and in the
river downstream of the reservoir. These changes reflect modifications
of the physical, chemical, and biological regimes which are associated
with the increase in depth,surface area and the reduction of velocity.
The thermal structure of the reservoir and the temperature of the out-
let water are important as primary water quality factors. In addition,
the changing thermal structure has a dominant effect on the detention
time which is related to the internil flow characteristics within the
reservoir.

Thermal stratification occurs in practically all reservoir
impoundments. In shallow "run of the river'" reservoirs the isotherms
tend to be tilted in the downstream direction and the stratification
is relatively weak. In deep reservoirs, having a storage volume which
is large compared to the annual through-flow, the isotherms are
horizontal during most of the year and strong stratification may
develop during certain seasons. This investigation is concerned
mainly with the latter type of reservoir in which temperature and
water quality parameters are functions of depth and time.

The thermal stratification process is governed by a heat
balance involving solar radiation, surface losses by evaporation and
conduction, and convective transfer of inflows and outflows. As a
result of research in the past few years, the stratification process

is now understood to the extent that reasonable predictions of the
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internal temperature distributions and outflow temperature can be made
for the purpose of planning new facilities or the operation of
existing reservoirs. The thermal stratification, through the density
variation, has a predominant influence on the tlow pattern and circu-
lation within a reservoir. Vertical motions are inhibited in density-
stratified reservoirs and outflows tend to be drawn from a layer of
restricted depth near the outlet. The flow patterm may involve
numerous counterflowing currents. This complicated internal current
structure is important in the convective and dispersive processes for
any substance introduced into the reservoir.

Many water quality factors other than temperature are important
in a reservoir. The majority of these are affected by the distribution,
dilution, and detention time in the reservoir. An understanding of
the internal flow structure of a stratified reservoir is a pre-
requisite to rational concentration predictions of various water
quality parameters. The traditional methods of analysis, in which
the concentration is assumed to depend on only the longitudinal
coordinate, is inappropriate in a stratified reservoir because the
localized horizontal currents may restrict the particular water
quality parameter to a certain level within the reservoir for a long
period of time.

The dissolved oxygen structure of a reservoir will be a
primary consideration in water quality because the ecological balance
in a reservoir is very sensitive to dissolved oxygen levels. The

oxygen balance in a reservoir is dependent on numerous physical and
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biological factors which include convective transport by internal cur-—
rents, atmospheric reaeration at the surface, photosynthetic oxygen
sources associated with plant life, oxygen demands of river inflows,
bottom deposits, respiration and decomposition of aquatic organisms.
Thermally stratified reservoirs exhibit oxygen stratification with an
oxygen rich surface layer which is mixed by winds and convection cur-
rents. The lower layers of a reservoir are often deficient in oxygen
because the oxygen demand of internal organic material exceeds the
oxygen transfer from the surface layer. In addition, the biological
and mass transfer processes are sensitive to temperature and thus the
oxygen balance will depend on the thermal structure of the reservoir.
In view of the oxygen stratification in reservoirs, the classical
Streeter-Phelps analysis for streams, which assumes vertically mixed
conditions, is not applicable in stratified reservoirs. The oxygen
balance should include the vertical variation of dissolved oxygen as
influenced by internal currents and the vertical distribution of oxy-
gen sources and sinks.

In the following chapters a mathematical model for predicting
the thermal stratification phenomena in a horizontally stratified
reservoir is presented. The temperature model is based on modifica-
tions to the work of Huber and Harleman (18) in an earlier phase of
the M.I.T. reservoir research program. The primary objective of the
present investigation is the development of a water quality mathemati-
cal model which is coupled with the thermal stratification prediction
model. The water quality model is initially verified by comparing

the results with measurements made under controlled laboratory condi-
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tions. A series of tests were made on the prediction of the transient
reservoir outlet concentrations which resuited from pulse injections
of a conservative tracer into a laboratory reservoir. Predictions are
also given for a simulated pulse injection of a conservative tracer
into Fontana Reservoir in the TVA system. In this context the concept
of detention time in a stratified reservoir is discussed. Dissolved

oxygen predictions are also presented for Fontana Reservoir and compared

with available field data.

14~



CHAPTER 2. INTRODUCTION AND BASIC CONCEPTS - THE TEMPERATURE MODEL

2.1 Introduction and Basic Concepts

The problem of predicting the temporal variation of the concen-
tration of a particular water quality parameter in the outlet and at
all points within a stratified reservoir is very difficult because of
the complicated flow patterns which are generated. Additional compli-
cations arise if one considers a parameter such as dissolved oxygen
(LO) which experiences a time dependent decay due to biological oxygen
demand (BOD) and chemical oxygen demand (COD).

Previous work on the concentration distribution of a conserva-
tive tracer (48) and 00 (54) in a stratified reservoir has attempted
to circumvent the internal flow problem. (These papers will be discuss-
ed in detail in Sections 2.3.3.3 and 3.2 respectively.)

As a stream enters the main body of a thermally stratified
reservoir ti.ere is a certain amount of mixing and entrainment which
takes place. If the stream temperature differs from that of the reser-
voir water with which it is mixing, the effective inflow rate and temp-
erature will depend on the amount of entrainment which takes place at
the entrance. This '"mixed' incoming water will then seek its own den-
sity level within the reservoir. If this water is warmer than the
surface water it will enter and flow along the reservoir surface. If
it is colder than any of the water within the reservoir, it will flow
along the bottom until it reaches the deepest portion of the reservoir.
If the incoming water is at some intermediate temperature, it will flow
along the bottom until it reaches an elevation corresponding to its

own density level, at which point it will begin to move horizontally.
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As the vertical density gradient due to temperature at the out-
let increases, the vertical zone of withdrawal, §, from the reservoir
decreases. This gives rise to a complicated series of flows and counter-
flows within the reservoir.

These phenomena are illustrated in Figure 2.1.

There are many time dependent factors which are involved in
altering the thermal structure of a reservoir. Besides the changing
temperature of the inflowing water, there are surface and internal heat
sources due to incoming solar radiation. Evaporative cooling, back
radiation and possible losses through the reservoir perimeter are also
important contributors to the transient thermal structure. In addition,
the operation of the reservoir discharge will control the amount of
heat advected from the reservoir. Due to the changing temperature field,
any pollutant or water quality parameter contained in the inflowing
water will enter the reservoir at different elevatiors throughout the
year, depending on the temperature of the inflowing water, and the ther-
mal structure of the reservoir at that time.

The water which enters the reservoir in the spring and early
summer is usually warmer than the water within the lake; it tends to
enter at the surface and remain in the reservoir for a long period of
time. The water entering in the late summer and fall is usually colder
than the reservoir surface water, consequently, it enters at some inter-
mediate depth. This colder water may find its way to the reservoir out-
let much earlier than the warmer water which entered before it. This
fact is important because the majority of the water quality parameters

are affected by the length of time which the water spends in the reservoir.
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The main objective of this investigation is to develop a method
of predicting the temporal variation of the concentration distribution
of a particular pollutant or water quality parameter in a stratified
reservoir. In order to do this, a mechanism for evaluating the reser-
voir entrance mixing, the internal flow field and dispersion character—
istics must be developed. It should be clear from the previous discus-
sion that these phenomena are related to the changing temperature struc-
ture within the reservoir. Therefore, before concentration predictions
can be made,a method of predicting the temperature field as a function
of time is needed. A major contribution has been made by Huber and
Harleman (1g8) who have developed a one-dimensional model for predicting
the transient temperature and internal flow field in a deep reservoir
having horizontal isotherms.

This investigation is also limited to deep reservoirs with hori-
zontal isotherms. By means of this assumption the mass transport phen-
omena can alsp be treated in a one-dimensional approach similar to that
taken by Huber and Harleman in treating the thermal prediction problem.
In addition, the temperature and mass transport equations are coupled
in that the same velocity field used in the temperature model can be
used in the concentration prediction model.

The temperature model was verified by Huber and Harleman using
both laboratory and field data. The mass transport model developed here
is verified in the laboratory by means of a pulse injection of a con-
servative tracer into a laboratory reservoir. This type of experiment

was run to further check the assumptions made in the temperature model
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and to fully develop the method of analyzing this type of experiment
because it is a potentially valuable field technique. The mathematical
model is also applied to DO and BOD prediction in Fontana Reservoir in
the TVA system.

In the following section the exact equationsgoverning the pre~
diction of the temporal and spatial distribution of conservative and
non-conservative substances in a stratified reservoir are presented.
The approximations and assumptions necessary to solve these equations
follows. Since the prediction of the temperature field will be shown
to be most crucial, the model of Huber and Harleman, along with certain
modifications, will be discussed in detail in this chapter. In Chapter
3, the water quality prediction model will be developed. This is applied
to laboratory tests in Chapter 4 and field data in Chapter 5.

2.2 The Exact Equations Governing Pollutant Concentration

Predictions in a Stratified Reservoir

In order to solve for the concentration of a particular pollu-
tant in a stratified reservoir one must have knowledge of the flow
field, density distribution and comnservation of mass for all substances
under consideration. Mathematically, this involves the simultaneous

solution of the equation of motion:

aui _ aui 3 d ug 3

— = _ = - - %P 4 - 'y -
Pl 5t uj ax, pgi X, H 2 o 9X . (ui uj) (2-1)

i X . ]
J
continuity:

; au )
9P 1 4+ 4 Lo o -
st TP % Y o 0 (2-2)
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the

and

for

conservation of heat equation:

- - ZT ; sources., sinksT
Bt R = Mgt g T e (2-3)
3%y X, J P
equation of state:
o = p(T, dissolved substances) (2-4)
conservation of mass:
SE aE 826 3 . sourcesm sinksm
£+ u, = = D = - = (ulc") + - (2-5)
3t i 8Xj MaX.Z axj 3 o)
each pollutant under investigation where
Ei = Ei (x,y,z,t) = velocity in the ith direction (1 = 1,2,3)
at time t.
- _ = . . .th . . .
uj = uj (x,¥,2,t) = velocity in the j direction (j = 1,2,3)
at time t.
ﬁ = 5 (x,y,z,t) = pressure field at time t.
p = p(x,y,z,t) = the density field at time t.
g = acceleration of gravity.
L} | ] ]
Ui uj = Ui (x,¥,2,t), Uj (x,¥,z,t) = turbulent velocity
fluctuation in the i and j direction.
T =T (x,¥,2z,t) = temperature field at time t.
T' = T' (%,y,z,t) = turbulent temperature fluctuation at time ¢t.

p(T) = dynamic viscosity.

=
1
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D

T molecular diffusivity of heat.

C

. specific heat of water.

sources, = sources of heat per unit volume per unit time.
sinksT = sinks of heat per unit volume per unit time.

c = E(x,y,z,t) = concentration field of a particular pollutant

of time t.

Cl

c'(x,y,2,t) = turbulent concentration fluctuation.

Dblz molecular diffusivity of mass.

source = source of mass per unit volume per unit time.

sinkm = sink of mass per unit volume per unit time.

The last term in the equations of motion and the terms involv-

1 \l

ing the cross products uj'T and u,'c' in Equations 2.3 and 2.5 should

J
be included only if the flow is turbulent. As Koh (23) has demonstrated,
the amount of work, W, required to vertically transport a particle of

fluid of volume, V, from depth Yo to Xf (Figure 2.2) in a stably strat—

ified fluid (i.e. ég»fO) is given by

ay
11
we=¥ [T G -e(]l e dy (2-6)
Yo
Since this work is always positive whether Y, >¥qs Y, <Vqy» any

vertical motion requires an addition of energy, no matter how slowly the
motion is carried out. Thus, the existence of a vertical density strat-
ification tends to inhibit vertical motion. The ability of a density

stratification to inhibit turbulence in the vertical direction will de-

pend on the magnitude of %% . This is usually expressed in the form of
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depth (y)

Work Input W Density (p)

FIGURE 2.2 WORK INPUT TO DISPLACE A PARTICLE OF FLUID
IN A STABLY STRATIFIED FLUID



a Richardson number.

The question of turbulent vs. laminar flow in a stratified res-
ervoir is most crucial since this will dictate whether the turbulent
fluctuation terms in Equations 2-1, 2-3 and 2-5, which considerably
complicate the problem, should be considered. A basic premise of this
investigation is that the existence of horizontal isotherms in a reser-
Voir suppresses vertical motion to the extent that turbulent transport
of momentum, heat or mass can be neglected. The only exceptions will
be in the case of entrance mixing and that of a surface layer instabil-
ity caused by evaporative cooling which results in an unstable density
gradient. As will be shown in Sections 2.4.3 and 2.4.5 these two excep-
tions can be handled quite satisfactorily without specifying the exact
form of the turbulence generated in each case. The ultimate verifica-
tion of this assumption will be the ability or inability of a theory
neglecting turbulence to match observed values.

Orlob and Selna (36), in developing a thermal prediction model
for stratified reservoirs, employ a dispersion coefficient which is
the order of lO4 times the molecular value. This would, at first impres:
sion, tend to indicate a high degree of turbulence and invalidate the
assumption just discussed. However, as is shown in Section 2.3.3.3 an
apparent turbulent dispersion term may not indicate turbulence but
rather the inability of certain assumptions in a mathematical model to
account for a very complex pheonomena.

Orlob (54) and Huber and Harleman (18) have presented criteria

(Table 2.1) for determining when reservoirs will tend to stratify hori-
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. : le-
zontally, vertically or in some intermediate stage. Huber and Har

. . . . e of
man's criterion is based on the ratio, Iy, of the yearly volum

inflow, VQ, to the reservoir volume, Vr Orlob uses this criterion,

.3 -
replacing VQ by Q, the average discharge in m™/sec through the reser

voir multiplied by the ratio of the average reservoir depth, d; in

meters to length in meters to define a reservoir Froude number, I;.

V
. - 0 (2-7)
H ¥
r
]F = —Ql— I:. ° (2—8)
r Vr d gBO

I

where o reference density

average vertical density gradient in the reservoir

-4

B
o

- 3 -3
Orlob suggests the use of 10 3 Kgm and 107 Kg m - for Boand

o respectively, reducing Equation 2-8 to:

¥ = 320

o

Q -
¥ (2-9)
T

These criteria are combined and typical values presented in
Table 2.1.

Orlob's modification, which introduces L/d into the reservoir
criterion, is an indirect way of including the pheonomena of wind in-
duced mixing and evaporative cooling. As L/d increases, the reservoir
will be more susceptible to mixing due to either a large surface area
for surface cooling and wind forces to act upon (large L) or the possi-

bility of the thermocline (the depth of maximum density gradient)



TABLE 2.1

AVERAGE DI1SCHARGE TO
RESERVOIR LENGTH DEPTH VOLUME RATIO Fr CLASS
-1
(m) (m) (sec )
. 1 4 -8
Hungary Horse 4.7x10 70 1.2x%10 0.0026 Deep
2 4 -8
Fontana 4.6x10 107 2.5x10 0.0029 Deep
. 2 4 -8
Detroit 1.5x%10 56 3.5x10 0.0030 Deep
Lake-
3 5 -7
Roosevelt 2.0x10 70 5.0x10 0.46 Weakly-
4 4 _6 Stratified
Priest Rapids 2.9x10 18 4.6x10 2.4 Completely
4 4 _6 Mixed
Wells 4.6x10 26 6.7x10 3.8 Completely
Mixed

1 Montana
2 TVA System
3 Montana

4 River run dams on the Columbia River below Grand Coulee Dam

TABLE 2.1 RESERVOIR STRATIFICATION CRITERIA
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reaching the reservoir surface (small d).

However the inclusion of the ratio Vpo/g%)is questionable. Bo

is defined as an average density gradient for which Orlob arbitrarily

assigns the value 10_3 Kg]D—A- Firstly, in the case of a completely

mixed reservoir, % . 0 and B should also equal zero. Secondly, as

~

9y

a predictive tool to determine the shape of the reservoir isotherms, %)
would not be a known parameter as opposed to Q, ﬁg, ¥, L and d which
could be determined from the proposed reservoir geometry and inflowing
stream hydrographs. Since a constant value is assumed for this ratio,
the results obtained by Orlob are presented. However it is felt that
p - s
the ratio, /—9-, could be omitted from the reservoir criteria to avoid
gBO
the unnecessary choice of arbitrary values.

2.3 Approximations to the Full Set of Equations

2.3.1 Marker and Cell Technique

Daly and Pract (10) and Slotta (43) have presented methods for
solving the equations of motion numerically for the case of laminar
flow in a density stratified fluid. The procedure, in two dimensions,
consists basically of "flagging" or marking particles in rectangular
cells of length éx and height 8y according to set schemes. For example,
Slotta calls EMP a cell containing no fluid particles, FULL, a cell
containing particles with no adjacent EMP cell, OUT, a cell defining
an outlet, etc. The Navier Stokes equations are writtenm in a finite
difference form and an algorithm is presented for their solution.

The fundamental problem that arises when trying to adopt this

method to a thermally stratified reservoir is the complete neglect of
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the temperature field on density variations. New densities are calcul-
ated in the algorithm by averaging the densities of the particles in a
given cell. Since the thermal structure of a reservoir is continuously
varying with time, the temperature field must be determined at each
Successive time step in order to correctly determine the density field.
This involves the solution of the equations of motion, continuity, the
equation of state and the conservation of heat equation which poses a
formidable, if not impossible, programing and computer storage problem.

For very simple problems, such as withdrawal from a two layered
system and flow over a submerged ridge in a two layered system, Slotta
reports a storage requirement of 65,000 locations for a grid containing
800 cells and 3,000 particles. Using a time step near the maximum
allowable by the stability conditions, one time cycle took seven sec—
onds on a CDC 6600. A typical run of 200 cycles took twenty-three
minutes. Slotta felt that this size and running times were nearly
minimal.

Considering the added complexity of solving both the complete
equations of motion, the equations of state, continuity, and the con-
servation of heat equation for a reservoir, an alternate approach,
which would simplify the governing equations, seems to be called for.

2.3.2 The Boussinesq Approximation

A common assumption in phenomena governed by small density dif-
ferences is that the equations of motion can be simplified by consider-
ing density variations only in thebuoyancy term. Consider the case of

a reservoir with horizontal isotherms in which the density can be
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represented as

2-10
o) = o + 1o(¥) (2710)
where
Lo (2-11)
pO

Since the vertical accelerations in a reservoir will be much
less than the free fall acceleration, g, the density fluctuation, Zp,
is neglected in the vertical acceleration term but included in the buoy-

ancy term. The Boussinesq approximation is presented in Equation 2-12.

ov oV EAY oV ap
oV oV oV 4 oY = — -
(o) [:Bt tu—+v 5 Tz (OO+'AD)8 3y
2 2 2
o+ 3 (2-12)
5% 3y 3z |

Unfortunately, the Boussinesq approximation does not sufficiently sim-—
plify the problem since Apis a function of y and 7 nonlinear simultan-
eous partial differential equations remain to be solved.

2.3.3 Solutions for Various Systems by Means of a

Dispersion Coefficient

A widely used approach in arriving at concentration predictions
for phenomena, in which the internal flow pattern is not well under-
stood, involves a modified one-dimensional representation of the con-
servation of mass Equation 2-5. TFor example, if it is assumed that the
phenomena is basically affected by longitudinal variations, Equation

2-5 would be written for the x <irection:
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sourcesm sinks

s
ol

= 1 3 ac m
at ax A 9x DpA 9x P o ( »
where
c = E(x,t) = average concentration over the depth
U = ﬁ(x,t) = average horizontal velocity over the depth
A = A(x,t) = cross-sectional area normal to U

Dp = longitudinal dispersion coefficient

Two fundamental differences appear between Equation 2-13 and a
precise one-dimensional representation of Equation 2-~5. The first is
the omission of the turbulent fluctuation terms u'c' and the second is
the replacing of the molecular diffusion coefficient, Dm’ by a disper-
sion coefficient, DP. The basic philosophy of this one-dimensional dis-
persion model is to assume that all the parameters in Equation 2-13 are
uniform over the depth and width (y and z directions). A very simple
velocity field representation is assumed, i.e. U = Q/A where Q is the
volumetric rate of flow. The longitudinal dispersion coefficient, Dp’
is used to account for any non-uniformities which may exist in the
actual velocity distribution. This method has been used extensively
by chemical engineers to treat complex flow patterns which may exist in
process equipment as is illustrated in Figure 2.3. Levenspiel and
Bishoff (29) present a detailed discussion of various solutions to
Equation 2-13. In different phenomena, the dispersion coefficient may
be considered to be a constant, a function of space or time or some
combination of these. In all cases, Dp must be empirically determined.

Three examples follow.
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2.3.3.1 Constant Longitudinal Dispersion Coefficient

Consider a steady uniform turbulent flow in a long con-
duit of constant cross—sectional area, A (9 ). At time t = 0, tracer
fluid E is injected into fluid B as a pulse input at x = 0. The flow
rate, Q, is constant and it is desired to determine the spatial and tem-
poral concentration distribution of the tracer.

Since there are no external sources or sinks of mass and A is a

constant equation 2-13 reduces to

2
ocC.. _ oc,, 3 ¢
8th+ v axB - b, — (2714)
P 3%
The initial conditon is
°E (x,0) = (M/pA) (%) (2-15)
where M = mass of tracer E introduced
§(x) = Dirac delta function

The conservation of mass consideration yields the further condition

that
oo +
cg (x,t) dx = M/pA § (x) dx = M/pA (2-16)

The boundary condition on x is obtained by stating that the concentra-

tion at x = + » remains unchanged with time

cg (Het) = 0 (2-17)
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The solution to Equation 2-14 with these initial and boundary

conditions is

~ (x-ut)?/4D_t
e p

M (2-18)

g T oA Y4ﬂDpt

This is the equation of a Gaussian curve. The value of the dis-

. - : i lor has
persion coefficient, nowever, is yet to ope aetermined. Taylor (47)

demonstrated that for uniform turbulent flow in a straight conduit

D = 10.1 r V1 /p (2-19
o] o]

0

where T, pipe radius

shear stress at the wall.

~
I

Dp can be either calculated from Equation 2-1Y by modifying r,
to be the hydraulic radius of the channel or it can be determined empir-
ically by fitting experimental data. The actual values for Cq in Equa-
tion 2-18 will depend on what is assumed for Dp. The larger the wvalue
of Dp the more rapidly the flow is dispersed. This is represented sche-

matically in Figure 2-4.

2.3.3.2 The Dispersion Coefficient as a Function of Time

Holly (16) considers the solution to the problem of a
pollutant undergoing first order decay while flowing in a constant area
channel in which the average cross-sectional velocity is allowed to be
a function of time. The longitudinal dispersion coefficient is assumed
to be a function of time but independent of x. For this case Equation

2-13 can be written as:
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FIGURE 2.4 CONSTANT LONGITUDINAL DISPERSION COEFFICIENT MODEL
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- - 2-
C

dc = ac . d = (2-20)
— 4+ —_— = — ~ K.
e ¢ U g T TR
X
where Kl = first order decay constant.

This is equivalent to the conservation of BOD equation, neglect-

ing sources, for a stream.

Through the substitutions:

e~ (& (e=0) )

c (2-21a)
t
a = X —j U (t) dt (2-21b)
T
T v (v
g = 5 dt (2-21c)
o
T
where T = the reference time for which c(x,t) is known
D0 = a reference dispersion value
Equation 2-20 is reduced to
2
3 _ o 3°A _
o DO 5 (2-22)
da

For an instantaneous release at time® = 0 (i.e. t = 1) ata = 0,

the solution is

a2
W -
A = L e | 4DB (2-23)
YAV4WD06
where WL = pounds of pollutant released
Y = specific weight of the fluid
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A = flow area.
One must again turn either to a modified form of Taylor's equa-—
tion or empirical data for the determination of DO and D(t).

2.3.3.3 The Dispersion Coefficient as an Eddy Diffusivity

Morris and Thackston (48) treat the problem of the spread
of a pulse injection of dye input at the inlet of a reservoir as a two-
dimensional problem governed by two dispersion equations. In the longi-

tudinal direction:

—_—._ = —a-.__c— —
+ U - D 5 (2-24)

koo e (2-25)

where DL = longitudinal dispersion coefficient

DV = Dv(y,t) = vertical eddy diffusivity.

Equation 2-24 is treated in exactly the same manner as the prob-
lem discussed in Section 2.3.3.1; with the solution given by Equation
2—18‘DL is determined by a fit of Equation 2-18 to field data.

Equation 2-25 is written in finite difference form and the solu-
tion for Dv(y,t) also arrived at by comparison with field data.

The treatment of Equation 2-24 as the governing equation for
the horizontal spread of the incoming water may give insight into this
complicated phenomena. Perhaps a modification of Equation 2-24 would

be to include the wvariation of vertical cross-sectional area and solve
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ance
Equation 2-24 by finite differencemeans. In the case of surface entranc

U could be related to the inflowing stream rate. However, for subsur-

face entrance, care must be taken due to the superposition of the outflow

velocity field on the flow in a given layer. By comparing Equation 2-25

with Equation 2-13 the lack of any attempt to represent the vertical

velocity field should be noted. Also, since Dv = Dv(y,t) Equation 2-25
should be written as:

3c _ _3__ D QE (2—26>
ot oy v 3y

The lack of a vertical convection term precludes any method of
vertical transport except through dispersion. This places quite an
empirical burden on this term which can only be determined by comparison
with field data. The order of magnitude of Dv calculated by Morris and
Thackston varied between 5 x 10—2 and lO‘l sz/sec. whereas the wvalue
of the molecular diffusivity is 10-5 cmz/seC.

In dye tests carried out in a reservoir, the investigators re-
port that "there appeared to be very little vertical diffusion down-
ward from the dye cloud and only slight diffusion upward". Because the
stratified reservoir flow pattern is governed by the transient density
field which is generated, vertical velocities will always be present if
the inflow horizontal velocity profile is different from the outflow
horizontal velocity profile as is usually the case. Thus, the large
magnitude of the vertical eddy diffusivity does not necessarily reflect

vertical turbulence.
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2.3.3.4 Evaluation of the Dispersion Coefficient Approach

Relying on a dispersion coefficient to solve all but the
most simple flow problems involves lumping all ignorance of a complicated
flow field into some empirical value or function for Dp' The concept
has practical value in cases where the flow field is governed by the
geometry of the vessel in which the fluid is flowing. In these cases,

a dispersion coefficient will uniquely describe the mixing characterist-
ics of the vessel. When one considers the flow complexity of a thermally
stratified reservoir, tne weaknesses of this procedure become clear.

The thermal structure and flow field of a reservoir are not only a func-
tion of its geometry but also a function of the yearly meteorological
cycles, the inflowing stream flow rates and temperature and the opera-
tion of the discharge through the dam. Even if one were to empirically
determine a functional relationship for Dp which satisfied one yearly
cycle of reservoir operation, it would be doubtful that this would be

of any use in calculating the next year's pollutant concentrations.

Its use on other reservoirs and as a predictive tool for future reser-—
voirs would be even more suspect. This leads to the conclusion that a
model for predicting concentration of a pollutant in a reservoir must

be linked with cemperature predictions as is discussed in the next sec-—
tion.

2.3.4 A Solution Involving the Temperature Equation

Several attempts (4), (18), (54), have been made to solve the
thermal stratification prediction problem (Equatioms 2-1 - 2-4) in a

reservoir. Whatever the method, a velocity field, based on certain
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' i s i i 1 structure
assumptions, must be calculated. This derived internal current

can subsequently be used in predictions of the convective and dispersive

process acting on a substance introduced into the reservoir.

Before one can intelligently treat the problem of a non-conserva-
tive pollutant, such as DO, one should be fairly certain that a simpli-
fied form of the conservation of mass equation , 2-5, can reasonably
predict the behavior of a conservative substance.

To follow the development of the proposed concentration predic-
tion model, the assumptions involved in the determination of the velocity
and temperature field must be completely understood. The velocity field
used in the proposed model is a byproduct of the thermal stratification
prediction method developed by Huber and Harleman. This is briefly
summarized in the following section and the reader is referred to (18)
for details of the development.

2.4 The Temperature tlodel

2.4.1 The Governing Equations

The basic assumption underlying the temperature model is the
existence of horizontal isotherms. This will be a reasonable assumption
in the case of reservoirs with a low discharge to volume ratio, and res-
ervoir Froude number.

The governing differential equation can be derived by consider-
ing a horizontal slice through the reservoir as schematized in Figure
2.5. This finite control volume is of height Ay and width B(y) with
horizontal inflow and outflow rates Qi(y) and Qo(y) respectively. The

vertical flow rate Qv(y), through the horizontal surface area A(y), will
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be assumed to be uniform over the length of the element. The governing

equation for the distribution T(y,t) is then formulated from conserva-

tion of heat and volume considerations for this element, and extended to
the entire reservoir.
Considering the element in Figure 2.5a to be always filled with

water and applying the conservation of volume principle yields:

cle
Q () - Q» = q, - @ *57 o) (2-27)

v oy
Defining q and q; as the outflow and inflow rates per unit
o
vertical distance reduces Equation 2-27 to:
9,

- = 2-28

Treating the element in Figure 2.5b in a similar manner, the
conservation of heat equation is derived. Heat is advected into the
element by the incoming water 4y and away from the element by the out-

flowing water q, 2as described in Equation 2-29 amd 2-30.

Heat ad i -
eat advected in pcpqiTiAy (2-29)

Heat advected out

pcpqOTOAy (2-30)

The heat advected in at the bottom of the element is
pe,Q,T

where QV is assumed positive upward.
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The diffusive heat flux is

aT
-ocA (D + E) =
0 (T )ay

where D molecular diffusivity of heat

E turbulent diffusivity of heat
The heat flux per unit area due to transmission of radiation can

be represented as

by = - (1=g) o e "™V (2-31)
where 3 = fraction of radiation absorbed at the surface
n = solar radiation absorption coefficient
9, = ¢O(t) = net solar radiation reaching the water surface
vg = ys(t) = water surface elevation

Equation 2-31 is obtained from the assumption that of the solar
insolation reaching the water surface, a certain percentage, g, is ab-
sorbed at the surface, and the remaining heat flux is distributed ver-
tically as an exponential decay (Figure 2.6).

Finally, there is the possibility of heat flux losses through

the sides of the reservoir ¢ , which are expressed as
m

¢mP Ay

where P = P(y) = perimeter of the control volume.
Assuming that the density and specific heat of water are con-

stant over the temperature ranges considered, conservation of heat
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energy applied to the control volume in 2.5a yields

ol 2
_— = -— 3 + —
pcp A Ay t pchVT [pigvf Lay (pchVT)] Ay]

. .y ol oT ) aT
-p¢c_ A (D, + E) — - - A D,+E) — - — A (D, + E) —| A
p p ( M ) 3y [ pcp ( M ) 3y 3y [pcp ( M ) By} uyJ

+ T - -
pcpqili Ay pcpqOTAy PAy ¢
0
+ - J: — A -
A oy A¢b + 5y (A¢b) y (2-32)

In Equation 2-32 it has been assumed that no solar insolation

flux reaches the reservoir bottom.

Simplifying Equation 2-32 and combining it with the continuity

kEquation 2-28 results in:

- - (2-33)

Since Q has been assumed to be uniform over the horizontal
v
cross-sectional area of the element, an average vertical velocity can

now be defined as

Qv(yat)

v (y,t) = O (2-34)

where v is positive upward.
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Substituting the expression for ¢b and Equation 2-34 into Equa~

tion 2-33 yields

T.-T
3T 3T 1 3 oT 1
9 o -+ o A (D + E +
e + v 3y A 3y ( M ) oy A
P - - - 3A
ol 2l gy NS Cnae =) (2-35)
pc A o CPA o oy
P

This equation isbasicallythe same equation derived by Huber and
Harleman (18). In order to formulate a solution two boundary conditions
are needed in y. and an initial condition in t.

The initial condition is provided by the isothermal state of a

reservoir in the spring. Thus at t = 0 (spring):
T = To at t = 0 for all y (2-36)

At the reservoir surface, the heat absorbed due to the incoming
radiation ¢, and atmospheric radiation ¢ minus surface losses, $rs
must equal the amount of heat diffused into the reservoir from the
water surface.

Thus at the surface y = ys

. 3T
pe, Oy ¥ B o2 1 - 7, =B, o, - 9L (2-37)

The details of the derivation of the expression for ¢ and 91,
a
are given in (18) and only the results will be presented here.
For laboratory conditions:

¢ = eoT (2-38)
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where € emissivity of the radiating surface (e= 0.97 in the labora-

tory)
- "'ll 2 PR ) 4
o = Stephan, Boltzman constant = 8.132 x 10 cal/cm” min°K
Ta = absolute air temperature
noT ot et e @39
where ¢E = evaporative heat flux
¢C = conductive heat flux
¢r = heat flux due to long wave radiation from the water
surface to the atmosphere.
(T_ - T))
-+ = - + + . ————— -
o5 e ag (es wga) L cpTS 269.1 SRR (2-40)
s a
. 2
¢ps 0, in cal/ecm” - min
-5 .
a = 5x 10 " cmn/min - mm Hg
e = saturated water vapor pressure at the water surface
temperature in mm Hg
e, = saturated water vapor pressure at the air temperature
in mm Hg
y = relative humidity in the laboratory
L = heat of vaporization of water = 595.9 - 0.54 TS in cal/gm
TS = water surface temperature in °C
T, = air temperature in °C

and
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¢_ = eadT 4 (2-41)
r s

For field conditions (56)

-5 6 2
$, = 6_ = 0.97 x 0.937 x 10 oT_, (1.0 + 0.17C%)

- 0.97 o1 " (2-42)
S

where C is the cloudiness, as a fraction of the sky covered.

T 5 = absolute air temperature measured 2 meters above the
a

water surface.

Many evaporation formula exist; the majority have the form of
Equation 2-40, with different constants and an additional term to
account for the increasein the rate of evaporation with wind speed.

The two used in this study are after Rohwer (39).

¢ + 6. = (0.000308 + 0.000185w) p(c_ ~ e )

(I,-1)
L+c¢cT + 269.1 ———o- (2-43)
P s e - ye
s a
. 2
where ¢E’¢c is in kcal/m” - day
w = wind speed in m/sec (measured six inches above the surface)

and all the other terms are as defined in Equation 2-41
with centimeters replaced by meters, calories replaced by

kilocalories etc. and Kohler's formula 84)
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o T ¢, = 0.000135 wp (e - ¥e ) | L+ c g * 372 (2-44)
where w is in m/sec (not less than 0.05 m/sec) and measured two

meters above the water surface

€, € 1in millibars
s a

Ta is measured two meters above the water surface.

The second boundary condition will be at the reservoir bottom
Yy =¥y where tile temperature changes very little during the year. There

are several ways of stating this mathematically:

[ =1 aty=y forallt (2-45a)
oT  _ _ 27—

> 0 at y =y, for all t (2-45b)
2

2L 0 oat y =y, for all t (2-45c)
9y

The condition to be applied depends on the scheme used to solve
Equation 2-35. In this study Equation 2-45b was used.

In order to solve Equation 2-35, the velocity field must be
determined. This is done by first assuming a form for the inflow and
outflow velocity distributions. The vertical velocities are calculated
using Equation 2-28 as described in the next section.

2.4.2 Reservoir Schematization and the Velocity Field

For any reservoir, the variation of horizontal cross-sectional

area, with depth A(y), is assumed to be known. Since we are dealing
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with a one-dimensional model in y for the temperature field, it will b

assumed that at any reservoir elevation (as illustrated in Figure 2.7)

the width B3(y) is constant and equal to

B(y) = %%z% (2-46)
y

where L(y) is the length of the reservoir at elevation y.

With B(y) thus defined, the inflow and outflow rates per unit

depth as a function of y can be described as

qi(Y1t) = Ul(y’t) B(y) (2"473)

qo(y,t) U (y,t) B(y) (2-47b)

the inflow velocity at elevation y

]

where Ui(y,t)
Uo(y,t) = the outflow velocity at elevation y.

The withdrawal velocity distribution is assumed to be governed
by an equation derived by Koh (23) for viscous, diffusive, steady flow
toward a line sink located at x = 0 (Figure 2.8).
The assumptions underlying his solution are:
1. Steady, two-dimensional flow in the infinite half plane.
x > 0.

2. Small stratification, Ap/p <« 1 in the flow field.

3. The fluid viscosity is p and- the molecular diffusion coeffi-
cient for heat or dissolved mass is D.

4. The density is a linear function of temperature or salt

concentration.
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5. The flowing depth is small compared to x, so that the usual
boundary layer assumptions are made.

6. Stratification is linear far from the sink (i.e., dp/dy =
constant).

7. Non-linear terms are dropped and the solution is thus limited
to laminar flow.

The velocity field which results can be approximated by a Gauss-

ian curve

_ 2
YV out)
UO = Uo max © 2% 2 (2-48)
o}
where U = the velocity at y =y = the outlet centerline
0 max out
o, = the standard deviation of the outflow velocity distribution.

The thickness of the withdrawal layer, §, is given by Koh as

1/3
.14
6= —LIE (2-49)
(eg/D_v)
T
where x = horizontal distance from the outlet
g = gravitational acceleration
Dp= diffusion coefficient of temperature
v = kinematic viscosity
g = density gradient = %- Q%

Once the thickness of the withdrawal layer is known, the stan-
dard deviation can be chosen in such a way that a certain percentage of
the flow will be contained within the withdrawal layer. For example,

if 95% of the flow is to be contained within Your ~ 6/2 <y < Yout + &§/2,
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the outflow standard deviation will be

o) = —'——6—

§/2 (2-50)
o 1.9

This is illustrated graphically in Figure 2.9.

It must be emphasized here that Equation 2-48 is only an approxi-
mation of what the withdrawal velocity field might look like in a strati-
fied reservoir. oensity profiles in reservoirs are not linear and velo-
city profiles are not necessarily symmetrical about the outlet. As yet
no satisfactory theory exists for selective withdrawal under the influ-
ence of non-linear density gradients. It is assumed that the gradient
of the density profile at the outlet is determined and Kon's theory is
applied as if this gradient were constant throughout the depth of the
reservoir. If the withdrawal layer is thin, this assumption will be a
good one. However, if the density gradient at the outlet is small, this
would dictate a very large withdrawal layer which could lead to serious
errors. This will be discussed more fully with the experimental results
(Chapter 4).

No work similar to Koh's has been done on the inflow velocity
distributions. Here, different assumptions will be made depending on
whether the water is entering at the surface or sinking to its own den-
sity level. As was discussed in Section 2.2, vertical motion in a strati-
fied fluid is suppressed. Thus, it might be reasonable to assume that
if the water which is entering from a turbulent stream of depth ds is

warmer than the reservoir surface water, it would tend to enter the
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reservoir at the surface in a layer thickness of order ds. However, if

the entering water was cooler than the surface water it will sink to its
own aensity level. In the process of sinking there will be a certain
amount of entrainment and the mixture will begin to move horizontally
at a higher elevation. In addition, the momentum of the incoming den-
sity current might carry some of this incoming water past the density
level it was seeking and end up being entrained in still higher demsity
water. With reference to Figure 2.10 the assumptions will be made that

if the water is sinking, it will be distributed vertically in a Gaussian

manner (after Huber and Harleman (18) ) described as

2
ST
= 2
Ui Ui max ¢ 20i (2-51)
where U, = the maximum inflow wvelocity
i max
Yin = the depth at which the reservoir density is the same

as that of the incoming water
Oi = the inflow standard deviation. This will either have

to be measured, or assumed.

1f the water is entering at the surface, it is assumed that it will
enter uniformly over a thickness equal to the depth of the entering
stream. (Huber and Harleman treated surface and subsurface inflow as
governed by Equation 2-51.)
The determination of the maximum velocities U and U,
o i max

is accomplished by equating the total discharge to the integral of the

discharge per unit area, over the depth of the reservoir:
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2
y (y-y_..J

s out d (2-52)
= -— y
Qo(t) Uo max B(y) e 20.2
b

If the inflow water is sinking

2
yS (y—yin)
Qi(t) N Ui max B(y) e 20 2

i

dy (2-53a)

b

and if the inflow water enters at the reservolr surface

s

i max B(y) dy (2-53b)
y -d
s s

Q () = U

unce the horizontal velocity fields are known the vertical velo-

city v, and the vertical flow rate, Qv’ can be determined from

y y
Q0= B u ey [ sm v o0 W
Yy Yy,
= v(y,t) a(y) (2-54)

2.4,3 Mixing at the Reservoir Entrance

As an inflowing stream enters a reservoir there will be a certain
amount of mixing and entrainment of the stream and reservoir waters. The

rate of entrainment, Qm, is specified in terms of a fraction, r , of the
m

incoming water Qi and is expressed as

Q= eri (2-55)
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Using this definition the effective inflow rate, Qi', is

Qi' = Qm + Qi = (1 + rm) Qi (2-56)

and the mixed inflow temperature is

rT + T
m m ;

m _ iy -
in Q + Q. - 1+ (2-57)

where Tm is the average temperature over the depth from which Qm
is withdrawn.
In order to account for Qm in the velocity field there must be
a backflow in the layers from which Qm is being drawn. The velocity in-

duced by this backflow, Um is

U o= - (2-58)

where Bav is the average width of the backflow layer of thickness dm.
This is represented graphically in Figure 2.11.

Huber and Harleman assumed that no matter where the water enter-—
ed the reservoir, the entrainment would always be coming from a surface
layer of arbitrary thickness dm. It was felt that this assumption need-
ed testing. A complete discussion of the effect of changing the assump-
tion of where the entrained water is coming from is given with the
experimental results.

The value of r may be arrived at experimentally in the labora-

tory but for the field only limited data exists. Results to date
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indicate that, for the field, a value of r = 1 is satisfactory.

2.4.4 Lag Time Determination

the equation developed in the preceeding sections are sufficient
for determining the temperature distribution in reservoirs if the assump-
tion is made that the entering water immediately reaches its own density
level and spreads instantaneously along the entire length of the reser-—
voir at that particular depth. However, it is not realistic to assume
that tnis process takes place instantaneously. If the water is sinking
into the reservoir, it will take a finite amount of time for it to reach
its own density level. Once it has reached this depth, it may still be
many miles from the dam. Huber and Harleman did not incorporat. a lag
time (for the entering water to reach the dam face) in their model.
liowever, they concluded that its inclusion could significantly improve
predicted outflow temperatures during the late autumn.

A method for accounting for lag time in the temperature model
is developed in the next two sections.

2.4.4.1 The Time for the Incoming Water to Reach

Its Own Density Level

As an approximation to the actual phenomena, the first
part of the lag time will be treated as a two-layer flow problem govern-
ed by the average density difference between the mixed inflow water at

temperature T, '
in

and the surface water at temperature TS. With refer-
ence to Figure 2.12 the surface water is of density Pq and the sinking

water of density g + Ap. Assuming that the flow is parallel to the

reservoir bottom (the s direction), steady and of constant thickness d
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(i.e. no entrainment after the initial entrainment at the reservoir

entrance), the equations governing the motion in the lower and upper

layers are

2
0=- P +pg t+ 1 du (s component) (2-59a)
as s 2
dn
0= - %ﬁ» + p g, (n component) (2-59b)

where n is normal to the reservoir bottom.

Since

4]
1]

g sin © (2-60a)

- g cos 6 (2-60b)

0Q
1]

and in the upper layers p = pg> Equation 2-59b can be integrated to

yield
P=- o, 8(os O)n + c(s) (2-61)

At the free surface, n = s tan 6, p = 0, therefore

P =- (QS g(cos &)n + Py 8 S tan ) (2-62)

Differentiating Equation 2-62 with respect to s and making the

substitution

S = sin © (2-63)
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Equation 2-59a reduces to:

d2u (2-64)
= = + + A S + y—= -
0 p,8S *+ (og p) 8 B 2
or
a’y (2-65)
W= = - sogs
dn
Equation 2-65 is the s equation of motion for the bottom layer. Inte-
grating Equation 2-65 twice yields:
- _ DpgS 2 (2-66)
u n n + ¢ n + c2
The boundary conditions for the bottom layer are
u = 0atn = 0 (2~67a)
u = u o= interfacial velocity at n = d (2-67b)
Substituting into Equation 2-66 results in:
- Dpgs a8y 4. B _
u 20 (nd - o) Uy g (2-68)

Equation 2-68 may be expressed in terms of the maximum velocity

in the lower layer U by observing that

_d_u. = 0 »u = =
i u _.» 0 =10 max (2-69)

Thus
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sogs &
21 u,

Keulegan (22) has shown that

0.59 u

From Equation

max

Using this and the substitution

u

=
G

in Equation
1
1

Rearranging

2-73 yields:

1 1
-2'(l+1p)—

4

(1+1p)2 +%(1+w)=

-63-

2-68, 2-69 and 2-72 it can be determined that

u
- 4 i
e faen]

1

0.59

(2-70)

(2-71)

(2-72)

(2-73)

(2-74)
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@+ w)z _ b (2-77)
Y 0.59

Equation 2-77 has the solutions

- _ (2-78a)
¥ < 4,44 = Ui/G
= = (2-78b)
w2 = 0.23 = ui/G
The average velocity of the lower layer, G, can be expressed as
d
a = 2 u dn (2-79)
d
0
Substituting Equation 2-68 into 2-79 and integrating yields:
u,
wos g (2-80)

Referring to Equation 2-74 for N to be contained within the lower

layer
u,
G_l <1 (2-81)
Y
Therefore, for wz =37 = 0.23
u = 0.281 G (2-82)
- A Sd2
u = 0.1405 fe&3C (2-83)
vl

Further, substituting an average Reynolds number, R

.



_ d(po +4p)
R = u ———:r—'~—~ (2-84)

into Equation 2-83 yields:

12

U= 0.1405 (spgSd”) - (2-85)
u d (po + Ap)

With the assumption that:

Ap‘l << 1 (2-86)
and introducing the modified gravity g'

g = —?)Qg (2-87)
Equation 2-85 reduces to:

T o= 0.375 (g'sayt/? g/? (2-88)
Defining q as the discharge per unit width

q = ud (2-89)
and, introducing Equation 2-89 into 2-88 and rearranging

1/3
d = 1.92 [—Z-%] (2-90)

Thus, knowing q, the depth of the density current and the average velo-
city of the sinking water can be determined from Equations 2-89 and
2-90. With this velocity known and the distance to be traveled, the
lag time for the sinking water to reach its own density level, tLy’ can

be approximated.
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_ (ys"yi)d (2-91)
Ly S qi

2.4.4.2 Horizontal Travel Time

Once the water has reached its own density level it will
take a finite amount of time to travel the distance to the dam face.
This time will depend on 4y and the thickness of the flowing layer, Ah.
It is assumed here that there is no entrainment as the water flows hori-
zontally and that the thickness of this layer remains constant as the

water traverses the reservoir. Thus the horizontal travel time can be

calculated as

\
¢ = L sh (2-92)
LH q
where
L' = average horizontal length the water has to travel.

The value of Ah can either be determined by dye tests or assigned
some typical value as the depth of the entering stream or determined in-
directly from temperature measurements. The third method will be dis-
cussed more fully in Chapter 5.

2.4.5 Surface Instabilities and Surface Mixing

In the late summer, the cooling of the reservoir surface begins
a process through which the lake eventudlly becomes isothermal. Due to
increased evaporative cooling, the surface water becomes denser than the
warmer water below it. This is an unstable situation and the surface
water begins to sink. As it sinks, it mixes with the water beneath it,
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lowering the temperature of that water. By this process an isothermal
layer extending down from the surface is generated. The mixing process
will continue until a stable situation has been reached. The thickness
of the mixed, isothermal layer increases as fall turns to winter until,
at the start of spring, the stratification process begins anew.

The mixed layer thickness and isothermal temperature can be cal-
culated through an iterative procedure since one is dependent on the
other. If the surface water is cooler than the water beneath it a depth

of mixing, y_._, must be assumed and a mixed temperature T . , calculated
mix mix

from Yo
S T(y) AQy) dy
y
' - nix (2-93)
mix Y
S A(y) dy
Ymix
If Tmix is less than the temperature immediately beneath it
Yoix has been assumed too small and a larger value must be tried. If
T ., 1s greater than the temperature immediately below y . , a stable
mix mix

condition has been reached and the water will stop sinking. However,
this is not a guarantee that Yimix is the minimum depth for which a stable
situation exists. Therefore, Yo 7 Ypix should be continuously decreased
until the thickness of the isothermal layer has been determined within
the desired accuracy. In this manner the important process by which tur-
bulent mixing gradually produces an isothermal reservoir can be accoun-
ted for without specifying the actual form of the turbulent diffusivity.
The advantage of this method over some empirical method involving a

vertical eddy diffusivity should be apparent.
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2.5 The Method of Solution of the Temperature Model

There is no analytical way of solving Equation 2-35 subject toO

the prescribed initial and boundary conditions. Huber and Harleman dis-

cuss various techniques of numerical solutions and conclude that an im-
plicit, finite difference approach based on the Stone and Brian method
is appropriate.

Any finite difference scheme, whether explicit or implicit, is
a way of taking a continuous equation and representing the continuous
functions by numerical approximatioms. It should be noted that the con-
tinuous equation was originally derived from a finite control volume
representation of the phenomena. Therefore, it is concluded that a
finite element schematization is a logical way to approach the problem.

2.5.1 The Finite Element Approach

With reference to Figure 2-5 it is seen that all of the terms in
-Equation 2-35 come from considering the changes in advection, convec-
tion, and diffusion between the sides of a control volume and heat
source inside the element. The finite element form of the equations
for calculating the temperature field derives from Equation 2-32, the
control volume equation, and not Equation 2-35, the continuous equation.
For ease of understanding, Equation 2-32 is presented below with the
terms numbered to facilitate discussion.

(1] (2]

g ™ Vs ~

—
c Aay 2 = e QT A oc T41~
p b Y 3% p b Qv L pey Qv 3y (pcp QV T)] Ay }
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e [3J ™

i oT aT 0 T
- A +E) = -| -pcA (D +E) & -2 D+ E) ==
pe, & (W + B) S beh Oy + E) 50— ) pea@y v B) oo | oy
. {4] ~ —53]~ - [6] —
a(q;bA)
+ T - - - . -
pcpqili AY pcpqOTO Ay PAY + A¢b A¢b + 5 Ay (2-32)

Term 2 represents the net amount of heat convected into the control

volume of Figure 2-5. An equivalent representation is

(2-94)

(oﬁgv T) . - (p%?v T)

2

wnere the point of evaluation of these terms is represented schematically
in Figure 2-13.

Since longitudinal uniformity has been assumed:

Qv = VA (2-95a)
1 1
QV = vA (2-95b)
2 2
where v= vy,t) = vertical velocity

>
]

A(y) = the longitudinal cross section area.

From Figure 2-13, since there will be elements both above and below ele-
ment I, the temperature to be assigned to the convective transport will

depend on the direction of the vertical velocity. Thus, if v. is posi-

1

will be the temperature of element III. If v. is negative,

tive, T 1

1
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is

T, will be the temperature of element I. Similarly, a positive Vs,

1

matched with T of element I and a negative v, with T of element II.

An analogous representation applies to expression 3 of Equation

Since expressions [4] and [5] are independent of y and are in
fact already in a finite element representation they remain unchanged.
Expression [1l] and [6] pertain to changes occurring within the

element and should therefore be evaluated at the center of mass of the

element.
With these modifications Equation 2-32 can be represented as:
pc A Ay o1 = c VAT c VAT
By -0 -0
P ot 1 P 1 P 2
T oT
- A (b, + E) — + + E) ==
ped (b + B) 70 pe b (Dy + E) o5
1 2
gy,

+ ocp(qili - qol) Ay — pAy¢ + (1—8)¢Oe

- (1—8)¢oe_”(YS"Y)A (2-96)

2

It should be explained here that Huber and Harleman's choice of
an implicit scheme was partly based on the consideration that the Stone
and Brian procedure is unconditionally stable. However, physical instab-
ilities were noted in their results. In order to locate the cause of the
physical instabilities the solution technique was changed to an explicit
scheme which has the advantage of being a much easier representation in
which to follow the physical processes which are occurring. It was found

-71-



Huber and Harleman had neglected the important point of assigning the
temperature to the convective flux term based on the direction of the
vertical velocity. With this corrected, no advantage was seen in return-
ing to an implicit scheme and an explicit solution was used.

Equation 2-96 involves only first order derivatives whose finite

difference representation is

T _ Tt + ot) - T(r) (2-97a)
ot At
37 _ T(y + Ay) - T(y) (2-97b)
dy Ay

What remains to be determined is how the lag time will be incor-
porated into the model. Since the model is uniform with x, water which
has entered at a certain time is assumed to have spread out over tie
entire length of the reservoir. From the lag time Equations 2-91,

2-92, the total time, tL’ necessary for the water to traverse the reser-

voir is

tL =t + tLH (2-98)

Thus, if a flow entered the reservoir at time t, the time at

which it will have traversed the reservoir to the dam face is t + tL.

For each physical input to the reservoir at time t (the amount of flow

waich would enter in one day for example), tL is calculated. This flow

is then input to the mathematical model a time tL past the time that it

physically entered the reservoir. By "lagging' the inflows in this
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manner the assumption that the inflow enters uniformly, longitudinally
dispersed is consistent with the time that it is input to the mathemat-
ical model.

2.5.2 Stability of the Explicit Scheme—-Numerical Dispersion

A difficulty caused by choosing an explicit over an implicit
method of solution is the limitation imposed on the choice of At and

Ay by stability criteria. The first of these criteria is

VAL
Ay

< 1 (2-99)

This expresses mathematically that the vertical distance traveled by a
particle of water in the time interval At is not greater than one length
step, Ay. For a typical At of 1 day, and Ay of 2 meters, the maximum
allowable vertical velocity would be 2 m/day. It i§ conceivable that
vertical velocities would be greater than this. There are two possible
ways of coping with this problem. (1) Use a larger Ay; (2) use a smal-
ler at. Ideally, one would like Ay and At to be as small as possible

so alternative (2) should be used. At the beginning of the mathemati-
cal run values for Ay and At ave assumed. Since it is possible that

the choice of Ay and At may lead to violation of Equation 2-99 it is
first necessary to calculate the vertical velocities before the next
temperature iteration is attempted. If condition 2--99 has not been
violated the temperature iteration is allowed to proceed with the values
of At and Ay originally chosen. If inequality 2-99 has not been met
the value of At necessary to satisfy this condition, Atmax’ is calcula-

ted from:
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Ay (2-100)

At =
max Y
max
where
v = the maximum vertical velocity in time step At.
max

Based on Equation 2-100, the time step At is divided into an
integer, n, number of time steps, Atn so that

at < At (2-101a)

and

nAtn = At (2-101b)

Once nAtn has been completed the time step reverts back to At until con-
dition 2-99 dictates that it be reduced again. If it is necessary to
go through this procedure too many times it is an indication that the
original choice of At or Ay was a poor one.

A second problem inherent in the numerical scheme is that of
numerical dispersion, Dp. Consider a volume of fluid at temperature T
located at elevation J at time t, in a stratified reservoir as repres-
ented schematically in Figure 2-1l4a Due to convection this slug of
fluid will be physically transferred to a new position at time t + At
as shown by the dotted rectangle in Figure 2.14b. However, because the
finite element scheme represents values at specific points, the numeri-
cal representation of the new location of the slug would be that of the
solid lines in Figure 2.14b. The difference between the dotted and
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FIGURE 2.14a A VOLUME OF WATER AT TIME t
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FIGURE 2.14b THE VOLUME AT TIME

FIGURE 2.14 NUMERICAL DISPERSION

-75-

t + At




solid figure in 2.14b is termed numerical dispersion.

Bella (2) has presented an expression for evaluating numerical

dispersion for a variable area transport equation:

by 3 [0 - el o | (102
The effect of Dp is to increase the value of the dispersion
coefficient in Equation 2-35 from Dm to Dm + Dp. If Dp is the same
order of magnitude or larger than the assumed value of Dm, serious
problems could result unless the entire dispersion expression is insig-
nificant compared with the other terms in the heat balance equation.

This will be discussed more fully in Chapters 4 and 5.
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CHAPTER 3. THE WATER QUALITY MODEL

3.1 The Water Quality Model

3.1.1 Introduction

The concentration distribution of a single water quality para-
meter within a reservoir is governed by the three-dimensional mass trans-
port Equation (2-5). The difficulties of utilizing this equation in a
stratified reservoir are exactly the same as the difficulties of the
three-~dimensional heat transport Equation (2-3). The basic philosophy
of the temperature distribution model described in Chapter 2, which is
applicable to reservoirs maintaining horizontal isotherms, is the simpli-
fication of the governing heat transport equation to the one-dimensional
form in which temperature is a function of vertical elevation and time.
The objective of this chapter, and the primary objective of this inves-
tigation, is to develop a mathematical water quality model based on the
one-dimensional mass transport equation to be used in conjunction with
the temperature distribution model for horizontally stratified reser-
voirs.

The temperature distribution model considers a horizontal layer
extending over the entire reservoir, of vertical thickness Ay, located
at an arbitrary elevation within the reservoir. At any instant of time
this layer may receive, at its upstream end, a portion of the water en-
tering the reservoir and it may lose, at its downstream end, a portion
of the water being discharged through the reservoir outlet. The pro-
portions, of the total water entering and leaving the reservoir, which
are received and lost by a given layer, depend upon the instantaneous
temperature—~density structure within the reservoir and on the tempera-
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ture and initial mixing of the entering water. The continuity equation
specifies the vertical convection of water through the layer which is
necessary to maintain a volumetric balance. Finally, the one—dimensional
heat transport equation, with appropriate heat sources and sinks, deter-—
mines the instantaneous temperature of the layer.

The above summary is given in order to emphasize that the inter-
nal flow pattern in the reservoir is governed by the assumptions of the
temperature distribution model. The concentration distribution of any
water quality parameter such as conservative dye tracers or non—conserva-
tive substances such as biochemical oxygen demand or dissolved oxygen
will be governed by the same internal flow pattern. The instantaneous
concentration of an arbitrary layer will be determined by the one-dimen-
sional mass transport equation, with source and decay terms appropriate
to the water quality parameter.

The one-dimensional water quality model is developed in the
following sections. A general method of solution is presented, with
specific examples given for a pulse injection of a conservative tracer
and the continuous injection of non-conservative substances such as
B.0.D. and D.O.

3.2 Literature Review

Though much work has been done on predicting dissolved oxygen
concentration in streams, very little work has been done on the develop-
ment of methods for predicting the effects of a thermally stratified
reservoir on water quality. The earliest attempts at D.0O. prediction

in reservoirs show the natural tendency to apply to an impoundment the
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methods developed for stream D.O. prediction.
0'Connell et. al. (33) suggested that the dynamics of dissolved
oxygen in the euphotic zone of impoundments, when sedimentation is not

important, could be represented by

aD -k.t

— = l — < -— —

e kl o e 1 kZ(D) + (R-P) (3-1)
where

D = D.0. deficit at any time

T
1l

time

kl = deoxygenation rate constant

Qa = total organic B.0.D. at t = 0
k2 = reoxygenation rate constant
R = rate of oxygen demand by algae

av]
]

rate of oxygen prediction by algae

This equation is a statement that the rate of change of oxygen
in the euphotic zone is equal to the net rate of demand of oxygen by the
surface water. Since this method does not consider any advection of
B.0.D. by the inflow to the reservoir or any variation of D.0O. in the
vertical direction it can at best be thought of as the governing equa-
tion of a well mixed lake with no inflow or outflow or the governing
equation for a B.0.D. bottle test in the presence of sunlight (photo-
synthesis).

An alternate method of D.O. prediction is a statistical approach.

Churchill and Nicholas ( 8) suggested that D.0. concentration in the
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outflow of a reservoir be expressed as a function of retention time
(measured from April 1), the temperature of the outflow and some factor
which considers reservoir operation. The governing mathematical expres-

sion, obtained through a multiple regression analysis, is

2 2 2
a + blxl + b2x2 + b3x3 + bhxl + b5x2 + b6x3 (3-2)

«
i

in which

decrease in D.0. concentration in the outflow (mg/g)

<
i

between April 1 and the date for which D.0O. prediction
is desired.

a,b b2 b3 bl},b5 b6 are constants developed from the regression

analysis.

X, = t/10 (3-3)
where

t = the number of days from April 1

n

x, = Z=l (t/10), tTe, (3-4)
where

n = number of 10-day time increments after April 1

ATe = increase in temperature of the outflow, in °C, between
aApril 1 and the day at which a D.O. prediction is desired.
< t
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where
H = distance, in feet, above the center line of the reservoir

outlet at which the April 1 inflow exists on the date of

interest, assuming no mixing in the pool and that water

is drawn from the pool at the elevation of the outlet only.
The above definition indicates that this equation might be suitable for
a reservoir already in existence for which several years data are avail-
able and no change of the B.0.D. level of the incoming waters occurs
from year to year. However, as a predictive tool this method would be
highly questionable unless a reservoir similar to the one proposed exists
nearby.

Wunderlich (57) developed a graphical D.O. model which, like
that of Churchill and Nicholas, considered the D.O. concentration to be
a function of residence time of the water in the reservoir. Since any
reservoir water quality prediction model should be related to the chang-
ing temperature field in a stratified reservoir, he also developed a
graphical temperature prediction model. This is the most recent work
on D.O. prediction in reservoirs; a detailed description of the graphi-
cal D.0O. method of Wunderlich follows.

The following assumptions were made: (1) the inflowing water
at the upstream end of the reservoir immediately spread out along the
entire horizontal area corresponding to its own temperature level (2)
there is no mixing of the inflow at the entrance of the reservoir and
(3) the temperature in the outlet corresponds to the temperature at

the level of the outlet. These assumptions are suspect in light of the
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discussion in Section 2.4.2, 2.4.3 and 2.4.4.

The basic philosophy of Wunderlich's method is that the change
of D.0. concentration can be directly related to residence time of the
water in the reservoir. The residence time, td’ is a variable, which
for a given day's input is determined from a graphical temperature pre-
diction method as discussed below.

Referring to Figure 3.la, mean monthly values of inflow and
reservoir surface temperatures are plotted at the middle of each month
and connected by a continuous curve.

Wunderlich assumes that the reservoir surface temperature can be
calculated from meteorological data by assuming that the surface tempera-
ture is equal to the equilibrium temperature. The equilibrium tempera-
ture is defined as the temperature at which the net rate of heat trans-
fer at the surface is equal to zero.

As shown in Figure 3.1b a cumulative inflow volume curve is
drawn with the initial value on January 1l being equal to the volume of
the reservoir above the intake, Vit' On the same graph the outflow vol-
ume band is plotted. The thickness of this band corresponds to the res-
ervoir volume between the invert and the top of the intake on January 1.
Since it has been assumed that the withdrawal layer corresponds to the
height of the outlet opening, no water below the outlet is ever with-
drawn. Thus, the amount of time necessary to discharge Vit is shown by
the horizontal distance, Lo in Figure 3.1b. During this time the out-
flow temperature corresponds to the initial isothermal temperature in

the reservoir on January 1. The outflow temperature after this time is
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assumed to correspond to the value of the isotherm intersecting the
centerline of the outflow volume band and the bottom of an assumed 10"
thick uniform surface layer. These predicted outflow temperatures are
projected upward and plotted in Figure 3.la.

The residence time for a selected input is defined by Wunder-
lich as the time period between which a given input temperature appears
on the inflow volume curve and the time at which this temperature ap-
pears at the center of the outflow volume band. These are evaluated
graphically from the horizontal distances in Figure 3.1lb. The residence
time varies for different input temperatures, thus reflecting the ther-
mal characteristics of the reservoir.

Wunderlich notes that the rate of D.0O. decay in a reservoir is
a function of the water quality of the inflow and the complicated inter-
play of surface and bottom D.0. and B.0.D. production and consumption.
Thus, the rate of D.0. decay cannot readily be generalized. However,
Wunderlich assumed that the D.O. in the outlet could be calculated from

c =c e—k(td)
o

(3-6)

where

(9]
U

the initial D.0. concentration for the inflow

¢ = D.0. concentration in the outlet

-
U

4 residence time in days of that inflow

by
]

k(T) = bulk depletion factor for D.O.

The bulk D.0. depletion factor for a given inflow temperature
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was determined from a plot of the measured D.0. in the layer correspond-
ing to this temperature vs. time, Figure 3.2. With k(T) thus calcula-
ted, "predictions' are made from Equation 3-6 and shown graphically in
Figure 3.3. The value of k is seen to vary from 5.5 x lO_3 day—l at
60°F to 1.6 x 1072 day"l at 75°F.

It would seem that "predictions' made in this manner are merely
a check that the plot of measured D.0O. vs. time has been fitted correct-
ly for a given temperature. Whether the bulk depletion coefficient is
actually reflecting the B.0.D. in the incoming water, or the assump-
tions of no mixing and a simplified withdrawal profile, is questionable.
If, for example, the B.0.D. in the inflowing water increased new bulk
depletion factors would have to be calculated for the same inflow temp-
eratures. Therefore, this method as a predictive tool is very weak.

In addition, if the bulk depletion factor must be determined empirically
from internal reservoir measurements, the D.0O. in the outlet could be
much more easily measured than predicted by the graphical method.

In Chapter 5 the graphical model of Wunderlich will be dis-
cussed again in order to investigate the concept of detention time as
applied to a reservoir. The remainder of this chapter is devoted to
the development of a one dimensional model for water quality prediction
and appropriate methods of solution.

3.3 The Governing Equation for the Water Quality Model

Following the assumptions made in the temperature model, the
conservation of mass equation will be treated as a one dimensional

problem in the vertical direction, y. Thus, the governing equation is:
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sources sinks

x e 2 & mo o 3-7
xx F VA BY[DMA(Y) BY:,+ P o 7

where the source and sink terms have the urits of mass/volume/time.

If the assumption is made that the changes in density caused
by various pollutants are minimal compared to those caused by the temp-
erature field, the method developed in Chapter 2 for calculating the
velocity field in the reservoir remains unchanged.

It is possible that the concentration of one pollutant will
depend on the concentration of another pollutant present. If this
occurs, Equation 3-7 must be written for each pollutant and the equa-
tion solved simultaneously with coupling through the source and sink
terms. For example, if one pollutant was undergoing a first order de-
cay and the second pollutant was also undergoing a first order decay
proportional to the amount of the first pollutant present, Equation 3-7

would be written twice:

acC ac 3c
1 1 1 3 1
+ v = L D T
ot 3y A(y) ay W) ay } ey ¥
sourcesl _ 51nksl i
o 5 (3-7a)
ac ac 3¢
2 2 1 2
+ v = — D I -
3t dy A(y) 3y MA(Y) 3y KCl +
SOurces2 sinks
- (3-7b)

p p
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where

K = first order decay comnstant

The sources and sinks of substances 1 and 2 are due to (1) the
advection of mass by the inflow and outflow velocity distribution (2)
internal production or consumption not accounted for by the first order
decay term. The advective sources and sinks are directly analogous to
the advective sources and sinks of temperature discussed in Section
2.4.1. Other sources and sinks will be discussed in Section 3.4.2.1.

It is also possible that the reaction rates would be tempera-
ture dependent. In this case information gained from the temperature
field determination could be used in a relation expressing the func-
tional dependence of the reaction coefficient with temperature.

Equation 3-7 can be simplified if the diffusion term is neg-

lected. The Prandtl number Pr for water is

P ==X : 10 (3-8)
DT

where v kinematic viscosity of water

D.. = molecular diffusivity of heat

The Schmidt number, Sc,for water 1is

s = -2 :1000 (3-9)
c D
M
where
DM = molecular diffusivity of mass
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Therefore, the ratio of the molecular diffusivity of mass and

that of heat for water is

Mo r 1 (3-10)

Since the molecular diffusion of heat has not been found to be
significant in the temperature prediction it is felt that the molecular
diffusivity of mass which is two orders of magnitude smaller, can be
neglected.

The convective velocity field v(y,t) in Equation 3-7 is deter-
mined from Equation 2-54. Thus, in order to solve Equation 3-7, init-
ial and boundary conditions must be stated. In addition to the advec-
tive sources and sinks, a mathematical representation of the internal
and surface source and sink terms must be made.

3.4 Examples

3.4.1 The Dissolved Oxygen and B.0.D. Model

3.4.1.1 Governing Equations

The conservation of B.0.D. and D.0O. equations are exactly
the same as Equation 3-7 with ¢ in one case representing B.0.D. and
the other case, D.0. As discussed in Section 3.3, the diffusion term
will be neglected. It remains to define the non-advective source and
sink terms and the initial and boundary conditions.
The usual assumption is that B.0.D. can be represented by a

first order decay process, i.e. the rate of change of B.0.D. is pro-
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portional to the amount of B.0.D. present. This is represented as

98 = . -
5t K¢ (3-11)
or
_K t—-
p= g e 7Y (3-12)
where
20 = the B.0.D. at time T
£ = the B.0.D. at time t
K = B.0.D. decay rate constant

The values of K and io are traditionally determined from 5 day
B.0.D. tests with K being the order of 0.1 per day and a function of
temperature.

In dealing with a reservoir, where water can be retained from
several days to several years, five day B.0.D. values generally are
not indicative of the total B.0.D. in the incoming water. It is gener-—
ally agreed that the B.0.D. decay process is composed of two stages,
carbonaceous and nitrogenous demand. The first stage proceeds fairly
rapidly and usually starts as soon as waste is introduced into a body
of water. At first there is a small population of aerobic bacterisa.
After the waste has been input, the population builds up to a new level,
characteristic of the concentration of waste and the available oxygen.

This is the carbonaceous stage. In the presence of other bacteria,
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the second stage,nitrification, may occur. Here ammonia type nitrogen
is oxidized to the nitrite ion and subsequently to nitrate. In many
cases, nitrification occurs several days after the carbonaceous stage
and at a much slower rate. If the initial population of a nitrifying
bacteria is small, it may be a long time before nitrification is obser-
ved.

Churchill (8 ) presents data showing that the inflow to the
Cherokee Reservoir (in the TVA system) in 1952 had a 5 day B.0.D. of
about 2 mg/% and a 30 day B.0.D. of about 8 mg/% while the reservoir
outflow had a 5 day B.0.D. of 1 mg/% and a 30 day B.0.D. of about 3
mg/%. Thus, although the 5 day B.0.D. decreased by only 1 mg/%, the
30 day B.0.D. decreased by 5 mg/2. If the water had remained in the
reservoir for 30 days, a decrease of 5 mg/% of oxygen, neglecting sur-
face reaeration and oxygen production by photosynthesis would have
occurred.

Churchill also reports that in the summer of 1945 the inflow
to Douglas Reservoir (in the TVA system) contained about 7 mg/% of
oxygen and about 2 mg/% of 5 day B.0.D. while the outflow contained
about 1 mg/f% of oxygen.

Therefore, for reservoir use, long term B.0.D. studies should
be made, yielding values of 10, 30 and even 50 day B.0.D. These data
are rarely available. Tne representation of the complete B.0.D. cycle
in one mathematical function has not been satisfactorily accomplished.

Dougal and Bowmann (11) attempt to represent this by an expression of

the form
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a e (313

where

a and b are constants

They report, however, that this expression failed to predict
the experimental long term B.0.D. values.

For simplicity, the complete B.0.D. cycle will be represented

as a first order decay.

L= 2. (3-14)

Since the overall rate of decay will be slower than 0.1 day_l

for a long term process, K will be assumed to be a constant of the
order of 0.01 day_l. Also, since the ultimate B.0.D. value will be
larger than that calculated from a 5 day B.0.D. test, a larger value
for go will be assumed.

There are also two sources of B.0.D. within the reservoir. The
first is the bottom demand, which is found in new reservoirs. This is
due to the amount of oxygen needed to oxidize the organic material orig-
inally present on the reservoir bottom. Krenkel et. al. (26) states
that ''the oxygen demand due to organic deposit generally decreases with
time after the first few years as the organic matter is slowly oxidized
or leached into solution and discharged”, In this study, bottom demand
will be neglected since there is, at present, no satisfactory way to
quantify it and, as a general rule, it is exhausted after several years

of reservoir 1life.
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In the surface layers of a reservoir there is the possibility
of oxygen production by photosynthesis. Also, if the surface water is
not saturated with oxygen, there will be a transfer of oxygen from the
atmosphere to the surface waters. An additional surface phenomemonis
the production of B.0.D. due to algae death and oxygen consumption by
plant respiration. Verduin (51) estimated that in the euphotic zone
(defined as the depth by which 99 percent of the incident light is
observed), photosynthetic production is about equal to the respiration
of the total biota and that mean algae respiration is about 12 percent
of maximum photosynthesis. Pritchard and Carpenter (3732 however,
reported that the rate of oxygen production by photosynthesis was dou-
ble the rate of consumption in Roanoke Rapids Reservoir.

In the absence of conclusive information, two different assump-
tions will be tested. The first is that in the entire euphotic zone,
the rate of production of oxygen by photosynthesis and atmospheric
reaeration is sufficient to cause D.0O. saturation. The second is that
there is oxygen saturation down to some arbitrary depth dsat’ above
the limit of the euphotic zone. Additionally. in the euphotic zone,
the rate of B.0.D. production and consumption will be assumed to be
equal.

Following the form of Equation®3-7, the governing equations
based on the previous assumptions are directly analogous to the temp-

erature Equation, 2-35, with redefinition of the source and sink terms:

LA S A S GOV By (3-15)

vy
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3¢ de & - B(y) _
+ v y - - K3 + (uici uic) Aly) (3-16)

where

g = B.0.D.

(@]
[}

dissolved oxygen

The surface has been assumed to be D.O. saturated. Addition-
ally it has been assumed that there is no net production of B.0.D. in
the euphotic zone and at the surface. Thus, there can be no transfer

of B.0.D. across the free surface and the surface boundary conditions

are:
38
22 = 0 at = 3-17a
3y y =Y, ( )
= = 3-17b
c=c .. at ¥y =y ( )
where
cSat = D.0. saturation at the temperature of the water
surface.

Since there is assumed to be no transfer of mass across the

reservoir bottom, the bottom boundary conditions are:

-~ = 0 t = 3-18a
5y at 'y =y, ( )
a9c

5y at ¥y ey
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The initial condition must be stated in terms of the initial

the start of the D.O.

B.0.D. and D.0. in the reservoir at time t = ti’
and B.0.D. calculations.

Since Equations 3-15 and 3-16 are solved simul tanecusly along
with the one-dimensional temperature Equation 2-35, it is helpful to
discuss the relationship between the time scale of the two models.

The initial condition in the temperature equation is that
T=T at t=20 (3-19)

In other words, time, t, in the temperature model is measured from
t = 0, the time at which the reservoir is assumed to be isothermal.
Consequently, the velocity field v(y,t) is referred to t = 0.

In the water quality model, times are also referred to t = 0,
the isothermal condition. No calculations need to be made for Equations
3-15 and 3-16 until t = ti the time at which the initial B.0.D. and
D.0. profiles are known. However, temperature calculations must be
made from t = 0 in order to determine v(y,t) which depends on the
temperature field.

The saturation level of D.0O. in water is a function of tempera-

ture, Figure 3.4. A least squares parabola for this relationship is

D.O.s = 14.48 - Q.36T + 0.0043T2 (3-20)
where
D.0. = the saturated D.0. value (ppm)
1 = temperatuie 1 .
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The added restriction is that the D.0. value calculated at a
depth y in the reservoir cannot exceed the saturated value for this
depth. If calculations show that D.0.(y) exceeds D.O.s calculated at
that depth, D.0.(y) will be replaced by D.O.S.

The method of solution is discussed in the following section.

3.4.1.2 Formulation of the Numerical Solution

Mixing at the reservoir entrance and surface mixing due
to evaporative cooling will be treated in a manner similar to that used
in the temperature model. The finite volume representation of Equa-

tions 3-15, 3-16, is derived by considering the control volume in

Figure 3.5.
AL Zay = A2 B. - v, A % B + ) 2 ) B A
s A0y m ViR By T VA By (uytymu 2 0) BGy) by (3-21)
- K2 A Ay
< 7 = A c B - v, Ac.B B
At ALY Vif1C1By T UpRp0pBy F (uyeymue ) B(y) oy (3-22)
- K A ay
where

the subscript i refers to inflow

the subscript o refers to ocutflow

The point of evaluation of ¢y and c2 will depend (as in Section
2.5.1) on the sign of the convective velocities v., v,. For example,

1 "2
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FIGURE 3.5 CONTROL VOLUME FOR THE WATER QUALITY MODEL
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if vy is positive, Cl refers to the concentration in element I (Figure

3.5). If vl is negative cl refers to the concentration in element II.

A similar rule applies for c This also applies to 21 and £, -

2° 2

The surface boundary condition for B.0.D. can be formulated
from a conservation of mass consideration. With reference to Figure
3.6a, since it has been assumed that there is no net consumption of
B.0.D. in the euphotic zone K is zero in this region. 1In addition,
there can be no transfer across the free surface. The resulting B.0.D.

surface boundary condition is

AQJ -—
—— A = —_
Ay (uili UOQO) Ay B(y) + v24A g

= at y = Vg (3-23a)

S—Ay

The bottom boundary condition for B.0.D. is similarly formula-

ted from Figure 3.6b.

AR =
it Apry = (uili— uOEO)Ay B(y) - v2A yb+AY - Kg (3-23b)

The bottom boundary condition for D.0. is arrived at in an

analogous manner and is

Ae =

By Apry = (uici - uoco) Ay B(y) - vcA K2 (3-24a)

yb+Ay

The surface D.0. boundary condition as discussed in Section

3.4.1.1 is
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FIGURE 3.6b BOTTOM BOUNDARY CONDITION

FIGURE 3.6 BOUNDARY CONDITIONS FOR D.O. AND B.O.D.
IN THE NUMERICAL SCHEME
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c=c at y =y (3-24b)

In addition, as discussed in Section 3.4.1.1, it has been assum-
ed that to some arbitrary depth, d zitht1the euphotic zone, the water
sa

is saturated. Thus

- 3-24¢
c=c, ford . <y, ( )

This will be assumed to apply before any convective mixing due
to surface cooling occurs. Thus, the surface layers become a source of
highly oxygenated water in the convective mixing depth when surface
cooling occurs.

As discussed in Section 2.4.4, the amount of time necessary for
.the incoming water to reach its own density level and to traverse the
remaining length of the reservoir is the lag time tL (Equation 2-98).
To be consistent with the one-dimensional model assumption that the
incoming water is uniformly dispersed horizontally, the actual time at

which the inflowing water at time 1 is input to the mathematical water

quality model is ti, defined by:
t. =1+t (3-25)

At time t = t;, the water which physically entered the reservoir

at time t is considered to be distributed vertically according to the
velocity field which exists mathematically at time t' (Figure 3.7).
i

The amount of D.0O. and B.ND.D. in the jncomine water will depend on the
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FIGURE 3.7 THE DISTRIBUTION OF AN INPUT UNDER
STRATIFIED CONDITIONS
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amount of mixing at the reservoir entrance (calculated in a directly
analogous manner to the mixed inflow temperature, Equation 2-54) and
on the following assumptions:
(1) If the water is cooler than the reservoir surface water,
and entering below the euphotic zone, the incoming D.O.
and B.0.D. begin to undergo decay immediately upon phys-—
ical entrance into the reservoir.
(2) 1f the water is entering in the euphotic zone, there is no
netB.0.D. consumption and the consumption of oxygen is
assumed to be balanced by reaeration and photosynthetic

production during the time of traverse, of the reser-

tL,
voir surface.
These assumptions are introduced into Equations 3-21 and 3-22

through Qi and s the incoming B.0.D. and D.0. in each time step At.

For surface entrance

¢y . = c - (3-26a)
L
%4 ) = 24 - (3-26b)
L
For subsurface entrance
- _ -(Kt;)
o, ) c. - % 1-e L (3-26¢)
L ety
- -(Kt_ )
54 %, e L (3-264)
t t—tL
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When convective mixing occurs, due to cooling of the reservoir
surface (as was discussed in Section 2.4.5) the D.0. and B.0.D. located
in the mixing layers will be redistributed. Since complete mixing is
assumed to occur, the new concentration of D.0. in this mixed layer

¢ . can be determined from
mix

yS
S c(y) A(y)dy

_ mix -
“mix y (3-27)

An analogous equation applies to £ ix"
m

One special point of interest is the reservoir outlet. The
concentration of D.0O. in the outflow D.O.Out(t) at a given time t,
can be calculated from the integral over the depth of the D.0. being
advected out by the outflow velocity distribution divided by the out-

flow rate, Equation 3-28.

y

S
S p D.0.(y,t) uo(y,t) B(y)dy
4N

D.O.Out(t) = on(t) (3-28)

If the B.0.D. and D.0O. profiles in the reservoir are known
at some time, (the initial condition) preferably at the start of the
stratification phenomena, t = 0, Equations 3-15 and 3-16 can be simul-
taneously explicitly solved in time steps At where the B.0.D. value,

2, used in the D.0O. calculation is £ at the beginning of the time step.
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All that remains is to evaluate the depth of what has been
called the euphotic zone. This has been chosen to be the depth below
which only 1% of the incoming solar radiation penetrates. Below this
depth there is assumed to be no photosynthesis. If the surface water
is turbid, the depth of the surface layer will be small. Hence, any
assumption relating to the thickness of the surface layer is not very
critical. However, in a clear reservoir the surface layer could be
quite deep. The depth of the euphotic zone de’ can be calculated by

setting

4 - 9.01 (3-29)
¢O

in Equation 2-31. This dictates that

y -y = d = (3-30)

where

n = radiation extinction coefficient (Equation 2-31).

3.4.1.3 Required Inputs to the D.0O. and B.O.D.

Prediction Model

Those parameters which can be measured directly are

1) Reservoir geometry
2) Initial isothermal reservoir temperature
3) Inflow temperatures

4) Air temperatures
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5) Relative humidities

6) Atmospheric radiation

7) Inflow rates

8) Outflow rates

9) Surface elevation

10) Inflow D.O.

11) Inflow B.0.D. (long term) and decay rate, K, Equation (3-14)

12) Initial B.0.D. and D.0. profiles

Other factors which must be chosen are:

1) Values for absorption coefficient, n, and surface
absorption fraction, B (Equation 2-31).

2) Inflow standard deviation, Oj (Equation 2-51) and uniform
surface entrance depth ds (Equation 2-53b).

3) Entrance mixing ratio r and mixing depth, dm (Equation 2-55)

4) Thickness for lag time determination, Ah (Equation 2-92).

5) Thickness of the saturated surface layer, d (Equation

sat’
3-24¢)
6) Evaluation of the withdrawal thickness (Equation 2-49).

3.4.2.1. Application of the Water Quality Model to

a Pulse Injection of a Conservative Tracer

In this section it is desired to solve Equation 3-7
for a pulse injection of dye at time t = 7 into a stratified reservoir.
The governing equation is the same as 3-21, with K = 0. The
boundary conditions are stated in terms of no transfer across the free

surface or the bottom and thus

-107-~



e

= 0 at =
3 y=y

3-31)
< Vb (

At t = r a pulse of dye is physically injected into the water
entering the reservoir. As explained in Sectionm 3.4.1.2, the amount
of time necessary for the dye to reach its own density level and to
traverse the remaining horizontal length of the reservoir is the lag
time tL calculated from Equation 2-98. To be consistent with the
assumption that tne dye is uniformly dispersed horizontally, the actual

time at which the dye is input to the mathematical model, ti’ is

t. = 1+t (3-32)

At time ti, the initial mass, M, of the conservative tracer is
considered to be distributed vertically according to the velocity field
which exists mathematically at time ti(Figure 3.7). Therefore, the

initial condition becomes

c(y,t) = 0 at t < ty (3-32a)
u, (y,t.) B(y)dy
M i i
cly,t,) = at t = t, (3-32b)
i pA(y)dy Q' (L) i
i i
where
Q'(ti) = the mixed inflow rate at time £y (Eq. 2-56)

0 the density of water

In the formulation of the numerical solution of this problem

Equation 3-21 applies with K = 0. The boundary conditions are Equations
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3-23a and 3-23b with K = 0.
As a check that the initial condition (Equation 3-32b) is ob-
served, it can be noted in the time interval that t = ti - At and t =

ti' Equation 3-21 reduces to

uiciﬁ(y) Ay At
c = Ac = — (3_33)

A Ay

Ac is the change in concentration (from a value of zero in this
case) in the element in time step At.
The concentration of tracer in the incoming water at time t =

ti is given by

= M -
c, = ERICRIT: (3-34)

Qi' is evaluated at time ti because it is this flow which is

mathematically entering the reservoir at time t = ti = 1+ tL. For

this same reason uy is also evaluated from the inflow rate at time ti.

Equation 3-33 and 3-34 yield

M ui(y,ti) B(y)ay

et = ose T Koy g () (339

which is identical to Equation 3-32b.

After the initial pulse has entered the reservoir < will be
equal to the mass of tracer entrained by the inflow water at time t,
divided by the total mass inflow including entraimment. This is ex-

pressed as
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> u (y) e(y) B(y) oy

_ mixing depth (3-36)
c.(t) =
i 1+ rm) Qq (t)
where
u = the backflow velocity due to mixing (Equation 2-58)
m
r = mixing ratio (Equation 2-55)

From Equation 3-36 it is seen that the amount of tracer entrain-
ed depends both on the mixing ratio, r s and the definition of the mix-
ing depth. As discussed in Section 2.4.3 Huber and Harleman defined the
mixing depth as an arbitrary thickness, dm, extending down from the
reservoir surface. For the case of surface inflow it is certainly pos-
sible that the entrainment is coming from beneath the surface layer
( 28). This will be further discussed in Chapter 4 in connection with
the experimental results.

3.4.2.2 Inputs to the Pulse Injection Model

The inputs to this mathematical model are the same as
those discussed in Section 3.4.1.3 with the obvious exception that no
B.0.D. or D.0. data is required. In addition the time of input of one
or more pulse injections is needed. The model is capable of handling
up to 20 pulse injection solutions simultaneously.

3.4.2.3 Discussion of the Pulse Injection Solution

By means of the method discussed in the previous sec-
tion, the concentration distribution of a conservative tracer c(y,t)
can be calculated. Thus, if attention is fixed at one particular elev-

ation within the reservoir, a concentration time curve for that depth
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can be determined. In addition, a cumulative mass curve, defined as
the total mass of tracer which has passed a given depth at a given time,
divided by the initial mass input vs. time can be determined.

The point of measurement of concentration in the laboratory
experiment will be the reservoir outlet. The concentration of tracer
in the outlet, cout(t) can be calculated from an equation analogous to

Equation 3-28.

[
v, pc(y,t) uo(y,t) B(y) dy

cout(t) = (3-37)

OQO(t)

A typical plot of cout(t) vs. time is found in Figure 3.8a.

Integrating, with respect to time, the instantaneous amount of
mass advected out of the reservoir from time t = ti to time t and divid-
ing by the mass of tracer input one can determine Ehe total percentage

of tracer, tracot, which has left the reservoir:
t=t

E: pQ (t) cout(t) dt
t=t, ©
tracot = 1 (3-38)

mass of tracer input

This curve is shown graphically in Figure 3.8b. This will be
referred to as the cumulative mass out curve.

In summary, the method developed in this section gives a pre-
diction of both the time variation of the outflow concentration and the
total mass which has passed through the reservoir as a result of a pulse
injection of a conservative tracer. The validity of the combined temp-
erature and water quality model will be tested in a laboratory reser-

voir using pulse injections. It should be noted that verification of
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both temperature and tracer concentration is a much more stringent test
of the ability to simulate the internal flow pattern in a reservoir
than is temperature alone.

3.5 Review of the Mathematical Models

In the field case, there does not appear to be any available
data on outflow concentrations due to pulse injections of tracers. How-
ever, recent measurements have been made on dissolved oxygen concentra-
tions in reservoirs. Unfortunately, the data is not complete and addi-
tional assumptions must be made in order to predict D.0O. concentration.
The verification of some of these assumptions is more in the hands of
biologists than engineers. Nevertheless, the model includes the effects
of advective inflows and outflow and convective transport, selective
withdrawal, entrance mixing, lag time, and first order decay. The
mathematical model for concentration prediction (Equations 3-15 and
3-16) is first applied to a pulse injection of a conservative substance
into a stratified laboratory flume. In Chapter 5, the D.0O. prediction
model is tested on Fontana Reservoir in the TVA system. It is hoped
the assumptions found on the D.O. prediction model will show where

additional research in this area should be directed.
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CHAPTER 4. LABORATORY EXPERIMENTS

4.1 Laboratory Equipment

In the Hydrodynamics Laboratory of the Massachusetts
Institute of Technology experiments were conducted in a
laboratory flume having the shape of an idealized reservoir.
The flume is not intended to be a physical model of an
existing or preoposed reservoir, but rather to be a physical
system for verifying the mathematical models developed for
temperature and concentration predictions in chapters 2 and
3. Most of the basic phenomena involved in reservoir stra-
tification and dilution process are present in the laboratory
system, except wind and wave forces and precipitation. The
mathematical models require, as input, meteprological hydro-
lical and water quality data along with the reservoir geome-
try and operation scheme. The laboratory simulation has the
advantage of belng a controlled system in which the effects
of different variables can be isolated from one another
along with a time scale measured in minutes instead of days.

The laboratory reservoir is basically the same as
that used by Huber and Harleman and is shown in Figure 4.1,
The main section of the flume is thirty-six feet long, one
foot wide and of rectangular cross section. The depth varies
linearly from four and one-half (4—1/2) inches at the up-

stream entrance section 4 feet long, 1 foot wide and four

-~114-



FIGURE 4.1 THE LABORATORY FLUME
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and one-half (4 1/2) inches deep as constructed to simulate
the transition from stream to reservoir flow. The entire
flume is constructed of plexiglass to allow for visualization
of the internal flow characteristics of the stratified re-
servoir system.

The inflow to the reservoir was into the upstream
end of the four foot long entrance chaunel through a three
guarter (3/4) inch hose. The incoming flow was diffused
through a short section of gravel filter located near the
entrance (Figure 4.2). The flow rate was monitored by a
Brooks Flow Meter (Tube 4-9M-25-3, Float 9RS-87) and varied
by means of a valve located near the flow meter.

The incoming water temperature was varied by
adjusting a temperature mixing valve connected to a heat
exchanger. The inflow temperature was measured continuously
with a thermistor located in the entrance channel.

vutflow from the reservoir was through a one-eighth
(1/8) inch slot ip the downstream end extending the entire
width of the model. The outlet slot was located 22.4 inches
above the reservoir bottom. The flow, which was gravity
driven, passed through the slot into a semicircular section
(Figure 4.3) from which it was withdrawn through three
three-eighth (3/8) inch pipes. These pipes, approximately

2 inches in length, lead into a three quarter (3/4) inch

rubber hose in which a thermistor was located to monitor
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the outlet temperature. The flow then passed through a
Tuner Model 111 Fluorometer with a flow through cell attach-
ment (VT 110-880) to detect the concentration of any fluores-
cent dye, which was used as a tracer, in the outlet water.
The outflow passed through a Brooks Flow Meter identical to
that at the inflow end and was controlled by a valve.

The Fluorimeter, which has four different sensiti-
vity ranges was calibrated in the laboratory against samples
of known dye concentration. A log-log plot of Fluorpmeter
dial readingvs. concentration for three of the sensitivities
(Figure 4.4) produced a straight line from which a calibra-
tion equation was obtained. The Fluorometer dial reading
was continuously monitored with a Sanborn recorder (Figure
4.5). The Sanborn recorder deflection was calibrated
against the Fluorometer dial reading. A log-log plot
(Figure 4.6) produced a straight line from which the rela-
tionship between the two was determined. Since the Fluo-
rometer is also temperature sensitive a calibration for
temperature was also made (Figure 4.7).

Temperature measurements in the flume were made
with thermistor probes (Fenwal Electronics GA51SM2). The
thermistor has a fast response time, 0.35 seconds to 987%
of change in temperature. Thermistors were attached to two

movable probes shown schematitcally in Figure 4.8. The probes
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were driven by a small remote controlled motor, geared to the
point gage rod and a ten-turn potentiometer. The output from
the potentiometer circuit was connected to the vertical axis
of an x-y plotter (Bolt, Berenek and Neuman). The thermistor
was connected through a switching box to a Wheatstore bridge
circuit, the output of which was connected to the horizontal
axis of the x-y plotter. As the movable probe made a ver-
tical traverse, a direct plot of depth versus the milli-

volt output of the thermistor was obtained. The vertical
traversing rate could be controlled to a maximum speed of
about one and one-half feet per minute.

Artificial insolation for the laboratory reservoir
was provided by thirty-six heat lamps (250 watt quartz
iodine lamps GE Q250-PAR-38FL) one foot on center mounted
on a joist suspended from the ceiling. The joist height
could be varied by means of winches connecting the sup-
porting cables to the joist. The intensity of the lamps
could be varied to simulate the solar insolation intensities
of different periods of the year. The reasons for choosing
this type of lamp and the method of calibration is discussed
in detail by Huber. Only the results are presented here in
a plot of the average surface intensfty vs. lamp height and
voltage is presented in Figure 4.9.

The relative humidity, y , was measured with a

Bacharod Industrial Instrument Co. #45715 Psychrometer.
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Surface elevations were measured with a point gage located on
top of the reservoir.

4.2 Experimental Procedures

Three different types of experiments were con-
ducted.

1. Constant inflow and outflow, no insolation

2. Variable inflow and outflow, variable insolation,

constant surface elevation
3. Variable inflow and outflow, variable insolation,
variable surface elevation

All of the tests were run for approximately 6
hours. At the start of a run the reservolr was isothermal
at room temperatures. The inflow temperature was varied
continuously in a sinusoidal manner simulating the type of
distribution found in nature (53). The incoming insolation was
provided by the overhead lamps varied in a stepwise manner
simulating the variation of solar intensity changes through
the year.

At 2 certain time in each experiment a known
amount of Rhodamine B dye was '"instantaneously" injected at
the upstream end of the four foot entrance channel, down-
stream of the gravel filter. The outlet dye concentration
was nonitored continuously by the Fluorimeter. No concen-
tration measurements were made within the flume but visual

evidence (Figure 4.10) showed that each dye trace spread out

-127-



FIGURE 4.10 DYE TRACE IN A LABORATORY FLUME (3 TRACES)
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horizontally along the entire length of the flume and that
there was no visible turbulence in the reservoir except at
the entrance section. It was possible to make more than one
dye injection during an experiment 1if the previous tracers
were seen to have passed through the reservoir or to be at
an elevation where they would not interfere with an ad-
ditional injection.

Temperature measurements of the inflow and outflow
were made at 5 minute intervals, while temperature profiles
in the flume were taken at approximately half-hour intervals.
The air temperature and relative humidity were monitored
about once an hour.

In the tests involving variable inflow and out-
flow, flow changes were made in a stepwise manner since no
continuous means of varying the flow rate was available.

4,3 Inputs to the Mathematical Model

In addition to the parameters discussed in the
previous section, other parameters remain to be determined.
These are:

1. Side heat loss flux, ¢

2. Evaporation constant a (Equation 2-40)

3. Values of the absorption coefficient, n,

and the surface absorption fraction, g

(Equation 2-31)
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4., Thickness of the outflow withdrawal layer, S,
(Equation 2-49)

5. A cutoff criteria for the limit of the
withdrawal layer when no density gradient
exists at the outlet (Section 2.4.2)

6. Thickness of the inflowing layers, A4h,
both for surface and subsurface entrance
(Equation 2-~92)

7. Inflow standard deviation, o (Equation 2-51)
and the assumption of a uniform flow for
surface entrance over a thickness dS
(Equation 2-~53b)

8. Mixing ratio, r and the mixing depth d_
(Equation 2-55 and 2-58)

9. The effect of numerical dispersion D
(Equation 2-102)

The first three parameters were evaluated for the

laboratory reservoir by Huber and Harlemap. Only the results

are presented.

_ 4 4
¢ 0.970 (T (" - T ) (4-1)
where
Tw = Tw(y,t) = water temperature (°C)
Ta = Ta(t) = air temperature (°C)
= S h _ . ’_11 2 . Q r4
o tephan—-Boltzman constant = 8.132 x 10 cal/cm™ -~ min-°K
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and a = 0.00003 (4-2a)
N o= 0.03 em T (4-2b)
B = 0.70 (4-2c)

4.3.1 Evaluation of the Outflow Withdrawal Layer Thickness

The outflow withdrawal layer thickness, g,

was calculated from Koh's Equation 2-49.

-1/6
o o 1.4 x7e 7.4 53 4-3)
1/6

B “o

where
D = 0.00144 cmz/sec (molecular diffusivity of heat)
v = 0.01 cmz/sec
2
g = 980 cm/sec

Equation 4-3 was evaluated at an x chosen at
about the midpoint of a horizontal line between the outlet
and the reservoir bottom, so that x=240cm.

Substituting the above values in Equation 4-3
results 1in

§ = 2.2 e'l/6

§ = const [-L
p

(4-4a)

-1/6
] (4-4b)

or

sls
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The density gradient can be related to the tem-

perature gradient ~vough the expression
do _ dp dT (4-5)
dy dT dy

A least squares fit of density vs. temperature for

the ranges of T = 4°C to T = 26°C, Figure 4.11, yielded

p = 1.0 - 6.63 x 1078 (T - 4)? gm/cm2 (4-6)
Thus (cm“l or m_l)
Sl b 2T - 4) 4T (4-7)
€ o dy 151000 - (T-4)¢ dy

Equation 4-7 was used in both the laboratory and

field study.

The validity of Equation 4-3 is based on a small

perturbation parameter, w, which imposes the restriction

w = “_—3—~§7§~ <<1 (4-7a)
DUO X

Koh has presented an empirical relationship to

extend Equation 4-3 when Equation 4-7ais violated

-1/6 -1/6
773 = 3,5 for 0.3<w<¢ (4-8)
Ddox

& = 3.5
(s}

where ¢ = 25 for thermal stratification and 1000 for

salinity stratification and o replaces o in Equation 4-3.
The maximum flow rate, Q, used in the laboratory

was 7500 cm3/min. This is equivalent to a flow per unit

2
width, q , of 248cm”/min. For a typical valve of ¢ of
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3 x lO-5 qn-l ( %g ~ 0.1 %Ucm-l ) the value of o is

28. However, the effect of the correction for this higher
value of w 1is minor and Equation 4-3 was used.

For high stratification ( %5: 0.3 °C/cm )
measured values from dye traces of & agreed well with the
values of the order of 10cm calculated from Equations 4-4a.
Therefore, Equation 4-4a was assumed to be valid.

4.3.2 Thickness of the Inflowing Layers, Ah | for

Lagtime Determination

The thicknesses Ah for lagtime determination
were found from observation to be approximately 5cm for
surface flow and 4cm for subsurface flow. A typical depth
of water in the inlet section is 5cm and this is an indication
that Ah can be related to the depth of the inflowing stream.
The remaining parameters were evaluated from the experiments
and are discussed with the results.

4.4 Experimental Results

4.4,1 PRuns with Variable Insolation and Flow Rates,

Constant Surface Elevation

Two experiments were conducted in this series.
Since the temperature model had been verified previously
by Huber and Harlemanin the experiments conducted in the
same flume, the main objective was to investigate the
validity of the water quality model. Therefore, the input

temperature, insolation and flow rates were kept as
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identical as possible between the two rumns. Thus, it is
felt that the dye tests taken in the two runs can be
directly compared.

First, the final predicted results will be pre-
sented, using an inflow standard deviation, 0, = 5 cm
(for sinking flow) an entrance mixing ratio and depth,
rm = 0.2, dm = 5 cm, and a depth for uniform su face entrance, ds
= 5 cm. Then the sensitivity of both the temperature and water quality
models to various parareters will be discussed.

The typical inflow temperature variation flow
rates and insolation values for this set of experiments are
found in Figure 4.12 along with measured and predicted out-
flow temperatures. Before the peak temperature 1s reached
the predicted outlet temperatures are slightly higher than
those measured. After the peak temperature, the predicted
values fall off more quickly than the measured values.
However, the measured and predicted temperatures are all
within 1°C.

Predicted and measured vertical temperature
profiles are given in Figure 4.12a. The predicted profiles,
though generally slightly lower than those measured, agree
within 1°C in all cases.

Three dye tests, with injections at 10,33 and

329 minutes after the start of the test were made. In each
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test, 10—2 gm of tracer was injected. The results are
presented in Figures 4.13 and 4.14 in terms of concen-
tration measured at the outlet divided by the mass injected
vs. time. In Figure 4.15, the results are presented in terms
of the total percentage of tracer which had passed through
the flume (tracot, Equation 3-38) vs. time.

From Figures 4.13, 4.14, it can be seen that the
order of magnitude of the concentrations predicted in the
outlet is in reasonably good agreement with the measured
values. The measured and predicted arrival time of the
peak concentration and the peak concentration divided by the
mass Injected are presented in Table 4.1.

It is noted that the peak concentrations are in
very goocd agreement with measured values, differing at most
by 2.48 x 10'_6 gm_l. The time of the peak outlet concen-
tration is also reasonably well predicted.

For the 10 and 33 minute dye injections, the pre-
dicted start of the outlet concentration curve, Figures 4.13,
4.14, is somewhat early. This may be partially due to
frictional affects which are not accounted for in the

mathematical model.
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TABLE 4.1

TRACE PEAK CONCENTRATION/MASS INJECTED PEAK ARRIVAL TIME
(MIN) (gm ) (MIN)
MEASURED PREDICTED MEASURED PREDICTED
10 1.86x107° 1.35%x107° 255 265.0
33 2.35%10™° 1.21x107° 273 272.5
329 4.88x107° 2.40x107° 355 362.5

TABLE 4.1 PEAK CONCENTRATION AND ARRIVAL TIMES-VARIABLE INFLOW-

OUTFLOW AND INSOLATION, CONSTANT SURFACE ELEVATION
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This may also account for the lower predicted rate of fall
off from the peak concentration. As can be seen in Figure
4.15, both of these effects tend to cause the total pre-
dicted percentage of traces passing through the reservoir
to be higher than that measured.

A sensitivity analysis for parameters 5, 7, 8 and
9 in Section 4.3 follows.

4.4.1.1 Sensitivity to a Cutoff Criterion for the Upper

Limit of the Withdrawal Layer When No Density

Gradient Exists at the Outlet

When no density gradient exists at the outlet,
the thickness of the withdrawal layer, & , (Equation 2-49)
is theoretically infinite. In practice, & would equal the
total depth of water in the reservoir. This corresponds to
the early portion of an experiment when the incoming warmer
water has not yet reached the outlet and the temperature
in the vicinity of the outlet is the initial isothermal
reservoir temperature. As the stratification begins to
form, although no density gradient exists at the outlet, a
gradient will exist near the surface. The depth at which
the density gradient becomes zero increases with time until
a gradient eventually exists at elevation of the outlet
(Figure 4.l6a). Though the mathematical model would not

"sense" a density gradient if none existed at the outlet,

the physical system tends to withdraw water mainly from the
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isothermal region (Figure 4.16b). Thus a criterion was
needed for the magnitude of the temperature gradient,(AT“W)c,
which would dictate the upper limit of the withdrawal layer
in the case of zero density gradient at the outlet.
Two values were tested,(AT/Ay)C of 0.01 and

0.001° c/cm for the laboratory. Temperature predictions
were minimally effected. However, the dye tests showed that
a criteria was definitely needed. 1In Table 4.2 it is seen
that the earlier the dye traces the more sensitive to

(Nhﬂy)c the prediction of the start of the arrival
of the trace are. However, it should be also noted that
although significant improvement was seen in the time at
which 1% of the tracer was predicted to have passed through
the reservoir, less change occurred in the 5 and 10 percent
cases and the arrival time of the peak concentration remained
unchanged. This is because the cutoff criterionm is in effect
only as long as there is no density gradient at the outlet.
When the stratification begins to effect the density
gradient at the outlet Equation 4-4a governs the with-

drawal layer phenomena. Changing the cutoff criteria
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Cut Off Criteria

(AT/Ay)C < 0.01
(AT/Ay)c > 0.001
Measured
(AT/Ay)c < 0.01
(AT/ay) , > 0.001
Measured

TABLE 4.2

(c.,=2.5 r =0.2)
i m

Flow Through Time (min.) Trace Input
1% 5% 10% Peak

47.5 202.5 220.0 270.0 10 min.

202.5 225.0 237.5 270.0

220. 240. 248. 255.

200.0  227.5 242.5 @ 277.5 33 min.

225.0  245.0 255.0 277.5

260. 268. 273. 273.

TABLE 4.2 CUT OFF CRITERION
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has little effect on the prediction of the peak time.

4.4.1.2 Sensitivity to a Guassian Vs. Uniform Surface Distribution

and the Inflow Standard Deviation, O3, for Subsurface Inflow

The effect of assuming a Gaussian distribution with o, =
3cm vs. a uniform distribution dS = 5cm for the surface inflow velocity
profile was found to have no effect on the temperature prediction early
in the run. However, in Figures 4.17 and 4.18 the Gaussian assumption
is seen to predict slightly higher temperatures. A Gaussian assumption
also raises the predicted outflow temperatures (Figure 4.19), but lowers
the predicted percentage mass out (Figure 4.20, 4.21). A Gaussian assump-
tion for the surface inflow distribution inputs water in such a way as
to add to the stratification near the surface. Since the thicknesses
of the inflow layers are comparable (5 m for uniform inflow and 6 m for
Gaussian) the Gaussian distribution results in warmer surface tempera-
tures.

The higher percentage mass out prediction under the uniform
surface input distribution is due to the original input being concentra-
ted uniformly in the surface layers rather than being diluted as in the
Gaussian distribution. This produces higher concentration in the out-
flow and consequently higher percentage mass out prediction.

No effect of varying oy from 2.5 to 5.0 for sinking flow with

dS = 5 cm was noted in temperature prediction.
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However, from Figure 4.20 it is seen that increasing Oi
had the effect of reducing concentration for the input at
319 min. This is expected in light of the larger spreading
of inflow sinking water with increase %» and the strong
stratification at the outlet which dictates a narrow with-
drawal layer at late times. The very high sensitivity of
the late traces to o, make predictions difficult unless
can be accurately determined. It was found that a value of
5 cm produced much better results than a value of 2.5 cm.
Since 5 cm was the order of the depth of flow in the 1inlet
channel, it is believed that Oi can be related to this depth

if no other information is available.

4.4.1,3 Sensitivity to the Entrance Mixing Ratio, r

11

From Figures 4.17 and 4.18 it can be seen that
increasing r from a value of 0 to 0.3 has the effect of
raising the predicted temperatures. This 1s because the
entrained water was assumed to come from a surface layer of
thickness dm(Equation 2-58) equal to 5 cm. At early times
(the 98 minute profile, Figure 4.17), the water enters at
the surface and would tend to be cooled slightly through the
entrainment process. However, this also reduces evaporative
heat loses and the effects tend to cancel. However, water
entering below the surface, as would be occurring after
the peak inflow temperature (180 minutes) would tend to be

heated by the mixing process. A similar trend, of warmer
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outlet temperatures for higher r can be noted in the out-
let temperature predictions.

The effect of increasing r. on the cumulative mass
out prediction (Figures 4.20, 4.21) is seen to have the
general characteristic of increasing the amount of tracer
material that reaches the outlet. This is related to the
earlier arrival time of the traces at the outlet as ro
increases, due to the assumption of a .constant layer thick-
ness, Ah , for lagtime determinations independent of L
Since increasing ro effectively increases the amount of flow
input to this layer, it increases the velocity and decreases
the lagtime. The inputs at late times (329 minutes) are
most affected because these flows are sinking "and in general
tend to be withdrawn in a much shorter period of time than
the earlier flows. Typical of these late inputs is the
arrival of the peak concentration very close to the time
that measurable concentrations are first observed, (Figure
4.14). Thus, the earlier arrival time of a late input
(329 min.) means that the peak concentration arrives
earlier along with higher predicted cumulative mass out
values.

One advantage of working in the laboratory is the
possibility of making independent observations of the
mixing ratio. From dye tests on both surface and subsurface

entrance an average value of 0.2 for r was arrived at.
m
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For the field cases r can be estimated or deduced from the
temperature prediction 1f temperature data are available.
This will be further discussed in Chapter 5.

The assumption that all of the entrance mixing
water comes from a surface layer of thickness dm whether the
flow is entering at the surface or not was investigated.

It may not be reasonable to assume that the entrainment is
coming from the surface if the flow is entering there. The
following assumption was tested: if the flow enters at the
surface in a layer 5 cm deep, the entrainment comes from

a 10 cm thick layer beneath this depth. If the flow entered
beneath the surface the original assumption was used. The
results showed virtually no change in predicted temperatures
and concentrations under this new assumption. To avoid
arbitrarily assigning more than one mixing depth, the
original assumption of dm = 5 ¢cm from the surface, for
surface and subsurface entrance was retained.

4.4.1.4 Numerical Dispersion

The sensitivity of the numerical procedure to
numerical dispersion was evaluated indirectly. From
Equation 2-99 and 2-102, neglecting the area variation, it
is seen that the numerical dispersion coefficient, Dp’

is limited by

1| ay?
Dy <2 | ar "V (4-9)
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where

v < by (4-10)

Thus, if Ay 1s varied while AT is kept constant, all other
parameters being equal, the amount of numerical dispersion
will change. Ay was changed from 2.5 to 1.5 cm while AT
was kept at 2.5 min. From Equation 4-9 and 4-16, Dp <
0.5 sz/min for Ay = 2.5 and Dp < 0.2 cmzlmin for

Ay = 1.5 cm. Under these two conditions insignificant
changes occurred in the temperature and concentration pre-
diction. It was concluded that doubling the maximum
amount of numerical dispersion did not affect the results
and further adjustments were not attempted.

4.4.2 Discussion of the Two Remaining Sets of Experiments

In order for any analytical method to be of
much practical use it must be free of many empirical con-
stants which change in some arbitrary fashion. Therefore,
the values of 0, |, ro and dm used in arriving at predicted
temperature and concentration curves (Figures 4.12 through
4.15) were kept constant in the analysis of the three
different types of experiments performed. The ultimate
importance of the values obtained for various parameters
is that they may be useful in selecting values of these

parameters for actual reservoir. Thus g, and d were
i m

chosen to be 5 cm, the depth of water in the inlet channel.
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r was set at 0.2 as determined for independent experiments.
Ah was found to be approximately 5 cm for surface entrance
and 4 cm for subsurface entrance which is also the order of
the depth in the inlet channel. The results for the ex-
periments with variable inflow, outflow and insolation,
constant surface elevation using the parameters noted above
have been presented in Figures 4.12 through 4.15.

4.4.2.1 Constant Inflow and Outflow, No Insolation

Three experiments were conducted with constant
inflow and outflow rates. As in the first set of experiments
discussed, the input temperature variations were kept as
identical as possible between the three runs. The flow
rates for all three runs were constant and one dye injection
was made in each run. In keeping the flow rates and tem-
perature variation similar, dye tests taken in each of the
three runs can be compared.

The temperatures of the inflow for a typical
experiment in this series, along with the predicted outflow
temperatures are presented in Figure 4.22. Measured and
predicted vertical temperature profiles taken at different
times in the run are compared in Figure 4.23.

The temperature predications are in very good
agreement with measured values. The peak predicted tempera-
tures, though slightly lower than that measured, occur at

the same time as the measured value. All predicted tem-
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peratures are within 1°C of those measured.

Three dye tests, with injections at 33, 92
and 300 minutes respectively were performed. In each test
10“2 gm. of tracer was injected. The results are again
presented in terms of concentrations measured at the outlet
divided by the mass injected vs. time, and the cumulative
mass out curve in Figures 4.24 through 4.27. From the first
three curves, it is again seen that the order of magnitude
of the concentrations predicted in the outlet is in reason-

ably good agreement with measured values. The measured

arrival time and peak concentrations are presented in Table

4.3,
Trace Peak Concentration/Mass In (gm_l) Peak Arrival Time
Measured Predicted Measured Predicted
-6 -6 (min)
33 3.1 x 10 1.40 x 10 238 255
92 1.7 x 1078 1.45 x 107° 291 310
300 3.6 x 1070 2.75 x 10°° 320 321

TABLE 4.3 PEAK CONCENTRATION CHARACTERISTICS

The absolute difference between measured and
predicted peak concentration occurred in the test input
-6 -
at 33 and was 1.7 x 10 gm 1. The predicted peak arrival

times are in fairly good agreement with those measured.

All of the predicted curves follow the same
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general trend as those measured in the laboratory. It is
interesting to note that the time interval between injection
of the 33 and 92 minute traces is 59 minutes while that of
their peaks is 53 minutes (measured) and 55 minutes
(predicted). Between the 92 minute and 300 minute injections
the peaks were separated by 29 minutes (measured) and 11
minutes (predicted) although the inputs were 208 minutes
apart. This most important consequence of the internal
thermal stratification is well predicted by the water quality
model.

Discrepancies between the cumulative mass out
predictions and measurements (Figure 4.27) for the input
at 33 minutes is caused by a slightly earlier predicted
arrival time of the traces and a slightly slower predicted
fall from the peak concentration (Figure 4.24). Though the
predicted and measured concentrations never differ by more
than 0.75 x 10.8 gm and the curves appear quite similar,
the apparent small discrepancies are magnified when the
integrals of the concentration-time curves are taken.

4.4,2.2 Variable Inflow, Insolation and Surface Elevation

In this experiment three dye injections at
10,302 and 350 minutes were made. The input data and pre-
dicted outlet temperatures are given in Figure 4.28. Pre-
dicted and measured temperature profiles are in Figure 4.29.

Again 9; = 5.0 cm, r. = 0.2, dm = 5 cm, Ah = 5 cm for
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surface input and 4 cm for subsurface input. Excellent tem-
perature predictions result.

Dye concentration predictions (Figure 4.30) are
quite representative of the measured curves for the 10 and
302 minute traces. The 350 minute prediction, though
beginning at approximately the same time as the measured
curve, and of the same order of magnitude, is not very
good. This is probably due to the large amount of short
circuiting occurring at late times which magnifies dis-
crepancies between assumed and actual values of oy s T,
and Ah

The cumulative mass out curves (Figure 4.31)
show, for the 10 minute input, the effect of the earlier
predicted arrival and slower yeducticn £from the peak
concentration. The 302 and 350 minute traces also reflect
the slower predicted decline from the peak concentration

values.

4.5 Summary of Experimental Results

In general, measured temperatures agreed very
well with predicted values. Concentration predictions were
better for traces input early in the stratification cycle
than later when the inflowing water was sinking. However,
the order of magnitude of the predicted concentration and

the general trend of the measured curves could be predicted.
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Though three different types of experiments were rum, and
different flow rates used in each, am invarient set of

parameters ( o4s t_, d Ah ) was sufficient for prediction.
m m
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CHAPTER 5. APPLICATION OF THE WATER QUALITY AND TEMPERATURE
MODELS TO FOWTANA RESERVOIR

5.1 Introduction

In 1966 a detailed temperature and D.0. study was conducted
on Fontana Reservoir by the T.V.A. Engineering Laboratory, Norris,
Tennessee. The lake, formed by 400 foot high Fontana dam, is
located on the Little Tennessee River in Western North Carolina.
Three major streams, the Little Tennessee, Tuckaseegee and Nantahala,
and several smaller streams, feed the 29 mile long reservoir
(Figure 5.1).

The meterological, hydrological and temperature data
obtained from the 1966 survey were used by Huber and Harleman to
test their temperature model. In this chapter the same data will
be used to compare the predicitions obtained from Huber and
Harleman's wmcdel in the modified form developed in Chapter 2.

In zddition, cumulative mass out predictions
(Section 3.4.2.3) are presented for various conservative tracer
dye injection tests even though such field tests have not as
yet been carried out.

It is hoped that the method of analysis developed
in Chapter 3, will motivate the undertaking of dye tests which
will shed further light on the complicated flow field and
dispersion characteristics of a stratified reservoir. The pre-
dicted curves are compared with detention times calculated by

Wunderlich (57).
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Detailed measurements of the D.0O. of the incoming
streams were made daily from February through December and
D.0. profiles in the lake were measured periodically from April
through December.

No corresponding B.0.D data exists. Therefore B.0.D.
values had to be assumed. The D.0O. data and the assumed B.0.D.
input is applied to the D.0. and B.0.D. prediction models deve-
loped in Chapter 3.

5.2 Temperature Prediction

5.2.1 Inputs to the Temperature Model

The necessary inputs to the temperature model are
tabulated in Section 3.4.1.3.

The hydrological and meterological data obtained
by the T.V.A. were presented either on an hourly or daily
basis. The computer program was run with a time step of one
day and all hourly data were reduced to daily averages. The
values for the various parameters discussed below are pre-
sented in Appendix III in the form of computer input.

5.2.1.1 Inflow and Outflow Rates and Temperatures

The mathematical model is designed to handle only
one input stream to the reservoir. Inflow rates and tempera-
tures of the five sources of water for the reservoir (the
three streams previously mentioned and the runoff from the
water sheds bordering the north and south shorelines) were

available on a daily basis. The combined flow rate and
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welghted average of their temperatures were used as input
to the model.

The reservoir outflow rate and temperature were
available on a daily basis. Since the power plant operates
on a peaking power production schedule these average daily
values may hide considerable variation in flow rates and
temperatures.

5.2.1.2 Solar Insolation and Related Parameters

Due to the lack of direct radiation measurements
being available the input solar radiation values were cal-
culated from a modification of Kennedy's (1949) method.

In this modification, developed by Wunderlich, variation in

the surface reflection coefficient, Bcloudiness, C, optical

air mass, m, solar altitude o and the normalized radius

vector of the earth about the sun, r, are accounted for.

Huber and Harleman concluded that the radiation values cal-
culated for Fontana, compared with unreduced pyroheliometer
readings, should be increased by 15%. The resulting expression

is: $_ sin

6 = 1.15 ﬂ;—z—— a™ (1-g) (1-0.65¢%)
¢, = Incoming solar radiation flux penetrating the
water surface (energy/area-time)
¢sc = Solar constant = 1.94 cal/cmzlmin
a, = Atmospheric transmission coefficient
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The optical air mass, m, is defined as the ratio of the
path length of the sun's rays through the atmosphere to their
path length when the sun is directly overhead. The value of
the atmospheric transmission coefficient, a,, was determined
from measurements at nearby areas and found to be 0.882.

The average surface absorbed fraction, B and the
absorption coefficient, ¢ in Equation 2-31 were determined
from measurements taken at different times of the year as shown

1

in Figure 5.2. The value of ¢ used was 0.7 m = and a value of

0.5 was used for 8.

5.2.1.3 Withdrawal Layer Thickness

Koh's Equation 2-49 forms the basis of the with-
drawal layer calculation. This equation had to be extended
in order to apply to the high flow rates encountered in the
field. As mentioned in Section 4.3.1 Koh presents an em-

pirical relationship:

-0.133

= 3.5 ——~ﬂ§7§ for 0.3 <
Da x Da x
o o

;ao— 575 < c (5-2)
Where ¢ = 25 for thermal stratification and 1,000 for
salinity stratification and suggests that o replace aoin Equation 2-
2-49.
An average outflow rate of 8 x 106 m3 /day was assumed for
a width at the outlet elevation of 310m. Thus, q = 8 x 106/310 =

4
2.58 x 10 mz/day. Using molecular diffusion and viscosity and

e =1x 107471,
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a = 44 m—z/3

For x = 100D m, 480
Da x2/3
o
and
o 1
— = = 0.385
% (3.5 x 480)0-133
Then
1/3
-14 _
§ = —31———f§-~— - 1.0 /6 (5-3)

As discussed by Huber and Harleman, during high strati-
fication, Koh"s Formula 5-3 predicts withdrawal thicknesses on the
order of the diameter of the penstock opening (4 meters). This was
felt to be unrealistic. Hence, the coefficient in Equation 5-3 was

doubled, yielding the final form:

§ = 2/¢ 1/6 (5-4)

The outflow standard deviation can then be calculated
from Equation 2-50.

5.2.1.4 Other Parameters

The inflow standard deviation,ai.was set at 4m. This
value was estimated from the observed spread of a dye trace in

the upstream region of the reservoir (Figure 2.10).
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Air temperatures and relative humidities were available
on an hourly basis and averaged to obtain daily values.

As was mentioned in Section 2.3.4, the evaporation
formulae used in the field depend on where specific quantities are
measured. Wind values were measured at a reservoir shore location.
These were transferred to mid-lake values by an empirical correlation
provided by the T.V.A. Engineering Laboratory and Rohwer's
evaporation formula (Equation 2-43) was used.

The reservoir width was schematized according to Equation
2-46. The length of the reservoir at a given depth was measured
along the Little Tennessee River. The results are tabulated in
Table 5.1. Huber and Harleman have shown that if the width varies
exponentially with depth the evaluation of Equation 2-52 is greatly
simplified. A semi-log plot of width vs elevation, Figure 5-3,

produced the relationship:

B = 0.885e0 0133y (5-5)
Where

B = width in meters

y = elevation above sea level in meters

5.2.2 Temperature Predictions

In Figures 5.4-5.12 predicted outlet temperatures and
temperature profiles are presented as calculated both by Huber and
Harleman and from Equation 2-96. Five different cases are shown.
The first two, calculated by Huber and Harleman are for:

1. Molecular diffusion, no entrance mixing, no lag

time (D = D_ = 0.0124m’/day, T, = 0)

-179-



FONTANA RESERVOIR AREAS,

TABLE 5.1

LENGTHS AND WIDTHS

Elevation above sea level Area Length Width
(ft) (m) (m?) (m) (m)
1300 396 283,000 1,770 160
1350 411 1,700,000 10,863 157
1400 427 4,249,000 16,077 265
1450 442 7,244,000 23,480 308
1500 457 10,643,000 28,212 378
1550 472 14,488,000 34,553 420
1600 488 21,286,000 41,038 519
1650 503 30,028,000 43,259 694
1700 518 40,469,000 45,738 885
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2. Molecular diffusion, entrance mixing, no lag time

="> r = 0.25, dm = 6.0m)

m’ m
The remaining three cases were calculated from the modified
explicit scheme developed in Chapter 2 and are for:

3. Molecular diffusion, entrance mixing, no lag time

(D

Dyps Ty = 0.25, d; = 6.0m)
4. Same as 3 but rp = 1.0
5. Molecular diffusion, entrance mixing, lag time

(D

0
o

rp, = 1.0, dp = 6.0, 4h = 8m)

m®* "m

5.2.2.1 Results and Conclusions for the Temperature Model

For case 1, without any parameters which depend on
observations within the reservoir, the general shape of the outlet
temperature curve was reasonably reproduced. Predicted temperatures
were consistently low, however, especially after the peak outlet
temperature was reached. The low temperatures after the peak were
attributed, by Huber and Harleman, to lack of a lag time consideration.
The discrepancies before the peak were felt to be possibly due to
inaccurate (low) values of solar radiation which would cause
insufficient heat to be present in the outlet regions at early times.

The predicted vertical temperature profiles were in fairly
good agreement with those measured. This is quite important since,
for predictive purposes, values for ro. dm and Ah will, in general,
not be known. Therefore, it can be concluded that, without modifi-
cation, the predictive model of Huber and Harleman is quite

sufficient for times before the peak temporature in the outlet
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is reached. Bowever, after the peak temperature the results
become poorer with instabilities occuring in the temperature profiles
near the surface (Figures 5.9,5.11).

The effect of mixing (rm = 0.25) was found to be
insignificant until the cooling cycle began. The effect, similar
to the laboratory results (Section 4.4.1.3), was to raise predicted
temperatures in the region of the outlet because the mixing was
assumed to take place with the warmer surface water.

For comparison, the explicit numerical scheme was run
with r = 0.25 as in case 2 of Huber and Harleman. The outlet
temperature curve yields slightly higher values than those pre-
dicted by the implicit scheme. Though it is difficult to specify
the exact cause, it is felt that this is due to the proper assign-
ment of temperature to the convective velocity depending on the
direction of the velocity (Section 2.5.1). Though the results using
the explicit scheme are better before the peak temperature, they
are almost identical to the implicit solution afterwards. As the
outlet temperature reflects an average temperature over the with-
drawal layer, more pronounced changes can be noted in the tempera-
ture profiles.

The effect of increasing r_ to a value of 1.0 is seen
to generally increase predicted temperatures. Without any lag time

consideration outlet temperatures are predicted within 19C for the

entire year, Vertical temperature profiles are also in excellent

agreement and no instabilities are present.
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The effect of including a lag time, Ah = 8m, chosen to
be indicative of the total depth of the inflowing streams, is
seen to shift the entire outlet temperature curve to the right,
thus ''lagging" the outflow temperatures. Temperatures before
the peak are lower and after the peak higher than under identical
conditions not including lag time. The same trend can be noted
in the vertical temperature profiles.

It was found that increasing the values of the
diffusion coefficient to 100 times the molecular values did not
change the temperature predictions. From Equation 2-99 and
2-102 the maximum value of numerical dispersion, with Ay = 2m,
8t= 1 day is found to be approximately 50 times the molecular
values, Thus it is concluded that neither molecular diffusion
nor numerical dispersion are significant in this analysis.

5.3. Water Quality Prediction

5.3.1 Conservative Tracer

No long term dye tests were made in Fontana Reservoir.
Predicted cumulative mass out curves, analogous to those for the
pulse injection solution discussed in Chapter 4, were calculated.
This was done to illustrate the mechanics of stratified reservoir
flow and for comparison with the detention time predictions derived
from the graphical method of Wunderlich, (Section 3.2).

For the cumulative mass out prediction the same parameters
that gave the best fit of the outlet temperature curves were used

(r, =1.0,d =6.0m, O; = 4m, Ah = 8m). A hypothetical instan-
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taneous injection was made every 60 days starting March 2. The
volume of each dye injection was equal to the total volume of flowof a
particular day. The cumulative mass out curves for a given input
(Section 3.4.2.3) thus reflect the percentage of the days inflow
which has passed through the reservoir as a function of time. For
example, from Figure 5.13, by September 7 (250 days), 877 of the
flow which entered on March 2 (day 61) and 30.5% of the flow which
had entered on May 1 (day 121) had passed through the reservoir.
Figure 5.13 dramatically demonstrates the short circuiting
characteristics of a stratified reservoir. The warm inflow of
March 2 and May 1 entered at the reservoir surface 60 days apart.
The outlet cumulative mass out curves are for the most part
parallel, separated by approximately 60 days. This in indicative of
convection being the major transport mechanism in the vertical
direction. The cooler inflows of late summer and of the fall
(August 31 and October 29, days 241 and 301) enter beneath the
reservoir surface at their respective density levels. Once entered,
the vertical distance to the outlet is reduced by the subsurface
entrance, these inflows tend to reach the outlet relatively sooner
than the spring inflows. For example it is predicted that ten
per cent (10%) of the input of October 29 would have passed
through the reservoir by November 7 (day 308), i.e., nine (9)
days later. The corresponding time for the input of March 2 is

ninety four (94) days.
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During the cooling cycle, inflows tend to enter below
the surface of the reservoir. Each successivelycooler input tends to
enter lower than the input which enters before it. This has the
effect of raising the level of the withdrawal layer and preventing
the complete withdrawal of a given day's input. For example, by
December 21 (350 days) only seventy seven per cent (777%) of the flow
which entered on May 1 had been withdrawn from the reservoir. Since
the gradual process of surface mixing due to surface cooling is well
advanced by late December, it is highly probable that all of the
flow which entered on May 1 would not pass through the reservoir
until the following spring or summer. For later inputs this effect
becomes more pronounced. For example, only 52 per cent of the
inflow of July 1 (day 181) had passed through the reservoir by
December 21.

In view of the above discussion, it is clear that it is
extremely difficult to define precisely what is meant by a detention
time for a given reservoir input. Wunderlich, as stated in
Chapter 3, defined the detention time, td’ as the time span
between a given input temperature and the time at which that
temperature appeared in the outlet. 1In Table 5.2 the detention
times are presented for inputs of every 60 days from March 2
as calculated by the graphical method of Wunderlich (Figure 3.1).
For comparison, the corresponding percentages of these inputs
which would have passed through the reservoir at the end of their

respective 'detention times" and by day 350 (December 21) from
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Table 5.2

Detention Times (td) Tracot after t Tracot by
Wunderlich (57) (%) December 21
Input (Days) Equation 3.28 03]
March 3(Day 61) 0 96
May 1(Day 120) 123 25 77
July 1(Day 181) 47
August 31(Day 241) 39
October 29(Day 301) 20 18 31

Table 5.2 Comparison of Predicted Cumulative Mass Out Values with
The Detention Times of Wunderlich.
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Figure 5.13 are given.

The ''detention times' calculated from Wunderlich's method
do not correlate with the values calculated from Equation 3-38.
Though Wunderlich calculates no outflow from the inputs of July 1 and
August 31, Equation 3-38 predicts that 477% and 397 of these inputs,
respectively, would have passed through the reservoir by December 21.
Though the curves of Figures 5.13 have not been verified from field
measurements they are indicative of the stratified reservoir flow
through pattern since the results follow the trend verified in the
laboratory. It can be generally concluded that the use of on=
"detention time" for a given input in an attempt to describe its
flow through time in a stratified reservoir gives results which do
not reflect the complicated short circuiting characteristics of a
stratified reservoir.

5.3.2 Dissolved Oxvgen Predictions for Fontana Reservoir

5.3.2.1 1Input to the Mathematical Model

In addition to the inputs to the temperature model already
discussed (section 5.2), several additional parameters need to be
specified in order to solve the D.0. prediction problem. These are:

1. The D.0O. and B.0.D. of the incoming streams and the

long term B.0.D. decay rate, K (Equation 3-14)

2. The initial conditions for B.0.D., and D.O. in the

reservoir at time t = &

3. A surface boundary condition which effectively accounts

for the interplay between D.0. and B.0.D. production and
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consumption at the reservoir surface (this was discussed
in Section 3.4.1.1).

The D.0. of the incoming streams to Fontana reservoir was
monitored daily from February through December of 1966 from random
samples analyzed in the field using a simplified Winkler test kit.
Daily weighted averages of the five incoming streams were used as
inputs to the model.

The B.0.D. of the incoming streams was sporadically
sampled in 1965. In the most polluted stream, Tuckaseegee, at most
twelve tests were made at a given monitoring station. The results
were presented in terms of five day B.0.D. with no long term
B.0.D. reported. Typical D.0O. and B.0.D. data is presented in
Table 5.3. The station number refer to points along the various
rivers as shown in Figure 5.1. A weighted average of the median
values for the station closest to the reservoir produced a
five day B.0.D. of about 1.5 ppm. As was discussed in section
3.4.1.1, long term B.0O.D. values, due to nitrification, are higher
than five day B.0.D. values. Lacking any long term data, a con-
stant input value of 8 ppm of B.0.D. was assumed.

A value for the first order decay constant, K, also
had to be assumed. Again, considering a slow, long term decay,
two different values, 0.01 and 0.05 day—lwere tested. Though
K is probably temperature dependent there was no basis for
assuming the functional relationship. It was also felt that

a constant value would more clearly illustrate the other
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STATION NO.

11 NO. Tests

Maximum

Minimum

Median

12 NO. Tests

Maximum

Minimum

Median

14 NO. Tests

Maximum

Minimum

Median

TABLE 5.3 B.0.D. MEASUREMENTS IN FONTANA RESERVOIR INFLOWS

TABLE 5.3

FLOW B.O.D. B.0.D.

5

(cfs) (mg/2) (mg/2)

0 5

2.1

0.9

1.3

7.0 7.0

1.5 3.5

1.7 3.5

-20Q-

B.0.D.

15

(mg/ %)

7.4

7.4

7.4



assumptions which had been made.

Unfortunately, there was no B.0.D. profile taken
at the time that the first D.0. profile in the lake was made,
(April 20, 1966). 1In fact, the only B.0.D. measurements taken
in the reservoir were in July and August of 1965 at depths no
greater than 20 meters. Therefore, initial conditions, B.0.D.y,
for Equation 3-15 had to be assumed.

In order to illustrate the sensitivity of the results
to the initial condition, calculations were carried out for a
uniform B.0.D.; of 3 ppm and for zero B.0.D.; in the reservoir
on March 1. (Table 5.4)

Since the reservoir was isothermal on March 1, it
was assumed that the D.0. in the reservoir was uniform at that
time. An inspection of the measured outlet D.0. in February and
March indicated that a reasonable initial N.0. value would be 8 ppn
on March 1. This differs from the saturated value of 12.2 ppm
for the isothermal reservoir temperature of 6.7°C that one might
be tempted to assume.

5.3.2.2 Comparison with D.0. Measurements in Fontana

Reservoir
Predicted outlet D.0. concentrations and profiles for
various days of the year for different initial and input B.O.D.
condition and D.0. surface assumptionsare presented in
Figures 5.14~5.23. The same parameters that were arrived at from
the temperature model (r, = 1.0, dy = 6m, g, = 4m, Ah = 8m,

Section 5.2) were used. The different trends which result from
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Table 54

D.0. Initial B.0.D. Initial K
-1
Run (ppm) (ppm) (Day)
1 8 0] 0.01

Entire Euphotic
2 0 3 0.05
Zone Saturated

3 8 3 0.01
4 8 3 0.05
5 8ppm 3ppm 0.05 Top 3m

Saturated

Table 5.4 The Various Initial Condition Tested in the D.O. Analysis.
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The different assumptions mentioned above help to illustrate the

mechanics of the D.0O. prediction model and its sensitivity to

the various assumptions resulting from a lack of certain data.
From Figures 5.14 and 5.15 (considering for a moment

the case where the entire euphotic zone (approximately 6m for

Fontana) has been assumed to be saturated (Section 3.4.1.2), it is

seen that if K is constant, and the initial B.0.D. value is changed

from 0 to 3.0 ppm, lower D.O. predictions result until about day

225 (August 13). This corresponds to the time at which the

temperature in the outlet is beginning to rise (Figure 5.4)

indicating that the warm inflow water of the previous months

is reaching the outlet, Thus, the assumption for the initial

B.0.D. in the reservoir tends to affect the outlet D.O. only

as long as the major part of the water discharged 1is the

water which was initially in the reservoir. The same trend

is found in the predicted D.O. profiles.

The effect of increasing the decay rate, K, is to increase
the rate of D.0O. consumption within the reservoir. A value of K =

0.05 instead of 0.01 day-lproduces lower predicted D.0. values

in all cases.

Changing the surface assumption for D.0. from
saturation in the entire euphotic zone (6m) to saturation to a
depth of 3m (initial B.0.D. = 3 ppm) is seen to result in generally
lower D.O. predictions. This is due to two phenomefa. The first is

the obvious fact that less dissolved oxygen is being input to the model
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in the surface region. The second is involved in the assumption
that the inflowing water is mixing with the water over the top 6w
of the reservoir. Because this entire depth is not saturated under
the assumption of surface saturation to only 3m, less dissolved
oxygen is entrained in the incoming water through the mixing
process.

One curious point about all of the profiles is the
prediction of a reversal near the bottom of the reservoir. This
is due to the inflows of March 6-10 which were saturated with
D.0. but colder than the initial isothermal temperature of 6.7°C.
Therefore, in the mathematical model, high oxygenated water
was brought to the bottom layer of the reservoir displacing
the water which was originally there. Since no bottom oxygen
demand was assumed, the only mechanism of D.0O. consumption was
the B.0.D. originally present in this water. Since a constant
value of 8 ppm B.0.D. was assumed for all of the inflows, the
maximum D.0. consumption was 8 ppm. Perhaps there was some residual
B.0.D at the bottom or the incoming B.0.D. of the March 6-10
water was greater than 8 ppm. In the absence of detailed data,

it is impossible to come to a definite conclusion.
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CHAPTER 6. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH

6.1 The Thermal Stratification Phenomena

In reservoirs characterized by horizontal isotherms, water enter-
ing at the upstream end undergoes some initial mixing and enters the
reservoir at an elevation corresponding to its own density. The water
which enters at the beginning of the stratification season tends to
enter at the reservoir surface and remain in the reservoir for a rela-
tively longer time than the cooler water which enters late in the strat-
ification cycle. The thickness of the internal withdrawal layer near
the reservoir outlet depends on the vertical temperature gradient at
the outlet, decreasing as the temperature gradient increases. The temp-
erature and water quality in the outflow are average values for the
water in the withdrawal layer. As summer turns to fall, evaporative
cooling and the resulting surface instabilities tend to cause a mixed
isothermal layer which eventually returns the reservoir to a completely
isothermal state, During this mixing process the water quality of the
reservoir also tends to become uniform.

6.2 Temperature Predictions

The temperature model of Huber and Harleman was modified to
include an internal lagtime and a proper assignment of temperatures
to the vertical convective term depending on the sign of the convec-
tive velocity. The horizontal advective velocities were determined
from a selective withdrawal theory developed by Koh and assumptions about
the shape of the inflow velocity distribution. Vertical convection was
found to be the major mechanism for heat transport within the reservoir.

No vertical turbulent diffusivities were introduced at any time
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into the mathematical model. During the initial period of the year in
which temperature profiles are stable with regard to vertical density
distribution, the effect of vertical diffusion does mot appear to be
important. In later periods of potentially unstable wvertical demsity
distributions, the effect of vertical mixing is accounted for indirectly
by the development of a uniformly mixed surface layer. In both labora-
tory and field cases excellent temperature predictions were obtained
with the modified temperature model during the entire yearly stratifi-
cation cycle. This is an improvement over the model of Huber and
Harleman in which outlet temperature predictions after the time of the
peak outflow temperature tended to be lower than observed values.

6.3 Concentration Predictions

6.3.1 Laboratory Experiments

Outlet concentration predictions for pulse injections of a con-

.servative tracer in a laboratory reservoir agreed well with measured
values. The predicted time at which measurable values of tracer first
appearedin the outlet was usually somewhat earlier than measured values.
However, the time of the peak outlet concentration was fairly well
predicted. The concentration predictions were found te be more sensi-
tive than temperature predictions to assumptions about the shape of
the inflow velocity profile and the amount of mixing at the reservoir
entrance. However, one set of parameters was sufficient to predict
reasonable results for the three different types of experiments con-
ducted. Difficulty was occasionally found with predicting outlet con-

centrations from pulse injection toward the end of the stratification
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cycle. This is attributed to the high degree of short circuiting which
occurs at late times and the resulting sensitivity to the choice of the
various parameters in the mathematical model. Nevertheless, the labora-
tory tests illustrated that many of the parameters involved in the mathe-
matical model can be related to the depth of the inflowing stream at the
head of the reservoir.

6.3.2 TField Results

The simulations of pulse injection tests for an actual reservoir
served to illustrate the flow through time characteristics of a stratified
reservoir. The trends are similar to those found in the laboratory.
Flows entering toward the latter part of the stratification cycle tend
to reach the outlet much more quickly, relative to the time of inflow,
than flows which enter in the spring. It is unfortunate that there are
no long term pulse injection dye tests available for comparison with the
predicted values.

In 1966 detailed temperature and D.0. measurements were made in
Fontana reservoir and its inflowing streams. Though long term B.O.D.
data was not available, the water quality mathematical model was tested
using assumed values for initial B.0.D. and values for the B.0.D. of
the inflowing streams. In addition, having no detailed information
about the complicated oxygen balance in the surface regions, two differ-
ent assumptions were tested. The resulting sensitivity analysis to the
various assumptions made about the input B.0.D. data provided several
interesting observations.

A first order decay rate was assumed for the longterm B.Q.D.

process. Lower D.0. prediction resulted from higher values of the decay
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constant.

Increasing the value assumed for the initial amount of B.0.D. in
the reservoir decreases the amount of D.0. in the outlet until the tempera-
ture at the outlet begins to rise. After this time, the initial value
assumed for the B.0.D. in the reservoir changed D.O. profiles and outlet
D.0. concentrations very slightly. This indicated that the quality of
the discharged water began to be determined by the quality of the water
in the inflowing streams as the warm inflow began to reach the outlet.

Assuming the entire eupthotic zone to be saturated produced
hignher D.0O. predictions than the assumption of D.0O. saturation to only
3 meters.

The lack of sufficient input water quality data made it difficult
to make a direct comparison of measured and predicted values except
through a sensitivity analysis. The combination of the information
gained from the pulse injection simulation and the D.0. predictions indi-
cates that the use of a detention time approach for water quality predic-
tion in a stratified reservoir tends to greatly oversimplify a very com-
plex problem.

6.4 Recommendations for Future Research

6.4.1 Improvement of the Mathematical Model

1. The present model is capable of handling only one entcring
stream at the head of the reservoir. In the case of the
T.V.A. Fontana data, the input temperature and water
quality of the incoming streams were averaged to yield
one value of Ti’ Qi’ li. This may not be representative
of the actual inflow to the reservoir. It is possible
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that one stream could be colder than another (for exanmple,
if one stream was the discharge from another reservoir) and
thus it could enter the reservoir at a different depth with-
out interacting. Therefore provision should be made to
accommodate several input streams to the reservoir independ-
ently of one another.
Similarly provision should also be made to handle more than
one outlet from the reserveoir. For this case the outflow
withdrawal velocity distribution could be considered to
be the sum of the Gaussian distribution of the individual
outlets.

2. At present observed water surface elevations are an input
to the mathematical model. These could be computed from
a continuity equation applied to the entire reservoir
including precipitation and evaporative mass loss in addi-
tion to the inflow and outflow contributions.

3. The water quality model is oriented toward treating sub-
stances undergoing a first order decay. The decay rate
has been assumed to be constant and independent of tempera-
ture. A more general model could be developed to treat
other types of decay rates or water quality interactions
including decay rates which are temperature dependent.

6.4.2 Laboratory and Field Research

1. Much work remains to be done on the determination of the
inflow velocity distribution in a continuously stratified

reservoir. A theoretical prediction of the spread of the
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inflow layers is almost imperative if multiple inflows
are to be incorporated into the model. This would also
be beneficial in determining a proper thickness, Ah, for
the lag time determination.

2. The time for the inflow to reach its own density level
was based on a two-layered theory. A method which accounts
for the continuous stratification in the reserveoir would
be a more rigorous approach.

3. Laboratory tests for a continuous injection of tracer would
be another step toward verifying the model for conditions
closer to those encountered in the field. Experiments using
radicactive tracer with known decay rates would be a more
strimgent test of the mathematical model.

4. There is a need for lorg term water quality data in existing
reservoirs. Included in this are (1) the initial reservoir
water quality at the beginning of the stratification cycle,
(2) long term B.O.D. and chemical oxygen demand (C.0.D.)
tests on the water in the inflowing streams and the effects
of temperature on these processes and (3) evaluation of the
complicated D.0O. balance in the euphotic zone.

It is hoped that the development of a method for analyzing
D.0. and other water quality parameters in a stratified reservoir will
provide the incentive for field data collection programs to be used in

further tests of the mathematical model.
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APPRENDIX I

THE COMPUTER PROGRAM

In this appendix the FORTRAN computer program used to solve the
finite volume representations of the temperature and water quality
equations developed in Chapters 2 and 3 is presented. The program con-
sists of a MAIN routine and sixteen subprograms. Temperatures are
referred to by T and concentrations by C.

The MAIN routine performs all of the input and output except
writing the output for the pulse injection concentrations and cum-—
ulative mass out information. This is done in subroutine SPECOT (N).
The MAIN routine initializes many variables and constants, adjusts the
surface elevation and calls for either solution to a pulse injection
of a concervative tracer or for dissolved oxygen predictions.

At the beginning of the MAIN routine is a clock routine to indi-
cate the time required for the computations (the subroutine CLOCK is
a library program at the Massachusetts Institute of Technology Informa-
tion Processing Services Center). The time required to compute both
temperatures, D.0., B.0.D. profiles and outlet values for three hun-
dred (300) time steps and fifty (50) distance steps is approximately
three (3) minutes.

Comment cards are included in both the MAIN routine and in the
subprograms to indicate points of interest and the specific function
of each of the subprograms. A listing of the necessary input variables
to the program is presented in APPENDIX II. In APPENDIX III, sample
input data for the D.O. prediction model is presented for the case of
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initial B.0.D. = 0., initial D.O0. = 8 ppm, K = 0.05 day_l and satura-

tion of the entire euphotic zone.
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C RFSERVNIR STRATIFICATION AND CONCENTRATION PREDICTION PROGRAMs 1970.

COMMON T{(60+2) stL (60) e XL (60) sA(60) «TI(310)sTA(310)sSIGH(310)
COMMDN FIN(310) ewINUD(310)eDD(310)sQI(310)+Q00(310)sP(50) ¢NPR
COMMON UDMAX(2) sUIMAX(2) sDTTI1+DTTASDTSIGHsDTFINsDTWINDSsDTODsDTQI
COMMON DTQ0 e IMeJOUT s JINGKDIF o KSURsKOHsKQeKLOSSs YSUReYOUT DT oDY
COMMON TSTOPEVPCONsOMESAsBZ ¢ SPREAD$SIGMAT ¢ SIGMAOLETADY s TVARI
COMMON TVAROSEVAPsRADsTAIR$PSISDERIVsHAFDELSERPSILGY
COMMON YHOTsNNsHBETASDAIMIDELCONSV( 6091)sUI( 6091)+DTT
COMMON KHO +HCAP ¢ KMIX o RMIX 9 IMIXBsMIXEDsQMIX e KAREAsDATRAD9ATRAD(310)
COMMON ARewINDYoCOsCIaB( 60)sS( 60)sEX{ 60)sEXO( 60)9sARFsUO( 60s1)
COMMON QIN(310)«eTIN(310)9CC(20+460942)CCC(209310)+COUT(20+310)
COMMON CCT(206310) ¢QQMIX(A0) 9 XINF (60) sOUTF (60) sMIXH MM
COMMON SURF (310) s GRAVsSLOPESVISCOSsLAGTIM(310)
COMMOK PMASOT (20) s PMASIN(20) sEToNTRAC(20) ¢ ITR9ISTO9IS01+1S02
COMMON ISTONsISTOLlsTHICK1sTHICKZ2sDOXLE (60920)9sD0(306) 480D (306)
CUOMMON NLEVE (306) s VOLsNWeNDET9Z9Z214DDOCsNGDET,0B0D 9 JEUP
COMMON NBOUNDsNOLRID
DIMENSION wH(29)9AA(AD) ¢+ XXL (60)
EQUIVALENCE (NsNN)
C READ IN ALL OUATA FOX PROGRAM,
READ (5«¢900) (WH(I)sI=1+20)
WRITE(Ae900) (WH(L)sI=1420)
READ (5¢900) (WH(I)eI=1420)
READ (9e¢901) IMeJOUT «KUIF ¢ KSUR$KOH sKQeKLOSSeNPRINTIKAREASKMIX,
IMIXED
READ (56502) YSURSYOUT DT o TSTOP«TZEROSEVPCONsOMEGASIBLZ
READ (S54902) SPREAD«SIGMAI+ETABETAIRHO$HCAP 9DELCONSIRMIX
READ (59901) NTLeNTASNSIGHeNFINNSURF oNDDsNQIsNQO
READ (54902) DTTIsDTTASDTSIOHSDTFINGDSURF «DTDDsDTQIDTQO
READ (5«902) (TI([)sI=1sNTI)
READ (54502) (TA(L)sI=1sNTA)
READ (S5¢902) (SIGH(I) 9 I=1eNSIGH)
READ (S4902) (FIN{(I)eI=1oNFIN)
REAN (549072) (SURF(I)eI=1eNSUKF)
READ (K43072) (DU(1)eI=1eNDD)
READ (Se902) (1LY o I=1aNGT)
READ (545302) (RQUI)Ys1=14NQO)
KEAD(S4903) SLOPEsGRAVIVISCOS
903 FORMAT(3F12.72)
READ(S«901) NODET «NBOUNDeNGRID
NROUND=1=FEURPHOTIC /Z0NE SATURATEU
NROUND=2=SATURATION UF A<HITRARY SURFACE LAYER THICKNESS TO 8E SPECIFIED.
NHOUND=3=7E~0 SURFACE LAYER THICKNESS FUOR SATURATION.
NMOGRET=1=DE TENTION TIME MOQEL
NGEDFET=2=)) CALCULATIUN
GO TO (19529R+15299) ¢ NGDET
C READ DATA FD= PULSE INJECTION.
15268 READ(R54927) ITRe (NTRAC(I) 9I=191TR)
927 FORMAT (I4/1619)
READ(S490]1) NDET
13334 NDOCA=10000
GO TO 15297
C HEAD DATA FOux DOHOU PREUICTIONS.

CcoOoOooo
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15296 FEAD(Sewil) ADTISSU«NBIU

READ (549n2) UDNC0B00

READ(Sevir2) (DOCL) o [=1eNDISSW)
READ(S4902) (BOUDCL) e I=1eNKOD)

READ (54901) wWwPROF

C MPROF=1I=UNIFURM INITLIAL D0«BOD PROFILES.
C NPROF=2=INEAR INITIAL DU«s0D PROFILES.

12357

1235%
12359

13333
1563
15297

C READ

pd

C THF

C ThE

GO TO

{

123574 172358) ¢ NPROF

PEAN{(34902) VUTRODI

GO TO 12359

PEAD (54502) DIR«DUTeBUDBBOLT
CONT INUE

[TR=?

NTRAC (1) ==2

NTRAC(Z2) ==]

READ (Se1563) Z+Z14ND0OCA
FORMAT (PFli1a5e19)

CONT INUE

KEAD (54902) THICK1sTHICK?

DY = (YSUR=-YOUT)/FLUAT (UM=J0UT)

YsNT =
GO TO

{

YOUT~-DY=F LJOAT {(JOUT~1)
“4e?)y KAREA

IN DATA FOR OTHER THAN LASORATORY RESERVOIR IF INDICATED.
RPEAD (HeyN 1) NAASNAXXLsNWINDeNATRAD s JMP
REAN (5+4502) DAA«UXXLsDTWIND9sDATHAD AABoXXL By ARF
READ (5902) (AA(1)sI=1eNAA)
PEAD (54302) (XXL({I)eI=1eNXXL)
READ (5+4902) (WINO(L) o I=1eNAIND)
READ (%+902) (ATKAD(I) o I=1+NATRAD)
DO 3 I=1eJdMpP

Ttlel)

= T2ERD

T(T42)=TZEwO

EL (D)

YBOT+DY*FLOAT(I~1)

FA = (EL(I)=-AA3)/0AA

L = =A
A(I) =
A(T) =

AQ (L +]1)+ (RA=FLOAT (L)) ®*(AA(L+2)=AA(L+1))
A(])®ANE

PA = (EL([)=XKLH)ZDXXL

L = RA
XL (1)
B(T) =

KXL AL+ 1)+ (RA=FLOAT (L)) # (XXL(L+2)=XXL(L+1))
BZ¥ARF*EXP (OMEGA®EL (1))

NUMBER (.3989423=1.0/SQRT(2%P]) .

P{32)
P(33)
P(34)
P{35)
GO TO
JMp =

co
CI
ARF =

" u

it 0 ou

J

(1 e 3989423/ /AKF
OMEGA#OMEGA/2.0

YOUT#0MeGA
P(32)4EXP (=P (33) #SIGMAI#*SIGMAL)

M TFIX((33.0=-YSUR}/Z0Y+0.5)
NUMIER 0.01308R66=1.0/30.48/5QRT(2¥#P1).

1

f.01308866
0.01308866

1]

AR = 0,7R84E-10 #(Ta(l)+273.16)#%4

P(??)

SIsMalrszCcl

CO &8 I=leJvwP

(1) =
ErLen
T(T«1)

3“ o b
YAOT+OY*FLOAT(I~1)

= T/Fw)
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IF (EL(1)=722e4) 6eTo7
A XL(T) = 10.0%(FL(I)+87.0)
GO Tu A
7 XL(T) = 10G93.5
B ACI) = xbL(I)#*30.44
S KH = DT/ZA(JDUT+1) /DY
EO=(A(L)+A(JIM) ) /72.0+4 (JiM)#(SURF (1) =EL (UM)) /DY
IM1=UM=-1
NO 13 I=Z+M1
12 EN=E0+A(])
EQO=E0#DY#T/ZERO®D,1E04
DTT=DT
BBEFTA = QOUT (D) #*88
WHITE (A«900) (WH(I)s1=1+20)
WRITE (69904) JMeYSURSRHO
WRITFE (6+905) JOUT.YOUTsHCAP
WRITE (69906) DY«YBUTSETA
WRITF (6+4907) DT+TZEROHBETA
WRITE (/e908) BHBETAsSIGMAL +OMEGA
WRITFE (69909) TSTORWSPREADBZ
WRITE (»e910) KDIFsKSURKOH 9KQ,KLOSSoKAREAoEVPCONsDELCON’KMIX
WKITE (He9P3) MIXEDsrRMIX9sARF
C INITIALIZF MANY VARIAGLES.
DO AR50 N=14310
QIN((N) =00
TININ)=0.0
DO RS1 M=]1eITR
CCC(MaN)I=0.0
COUT (MeN) =0.0
PMASOT (W) =0, 0
PMASIN(M)=0,0
BHS1 CCT(MeN)=0,.0
BR50n CONTINUE
DO 852 1=1+60
DO RKG53 M=1.17»
CCMelal)=0.0
R53 CC(Mela2) =040
QUTFA(I)Y=0e0
GOMIX(I)=0.0
452 XIMNF(I)=0.0
GO TO (34000+38001) ¢ NGUET
38001 GO TO (1948R+194487) ¢« IPROF
19487 DO R7123 J=1eJM
CCleJs ) =0UB+(FLUAT(N *¥DY-DY) Z7(YSUR-YBOT) #(DOT-D0B)
CCllede2)=CC(ledal)
CC(24Ja 1) =HOUR+ (FLOAT (I #DY=DY) Z{YSUR=YBOT) #(BODT~BODB)
B7123 CC(PaJa2)=CC(2aJsl)
GO TO K7124
19488 DO R3002 J=1eJ4
CC(leJsl)=hHol
CC(leda2)=00OI
CC(Pe.da2)=R0DI
83002 CC(2edel)=nNDI
47124 CONTINUE
38000 CONTInNUE
Niy=0n
VOL=(A(1) +Aa (M) ) *uY /2.
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0D 2131 J=2edMi
2131 VobL=vopL+a(g)=ayY
86555 CONTTALE

NPR=NP T

JXM=gMm

N = 0

IMIXR = JM=MIXED
OMIX = (.0

FT = 0.0

KAD = (.0

EvAD = (0.0
F2=NaN

F3=0.0

TAIR = a0

EFSTL = 0,0
HAFDEL = 0.0
MDO1=wl0Ca-1

JIN = Um

YSURP = YSyUR
ETADY = £TAxDY
TVART = 2.0%STOMAL#S516G4A]

DO 150 [=14JMp
S{1) = (DY#FLOAT(]=-1)) ##%?
ARG = S(I)/TVAR{
1F (ArRG-20.0) 14591454146
145 FX(1) = EXP(~AROG)
GO TO 1%0
14~ EX{T) = 0.0
150 CONTInNUE
P{P5) = FLOAT{AIXED) *{B(IM)+3(IMIXB))
IF(P(2S)=040) H01s802+801
BO7?2 P{(PS)Y=0.,000001
RN1 P(31) = OnMEGA#S[GMAI#STOMAIL
GO TO (9ell)s xulF
Q DIF = D(1ls1)
11 IF (Jdu=-50) 15«15416
16 Jp = g
GO TO 17
16 JP = 5N
17 GO TO (29e1R)« KQ
18 VIMAX(1)=0.0
HOMAX (1) = 0e0)
DO 19y J=1leuu
SIGVAD = 1.0
BT (J4e1) = 04U
19 V(Jel) = D0
C  STATEMENT 20 IS RFEGIWNING OF MaIN ITERATION LOOP OF PROGRAM.
20 GO TO (2leaT7)s K4
Pl GO TO (24+22) s AMIX
C MIX INFLOw waTtw IF [NDICATEU.
P2 00 =Q3IN(d+])
BFk P(R9) = <ATX/0Y#2.0/P (29)
GMIX = RMIXH0
TP = 0.0
NO 23 J=JMIX=eJM
2 TP Te+T (Jel)
TP Te/F 00T (M1 XD+ ))
TS (TTIN(N+L)+TR#RMIX) /{(1aI+RMIX)
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GO TO 2%
24 TS5 =TTIN(N+])
25 CONTINuE
C LNCATE ACTUAL LEVEL OF nAYs INPUT
DO 4745 1= eum
J=dM+1-1
IF(TS=T(Je1)) 4Tla944T4694T46
4745 CONTINUE
G746 JIN=J+)
IF(JIN=JY) a7a4T+474Te4748
4748 JIN=UM
4747 CONTINUE
Nw=Nw+1
JEUP=UM=4 . 5/ETA/DY
GO TO (19000+19001) +NMOUET
19001 IF(JIN=JUCEUP) 19002+419003+415003
19003 NLEVE (N+1)=1
GO TO 19000
190072 NLEVE (N+1)=27
19000 CONTINUE
GO TO (45931) s KSUR
C COMPUTATIONS wWHEN SURFACE ELEVATION VARIES WITH TIME.
31 RA = (ET+0T)/D0SURF
TSURL=T (UM 1)
L = A
YSHUR = SUSF (L+1)+(RA=FLOAT (L)) #(SURF (L+2)-SURF (L+1))
DYS = (YSUR+YSURP)/2.0-EL (IM)
IF (aRBS(DYS)I=DY/2.0) 45+45435
32 M = 1+IFIx((a3S(0YS)-0UY/2.0)/70Y)
JM = M+ [FIX(STON(1a0eDYS))#*M
T(IMal)=TSUR
JMIXK = JM=M]XEtU
P(P25) = FLOAT(MIXED)# (s (IM)+d(IMIXB))
IF (JUM=50) 37+37+.38
37 JP = Jm
GO TO 39
38 Jr = 5S¢
39 IF (DYS) 45445040
40 JUM = M=y
NO 472 (=]ev
J = JM+ -1
472 CONTINUE
45 N=N+]
654533 FORMAT( Krl2.9)
MON1=mND0 1+ ]
ET = ET+07
MM=10
DO 1H00)1 I=}elTw
IF (N=NMT=<AC(1)) 160014180024 18002
18007 dMM=MM+]
143001 CONTINUE
TF (M) 11910e11010+11011
11011 CONTIMNUE
C n~Fa SHRFACE CONCENIRATIONS DUE TO CHANGE IN SURFACE ELEVATION.
NG <491 v=] gMw
TF (JUM=0x1) A9(ieB83]9892
C IF SURPFACFK FELL.
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HON CCMyg frial) =24 0#CC Mg 1) +CCAMaJXMy 1) #A{(IXM) /A (IM)
GO T A9y}
897 CC{Me JxMy1)=0a5% CCAMaIRMe 1) HA(IAM) Z(A(JAM) +0.S*A(IM))
CC(MaIMs 1) =CC(4eJaMy 1)
BG]1 CONTINUE
C THIS IS THE LAGTIME ODETERMINATION,
11010 CONTINUE
JXM=M
CLTIT=Q0ININ)*(1a0+xMLX) /H (UM)
IF(UM=2=UIN) H704sa8704871
R70 VELF=2L1T/T741CK1
JIN=I
XLAG=XL ( IM)Y /VELE
GO TO H¢2
RTY1 DELRHOZE.AE=N6% ((T(UMy 1) =44 0) #R2~(TS=4,0) #%2) /2.0
GPRIME=GRAVH*DELKHY
GU TO (BT73«874) ¢xAKEA
B74 SLOPE={EL(JUM)=EL(JIN)IIZ (XL (JIM)=XL(JIN))
873 CONT INUE
DELOW=(]1.32 PR (L IT#V [SCOS/GPRIME/SLOPE)) ##0,33
VELF=0LIT/ZDFLUW
HVELF=0LIT/THICK?
SLNIST=FLOAT (UM=-JIN) #DY/SLOPE
XLAG=SLDIST/VELE + AL (JIN) /HVELF
R72 LAGTIMIN) =XLAG/ZUT
C END OF THE LAGTIME UETEKYINATION.
ML=N+L_AGT IM(N)
QIN(ML) =OIN(ML) +QIN ()
TINML)=(TINCAL) # (I (ML) =QRAIN(N) ) +TTINI(N) #QQAININ) ) /QIN (ML)
WHRITE(GGBTR) NaLAGTIM(N)
n75 FOPMAT (v LAGTIME (Ye[3st)=%,4]3)
TP=0,0
DO 1023 JsJMIXHe M
1023 TP=TP+T(Js 1)
TP=TP/FLOAT (MIxXxtD+1)
TS=(TIN(N) +TR#24[X) /(1 0+RAIX)
DO 27 [=1edM
J = JM+i-1
IF (TS=T(Je1)) 27930430
27 CONTINULE
EIIEN IS ENES]
IF (JIN=J¥) 1691e 33933
33 JIN=UM
1691 CONTINUE
QQ=2IN ()
K1 F = TINN)
OMIX =R K%)1)
CALL SPEER ()
F{24) = 15
47 GJ = (FLAIN(N) #FLAIN(N+1)) /ARF
C  ASSURFS Tral v#UT/ZUY LESS THAN UNITY FOR STABILITY.
VVV=ARBS(V(Z2e1))
DO 5n1 J=3edm
IF(YYV=A3S(V(Jal)))502+5014501
502 VWV =ASS(V(Jsl))
an] CONTINUE
via=DY /0T T
IF(YVV=V1) 50395044504
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S04 DT=0DY/VVYV
I10T=0TT/701+1
DT=DTT/IDT
GO TO S05
503 IDT=1
C FAND STARILITY CHECK.
505 DO 79 m=1«1DT
CaLlL SPEEQ((N)
C SUR SPEED COMPUTES wITHORANAL THICKNESS AND VELOCITIES AT EACH TIME STEP.
C SURB XMIX CalLCULATES COMPOSITION OF INFLOW.
CaLlL XMIX(N)
C SUR SPECAL CALCULATES DISTRIBUTION OF SPeCIFIED INPUTS OF DO0O.B0D.
CALL SPECAL (N)
JMM= <]
DO 1114 J=2«JM4
DELTA= (1« 0=BETA)#FLAIN(N) # (EXP(=ETA# (EL (UM)=EL(J)=DY/2.0))#*A(J)~
1EXP (=K TA¥(EL (M) =EL(J)+DY/2.0) ) #A(J=1)) /A (J) /DY/HCAP/RAHO
C CHECKS DIRECTION OF VELOCITY TO ASSURE PROPER TEMPERATURE AND CONCENTRATIOMN
C  ASSIOGNMENT.,
IF(v(Jel)) 1160s1160e)161
1160 IF(V(J+1+1))1170+117041171 ;
1170 DELTR=(V(Jel)#T(Je L) (A(J)+A(J=1))/2e0=V(J+191)#T(J+]1e1)#(A(J+])+
1A(N)Y/2.0)/7A00) 70X
GO TO 1162
1171 DELTH=(V{Jal)#T(Ja L) ¥ (A(J) +A(J=1))/20=-V(J+1e1)22T(Jel)H(A(J+]1)+
1A(U) ) /2.0) /780 )) /7Y
GO TO 1162
11A1 TF (v (J+191))117211721173
1173 DELTR=A(VI Jel) #T(J=1e ) ¥ {(A(J)+A(U=1))/2.0~V{J+1o1)#T(Jel)#*(A(J+]1)+
YA(UI Y /20 /A (8Y /Y
GO TO 1162
1177 DELTR=(V(Jal) T (J=Tsl1)#(A(J)+A(J=1))/2:0-V{J*1o1)#T(Js1s1)#(A(J+])
1+8( 1)) /2.0) /704 (J)/0Y
1167 DELTE=(UI (Jsl) #TS- JO(Je 1) #T (Je 1)) #*BLI)#DY/ZA(J) /DY
DELTC=DD(L)*(T(Jrlel)+T(U=141)-2.0%T(Je1))/DY/DY
DELTD=00 D) #(T(J=1el)=T(Jd+1le 1)) H*(A(U~1)~=A(J+1))I/A(J)/70Y/DY/4.0
DELT=(DELTA+DELTS+DELTC+DELTU+DELTE) *¥DT
11146 T(Je2)=T(JUel)+0ELT
IF (V{JMel))11lmn3ellbbsl]164
1164 DELT IM=DTIH* ({1 )=BETAY*FLXIN(N)*(A{UM) -EXP({-ETA®DY/2.0) %
1AL IM=1)) /76 ( M) 7DY %2 . O0/HCAP/RHO+
VI 1) F (T (UM=1al) =T (UM 1)) /OY*20+UL (UMg 1) * (TS =T (JMs 1)) #B8(JIM)
1780 C ))<= (1) # (T (U4 1) =T (JM=14a1))
3 /7DY/70Y% 240+ (SFFA#FLXIN(N) =FLXOUT (N)) /RHO/HCAP/DY®2.0)
GO TO 1165
1153 DELTUM=DTH ((1e0=SETAY*FLXIN(N)* (A(IM) ~EXP(-ETA®*DY/2.0) %
1A(IM=1) ) /A (UMY Z70Y*2.0/4CAP/RA0+UT (UM 1) H(TS=T (JIMe 1) ) #B(IM)
1/8 00y =DO(L)*(T(UMe1)=-T(IM=1411}))
3 /DY/DYR2 0+ (BRETA*FLXIN(N) ~FLXOUT(N) ) /RHO/HCAP/DY*®#2.0)
1165 TUIM2)=T (JVel) +UELT UM
FLUXOT=FLXOUT (N)
IF(VIZ2e1)) 1166116741157
1167 DELTI=DT#((1 0=8ETAY#FLXINI(NI¥EXP{ =ETA¥(EL (UM) =EL (1) =DY/2.0))
L/RHO/HCAP =V (24 L)% T (1al)#2.0/0Y+ (UL (1al)#TS=U0(1s1)#T(1s1))#B(]
P} /ZCa(1Y+a(2))#2,0+00 (L)% (T(2al)=T(1el})/7DY/DYH#2.0

G+ (1 0=8ETa)F X IN(N)¥EXP(=ETA% (EL (JM) =EL (1) +DY/440) ) /DY/2.0/RHO/
SHCAP)
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GO YO 1163
11AE DELT I =0T ((1en=-sEfA)#FLXIN(O*eXP( e TA¥(FL(JM) ~EL (1) =0Y/2.0))
V/RHND/HCAR -V (24 1) #T {29 1) ¥2.0/0Y+{UL(141)%TS ~UD(1s1)¥#T(191)) B (1
V7080 (1)+a(2))#2,0+D0C1) ¥ (T(241)=T(1a1))/0Y/0Y%2.0
4+ (Y D=BETA) #FLXIN(N) #EXP(~ETA¥ (EL (JM) =EL (1) +DY/4.0)) /DY/2.0/RH0O/
SHCAD)
116% T{142)=T(1e1)+0ELT1
GO TO (111S5«1117)+xKnrREA
1115 DO 1116 J=1eI™
PRIM=0 79 =102 (T {Js]1)+2P73.0) ##4-Ap
DELT=(Pe0H{XL{J) +3(J))¥PHIM/RIO/HCAP/A(J) ) #DT
FLUXOT=ELUXOT 4R [M% 2, 0% (XL (J) +-(Jd) ) #DTHOY
111A T(Je2)=T (Je2)=20LT
1117 03 1118 U=1eJd4
1115 T(Jel)=T (Ja?P)
YSURE = YSUR
¢ CHFCKh RFASONAMLENESS UF RESULTS.
IF (ABS{T{JYe2)Y)=100.0) HOenTe57
57 ISTAP = +T
GO T »u
€ SUR AVF? MIXES SU=FACE LAYERS IN THE EVENT OF A SURFACE INSTABILITY.
AN TF (T Ma2)Y 4001 =1 (oM=142)) 63779779
AT CUNT TNUKF
C SH AVER D RFOIVS CONVECTIVE ™MIXING UF TEMPERATURE IN MIXING LAYERS.
CALL avte=2(%)
C SHn SPFCav PeRFUraS CONVECTIVE MIXING OF SPECIFIED MATERIAL IN MIXING LAYER
CapL L S»=Cav (i)
T7S CONT INUr
Call SPrL2T (W)
£ Sux SPFCHT CalCulLAThEs PrUPORTION OF SPECIFIED MATERIAL IN OUTFLOW.
79 CONTIM)E
DT=077
C St TOUT CoLCULATES JUTFLOW TEMPERATURE .
Capi TOUT(YNT«YNTL)
TOUTC = YNT/ZYNTY
THUTF = 1a.-2T00iC+32.0
IF(s=NPw) 100410030
HD NPR = NeP<+NPRINT
WRTTE (re900) (wr (L) si=19e27)
WRITF (he9]12) ETeYSURSF
WRTTE (Ae913) NebL(JM)oaTalw
WRITF (pevld) JMebL (JIN) eP5]
o= Fxfa(n))
WRTITE (Aevlo) JINsEVARPSH
QO = gl ¢h
RBETA = 2% ~4A3
WTITE (Aed/5) H=sblhAsA~xaw oY
0@ = QI
W ITE (hes)}A) HE arad el
WHTTE (mhe9]7) timx]veFLYXOT «UU
(30 T (M~ eriId) s ¥y
RS F = P.ns#Harnkd.
WRTITF (hedis) FoSTLsE «5TOMAQ
W TTE (ne 419) AKX (1) e JIMAX (1)« TOUTCe TOUTF
OGN T (=demnn) s “MiX
RA e TH (the . 4) T-alw
AU i TTE (medAn)
Ny w0 [=1e10
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9N wWT Tk (hRe972]1) (JeclL(J)eT(Jel) s d=19JPs10)
Ir (Ja=50) 100e1D0e9]
G) WRITEH (ReY?2N)
IF (34=ha0) YZe9 3493
4P tL = oM
GO T wa
93 LL = 40
G4 G Q5 T==2]eLL
9% ARTTE (Ae921) (JstL (J) s T (Jal)ed=1edie10)
100 TF(NDOCA=J00L) 17099121041 709
171N wrITF (benvbus) HT
59645 FORMAT(Y L aP-FD) TIAE =f«F10.5)
we T Tr (=e30020)
30020 FORMAT  (/5(0 J ELEV DO (PREM) *))
DO 3000 I=leld)
3000 wTITE (6e921) (JatL(J)eCC(loadel) s J=19sJPe10)
IF (UM==0) 32727226 32222432223
32223 1F(M=r() 30021e30022+30027
30071 LL=™
GO TO 300625
300272 L L=A0
30025 wielTE (Ae3)020)

1O 30072+ 1=H1eL1.

3002 wkITE (£e321) (JatL(J)sCCl1lede2)s J=19sIMell)
322272 wWRITE (mnev02]) COUT(]eN)
W21 FORMAT (//Y 0D 1IN OUTFLOW IN PREVIOUS TIMESTEP =%,F10.5 )

MIN1=0

1709 IF (FT-TST0OP) 20elel

1 CONT INUE
900 FOR4AT (2044)
Yl FO29aT (1aT4w)
Y0P FORAAT (=F10.5)
Qra FORMAT (' NU~wFr OF G0 POINTS=1T3417Xe *SURFACE ELEVATION='F 7.2

114X et ERSETYZ"E {2e9)
G5 FORMAT (' HUTLFET LoveEL=']I3« 20X« 'OUTLET ELEVATION='FB.2¢18Xs

T'HFAT CaRaClTrY="Fden)

QuE FORMAT (1 Y= 1Fhe”2e33Xe'BOTTOYM ELEVATION='FB.29]18Xe'ETA='F6.3)
907 FOZMAT (Y DT='Fra,le 33X« [INITIAL TEMPERKATURE='F6.2917X9'BETA="F5,.2)
9NAH FORAAT (' AdvIad AETAZ W9 .2426Xe VINFLOW STDe DEVe='"FbHa2920X%x9 *COEF.

TOMFGA Ty a~rA FOraLaAsS'E 1 Z2eb)
G008 FORmaT (* STuyr AT TIME=1FT7.2422X0%0QUTHLOW SFREAD CONSTo='FS5.2916Xs

1'wINTH AT Y=0 Iw AxEA FORMULAZ1E]12.5)
GINn FORMAT (' <DLF='[24 L2Xe "KSUR=V[2913Xe'KOH =t]2¢15Xs*KQ=1']12916Xy

TPRLNSS=r] 201 3Ke ' wuvpa=t ]2/ EVAPORATION CONSTANT='El11e64910Xy

2 OYCONST I Fan FOR QUTFLOW ODELTA='FoeleTXe'KMIX=2]2)
911 FORM8T ( van=t]3ets AsOUT TO ENTER SUBROUTINE AVER.')
9172 FORMAT VRELARPSED TIvME='"rT.2922Xe YACTUAL. SURFACE ELEVATION=?

TF7ePell X0t [MFLON [EMPERATURE= Y hop)
9173 FORMAT (' NUe OF TIMe STEPS='14420Xs *SURFACE ELEVATION USED=?

TFS9ePellXxetalR THHMRPERATURE='"FHL2)
Q14 FORAAT (Y wWDe 9 6RIL POINTS=v13e20Xe*ELEVATION OF INFLOW='F7.29

P16Xe Y wELLTIVE HUMIDITY= "9 2)

G156 FORMAT (' LrveEL OF INFLOWSYI3423Ks YEVAPORATION FLUAS'El2.5014X

TEINSOLATION FLUX=E 1 2e5)
916 FORMAT (v OIFFuUSLdny CORFFICIENTZVE1 2598 X YRADIATION FLUX='E12.50

T1AX s VIMF L ) 2AaTr=tF {1 ,1)
917 FORMAT (' GUTFLOx Te4? GRADIENT='F 8,59 12X *HEAT LOSS FLUX='E12.5»
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1145
91+ FO

Xe YOUTFLON =ATE='F1ua1)
PMAT (v e PSTLUN=tET L 423X ' ITHURAWAL THICKNESS='F7.2915Xs

FTEOUTFL O ST, YEVe=tFn.2)

91§ Fy
112
920 FO
9721 FO
972?72 FO
113
9723 FG
1FS
9724 FO
1+ &
928 FO
{9
Co
£

FU
C CapCln
Cuy
CO
CO
cn

EMAT (v wax SINK VELOCITY='"F9.3¢15Xe tMAX SOURCE VELOCITY='F9.3s
Xe " 2R0UTHLOW TEMPERATURE='"W6H.Z2¢" C AND '"FEe2¢' Fol)

RMAT (/a0 J cbbv TetP (C)0))

RMAT (S{[GeFTeleFldeSslX))

SMAT (/7% TIME FROM 3boINNING OF CALCULATIONS FOR THIS DATA SET=¢
o' MINUTFESe T 40" SECONDS!)

RPMAT (¢ NNG S5R[0 SPAaCES IN MIXtD LAYER='I3+8Xs "MIXING RATIO=?
2925 %a taREA REQUCTION FACTOR=YFS,.2)

RAAT (Y 1 MPOUF M X0 LAYER='F 6,20 15X '"MIXED INFLOW TEMP=¢

«?)

AT (" ReIAY] BeTaztFo.Ze26Xs "ATIMUSPHERTIC RADIATION='E12.59
Xetd [N SPREEDH=tE S, 2)

LL Ex|T
al

MCTTION FLXOUT (V)
ATTOw JF SuURFACe LOSSES Jut TO EVAPURATIONs CONDUCTIONs AND RADIATION.
MMOM T {nOe2) «2L (AD) o XLT{AD) sA(60) o TI(310)eTA(310)+SIGH(310)

MADN FINC310) owINOC3L0)eDD(310) eQI(310)¢U(310) ¢P(50) oNPR
MO YD AAX (#) «UIMAK(2) oDTTLeUTTASOTSIOGH«DTFINSDTWINDSDTODSDTQI
MU DT 106 e JOUT s JIN oKD TF s KSUR e KUM s KA s KLUSSs YSURsYOUT 4 DT DY

COMADN TSTOP G EVPCONIOMEGAIHMZsSPREADISIGMAT s SIGMAOLETADY s TVARI
COMANN TVARYaEVAr e RADTAIR s PSTaDERIVenAFDELsEPSILGJ

co

MMON (SO T eNaHBE TAe)AJMeDELCUNSV I Al 1) sUI( 6091)sDTT

COMMON R0 e HCaP «KM I X a R Xa JMIABsMIXEDs UMIX s KAREAsDATRADSATRAD(310)
COMAON B~xawWeCDaCTaB(HD) «S(RO) s AX(H60) sEX0(A0) s ARF sUU(6091)

co
o
co

MAON RIN(310) «TEIN(310)9CC(2N96092)+LCL(209310)sCUUT(20+310)
MAON CCT (200 310) «dAMIX(6G) o XINF(60) «QUTF (60) sMIXHIMM
MAON SJ=E (310) euRaY s SLUPE«VISCOSLAGTIM(310)

COMANN PAASOT(20) s PMASIN(Z0) sETINTRAC(20) yITR9ISTO» 15011502
COMMNN [STONG ISTOLeTHICKYaTHICK29 VOXLE(60420) 9D0(306) 480D (306)

Co
C Ki_NSS
C
C
TV
£ET
134
L
R
Ta
[
l
Ry
rS
T8
=
C PAIARO
FS
Fb
NE
()

MMON NLEVE (30R) o VUL shiweNDIET «Z9Z1+0DOUCeNGDET 9 DBOD
= 1 Fu~ LasORaTuryY USING rROHWER FORMULA.
2 Fu= FIFLY UsING KOnLE < FORMULA.
T FO< FIELD 1sIinG ROHAWER FORMULA

ARD = la0

=OTT=FLOaT ()

ET/0)7Ta

[
= R=FLJAT (1)
T~ = Tal(i+1)+wes(in(L+2)~TA(L+1)])

FT/n 1516

N
= R=rLUaT (L)

T = Sy (L+ 1) +r<# (SIGHL+2)=516GH({L+1))

= T(I14el)
= L7, 3=11a5Dh*|S
LT16€ ar2=20x]anlloN FJIr VAPOR PRESSURES IN MM HG.
Nl AFTSH[S=1an2[na%TS+] 3.0068

A {0 el =#Tu{R*TalR=-1.6216%¥TAIR+13.0068)
E%-Elt
) (1oe”0e7)) e LI5S

" u

o

~ i H
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CALCULATTON S rus _AmUSATI~Y USF =ROHWER FORMULA.
15 CHT = —rns e+ TS840 apPd Dk + o9 1 ¥ (TS=TAIR))

Fuvap = CAT#EviRCy

CUNITS OF waplaTIuw a2e Car/CMm=CM=in,

S = Da fnAnE =10 F(Talrivz2T3.1P) %44

YA = O, TArRE-]O H(273,16+TS)*+4=Av

Wwo= NN

P(AN) = EyAlR+<4D

FIXOUT = P 306)

PE TR

FIFLD aTiae wian sPhEkg [S In wm/5EC.

Ro= ET/0uT w00

I = &

W= Wl L+ D)+ (e=FLOAT (L)) *(WIND(L+2)-wIND(L+1))

FIFI De aTMOSPEHERTIC ~a)IATION IS INCLUDED AS AN INPUT TO PROGRAM,
R FT/70AT <40

L 8

Ab = aTwa(L+ )+ (K=FLUAT (L)) *(ATRKAD(L+2)-ATRAD(L+1))

WA = 1ol 398 7E=-r#(TS+273416) #%4~-A0aK

GO TO (1925 307 & LI5S

W o

CALCULATTON JF FI&(D cvardraTloy USING KOHLER FURMULA.
CVAPOR PRESSUSES [Nk,

NE = NDEZVTS0UAZ
FVAR = witgr +4CA-¥Je* T3+ 372, 0% (TS=TAIR)
FVAR = Ry 2200~ sTwir yAP

F3IN) = cvar+~24an)
FLXOUT = »{310) /a=f
RE TR

Cal.CULATTOw UF Flelu cVard=allON JSING ROHWER FORMULA.
IN CHT = =% (Ha)r + Ta#AdCwWHUE+ 209 ¢ 1 ¥ (TS~TAIR))

Fioo= D0 3yr+() 0] 4%y
FyAr = CHI#Fw=r vyl
P3N) = cvAZ+~Ly
FLXOOT = PLER)) /a~r
HETijn

(S

SURLOUT I TOUT (Y wTey T 1)

COMPUTFE wETLATE) ave<abe OF OQUTFLUWw TEMPERATURE.
USE COMPGTEN INSTE M oF olveN OuTFLOW RaTe FOR OYNT1e.

OGO

ATLL RE o=ral-~ Tedn JOJdT For NARRUN wWITHDORAWAL LAYERS.

HENCE « USE Sadk v THOG 70O CALCULATE Q@ IN S0TH YNT AND YNT1e.
CAalL.CHLATED TOuT =vy~NI/vall.

—

<7

COMMON T(aberl) skl (U)o« XL (AN) «A(BD) s TI(310)¢TA(310)SIGH(310)
COMAON FIN 0310 e I™NO(310)«DD(310) sWI(310)¢Q00(310) ¢P(50) oNPR
COUMMON 048X (7)) aUT1AX(2) sUTTLeDTTASDTSIGHGDTFINGDTFOUT«DTDDSDTQI
COoMMON DT e )Me )T o JINaKDIF eKSURIKUMeKQoKLOSSsYSURsYOUT 9 DT 9 DY
COMMON TOTUP e VrCONI AR AR ¢ SPREAD«STLMAT e SIGMADSETADY s TVARI
COMMOM JVari) e YaP o« AN TAIRePSIyUERIVeHAFDELYEPSIL vGJ

UNTITS OF oD [ATTON A~e aCal/M=M=pAaY,

COMANN Y =) T g JivernE TReiiadMe DELCONIV( 6091)9UI( 6001) oDTT

COMIOY e dC o e [ X oAl Re UVMIXa e MIXEDsQMIX s KAREASDATRADATRAD(310)
Coverin w2e v TYaCUsC e 60) S 6U)sEX( 60)sEXU( 60) »ARF4UQ( 6091)
COMIDY L ol (3 ) aTiN(310) 9CC(20a6092) sCCC(209310)+COUT(20+310)
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COMAON CCi(200 330 sLd Al X(60) o XINF{60) sOUTFL60) sMIXHsMM

COMMON SsF (310) s 3RV« SLOPE 4V ISCUSyLAGTIM(310)

COMMON P 4as0T (20) PAASIN(2O) oETsNTRAC(20) s ITR1STU IS0141IS02
COMMON TSTONSISTUL«THICKLsTHICKZ2yDUXLE(60420) s00(306) +BOD(306)
COMMON NLEVE (30A) s VOL s NWeNDET 2+ 21 s UDOCsNGUET s DHOD

YST = 040
YNTY = 0o
JIM = gm
M = M-

1f ({(A+ 1) /7/7=4/7) Se e
5 YMT = ]-b*(T(JM~J)*j(JN)*tXU(JM)*T(JM—lvl)*ﬁ(JM-l)*EXO(JM-l))
YNTT = 1 eS#(R(JNREXD(UM) +1 (Ji=1) FEXO (JM=1))
JiM = =)
1O YNT = ynNT+T (Lol )50y S EXO (1) =T {JUMs 1) #H (JUM) #EXO (JUM)
YMTT = YNTI+=(1)¥EX0 (L) =83 (JIM) #EXC (JUIM)
DO 20 1=24 4e 2
M = Jth4-y
YNT = YT +a, 08T (Je 1) %30 ) *EXD () +2. 05T (J+1ad) ®#8(J+1)#EXO(J+1)
PNOYNTT = YNNI Y4a 0¥ (J)#ELJ(J) +2. 0% (J+1)#*EXD(J+1)
YNT = yYrTstoy/ 3.1
YNTT = yAT1#0)Y/ 4,49
WE Ty
EnD

SUROIT | oe SPeEe ()

COMRUTATION UF VE~TLICAL AvD SOURCE aNU SInK VELOCITIES.

AL SGs COMPUTATINNG OF s ITHIRAWAL THICKNESS.

S Cr ar) SN VvELDCITIRS axrk aAsSuMeb TO AavE GAUSSIAN DISTRIBUTION.

VARTARIF yIDTA aCCOUNTED Fux 1.4 CALCULATIUNS 8Y ASSUMING EXP DISTRIBUTION.

FO~MULLA SF) ruR aL0TA 1S 8(Y) = B/¥%EXP (OMEGA#Y) .

APPOXTMATJON FORMLA (FUNCT PeOn) USEUD T EVALUATE PROBABILITY INTEGRAL.

COMMON T (mnDeZ2) arL{0D)) e XL (6B0) e {60) s TI(310)sTA(310)¢SIGH(310)
COMMOMN FIN(310) e v IND(310)eDO(310) QI (310)+Q0(310) 9P (50) 9NPR
COMMON UDALX (2) s UIMAR(2) sUTTLeUTTAIDTSIGHDTFINSDTFOUTDTDDSDTQI
COMANN DT b e JVMa JOUT o JINGKIIF aKSUR e KO e KW e KLUSSsYSURsYOQUT DT 40DY
COMMON, TSTOP e VPCONsUMEUGAeZ o SPREAD ¢« SIOMAT +SIGMAGYETADY s TVARI
COMMON TVARD «E VAR owADs TAINePSTeDERLIVeHAFDFLWEPSIL»GJ
COMMNN Y HOT enfuebETANAIMeUELCONIV( 609 1) sUI( 6091)9DTT
COMMON ~HO eHC AR e KM A e[ X s JAL XS ¢MIXED«QMIX s KAREASUATRADZATRAD(310)
COMMON L~y s INUYoaCUueClarns( nUY St 60)sEX( 60) sEXO( 60) s ARFHUG( 6091)
COMAON DINCALD) «FINC310) oCC{2PNeb0e2) sCCC(209310)COUT(20+310)
COMMON CCT(20« 310) 92 34TX(R0) « XINF(60) sOUTF (60) sMIXH9MM
COMMON S J~F (31)) «uraVeSLOPE«VISCUSLAGTIM(310)
COMMON PVMASDT(20) 9P A4S IN(21) o ToNTRAC(20) «ITRy [STO» 150141502
COMMONY 1STONSISTOLoTHICKLaTAHICKZ2eD0XLE(6(920) sDO(306) +BOD(306)
COMMNOY WLEVE(30mn) gVOL sNweNDET e Z 921« DDUCeNGDET s DB0D

C CvpUuTe w Trwanal THICANESD.

C NOTF THAT ONLY HalLF Trik wITHO~awal TrICKNESS IS COMPUTEU.

NDERTY = (T CJOuT+ia1)=T(JUUT=1el))/2.0/70Y
C CwITFRION FO~ EXISTANCE OF A wlTHURAWAL LAYER.
IF(NERIV=0.001) 2e24¢5H
? JOUuTiz=Jindis+?
Do 200 J=JidTled
TF((T I+ e l)=T(Jal))/ur=ati0l) 20092029202
200 COMTIut

oo e

]
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_CI(‘.'AA!'):]’)().()-;(-!)Y
G TO »
P02 HAFOFEL=FLIAT (J=JOUuT)*ay
STGMau=HAF DEL /SP<EAD
(+() Tty &
C APPWOXTMATING FO=<Ah & USEy FOR DENSITY IS RHO=1.0-0.00000663%#(T-4.0)%##2,
S OFEPSILT 2ed#* (T IUT e 1) =4e0)/(151000.0-(T(JOUT91)=4.0)##2)#DERIV
GO TO (341} s KM
C CALCULATION OF J4lTAu~aWaL THICKANESS USING KAO FOKMULA.
1 QPUW = (QuUT () +0UT (N+1) ) #0.5/3(JOUT)
HAFDFL, = OEL CONRSORT (1PUwW) ZJEPSIL®*#0e25
GO TO 4
C CALCULATIONW OF wiTHD~awAL THICKNESS USING KUH FURMULA.
A RAFDEL = UELCON/EPSIL#%0,1666667
4 SIGMAD = AAFUEL/SH=EAD
ITF(SIHAY) 30043009301
300 SIGUAAN=1 N
301 CONTINuUR
~ TVAROD = ~zo.0%5T5Map#sToMAU
OMSOS) = SIGMAP*SIOMad*OMEGA
C FIRST COmMPyYTe Max 4w yelJdCITIFSe THEN OTHEKS,.
7 XXT = PrRUAIYSOTCEL(JIN)+P(31)«SIOMAL)
XX0 = PRIA(YSDTaYOUT+OMS0SD) e STOMAQ)
GO T (He]l])e KAPEA
ABOTE (YSUR=YOUT=2.53%35154a0) 1501599
Q JF AYDQUT=YROT=2,53%«S5T5MAa0) 19910910
10 UOMAX (1) = QOUTIN) /ST H>MAO*CO
GO TO 2y
11 CO = P(32)#FxP (=P {(33)%*STOMAD*STIOGMAD-P (34))
19 X0 = COH/SIGMADZ(PRO(EL (JM) ¢ YOUT+OM50SQ¢STIGMAQ) -XX0)
UOMAX (1) = DT (N) %X
GO TO (25« 35) «<akra
PS5 IF AFLA(IM) =EL (JIN) =2e94%516MA1) 354354930

30 UImax (1) = Ol /75154A1+#C1T
GO TN Ly
35 IF(JM=JiN) 4NeGlegl

L THIS IS THE UNTFO=M VELOCITY DISTRIBUTION IF THE FLOW IS SURFACE FLOW
C ISTO IS Trb NUAsESR OF OrlU POINTS BELOW SURFACE INTO wHICH FLOW wWILL ENTER
40N ISTN=THICK1/DY=t)a5
ISTON= jMm=[STO=-1
DO 709 [=1«1STNN
700 UI(lel)=0o
ISTOI=ISTUN+ L
DO 7n] I=I1STOl«JM
UI(T«1)=QININ) Z(I5TO+e5)/0Y/3(1) #(1la0+RMIX)
01 CONT INUE
GO Tu s
41 CI = P(3S)#EXP(~EL(JIN) #OMELA)
P(P?2) = SIGMATI/CI
45 XTI = Cl/SIGMATZ(PROBIEL(JM) «bL (JINY+P(31) «SIGMAL)=-XXI)
UIMAX (1) = QIN(N)*X]
50 GO TO (52+H1)e KM[x
81 UIMAX(]) = DIMAX(]1)#(1e0+RM]IX)
YY = QIN(N)#*RATR/P(25)
77 = Qxix/P(29)
57 SAN = S1G4AQ/CO
C COMPUTF vF2TICAL ADVECTIVE VELOCLTY AND SOURCE VELOCITY.
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U 70 =] )¢
XU = SAQ#(PROs(EL (J) « YOUT+0OMS05QeS16MAQ) =X X0)
IF CUM=01N) 7036703956

5h XT = P(22)# (PROMU(EL (I} yEL(JIN) +P(31) +sSIOGMATL) =-XX1)
I = TAgS(JU=-JInN)+1]
UT(Jel) = UIMAX(LI¥*EXL])

703 CONT INUE

10 CONT InNUE

C COMPUTE EXPONENTIAL PART OF SINK VELOCITY FOR USE IN SuUb TOUT AND FUNCT UQ.
TF (UmM=2%J0UT+1) 75975480

75 LUP = JudT-1

LN = JM=J0OUT

IS = =1
GO TO »ny

A0 LUP = JM=J0UT
LON = JudT-1
IS = 1

RS EXN(JOUT) = 1.0
0 100 1=1l.L1P
J o= J0Tepss]
ARG = S([+1)Y/Tvary)
IF (ARG=2N4,0) H47e49489
R7 EXDN(J) = 2XP(=1A70)
GO T i
9 FXI{J)=0.0
Y0 IF (T-LiN) 91e919100
91 JJd = JauT-15%]
EXO()I) = Exu(h)
100 CONTINUE
IF U IvM=JIN) 70547029706
ns 1S02=J~»=1~10
1€N1=1%12-1
U0 710 U=1a1501
7110 O Jel) =00MLA0L) e X))
DO 7172 d=isTule M
UG 1e 1) =JOMAX (1) ¥ x0)( J))
11? CONT INUE
1064 B30 3A J=le v
GO TO (31432)4KM]IX 4
32 TF(J=Uv1x=s) 3133433
33 QOUMIXx () =0ININ)*RAT X/ (MIKED+])
HO()e 1) =00¥IX{))/3(J)/70Y
TF( JabaedA) JN(JMe 1) =20#U0(Js 1)
GO TO 36
31 U0 Jel)=eD
36 UU(Jel)=UO (e )y +UJuMAX (1) ¥EXD(J)
/11 CONT VUt
Vilel)=tiel)
V(2 )= (UT(lal)=Ul(lel))¥3()¥0Y/(A(L)+A(2))
JMX =M+ ]
NO SN J= 3« M4
VI (Jdel)=(V(Jm=lel)¥(A(J=2)+A(J=1))/2.0+(ULI{J=1s1)~UD(J=1+1))¥B(J=-1)
1LY/ (al))+a (-1} )% 2y
506 COMT [t
PE Tk
Fro
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SURROUT e AavE= (™)

C PFE=FQOPYS CONVECTLIVE MIXING UF SURFACE LAYERS.

10
20

an

COMMOMN 1 (RN e2) ar i (B0) o XL (AN) oa{hU) o TI(310)«1A(310) 9SIGH(310)
COMANN F I (31D)Y a4l (310) oD (310) eI (310)+Q0(310) P (50) ¢NPR
COMMON i) 4Lx (21 o) aX (2) sUTTLeDTTAUTSIGHeDTFINsUTWINDsDTOD$DTWI
COMMUN DT e J4e i duT a JItigKDIF sk SURsROHeKWaKLOSSs YSURsYOUT s DT DY
COMANNY TSTOR e ryPCUrNsUMC GRS/ e SPREADsSTIOMAL 9 SIGMAOSETADY s TVARI
COMANN TYLROebE VAP s AU s TAIRePSEoDERIVeAAFDELsEPSILYOJ

COMMON Y2 T aNerE TAaDASMAe DELCONSV( 6091)sUI( 6091)9DTT

COMMON ) e HC AP ¢ KMl X g <Y I X e JMIXBeMIXED s OMI X s KAREASUATRAD9 ATRAD(310)
COMM A BRa v [WNDYaCD)aCLem( AN) S B0)eEXA( HBN)sEXO( 60) s ARFUO( 6091)
COMADN 3TN E3ILH) «TENC3L0)Y 9sCC(2006042) e LCCC(20e310)9COUT(204310)
COMAON CLT (200 310) 9 d)aTX(00) « XINF (AQ) sOUTF (60) ¢+ MIXHIMM

CoMMANY SJtrr (319) ewu~aVeSLOFEsVISCOSsLAGTIM(310)

CoMMOrE P AasOT (P0) o PMASTN(PO) sETeNTRAC(Z20) o ITRsISTO9IS01+1502
COMANR TS T 0N e ISTOL«THICKL o THICKZsUDOXLE (K09 20) sLD(306),B80D(306)
COMMAON LEVE (3VA) s VUL e MWINUET 929714 000CeNGOETsDROD

DIMENSTON vV (6D) s v (0U) ewrl(20) o TT(AHU) sAA(OD) o XXL(60)+C3(60)
Avli=d.0

AyP=0,0

MM = M- |

NO 5 TI=1en

J=JA-T1+1]

JJd=J~]

TF{T{Jad=T(J3e1)) bele/

CONT T9Ur

JR()=2) r~arey

T2 1) =T (2 ) =*A(2)+T(1lal)#*A(1)/2.0)/7(A(2)+A(]1)/2.0)
Tileal)=T{2el)

-0y TO 7

BN K=1e)J

KJ=Jd+1-K

KJJd=KJ=1

IF(UM=KJ) Za/e3

FLC=N,.%

GO TO &

FAC=1.0

AVI=AVI+ (K Jyel)sn(ng)tal

AVP=AV 2+ A (K J) b A

TAV=AVY /a0

IF(TAV-T(KJJel)) [0 ear’0eri)

CONT Imiiie

TE(daF g d) ] xm=x

N AN | =< j..)

T(Lel)=lavy

AVI=0.0

Ay2P=0 .0

COMT U

HE TR

£

F“"(\.TIW J—-'}:“,(Yt\’d'\/nwl-‘_))

-242-



C COMPUTFS awra e 2 auxvMAL ERwi< Cuxve 3Y <RaTIONAL APPROXIMATION.
XX = (Y=Yuv)/Sln
Xo= A4S (xx)
IF(X=10e00) Llaler
X=10,0
1 xT Lot/ (1euy+tNy 3370 T%N)
XA FAR{=X®A/ 20 )% 43949423
X 4 XKAFLO o4 30 mant AT, 1201 070%XTHXT+0e93729Y8%XTHE3)
I+ (XX) ~ebeln
PrOAd = X34
HE TR
10 PrNR = | ,n=x1q
HE TV ¢
FuD

o

N

FoyNvoTIorr 111 60N

C COMPUTH THFL ) Tr2r <A TU~o FROA RFay I VALUES.

C LINFAY TuT=w=20l 2T 1 )M srlweeiy <Al IN VALUJES.
COMANN [ (D eZ) an L (EFQ) e XL (6D) ¢A(H0) 9 TI(310)¢TA(310)+SIGH(310)
COVADE F I3 o tdu{310) e (310) 9wl (310)+Q0¢310)4P(50) oNPR
COMAY YIYGLx { ) o ax{(2) eDTTIoUTTAUTHIOHWUTFINSDTWINDSDTUDDTQI
COMAON DT 1) e e JDJT s JLiteKDIF ¢ KSUR KUMKW e KLUSSeYSUReYQUT eDT DY
COMMON TSTP e vPCUNS D IEGAe=47 e SPREAD ¢ SIGMAT «SIGMAOQSETADY s TVARI
CUMADN TV i=De b VAR s HAD S TAIRWPSIyDERIVeHAFDELSERPSIL yGJ
COMMOM ()T eniierdh TasDAJMDELCUNSVE AN 1) sUI (L 6091)sDTT
COMAN w1 e 4002 e Al X e X [ X e IMIASeMIXED«QMIX s KAREAsDATRADSATRAD(310)
COYNN axa JNIYACUSClan( A S 60)sEX( 60)sEX0( 60)9sARFSUQ( 60s1)
CUAMON vt 313 e T (310) 9CC(20ehDe2) s CCLI209310)9COUT(209310)
COMANN CLT (200 310) wiie [ X (A1) o X INF (60) sQUTF (60) sMI XHMM
COMMON S J=F (3101) oAV eSLOPE «VISCUSe LAGTIM(310)
COMMuA PAAS)T (270) o A5 EN(20) st TenTHAC(2U) e 1TR9ISTO9 150141502
COMAON I5T )N ST LeTHICKLeTHICKZsDOXLE (50e20)s00(306) 980D(306)
COMMOY NLEVE (309) s VUL s ™MW eid)ETeZe 1 «UDUCHsNGLDET s US00

ET=ATT#FLOET (1)

ko= ET/70TT

L = ~

R = w=rFi Tl (L)

TTIH=T I (v 1y +==2® (T (L+2)=TI(L+1))
KETV?

Fraly

FUMCTION FLa Ll d(N)

C COVPUTF INCOYMTNG SIiax <adlaTloN FROM REAL IN VALUES.

C REAT 1N VALU=Z s Trealbku AS 4 STERP FUNCTIOW.
COMMOY [ (miial) sr L (ru) s A (AG) sA(AY) o« TI(310) e TA(I10)9SIGH(310)
COMANN FINC3I0) e {310) 90D (310) 901 (310)+U0(310) 9P (50) sNPR
COMADN UDAax () sULAX(2) sDTTLsUTTAsOTSIOHDTFINSDTWINDsDTODSDTUI
COMAOW LT e e J3UT o JLNeRKDTF ¢KSURGKUMsKQeKLOSSs YSUReYOUT s DT 4 DY
COMANN FoTUP s VPCINMe A 0l ern /2 ySPREADISIOMAT«SIGMAQLTADY s TVARI
COMMOS TVR~O0abVar srhelnlrePSleDERIVeHAFDELIEPSIL LY
CUMANY YO T eviasSt (a0 vis DELCONSV( 60el) olJI( 6Us1)sOTT
CoMAaNy <A4)eHACA2 e AL R et I e JU X359 MIXED UM X
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FT=0TT=FLOAT ()

o= FT/0TRLS
L= @

FuxTn = FIN(L*+1D)
PE TR

[OSIAl

FUNCTION QTN (M)

C COMPUTF TNFLIw <24aTk FROM KREAD [N VALUES.

C READ Ty vALUES TwraTreo as A STER FUNCTION.
COMMON T(AN«2)Y sEL (6U) axL(AN) sA(B0)aTL(310)¢sTA(310)¢SIGH(310)
COMMOM FINCSL0Y awlnD (310) «J0(310)+Q1(310)+Q00(310) +P(50) sNPR
COMADN IIVMAYX (2) «UIMAX(2) oDTTIoUTTASDTSIOGH«DTFINsDTWINDsDTODs DT
COMAIN, e d e JOUT s JIMaKILIF s KSUKsKOH s Ko KLOSSy YSURYOUT DT DY
COMMOY TSTOR e EVFC N eNDAFLAeSZ e SPREAD«SIOMAT 9+ SIGMADSETADY s TVARI
COMAON TVARIEVAR s A) s TAIR e PSTvDERIVeHAFDELIEPSILYGY
COMMON Y A0T ¢ uMaHE Tae JAJVMqUELCONGV( 6091)sUI( AD9 1) 9OTT
COMMANN ) o HCAP e K AT R e A [ Xa JMIiXBeMIXED s OMI X
FT=0TT#FLOAT ()
R = FTrs7uTqd
L = w
GEIN=IT(L+1)
RE TR
ErnD

FUMCTION JOUT (=)

C CoMPUTF OUTridw w2ale FrRui READ IN VALUES.

C WEAD IN VAI UES TREATED AS 4 STEP FUNCTIUW,.
COMMON F{n(eZ2) st (nD) XL (60 e A{A0) e TI(310)eTA(310)¢SIGH{310)
CovMadw FINT3LO)Y o lwuC310) aDU(310) eI (310)+Q0(310) P (S0) oNPR
COMMON UDYMAX(2) «UIMAX(2) e DTTLaDTTADTSIGH«DTFINSDTFOUT¢DTODDTVI
COMMON DT WU e JMeJDUT ¢ JINSKDIF e hSURGKOHsKQeKLUSSeYSURsYOUTsDT DY
COUMONY TSTOP 9 VPCUNS U AEGA 93/ 9 SPREADISIOMAT o SIGMAOSETADY s TVARI
COMANN TVarder VAP ¢ =AD)eTAIRePSTsDERIVIHAFUELSEPSIL 26U
COMAO L YH0T oo ~ETASDAIMeDELCONIV( ADe1)sUI{ 60e1)+DTT
COMANE Re(QerdCaP e K AL Ko RMIAs JMIXBeMIXED$QIMIX
ET=D0TT#FL0aT ()
K = ET/70T90
L = =
QOUT = WolL+1)
ME T e
E[\If)

FUMOCTEine Ot e )
C COvPUTE OTFF )5 [viTy Fwid Rbay [N VALUES.
C AMY ASSiFy va~TaTioN OF THe OIFFUSIVITY MAY RE PROGRAMMED IN THIS FUNCTION
C HE=E o a COuSTanT vaiUe OF U 1S ASSUMEL.
COMAL T (1 a2) kL (AU) 9 XL(AN) o (60) 9 TL(310)«TA(310)9SIGH(310)
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OV
C oMt
(N OL EXISIN]
COM A0y
CuMmOy
COMRO
COoMAON

FLINC3L0) el INO(310) «DD(310) eI (310)30(310)9P(50) sNPR

U ALK (2) aiNax{2) sDTTIeOTTAYDTSIOHSDTFINSDTFOUTyOTDDSDTQI
DT I0 e 1adIUT o JINeKIDIF o KSURSKOAIKQeKLOSS s YSURSYOUT 9 DT DY
TRTOP e VFC I IaUAE 1A ¢ 47 ¢ SPREAUSSIGMAT s STIGMAQIETAUY« TVARI
TvarDer VAR ¢ Al e TAIRyPSI yDERIVIHAFOELsEPSILGJ

THOT e e TAsNAIMeDELCONIV L S0 1) eI ALY DTT

W) g HC AR g KM X e mvM I X e UMIXH e Al XED s QM X

G = Di(l)

FETHR
END

SU=ROUTINE XX (N)
C CALCULATION OF COMPOSEITION OF INFLOw

COMMON
COAAON
cConrnN
COMMIn
COM4OY
COMVON
COMMIN
COvny
COMIANY)
COMMON
COMOy
C(IM\M}N
COM ANy
COoMMN oy
COoMMOM

Tlahe2) st (A0) o XL (HD) s A(H0) +sTI(310)sTA(310)+SIGH(310)
FINCILO) «w IND (310 «DD(310)+Q1(310)9Q0(310)sP(50) ¢NPR
UOAAX{2) eULHMAX(Z2) oDTTLeDTTAGNDTSIGHDTFINSDTWINDsDTDDSDTQI
DTN e J4e JOUT e JINaKOTF o KSUR s K UHs KW e KLUSS e YSURYOUT s DT« DY
TSTOPGEVECUN ML GAIHZ e SPYEAD 9 STIOUMAT s STIOMAOWETADY s TVARI
TVAHO-tVAP,HAooTAIRoPSIthRIvoHAFQEL,EPSIL,bJ

Y40T e videmE faeDAIADELCONSIV 6091)2UI( 60s1)9sDTT

~ 40 ¢ HCAR ¢ KA X g <M X g JMIXBeMIXEDsUMIX s KAREASDATRADSATRAD(310)
Aew INUYaCUCLan( 6N) ST 60)eEXL 60) sEXC( 60) s ARF4UO( 6041)
DINE3I0Y «TINEILD) «CCL200H042) +LCL(209310)sCOUTI(200310)
CCT(20431L0) «gdMLA(H0) ¢ XINF (60) «OUTF (60) ¢« MIXHneMM

SIRF (310) « o)AV eSLUPE 9 VISCUS LAOGTIM(310)

HAASOT(20) gFPAASTIN(Z20) oETeNTRAC(20) s LTReISTO9IS0O191S02
ISTONGISTOLsTHICK Ly THICKZ+DUXLE(H60+420)500(306) s80D(306)
NLEVE (306) s VUL e NN oaNDET e 2921 e0D0CeNGDETSUBOD

XQ=W[r(g) = (] ,0+P4{x)
IF (£JerlyeideN) GO TO A
JMTXR= M=l XE1)

JMM= j— )

GO TO (390«301) «NbUET
C RULSE TaJUrCTION CALCULAT IO,
300 TF(4n) 110104110109 11011

11011 CONT Tt
[0 ] A=) eM'4

21
o
°4
1
11910
B
7
]
Il
4
L‘
21

Yiz=0,0

DO 2 Iz=Jvlx-te i
YUsYi+Quuw i (1) #CC(Melel)
CONT INIIE
CCC(2eN) =Y 3/ X0)
CONMT Flair

IF (N=ais)  [e]9r
NX =40

GO TO

X =M

GO 3 I=19 X

b M=ENF [~ v )
IF (N=(NLM+LAGTIMNL®) ) ) 3a11e3

IF (+14)
() 30

40 30l

‘:1-1T~<

[F (Mt M= T 6Ci1)) 30 e 3D
CCC (Ma i) =0T (LM /0] +YR/XY
CONT ThR
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30

U D0
inl

r7o0n

173334

17337
1247

15001

180060

CONT Traue

CUNT ITtUE

CONTINUE

FETURY

ROND CALCoLeTiiive

MMz P

YO=IOMTA( W)Y #CC(LedMal)
YRAOA=DOY LX (M) #CC(2edMe })

10 17900 J=MI X4 J9YM

Yo=Y+ (J)#*CClleJel)
YOO=YQI+LC(PeJe 1) #QUMLX(J)

CCC(loem) =Y/ X0

CCC(PaN)=YNI/KD

IF (N=Ar) 1 /3321733217333

NX=/0

GO TO Yea?

NX ="

CONT TNUE

O 1RO00 [=)enX

N M=N+ 1~

TFAN=(NLV+LAGT I (LMY ) ) 18000418001 618000
CCC LMY =CCCELanN) +0IINCNLM) *YDU(NLM) /XQ
CCC2aN)=CCCHPan) +0 T (NLM) #8300 (NLM) 7/ XQ
CONT Tur

RETUw™

EtD

SURROUT LR SPECal (V)

C CALCHILATTIUY 9F DISTRIBUTION UF SPECIFIEUL INPUTS

ol

COMMON T (o0 al) et (AU) o XL (60) eA(B0) ¢ TI(310)sTA(310)+SIGH(310)
COMMON K IN(3L10) « v I (310) «DD(310) oG (310)+Q0(310) +P (50) oNPR
COMMON UOMAR (2) « UL MAX(2) ¢DTTLaDTTASDTSIOH«DTFINSDTWINDeDTODSDTQI
COMMON DTNOeIMe JOUT o JIiveKDIF e XSURKIKOHIKQeKLUOSSes YSURSYOUT DT DY
COMAON TSTOR e YRCONeUVME AR,y SPREAD¢SIGMAT o SIOGMAOETADY s TVARI
COMANN TVYA<Der VAP sk e TAINPSTsUERIVeHAFDELIEPSILsOJ

COMMON Y3UT e nuNeSETAsDaIMeDELCONSV ( H60e1)9UIT( 6091) sOTT

COMMON AU e HCAR ¢ X I A s tMIX e UM X3eMIXLD o WMIX s KAREASDATRADATRAD(310)
COMMON av e TNDYeCOsLILar( 6N0)aS( 60) sEX( 60) ¢sEXU( 60) s ARF2UO( 6091)
COMANN T EI10) o TEINT310) ¢CC(2046U0s2) «+CCLC(204310)¢COUT(20+310)
COMMNIE CCTI (20431 u) s3I X(AN) « XINF (60) sOUTF (60) ¢ MIXHsMM

COMMO Y SUPF (3117) ooy e SLUPE «VISCOSHLAGTIM(310)

COMMON wAS0T (20) aPmA>IN(20) s ToNTRAC(Z20) s ITRy ISTO» 150151502
COMANN TSTONSISTOLeTRICK1eaTHICK2 e DUXLE(HD920) sD0(306) 480D(306)
COMMON NLEVZ (3N5) s VOL e NN eNDET o/ 9721+ DDUCINGDET »DOBOD s JEUP

COMMON D IND eNHRTD

J(»AM:JM..]

00 1 I=¢eJduv

IF (Y (Tal)) Pelas

OUTF (LY =0 (Lal) = (1) =0Y=V{Le 1) *(A(I)+A(I~1))/2.0)#DT

XISF (D) ==y (I+1el)>(A(L)+A(I+1))/2.0%DT

CONT TIUE

GG T

OUTEF (I = o the 1) ¥ (L) #0OY 4V ([+1s 1) (ACLY+A(I+1))/72.0)%#0T
XIWFAI)=vilal)#(A(L)+a(l=1))/2e0%DT
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A3 CONMT [nUE
1T CONT [ yUE

SE (M) 130104110100 01011
11011 COMT INyE

“O 53 M= ] o MM

00 51 j=Pe My
/33 COMSTI=0.0

CONST2=0,.D

GO TN (/Z213a7112) «MO0NETY
1172 IF (D =Jeur) T721L1e721147212
(212 CONSTI=0D.N

CONST?2=041

GO TO 7213
7211 IF(M=Y) [3ne73he?37
/36 CONST1=¢

COMNSTP=/1

GO TO T35
/37 CONST L =7

CONSTZ2=0.9
/35 CONT [ i)k
/213 CONTIMUC

IF(V(Iel))bhaemnae?

A~ TF(VIT+1el)) 2Ne20e21
20 CC(ala?)=(CCA9Ta1)®A(])*DY=QUTF(I)#CC(MeI9})+CCC(MgN)#UI(I9l)*

IDTHACL) #OY+XINFAI)#CC(MeI+1a1))/A(1) /UY=CONST1I#CC(2s141)#DT
GO TO %

Pl CCaTla2)=(CC(Maa ) %A(I)H#UY=0UTHF (1) *CC(MyI91)+CCC(MyN)FUTI(I91)%
1OT#R 0y e x INF L) #CC e fy1)) /0 (L)/UY =CONSTI*CC(29191)%DT
GN TO -

T IF(/(I+1s1)) P2e22e23

PR CC(21aTa2)=(CC{ e La AL ¥DY=0QUTF(I)FCC(MasIal)+CCC(MyNI#UTI(To1)#*
1DT#3(TY 40y +XxINF (1) #CC(Mel=191)) /A1) /0Y =~CONSTI#CC(291s1)#DT
GO TO =

2P CC(Malea)=(CC(Mals 1)*A(I)*NY=UD(Is1)#*3 (1) *DYH*DTH#LCC(My1s1)
1=V (T+1al)#(ACD)+A(I+1))/20%DTH#CC(MoI+1e1)+CCC(MeN)#UI(Ls])*
IDT* (1) %oy + X IMF (L) *CC(MeI=191)) /A1) /DY —CONSTLI®*CC(251+1)#DT

) IF (CC(Mele?2) =tialE=30) S0eo50951
S50 CCiaafla) =040
1 CONT TMuJE

C CaALCULATION 9N SuU-FACe tavYbr,
GO TO (47364724) 6 OUET
424 J=Jv
NOSA=14,47T7H=11a 39579%T(Je 1) +0.0043%(T(Je])#%2)
CONSTI=U0 a0
IF (M=1) 453954453924 4DH96
45KGS COMST 2=/
GO TH 4or37
45H9A CONST?2=0.0
45897 CONTINUK
423 CONT JTNvde
IF(V(JYel)) 9edglu
G CC{MeJie )= (CC(MaIdMel)#A(IM)HDY/240=(U0(IMe 1) #8(IM) #DY/2.0%#CC(My UM
1-1)-CCC(W9N)*UI(JM.L)*ﬁ(JM)*UY/E.O—V(JMo1)*(A(JM)+A(JM-1))/2.0“
PCC(MeJMal))#DT) /A (IM) /UYH 20 ~CONST1#CC(29sIMs 1) #DT
7 +CONSTZ2¥ (DOSA~CC(1eJdMe 1)) *DT
GO T V)
16 CC(MaU™a2)=(CC(MyJMg 1) %4 (JIM)*DY/2e0= (U0 (IMs 1) #B(IM) *DY/2,0%CC(MyIM
191)=CCCIMaNYH L (g 1) ¥R (IM)#DY/2e 0=V (M 1) # (A(IM) +A(IM=1)) /2, 0%
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1CC(Me Ji=1a 1)) #0T) /0 (JM) Z7DY#2.0 =CONSTLI#CC(29JIMs 1) #DT
2 +CONSTZ% (NDSA-CC(1ed1al)) 0T
i1 GO TO (16555+:7655n) s NUDET
T655F TriM=1) THA9574705574 755338
76557 C0O~ST1=/
CONSTZ2=/1
GO TO 76555
{656% CONST1=/
CONST2=0.0
C CALCUOLATION DN BOTTOM LAYER.
76555 T1F(VI(2+41))129172413
17 CC(Mala)=(CC{Malal)®*al(l)#DY/2.0=(U0(1el)#B(1)#DY/2.0%CC(M9ls]l)~
ICCC(Mar) #uT (1al)#3(1)H*DY/2e04V(201)#(A(1)+A(2))/2.0%CC(M9241))%DT)
P/RLLYZ0Y /G e =CONSTLI#CC (2191 #0T
G TN &
13 CC{Mele2)={CC(*ealsl)¥*A(1)¥DY/2.0=(UD(1s1)#B(1)*0OY/240%CC(M9ls])~
ICCC(MeN) ¥ T (1 1) *B3 (1) F*UY/2e0+V(2e¢1)#(A(1)+A(2))/2.0%CC(My1s1))#DT)
2/8 (1) /DY%240 <CONSTLIHCC(29191)%DT
4 CONTINUE
IF(CC(MadMa2)=NelE=30) 54954455

5S4 CC(Ma Me2) =040
o o) CONT INuE
IF (CC(Msle2) ~UalbE=30) H2+¢52¢53
52 CC(Malel)=04l)
93 CONT INuE

11010 COMTINUE
GO TO (75309 7537) oNGDET
71537 DO 3547 J=)eJdM
DUSA= 14447 7TA=043579#T (Js2) +0.0043% (T (Je2) ##2)
TE(CC(1leJdo?2)) 3099¢369943655
3699 CC(leJa2)=ti,
GO TO 3924/
3655 IF(CC{leda?) =USA) 354743547+ 3549
3542 CClladeZ) =135
3547 CUMTIUF
C  SyYWRFACKF ASSJPTIUN FUR DU,
GO T (1258741729854 7536) ¢ NB0UND
LPSHT7 DO 79936 J=JEUP . J4
DOSA= 4, 67759=0a 3979%T (Je2) +0.00438 (T (Je2) #32)
799A5 CCtladerg)=li05SA
GO T 2955y
125882 KCALLC=JM=59T0)
U 1 758Rr J=kCALC UM
DOSA=164.64770~10 4 35/9%T (Ja2) +0.,0043% (T (Je2) ##2)
17588 CC{laJer) =10SA
12589 CONTIyE
7536 CONTI~UE
FETIIR
Exn

SURRQUT INE SPECAV (N)

L AVeRAGING OF SPECIFIdy MAaTERLIAL 1IN MIXED LAYERS
COMMON T{nle2) abL{mN) s XL(60) «A(HA0) 9 TI(310)+TA(310)9SIGH(310)
COMMIN FIN(310) anlnND(310) eDU(310)eQL(310)9QU(310) P (50) oNPR
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11011

c no
1537

3A99

3655
354R
3547
1536
1inle

COMMQ)
CUMMON
CoOMANN
COMMNOy
Comvnn
COMMOIY
COMvoN
COMMON
COMMON
COMMODN
coMMON
COMMON
COMMY

DB X (2) sULAAR(2) s DTTIsUTTASUTSIGHSDTFINSDTWINDIOTDDSDTQI
DT IO e IMeJUOUT s JINGKDIF o KSURSKOHIKG e KLOSS s YSURYOUT $DT 9 DY
TSTUPSEVHFCUNIOMEGACHZ «SPREAUISIGMAT s SIGMAQWETADY s TVARI
TVarRO s EVAP ¢ XAU s TAIR «PSTsDERIVeHAFDFELsERPSIL s GJ

YSOT oNNeBSETAsDAIMeDELCONSV { 6Uel)alUI( 6091)sDTT

A e HUAL e KA X e M X e JMI X eMIXEDsUMIX s KAREASDATRADSATRAD(310)
Aew INDY«CUSCT ot l 60)95S( 60)sEX( 60)sEXU( 60) s ARFsUD( 6091)
WINC31D) «TINC310) «CC(L2046092)sCCCL2093)10)sCOUT(205310)
CCT(204310)+QdQMIX{60) sXINF (60)9UUTF (60) sMIXH MM

SIRF (310) «ORAV e SLOPE o VISCOSSLAGTIM(310)

PMASOT (20) o PMASIN(Z0) oEToNTRAC(20) « fTR9ISTOs 150191502
ISTONSISTOL«TAICKLIsTHICK2sDOXLE (6020) s00(306) 980D(306)
NLEVE C306) s VOL s NWeNDET s 2921« DDOCHaNGDET 4 DBOD

IMT XH= M= ] XH+ ]

JTF (M™)

T10I0« 1101041101 ¢

CONT I'yur

iy ] M=
xCC=0.0

XA=9,0

1 o aM

IMM= M~ |

DG 2 J=

IV XHe MM

XCC=CCMaJo?)#A(J)#*DY+XCC
XA=XA+A(J)#)Y
XCC=XCL+CC (Mo Mo 2) #A(UM)#DY /2.0
XA=XA+A (M) #DY /e

O 3 I=
CC(MaTw

I X4
A2)= xCC/xA

CONT INUE

60 TO

(75364 79537) snGUET

CALC''LATIONS,

NO 3547 J=JYl X+« I
DUSA=1a.4776-O.sb/yﬁf(J;2)+O.0045*(T(J92)**2)
IFICC(leJs?)) 39943699+ 3655

CC(1eda2)=0)s

GO TO

Isa?

JIF(CC(]eJde2)=U01SA) 3547435473548

CClleJa

2)=D0s5Aa

CONT IMUE
COMT iNUE
CONT INUE

RETURN
FND

SURROUT [ WK SPECOT (N)
L PROPORTION

COMMON
COMMNN
COMMON
COMMON
CuMANN
COMMON
COMMON
COMMON
COMAON
COMVON

OF SPECIFIED INFLOWS IN QUTFLOWS

T(ADP) sEL(B0) s XL (H0) s A(H0) «TI(310)+sTA(310)9SIGH(310)

FINC3L0O) o INO (310) N (310) QI (310)4Q0(310) 4P (50) oNPR

LOMAX (2) «ULIMAX (2) eNTTL1sUTTAUTSIOHDTFINSDTWINDsDTODSOTQI

DTQD e IMe JOUT s J1ivaKDIF CKSURSKOAIKWeKLOSS s YSUReYOUT 9 DT DY

TSTOPsEVPCUNSsUME GAeHZ « SPREAUY SLIOMAT s SIGMAOSETADY s TVARI

TVAHO.EVAD-PAUy1AIRqDSI90tRIV9HAFOEL9prIL9bJ

YHOT aNMaRE TAeDAIMaDELCUNSV ( 609 1) 9T 6091)sDTT

k) e HCEP eKAT X g ¥ A] X e JAIXH e 4IXEUIQMIX s KAREASDATKAD9ATRAD(310)

A e d [NDYsCIaClas( nit)aS( 00)e Xl 60) X0 60) e ARFUO( 6091)

QINC3LIO) o TUINCIL0) o CC(20eH0e) s CCC(P209310)sCOUT(204310)
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11011

21

10

COMADN CLT(200310) ¢ddALIX(H0) s XINF (60) sOQUTF (60) sMIXHIMM

COMMON SURF (310) ¢ 0RAVeSLOPE«VISCOS«LAGTIM(310)

COMMON PYASOT (20) o PARSTHI(2D)) sETeNTRAC(Z20) o 1TRs 1STU» 150151502
COMMON ISTONeISTO1eT1HICKY«THICK29DOXLE (60020) 4D0O(306) ¢BODI(306)
COMMON INLEVFE (39AR) o VOL sNWeNDET 97971 eDDOCeNGDET «DROD

JMM = M- |

IF (eam) 1101011010911 011

CONT INUE

DO 1 “=]«9M

XC=CC(MadMa L} (M (JM)HUY/2e0%U0 (UMg 1) ~UQMIX (UM) ) +CC(Me]19o1)#B(1)*#DY/
1 2.0%50(1s1)

XCC=CC (M Mg ) *a (JM)#*DY/2.0+CC(Mels2)#A(1)RDY /2.0

DO 7?2 J=Z2y UMM

TF(J=JmIXr)y 10ellel1

XC=XC+CC(MaJs 1Y *UD (U 1) ¥R () #DY

GO TH 37

XC=XC+CC Moo L) (U (Je1)#*3(J)#*DY —QuMLIX(J))

? XCC=XCC+CC (Mo Ja2)*n(J) DY

2 CONTINUE

0

“00

51

s0N2
H0

57

Hll
301

927GK

300

RN
1F
1101n

IF(A0UT(NY)Y S50e50951

COUT (MalN) =D,

CCT(MalN) =0,

GO TO (50)0e1) e J0LCT

NM=NT=AC ()

GO TO |2

XF=QOUT (N) #0T

XC=XC*D7T

COUT (Mar) =XC/XF

GO TO (=0241) aN0DET

NM=NTRa( (»)

CCT (MaN) =aC/Z0dINGN) /OTT/KF

CONT InUR ‘

PMAGTN (M) =ACC/DIIT (N /OTT
PMASOT (M) =CCT (Men) #XF+PMASOT (M)
CONT TNUIE

GO TO (ul1l1e300)«vontTd

TF (Nw=n1ieT) 300e301e 300
WHITE(ReD) T

FORMAT (' FLAPSED TiMe =Ve F7.72)
WRITE (Re927586)

FORMAT (v T~aCr. CUJUT/MASSIN CouTt TRACOT % REMAINING?)
WHTTE (Ae4) (YaCCT (498) s COUT (MaN) o PMASOT (M) 4 PMASIN (M) 9M=1 9y MM)
FORALT(JGeaF1249)

Miyz=n

DG 1H =] gMu

0 15 (=1eJM

CCtMaTeal)=CC(Maler)

CONT TNUE

CONT TNUE

FETUR™M

Ep0

FUSMCTTON D00 (N)

C  COMPUTF INPUT VU0 FwrOM rREAD IN VALUES
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(A
C
2

I

C

14

C
1

COMMON T (m0e2) oL (A0) o XL (AN) s A(60) «TI(310)eTA(310)+SIGH(310)
COMMON FINC3LN) «wINUC310) sDD(3L0) oW [(310)«Q0U(310) 4P (50) sNPR
COMMON yiumMaX (2) sUIMAX(2) s DTT{sUTTASOTSIOHyOTFINSDTWINDDTOD,DTGI
COMMON DTN e A JOUT s JINAKDIF e nSURsKUHsKQeKLUSS 9y YSURsYOUT DT 9 DY
COMMON TSTOP S VPCONSDALGASR/Z o SPREADsSIGMAT s SIGMAOLETADY s TVARI
COMMON TVvarRDsEVAP yRAD s TAIR s PSTyDERIVeHAFDEL«EPSILSGJ

COMMON Y 50T o NMeHETASDAUMYDELCONSV( 60s1)sUI( 6091)9sUTT

COMMON =AY e HCAF «KMI R g 2MI KXo JMI X o MIXED«QMIX s KARE A DATRADSATRAD (310)
COMMON 42w IMOY«COeClamnt 60)sSE B0)sbX{ 60)sEXOC 60) sARFHUD( 6091)
COMMON QL3310 e TEINC310) sCC(2096092)»CCC(P0e310)9COUT(209310)
COMMON CCTA{(20+310) «QYIX(H0) o XINF(60D) sQUTF (60) ¢MIXHIMM

COMMON SURF (3]10) ¢ 0RAV I SLUPEsVISCOSsLAGTIM(310)

COMMON PMASOT (20) +PMASIN(20) sEToNTRKAC(20) s ITR9ISTO9ISOL1sIS0D2
COMMO™Y IoTONeISTOLTHICKI o THICK2sDOXLE (60420) s0D0(306) +80D(306)
COMMON NLEVFE (3176) «VULIsNWeNDET 97421 +4DD0QCeNGDET S BQD
ET=NTT#FLOAT (N)

P=FT/0D0C

L=

NGOT=NLEVE (N)

DDO=N0(L+1)

TF(_AGT{M(N)) lele7s

GO TO (1e2) «eNGAT

SURSUYRFACE ENTwANCE

DOO=N0(L+1)=RBDD(N) *{ 1.<EXPLAGTIM(N)®#DTT®*(=2)))/(EXPLAGTIMI(N)
PROTT® (=/)))

CONT [NUE

RETURNY

F

FUNCTION ~HOU0 (W)

CALCULATES 1wrUT 80D FruUM READ [N VALUES

COMMNN [ (h0e2) et L (H0) e XL (6N) «A(60) s TI(310)9TA(310)+SIGH(310)
COMMAON FIN(3L0) e INUC3I10) «a0D(310)eQI(310)+Q0(340) +P(50) aNPR
COMANN 328X (2)Y s IMAX(2) sDTTLsDTTASOTSIOHDTFINSODTWINGSsDTUDHLOTQI
COMMIN DT eJite JOUT o JINGRDIF e KSUR o KOH s KG9 KLOSS e YSURYQUT9DT DY
COMAONN TSTUPsEVRCUNGUMEOAIRZ ¢ SPREADYSIGMAT s SIGMAOETADY s TVARI
COMMON TVARD sEVAP e #AD s TAIRSPST ¢ DERIVeHAFODELIEPSILsGJ

COMAON YHOT oNNeHSETASDAIMDELCONSV ( 6091) UL L 6091)9DTT

COMANN #HO s HCAP s KM X oI X e JMiXEgyMIXED s QMIX s KAREA9DATRADYATRAD(310)
COUMMOYN e INUYsCIaCIeB( 60)sS( 60)sEX( 60) sEXO( 60)9ARF4UO( 604 1)
COMMON QTN (3I0) o TIN(31I0) «CC(20+960+2)+CCC(20+310)+COUT(20,5310)
COMUNN CCT (200 310) e 91X (H0) s XINF (60) sOUTF (60) s MIXH MM

COMMON SJRF (310) suRAVeSLUOPE ¢ VISCOS»LAGTIMI310)

COMMNON PWASUT(ZU)qHMA:lN(ZD)ohToNTRAC(ZO)vITRsISTOsISOIoISOZ
COMMON [STONSISTOLl«THICKL«THICK29DOXLE(60+420)s00(306)4B0OD(306)
COMMON NLEVE (314) o VUL sNWeNDET9Z9Z21+4000CyNGUET D800
FTI=DNTT2*FLIAT (N)

RW=ET/Dm0U

| =

NGOT=NILEVE (M)

GO TO (2e1) ™30T

HeND=R0 (L+1)

GO T #93

QURSURFACE ENT=aNCe

RBND=HBOL (L+ 1) *( EXPLAGTIM ) #uTT*(=2)))
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APPENDIX II

INPUT VARTABLES TO TH: COMPUTER PROGRAM

Card 1, FORMAT 20A4
WH = Alphanumeric variable used to print a title
at beginning of output. Anything printed on
this card will appear as the first line of output
Card 2, FORMAT 20A4
WH = Alphanumeric variable used to list units used
in computation prior to output at each time
step.
Card 3, FORMAT 1615

JM

Initial number of grid points = number of the
surface grid point.
JOUT = Jdumber of the grid point corresponding to outlet
elevation.
KDIF = 1 for a constant diffusion coefficient,
= 2 for a variable diffusion coefficient.
KSUR = 1 for a constant surface elevation.
= 2 for a variable surface elevation.
KOH = 1 for use of Koh's Equation 2-49 for computing
the withdrawal thickness.
= 2 for use of Kao's Equation 4-26 of Huber

and Harleman.

1 for computations with inflow and outflow.

KQ

2 for computation with no inflow or outflow.
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KLOSS 1 for laboratory evaporation formula (Eq. 2-40).

1

I

2 for Kohler field evaporation formula (Eq. 2-23

of Huber and Harleman).

3 for Rohwer field evaporation formula (Eq. 2-43).

NPRINT = Number of time steps between print outs of

calculations.
KAREA = 1 for laboratory reservoir calculations.
= 2 for calculations for any other reservoir.
KMIX = 1 for no entrance mixing.

2 to include entrance mixing.
MIXED = Number of grid spaces in surface layer for
entrance mixing (defines dm in Eq. 2-58).
Card 4, FORMAT 8F10.5

YSUR

Surface elevation at beginning of calculations.

YOUT Elevation of outlet.

DT = Time step, At.

TSTOP Time at which progress ceases calculations.

TZERO Initial isothermal reservoir temperature.

EVPCON = Constant, a, in evaporation formulas of
Chapter 2 for KLOSS = 1 or 2. For KLOSS = 3,
EVPCON = 0.01.

OHEGA = Constant w of Equation 5-2.

BZ = Constant Bo of Equation 5-2.

Card 5, FORMAT 8F10.5

SPREAD = Number of outflow standard deviations, OO,
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equal to half the withdrawal thickness (see
discussion of Equation 2-50).

SIGMATI = Inflow standard deviation, oy Equation 2-51.

ETA = Radiation absorption coefficient, n, Equation 2-31

BETA = Fraction of solar radiation absorbed at the

water surface, B, Equation 2-31.

RHO = Water density., p.

HCAP = Water specific heat, ¢

DELCON = Half the value of the constant of Equation 4-4b
used to predict the withdrawal thickness, §.

RMIX = Mixing ratio, r s Equation 2-55.

Card 6, FORMAT 1615

JTI = Number of inflow temperatures to be read in.

NTA = Number of air temperatures to be read in.

NSIGH = Number of relative humidities to be read in.

NFIN = Number of insolation values to be read in.

NSURF = Number of surface elevations to be read in.

NDD = Number of values of the diffusion coefficient to

be read in.
NQI = Number of inflow rates to be read in.

NQO = Number of outflow rates to be read in.

Card 7, FORMAT 8F10.5

DTTI Time interval between input values of TI.

DTTA Time interval between input values of TA.
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Card

DTSIG

H = Time interval between input values of SIGH.

DTFIN = Time interval between input values of FIN.

DSURF
DTLD
DTQI
DTQO

Group

= Time interval between input values of SURF.
= Time interval between input values of DD.
= Time inverval between input values of QI.
= Time inverval between input values of QO.

8, FORMAT 8F10.5

Card

TI =

Group

Values of inflow temperatures, Tin

9, FORMAT 8F10.5

Card

Card

TA =
Group
SIGH

Group

Values of air temperature, Ta.
10, FORMAT 8F10.5
= Values of relative humidities, ¢y, in decimal form.

11, FORMAT 8F10.5

Card

FIN =

Group

Values of insolation, ¢O

12, FORMAT 8F10.5

Card

SURF

Group

= Values of surface elevations, Yo

13, FOKMAT 8F10.5

Card

Db =

Group

Values of diffusion coefficients, D.

14, FORMAT 8F10.5

Card

QL =

Group

Values of inflow rates, Qi'

15, FORMAT &F10.5

Q0 =

Card

16, FO

SLOPE

Values of outflow rates, QO.
RMAT 3F12.2

= Average slope at the inlet end of the reservoir.
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GRAV = Acceleration of gravity = 3528000 cm/min2

(KAREA = 1) and 73156608000 m/day2 (KAREA = 2).

VISCOUS = Viscosity of water
Card 17, FORMAT 215

NGDET = 1 for pulse injection solution.
= 2 for D.0O. calculation.
NBOUND = 1 for entire euphotic zone saturated.

2 for specified number of grid points for

saturated region.

3 for no saturation assumption, reaeration
only mechanism.

Card 18, FORMAT 215

ITR = Number of pulse injections to be traced (if NGDET
or
NDISSO = Number of input D.O.'s to be read in.

(if RGDRT
NBOD = Number of input B.0.D.'s to be read in.

The following sequence holds if NGDET = 1.

Card Group 19, FORMAT 1615

NTRAC(I) = Time steps at which pulse injections were
input. (This will depend on DT for example if
DT = 2 minutes and the first trace was input
at 10 min., NTRAC(I) = 5).
Card 20, FORMAT I5
NDET = Number of time steps to be passed between printout
of TRACOT (Equation 3-38).

Go to card 25.
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The following sequence holds if NGDET = 2.
Card 19, 2F10.5
DDOC = Time interval between input values of D.O.

DBOD

i

Time interval between input values of B.O.D.

Card Group 20, FORMAT 8F10.5

DO = Values of inflow D.O.

Card Group 21, FORMAT 8F10.5

B.0.D. = Values of inflow B.0.D.

Card 22, FORMAT IS

I

NPROF 1 for a constant initial B.0.D. and D.0O. profile.

2 for a linear initial B.0.D. and D.O. profile.
Card 23, FORMAT 4F10.5

If NPROF 1

DOI = Imitial D.O. value.

BODI = Initial B.0.D. wvalue.

or if NPROF = 2

DOB = Initial D.O. value at the reservoir bottom.

DOT = Initial D.O. value at the surface of the reservoir.
BODB = Initial B.O.D. value at the reservoir bottom.

BODT = Initial B.0.D. value at the reservoir surface.

Card 24, FORMAT 2F10.5, I5
Z = First order decay constant for B.0.D. (Eq. 3-14).
Z1 = First order reaeration constant at surface.

NDOCA = Time interval between printout of D.0. profiles.
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Card 25, FORMAT 2F10.5

THICK1 = Thickness of surface layer for lagtime
calculation (Equation 2-92).
THICKZ = Thickness of subsurface layer for lagtime

calculation (Equation 2-92).

If lagtime is not to be considered set THICKl and

THICK2 = 0.00001 meters.

The following parameters are read in when KAREA = 2.

Card 26, FORMAT 1615

HAA = Number of areas to be read in.

JXXL = Humber of lengths to be read in.

NWIND = Humber of wind values to be read in.

NATRAD = Number of atmospheric radiation values to be

read in.

JMP = Number of grid points for which program variables
should be initialized. (This should be the
maximum value of JM expected to occur in the
calculations.)

Card 27, FORMAT 8F10.5
DAA = Vertical distance interval between input values of AA,

DXXL = Vertical distance interval between input values

of XXL.
DTWIND = Time interval between input values of WIND.
DATRAD = Time interval between input values of ATRAD.
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AAB = Elevation of first (lowest) value of AA.
XXLB = Elevation of first (lowest) value of XXL.
ARF = Area reduction factor, ar = 1.

Card Group 28, FORMAT 8F10.5

AA = Values of horizontal cross—-sectional areas, A.

Card Group 29, FORMAT 8F10.5

XXL = Values of reservoir lengths, L.

Card Group 30, FORMAT 8F10.5

WIND = Values of wind speeds, w.

Card Group 31

ATRAD = Values of atmospheric radiation, ¢a.

-260-



APPENDIX III

SAMPLE INPUT DATA FOR FONTANA D.O. PREDICTIONS

This appendix contains typical input for the prediction of
temperature and D.0. profiles and outlet values. This particular
input set is for the case of initial B.0.D. = 0, initial D.O. =
8 ppm and K = 0.05 day_l and saturation in the entire euphotic zone.

Cards or card groups are separated by blanks in the computer
listing. This is only for illustrative purposes and would not be
present in the actual data deck. Data contained on the card or card
groups are titled with a card prefaced By an asterisk (*) that would

not appear in the actual computer input.
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IFIELD DATA Fu~x FUNTANA RESERVOIX FOrR YMARCH 1 TO DECEMBER 31,

GALL UNITS I METERSe DAYSe KILOCALORIESs KILOGRAMS,

47 22 1 2 1 1 3 10 2 2
493,0 443,06 1.0 300.0 6e7
].-C)ﬁ 440 0.7‘) 0«50 99700
306 306 306 306 306 2 306 306
1.0 1.0 1.0 1«0 1.0
#  INFLOW TEMPERATURESs (DEGREES CENTIGRADE) »
T.5R {el4 He93 B.27 8.35
6.06h beb7 Tebl Bel9 9.13
10.84 10,03 11.41 11.39 10.94
9,40 HeO?2 Belb Bel7 3.50
9.91 10,23 10.93 9.75 9.47
9,085 10,41 11.63 12.29 12.32
13.R7 13.55 12.81 13.31 13.97
15.hA% 15.00 14.55% l4e7Y 14.93
13.76 13.41 13.93 14638 15.14
12.59 12.2R 13.28 1430 13.81
15.80 16,46 16.97 17.25 16.26
16.136 17.13 17.96 16420 15.68
17.9A4 1#.00 18637 18.65 18.46
19.39 19.28 1934 19.87 19.67
19.73 1925 13.53 ls.91 19.42
19.47 19.29 18.76 14.81 20,31
20,473 2l.06 N, 75 22016 23.63
23.72 2l et 2leba 2230 22.84
20,54 Plelo 2lel? 21.03 21.33
18.04 14e45 14.44 1827 18.31
1R, 49 1R/ lo.4n 17.83 17.62
19.58% 205 +380 19.96 19.89 19.70
19.30 1n.5A 1844 18.62 19.12
18,79 1de9b 19.04 18.84 19.17
18.77 19.00 18.76 18.143 17.16
17.21 16.43 1-5.36 16.03 16.28
15.758 15414 15«59 15.95 16.36
13.49 14er laony 13.94 13.97
11.73 104R2 10.84 11.11 11.58
14,172 13.7% 134434 la.25 l4.28
12.11 11enl 11.49 10493 11.38
.47 Hedl 1001 10.92 11.14
12.7? 1704 11.60 10.71 9.91
Q.72 ~e D9 Hebl HeoD3 B.04
B .H5 Hebr ferlY be33 6.46
Ae?1 Tel™ Hery 9e88 Y.19
6o R? Foelt 7 nNerl 646 6449
6,65 Seb3 SeR? 4.08 3.76
44A9 Uo7
AR TEARERLTURES e (DEOGREES CENTIORADE) o
ANy '3-24"‘ d-]j? ].1.7‘0’(3 00?51
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0.998

30640

6.34
9.96
11.36
8.73
9.55
12.66
14425
14.30
1511
13.86
15.73
15.31
18400
20457
18.07
20.81
24,24
21.37
21.08
18.48
17.74
19.54
19.58
19.08
17.37
15.85
1632
13.80
12.46
13.04
12.03
11.87
Je 64
Be55
6.27
Bel4
6e59
4.12

-3'432

1966.

0.0133

1.00000

5.62
10.70
12.11

9.83

9.45
12.45
15.29
13.59
13.81
14.16
15.81
15.78
18.58
19.39
18.42
20.55
23.73
20.65
2063
18.48
18.14
19.18
18.484
18.26
17.30
16.00
15.20
13.98
12.79
13.02
10.81
11.14
10.14

947

5.68

T.22

6.46

5.05

AND DEGREES CENTIGRADE.

0.855

S.51
10.97
11.68

9.93

9.48
12.92
15.42
12.86
12.83
14.51
15.51
16.91
20.45
19.75
18.88
20.59
23.74
20.48
19.01
18.20
18.91
19.86
18.44
18.88
17.28
16.10
13.84
14.28
12.56
11.74

9.20
12.52
10.27

9.08

S.26

7.02

6.31

5.38

-1.432



1.090
11.45]
7e RS
7.7n6
3,872
14.503
15288
12.7AN
3410
1R.22
19e2R9
19.1R9
19, 7R?
19.0RK7
?0.951
20.705
?1.89%
20.201
19991
21.359
234368
18,303
19,81
183,368
15.84n
13.569
10174
9.51nN
R,749
HRe28N
(le?R
13.076A
feGun
0,207
5.5473
Ne&tY7
5.695
~3.59]

# RFLATIVE ~UMLIDITIES. (DECIMALS) .

Ne6H7
Ne772A
Netr1?
Ne655
0elk0
0.597
D679
e RS
Ne6b?0
NeHG9
Ne633
Net811
e 704
Ne751
Ne70N
Nex78
0651
N,9N1

4ol (9
lo,a7r
lencl
F il
B 392
la 329
Ineanr]
le,371
14754
15990
1hedce
I1s.n40
17.334
19,119
2u.126
chehlh
2len 3y
20,539
20,521
204835
24403n
14,157
19.R73
17.5¢20
14,965
la, 204
13.4m9
J.H66
H.107
7332
De 304
1V.2HA
3.493
-l1.527
14435
=“).22h
S.lox
1.71%

Ue707
Deh T4
0.730
DeRo2
O.h12
.56
Nel57
Ve907
Neb64%3
0 e950
Nenla
Uerbh
De 775
(o905
NDe771
) o 3HA
Nen2?
(Y

D34
10. 325
e
l+00Y
le+eN36
154 739
174253
loe.12+
loe} 717
1HBe.2u4
12.7648
Ve )1
18.962
20.02°2
1v.251
clel?’>
21.1699
P2e264
20 e 3%
2ot 3
22e7320
18.172
clel 19
18.019
16749
1B8e5R3
13.695
12.215
7193
deb(2
10e923
104952
44733
l.251
13.233
1eN92
~4,0465

0899
Ue6b60
Debb6l
)e654
e3>
Debpnsl
Oe 755
) e 857
Qen70
Oe7HY
0.d601
Det 71
0e 771
Uelad
e laul
a1l
Ue79Y
() o 4HH

T.473
10110
1.612
Gata9()
14,995
16.072
15.824
17.406
la.543
19.780
11.156
20.130
1H. 722
20839
2l.1a47
20387
23.723
P2eH16
20266
2le372
2le810
17.6069
20.783
16330
18.101
17.673
be635
14.964
10.727
Bel33
10444
6.450
4,929
0e795
16.696
1.279
-4 ,84]

0.800
D.688
0e544
0509
0546
DeT0Y
0.8592
Qe924
0647
Je 139
0el40
Ne666
0e806
e825
Ne765
() s HbU
NDerll
Netde?

Y.306
10eh73

2e1176

4.008
10.948
15.669
16199
16.R65
12.711
15.585
10.545
20709
18e485
2lets66b
22369
24,086
21.759
23.756
204037
20924
224092
20.950
16357
1b.064

9,R7Y
17.684
144354

94233
10746

5.769

5.464

d'?_sz
10.667

2579
-0.781

0.B4>5
0.767
0696
0.6Sd
0.583
0793
0.922
0.960
0.708
0945
0.882
0eh68
0«=58
0+7918
De77B
NeRlY
0772
0«500
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12.868
154065

64157

64440

9.377
15.946
16.398
134309
19.122
17.954
12.378
204640
16.408
204298
204963
244779
22.718
23.990
204121
22.145
22.846
20546
18.379
18.640
144567
15.379
11.651
14.084
10.010
12.747

6.126

7.4303

0.443

3.067

3.808

0.409

0e989
0730
0669
0.569
0.597
0795
00796
0929
0e 767
De781
De871
0.683
0.806
0.9306
0.825
0.848
0./78
Ve761

11.472
13.138

6.616

5.253

7.864
16.830
14,063

9.056
17.264
17.391
15,439
19.662
18.199
21.017
22.457
23.719
20.908
22.134
20964
22+389
21.757
18.785
18.89¢
15.742
15396
10.724
13.383

6.452
13.859

2928
14.179

9.373
11.906
‘00513

2.058

3.705

4,788

0.992
0.943
0.797
0.609
0.785
0.715
0.699
0.888
0.562
0.915
0.948
0739
0.751
0774
0.848
0.833
0.828
0.801

11.003
4.107
7.283
6e247
9.398

16,717

12.950

12.204

18.814

17.497

17.855

20,206

18.623

21.295
21.289
244490
21.449
20.767
204303
22.619
20.887

19.387

18.478

17.059

13.470
8.225

16.243

10.002

11.152

-1.490

12.162

10375

10.372
l.178
1.567
3.997

-l.212

0.807

0.841

0.637

0.652
0.567
00653
0.750
0.684
0.565
0.806
0.950
0730
0.697
0.753
0.846
0.874
0.847
0.743



Ne 701
N.H1R
0eRB7H
N.n55
NeH189
0« K55
D8P
Detd 70
0.8773
0eHON
Ne751
e RGA
(i o 855
0794
Ne73
0.790
0e917
0eH54
0eB4UR
NeGHhG

PREDICTED SOLAR =anIATION

3641.30A
4230 .R90
38R0 .HAL
S5NAK, 949
4949 ,656A
5826.902
5734,.,1271
24034948
T044.]A4
TOuR, 48R
7015.250
5559,4373
T79724,957
6625547
TPR3.,171
30k6.595
5713.582
4hhb, 174
HTA5,703
7352.7A1
3576.0279
7157.3A73
70064195
56524394
TARB. 0GR
2635, 140
U3 ,4AN
LUOKT HR?
62664011
27R3.813
149K ,651
4913,994
42R5,337
3541468

D707
Nenlb
NDeRT73
‘)0’536
HernTh
VerS4
Oe™ 37
(e P45
De9d 73
0eB67°
(e”0N
0.770
Ne805
Nal31
Ve9732
NeH9I1
10060
991
0eRY?
0e9Q79
() e GrsH

3036.242
a2 17,375
440 T .37
3017.081
5221.113
S5369.847
3084,714
3279.037
HadhaN23
390461
H(}38. 246
6334.,7/17
6920195
I973.046
In74.636
3089.930
5293.636
hYl4,285
1922997
Aall-101
AO27.007
Tu?3.613
31%4,997
AT65.554
HODDe I
2h20.025
2491.281
hh79.105
Alo3.191
4513.261
5133.597
4h44 .33
1972299
1755.14%7

0.703
0erd?
U.dHB
V375
Je4 34
0e45Yv
0.337
0e960
0ev1>
De 735
Dol
Ue 7h")
DerdlbH
0816
0exdol
(VN o
0eHdh6
0e921
0460
Jeal?d

1405145
4075.3389
4458 . 6600
L30l. 390
33le.271
4offe192
3109.9574
359]1.1¢28
HU5HeI6H
4516,.73K2
6972.235
74104359
5703.226
To7be3h3
HE255,. 234
3093.043
7111-910
42905751
Ba9G 023
49]1Y.984
61A1. 3827
eﬁdgc“ﬂlb
H6h4 3,335
feb6. 316
S5u75.125
3’66.197
474040Hh
6059664
Hh183. 347
4934 ,425
51624324
3483.794
3516.5158
39066 2HR

Ve 717G
0.850
0e920
0912
0840
0.888
0eB89I7
0.876
0937
0eB2U
0.850
0.8B42
0.800
D.H38
0.870
D.RB16
0eBlu
0782
0e887
1000

2366.663
4121.945
47574433
51044730
4769.910
412°5.209
3135.408
4542,3175
H891.671
H450.632
6089.093
T421e414
49144359
5991 449
HbET8.277
47223.714
4933.H443
T004.,328
RebeleH
5979.H816
3859,921
2974.871
2902.418
5962.210
4150.406
5512.746
4966b.089
6013.750
4702.656
5081.917
5006.875
36¢7.605
2723.992
3187.323

0e764
0eR25
0931
0.H82
0.r52
0853
0951
0.858
0789
0«R36
0880
0.887
0.814
0.866
DeB12
0.R58
0.8R16
0937
0.887
0776

3389.045
218B4.633
4797.453
5294582
44744335
2ld4a.llr”
3160.601
55414695
65904136
3038.519
28164871
3283511
49]18.878
05410575
7389,.199
5660.726
7870.976
Al0H.664
71379.195
6/25.464
5848.308
6760.871
2931.037
6051.39%
2694 ,489
4632.312
64994513
5967.421
2139.097
1979.240
4445,445
1662.454
3480351
3431.094

~264~

0775
0.859
0.886
0.837
N.d18
0.824
0846
0.873
0859
0867
D.B32
0925
0.861
06937
0.840
0.843
0874
0.831
0.853
0.825

INCREASED BY 19%s (KCAL/M-M=DAY).

3178.336
3463.941

4600.007
5027.503
S474.960

3667.411

5932941

3717.163
66744550
4536.125
5467.761

8105.580

5014.085
3080.518
66264492
3504713
7483.988
7893.617
8731.785
4487.039
3224.182
7236601

3847.717
7635.425
5788.476
3936.839
42736535
53920703
4582.531

1959.093
2977.059
16444110
2300179
1375.295

0920
0.858
0.875
0.917
0.901
0.786
0.899
0.793
0.904
0971
0920
0.895
0.951
0.967
0.894
0.981
0e749
0.883
0.745
0.904

3706.230
2257337
4120.648
5256.492
35064479
4911.644
6309.335
2505.267
7490.031
3737.138
3833.682
7436.792
5628.730
5569.429
3079.269
3103.319
3743.357
7362.968
4827.902
6720.617
6898.820
4727.816
3647.045
6418.589
3130.831
7065.171
3538.553
2255.749
5443.,476
1938.940
1778.650
1625.914
1486.542
2689.957

0.912
0.878
0.853
0.807
0.878
0.804
0.823
0.851
0.846
0.805
0.969
0937
0.869
0,949
0.873
0.940
0.639
0.917
0.739
0.906

4183.367
3540.808
4480.558
5147.203
5315.125
6003.707
5197.585
6769.914
7076.789
5331.566
3703.543
7040.878
8528.562
7752.050
3083.042
6212.761
5742.476
B8674.496
4752.949
3054.296
6777.746
7908.640
3789.301
7223.468
6886.003
6485,597
581719.285
5331.382
2079.610
2338.230
4176.,777
1607.875
1469.9386
1345.624



k3
0

&

1331.164
1775.08R5
25A1,.509
1H244.20R
10”73.124

1316.963
1213.0H3
ol eheh
1062,705
101»4330

2219.199
12014373
3129.075
Alll.98A4

3620,.786
2lv0.7175
la4c7.263
2846838

NATER SURFACE ELEVATIONS« (METE~S) .

497,493
LQR ,PRT
500,5K2
S01.771
EN1.29°
SN0 .R66A
S00.79°7
S0l 109
S506.21%
50H,3R2
509,522
5104555
S1l.10n1
5]1.30R
51041363
510,082
H0Y.970
509,253
50R,5R0
06,977
504,267
S03.1A1
S02.911
501,941
500.6456
499,323
4GR,ALN
4GhA K18
494 ,5AK
494 , 504
495,917
4G5,G2R
4G7.,49]
469,95
497,400
495,330
4G5,3A1
493,514
497,343

492,924
498,040
500.631
501 .646
H0ledol
5N0.673
S00.591
Sul.alR
506.632
08,687
S0Y, 690
S1n. 769
Sll.09n
211.2%3
Slu.769v
S0UY.936
S509.939
507.125
504.571
50h.641
503.950
503.109
502. 764
S01l.832
500.469
499,394
490,414
496,400
494,303
495.N95
495,109
495,004
494,080
499.h74
497,199
495,129
495,40 1a
493,242
4972.764

493, 35>
493. 748
S0y .90A
501.524
S0l ea37
S0V. 737
2004472
5014485
207025
208,955
2094700
210.945
S11.040
>ll.170
S10.677
2094939
50v.836
S509.1672
5084333
506,245
503,694
203.084
502.670
201.679
S00 289
499,323
498, 302
496,001
494,102
495,953
495,729
495,979
498415
469,421
497,068
494,151
494 . 867
493,111

NIFFUSTIVITIESs (M=M/0AY) .

017245

INFLOW

N.01ca5

HATES « (M=M=M/UAY) .

495,120
499,238
S01.12¢
501.399
501.408
S00.737
500341
SUZ26493
507.3649
50Y.125
509.766
511052
511.076
211.08¢
510.570
510.034
509.823
509.028
508,153
505.8d5
503.57s
503.103
502.578
501.518
5004021
4994323
498,119
495,632
493,803
495,90Yv
4995, 742
495,983
498,787
4994146
496,799
4944641
494,678
492,834

2112.334
1178.839
1706.202
1778.11¢2

496.14/7
499,506
501”256
501.387
501.317
5006619
500 «64Y
20 3.3H3
50/7.623
509.183
S0Y.900
5l1.082
511.1389
511.015
510.540
510000
S509.686
5084946
5074937
505.57¢
503.511
503.212
902.603
501.341
499,902
4994241
4974979
495,355
493.6“7
4964159
495.507
4954940
499.180
498.R35
496.580
4954193
494,446
492.551

31354385
1168.023
2133.521
1768.080

4964845
499,790
5014481
501.365
501.228
500.667
500829
504334
507.897
509.312
509.924
511.064
5114399
511.076
510521
510022
509.586
508.860
507.693
505.279
503.301
503.206
502457
501.143
499,854
499,149
497.650
495,144
493.431
496,120
4995, 385
495,912
499,445
4984372
4964330
4954550
494,206
492.264

3103.937
2306.022
2160.580
1032.739

497.354
499,991
501.554
501.375
501.061
500.719
501.042
505.124
507.986
509.406
510.107
511.028
5114357
511.156
5104339
50G.973
509.491

508.799

507.501

504.947

503.280

503.130

502.280

501.021

499,686
498,951

497.372
494,919
493,160
496.092
495,723
496.229
499,671

497.994
496,034
495,650
493.983
492.163

1237.375
1147.303
2702.813
2868.579

497.848
500.277
501.746
S501.311
500.911
500.868
501.094
505.739
508.175
509.507
510.229
511.003
511.375
511.012
S10.198
509.936
509.357

508,684
507.260

504.617

503.225
503.030

502.136
500.829
469,521

458,735
497.193
494,794
493,105
496,050
495,894
486,757
495,823
497.671

495,635
465,611
453,754
492,380

1467945?.012110548.01474061ﬂ.045212686.02699188H.019939568.016636713.014679452.0
IB4T7465.,010911726.010177753.010520274.0

13700K822.012942384.0121227n0.0

1
1

0165521 .0
033~7K) .0
TANRALY .0
HASNLNG N
S59A09043,0

G737370.0 H734274.0
9Y761HK34.0102260H2.0
67230810 I347465.0
huan36r 04t
6518953540

H605752.0
HlZ2rUR2 0

9RSY69H8,.0
Thaos548.0
927252040
HOu9233.0
B01le533.0

72418672.0
B379520.0
704613640
8514081.0

6372739.010887261.0
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3171561.0
B134862.0
702167040
8318355.0
9541643.0

8196027.010520274.0
785020540 79513659.0
6923806.,0 7241862.0
6923807.0 6581287.0
7951369.0 8196026.0



81950?7.012355806.018763357.017615388.026545328.028624912.025566672.020306560oO
16635713.015413485.013&23151.0l198U819.010141055.0l0887200.010838329.010226685.0
1022AAR5,010948424.010764931.0

331R355.0

7278561.0

12R44521.,010092123.0

SEQ9ARP4Lb,N
5504794 ,0
5309067.0
5504794 .0
SH2P848,N0
4293738.0
42937348.0
ARTLURTAHLN
5578191.0
R2A9423.0
6312163.0
4991012.1
433043R.0
5162273.0
4501697.0
AF361094,0
601R573.0

6140903.0
AAR(QST52.0
S1HRA73RWI)
S749450.0
5932944,.0
5357995, 10
33087540
5455862.0
594517740
719A3602.0
ADBTS06.U
4K93149.0
43304434.0

h3713328.0
H6353472.0
6373327.0
6226233.0
S003244.0
[6EURH4I 0
51259 /7/4.0
41 714053.0
3376273.0
S272368.0

8331753.013015782.01

1H08549,.0
4131220
4l (D820 0
34956010

912572560
75966160
7388658.0
6923807.0
59451780
549256040
733972544
414694340
3767724.0
35365588.0
5194971.0

B049232.0
6091971.0
430597140
34496700

5211204401003095/7.011205315.0

48393149.10)
6HPHh3232.0
S504793.0

562712240
“H42284 7.0
25695954, 1)

29236544, 016811360.712355206.10

1094K425,.0

59057641

HIS5446641)

13396546 ,.011131918.0 9676204.0
206551232.N016710111.014924110.013333836.012306274.011804725.010948425.010397945.0
HH32137.0 6301479.,0 725409640 7474288.0 6617985.0
B709808.0 8440685.0 7095066.0 6238766.0 6728081.0
B313355.027279296.019633760.014924110.012905685.0

74A2053.0
Y296986.N
AH50410.0

H196026.,0
9345917.0
7192931 .0

11621233.N10532507.0

71972930.0

T657T780.0

12416370.011254247.0

B941163.0
dB80767140
{To7877.0
912572640
Rel241T1.0

0 OUTFLOW RATESe (M=M=M/DAY) .,

12237287.0
1P7237287.0
1712603.0

1100959,0

1223287.0

675254740
550479340
543139640
9969794.0
623876640
943154840

8636410.0
7486519.0
7229630.0
912572640
797583440
5150040.0
4403835.0
3731024.0
44035834.0
4110246.0
B26942440

Y541643.0
7780109.0
7462054.0
7829041.0
643449240
4660724.0
550479440
3752190.0
4966547.0
4171410.0
8281657.0

5046440.010826095.0

B307671.0

776787640

477082040 434267040

464849240

499101240

7706712.010642602.0

8514083.0
704613740
5254602.0
5003245.0
71095067.0
672808040
9113493.0

6899342.0
6079739.0
5137807.0
748652140
8073697.0

9052328.0

9052328.0

9248055.011743562.0

6728081.0
6972738.0
503994440
5321300.0
5431396.0
3559765.0
4257040.0
4721890.0
5884012.0
$321451.0
6801478.0
4991012.0
5688285.0
6752548.0
628769840
9052329.0
5015478.0
6544588.0

711953440
5015478.0
5076643.0
6€140903.0
5773917.0
4110245.0
4330437.0
84717384.0
5526259.0
9431548.0
7229630.0
4819752.0
4379370.0
5406530.0
5406930.0
8440683.0
6581287.0
3508631.0

8930001.011865851.0
8134863,020184240.018716288.0
9419313.018055712.020257632.0

85385470 7315259.0 716846440 7706711.0 7278560.0
6544583.0 6165369.0 6165369.0 9174657.018716288.0

978630.3

293549140 318054140 1957260.0

6639740

97/8630.3

976630.3

#563015.0133331433.0113211510.012722194,.0
BUT3700.0 264657540 9052330.010764934.010275618.0
431X358,011743564.0 4393151.0 B0OT737004011743564.0
7336727.0122328379.010764934,0100309610 135726040

Te29042 .0

156301.5
2091233.N0
A850412.0

IT7TH630,3
2201918.10
BOTR700.0
10572027640
10520276.0
44023136,0
419A02G6.0
7H29042.0

G052330.0

244u46575,y

733972.7
244657 .6
PaabH 7.0
lab7945,0
A116439.0
Haa(hB86.0
A31KR3%8.0
9786303.0
6361097.0
9786303.0

8RO TnT73.0

1407945.0
0.0
133972.7
2446575.0
1712603.0
HO73700.0
H563015.0
H196029.0
5621172440
H5n3015.0
33u2877.0

0.0
733972.7
3914521.0
6350412.0
318054840
6116439.0

195726040
1957260.0
3180548.0
9052330.0

0.0
489315.1
6361097.0
244657540
©871787.0
7339727.0

9786303.010520276.0

580767340
2935891.0
4159179.0
7170671440

STAAINZNIN03NTFEL 0 9541646.0 BENTET3.0

6361097.0
5260138.0
807370040
7121739R1.0

1467945.0 2691233.0 1345616.0
1957260.0 3865589.0 2446575.0
1467945.0 6605755.0 5627124.0
8563015.0 8318358.0 9296588.0
9296985,010642605.010642605.0

6605755.0
4159179.0
0.0
733872.7
5137809.0
6605755.0
7951371.0
1345616.0
3669863.0

5382467.0
1223287.0

0.0
7584385.0
562712440
464849440
7829042.0
8318358.0
1957260.0

2691233.0
6361097.0

183493.2
3302877.0
4893151.0
7335727.0
7829042.0
4159179.0
3908632.0

4893151.011498906.011009591.0
4770823.,0 7095070.0 7584385.0
7095070.0 7095070.0 8563015.0
7584385.0 6361097.0 782504240
36e5206.011009591.010030961.011254245.011865893.011743564.01419014040
155395757.016392058.0173/0633.01643681360.016881360,016514387.016881360.016147401.0
I16RK1I360,N16636716,015A580R5.015168770.015168770.0168831360.0 9052330.010275618.0
I54164640 TR29042.0 709507040 8563015.0 9296988.010030961.0
4159179.0 8807673.010275618.0 9296988.0
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10397947.0 B073700.0 954164640 95641646.010275613.010764934.0 B073700.0 97:830340
954164600 Y296958,0 HBUTH6T3.,011254249.011621235.011498906.011449975,010275618.0
10397947.0 4159179.,010520276,010030961.0 9786303.0 9296988.011254249.011254249.0
T829042.010754934,0 8563015.012232879.010764934.014679455,015902743.012232879.0
16147401.016392054.,015698085.014190140,011254249.010397947.010642605.0 9052330.0
11743564.011988222.010764934,012232879.011254249.0 Bu07673.011988222.010275618.0
1467945.0  48Y315.1 D.0 0.0 Ne0 8313358.0 9296988.012232879.0
13700825.012232879.010520270.10 5371782.011988222.010520276.010764934,0137008254.0
12232R79.10 8563015.0 97463N03.0 #4689344.0 9419317.0 9541646,0 7339727.0 489315140

611643.9 De0 4648494,.0 195726040 48931541 3547535,0 3669863.0 550479540
415G179.01565085.0196580H85,015658035.017126016.016392058.017370688.01480178440
15413428.014924113.012966852.014924113.013211510.014190140.013945482.014924113.0
13945482.N14190140.013945432.0 97806303.010030961.0 9296988.010030961.0122328759.0
17003696.017003696,014679455.012232879.012232879.012232879.012232879.012232879.0

1223PR75.012232079.012232873.012232879.012232879+0121105%0.012110550.012232879.0
12477537.012677537.0

00271 73156608000+ +0864
? 1 1
30+~ 2
1o 30R.0
% PDISSOLVED OXYGEN IN INFLOws (PPM) .,
17604 11.193 10.142 J.678 10.674 11.496 11.271 11.649
1Ne3A0 11.688 10.614 Y.T712 10.158 10.282 9.894 9.956
10.15m 10.503 J.708 9.028 10191 9,553 9,590 9.780
11.464 9.827 Fe600 10.101 10399 10.281 11.619 10.234
9,537 9,052 J9.213 10.053 Y.401 10.108 9.407 10.141
G.9un 10.200 10.681 G204 9.531 Ye435 8§.832 8.950
10,079 9.583 Seb4h? 9.572 8.856 9.074 R.785 8.682
Beb04 3.561 9.171 He370 Be954 5510 8.9328 8.584
Q,4K7 J.885 B8.713 B.536 Be322 Be869 9.879 9.698
9,639 9,487 9,041 5,980 H,599 9.268 9.020 8.908
9.05¢4 R.813 BebT7 Be955 Be67Y 8.836 B.795 9,050
R,124 7.507 B,aH3 8,883 B.675 B8.752 B.692 8.686
et 79 7.866 Be293 5.516 Te617 8.829 8+439 B8.457
B.275 B.b573 8.329 B.207 8.377 83009 8.559 8.557
Re361 Be 355 Beawl3 7.85% T.547 71.966 8.956 9.078
Ra836 BeltBl He94a 8.911 9,099 7.938 7.505 8.817
9.275 B.072 Be350 8.575 7-173 7.483 7.621 7575
7.904 A.uN5 B.076 6909 T.436 T.971 8.185 Bael76
B.2R7 3,216 Te591 7.948 7.954 8.092 7.570 8.590
9.047 Be&430 Be6NH B.020 Be107 7.994 8,430 7.920
7.595 Hde231 He 341 Be251 Beb40 8.595 8.047 7.928
Bel24 3,321 BelHb 7.569 He091 7.385 B.372 7.691
5e.036 Bel1K0O 7.793 He334 B.202 7.884 9.293 9,596
BehA] 9249 Be965 Y.449 HBe303 Ye341 9.270 8.775
Gottls? Jeuhl 9,367 T.992 9.003 9.498 9.869 3.900
9.807 10,075 Be279 9,389 9,989 G.738 9.453 9,782
4,669 Be2 17 BeJd01 7-930 BeaB0 8.315 7.928 8.466
B 776 9.117 Heldb4 Heb40 HeR2T R.662 B.643 8.494
7.979 8.828 9.295 Hel 15 Beb694 B.696 B.525 8.641
9,003 9.h53 9.213 9eD 1Y B.778 8.201 B.226 8.009
8,843 9.257 Y.178 J.052 Fets29 9.198 94555 9.851
10.9%4 10.713 GeING YA Y9.883 10.128 8.768 B.758
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Fe4l5
60604
9.390
J.524
G.782
9496

4249199,

16077.34

1.921
1.035%
6.93R8
b.1»30
2.095
4,263
le969
1.731
1e942
4,120
1.734
3.277
le967
l.odl
De934
0418
0,929
V.09
loltnl
lef2H
0-524
1024
1.1%1
J.H19
U328

R,9R] 9,020
9.113 Hel8B5
Heb9A He 1572
Reb77 P T4Y
9,500 3.970
9,380 422
10993 10.501
% HOD IN INFLOWeASSIJME e (PPM)
8,0 el
]
HBel Del)
0.05 000
000 M0
9 9 305 306
# AREAS e (M=) ,
15.24 15.24
2R3279.9 16996HK0,
4046R560.
¥ LENGTHSe (M) o
1770,278 10K603.07
4573756
¥ WIND SPFEUSs (*4/10AY) .
~.103 2405
le61R 992
?eH573 3.775
hehN3 1a949
9,867 34328
2 e ARN 3.72°38
3.187 2ehlY9
e 7HR 1.355
Pe2R1 1.R62
Ne533 Del152
2.H99 De721
1.5R6 15590
0.979 eRB7
0eH4R Vo251
1.05% 0.80272
1,047 NeH39
2.3R6A 1.435
1.3%9 1.506A
l.464 0eH9]
1.257 NeHGY
0.623 le211
1.345 1.215
2250 eB4?
0.691 0a.6u6
NeT761 0eH92
0.7729 lel2Y

0.121

9.817
8,612
9.780
8.162
692
10.08Y

7243872

23480433

3.429
2.853
44,893
SeaB7
b.488
5.726
0.756
0.430
l1.666
2e 054
2.097
4.091
1.293
1.867
0.586
1.129
1.309
1.157
1.291
0.885
l.176
0717
0870
1.134
Ne456
1.180

10.524
8929
Be928
8.122
9,302

11.549

396.24
10643231,

28211.80

6.501
le644
1.839
3.184
3.390
5¢434
0.322
0.721
1.205
0.259
0.844
2.774
0.875
1564
1413
1.561
1.676
0.727
0.909
24238
0724
1.313
0.654
1.564
07346
1.80°2
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9350
8.232
9724
Be.b4T72
9.155
11.708

396.24
14487744,

34552.62

7.768
0.889
2643
Be.l66
44515
3.313
2455
0.972
44386
2.256
l.101
1.630
2.457
0.382
1.089
0.163
1.735
24642
1.662
0.843
0.462
1.690
0.497
1.488
2400
2.178

94342 9.288
8.322 8.086
Y.315 9.472
8,779 8.798
9.497 9.643
11.326 10.870

1.0

21286463. 30027672

41038.27 43259.17
S.466 3.086
0.642 3.361
3.134 10.144
6914 6.889
2674 8.374
2674 1.958
4.126 2.821
2521 4.524
2.721 26172
0e454 l1.541
0.217 0.202
0.903 1.006
2e107 1e478
1.029 1.094
1.268 0.721
2.760 24133
1.550 1.329
1.517 24137
1.027 0.482
0777 0.789
1.483 1.681
0.733 2.076
0.390 0.714
1.654 0.924
0745 1.705
2115 1.302



1.6726
1.315
2e737
3.8H9
1.394
1.7R0
1.65%
1.729
10.203
0337
3.984
0590
Ne597

De?241
1.374
1.000
2e996
1.261
2.100
1.23%
el
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APPENDIX V
DEFINITION OF NOTATION

-y . o » . . . o, .
Representative units of variables are given in cm,gm,min,cal, and "C.

Constant in evaporation formula (cm/min-millibar)-
. . =1
Constant in Dougal-Bowmann equation (min )
Atmospheric transmission coefficient
. , 3
Concentration (gm/cm™)
. 3
Turbulent concentration fluctuations {(gm/cm™)
. 3
Concentration of tracer E (gm/cm™)
. . . . \ , 3
Concentration in convectively mixed region (gm/cm™)
Concentration in outlet (gm/cm3)
Specific heat (cal/gn°C)
. . 3
D.0. saturation concentration (gm/cm™)
Depth of fluid (cm)
Depth of euphotic zone (cm)
Depth of surface layer for entrance mixing (cm)
Depth of entering stream (cm)
Depth for saturation in the water quality model (cm)
Base of Naperian logarithms
Saturated water vapor pressure at temperature of air (milli-
bars)
Gravitational acceleration (cm/minz)
Thickness of horizontal layer for lag time (cm)

Direction
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J Direction

k Bulk depletion factor (min_l)

kl Reoxygenation rate constant (min_l)

k2 Reoxygenation rate constant (min_l)

m Optical air mass

n Number of time steps

n Direction parallel to reservoir bottom (cm)

Noax Location of maximum velocity for sinking flow (cm)
P Pressure (millibar)

a4y Inflow rate per unit vertical distance (cmz/min)
q, Outflow rate per unit vertical distance (cmz/min)
T Normalized distance between the gun and the earth
Ty Stratification criterion ratio

r Entrance mixing ratio

sinksm Sinks of mass (gm/cm3—min)

sinksT Sinks of heat (cal/cm3—min)

t Time (min)

td Detention time (min)

ti Start of water quality calculations (min)

ti' Start of pulse injection calculation (min)

Time to drain volume of water above center line of intake

it
(min)
tL Total lag time (min)
t Horizontal lag time component (min)
tLy Time for incoming water to reach its density level (min)
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Horizontal advective velocity (cm/min)

Turbulent advective velocity fluctuations (cm/min)
Interfacial velocity (cm/min)

Maximum velocity in lower layer of surface entrance (cm/min)
Vertical convective velocity (cm/min)

Voltage

Maximum vertical velocity in numerical scheme (cm/min)
Wind velocity (cm/min)

Horizontal distance (cm)

Vertical distance, elevation (cm)

Eeservoir bottom elevation (cm)

Elevation of inflow (cm)

Elevation of bottom of mixed convective layer (cm)
Elevation of outflow (cm)

Surface elevation (cm)

Transverse direction (cm)

Horizontal cross-sectional area (cmz)

Reservoir width (cm)

Average width of surface layers subject to entrance
mixing (cm)

Width at elevation zero (cm)

Initial condition for B.0.D. (ppm)

Cloudiness

D.0. deficit
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Diffusivity of heat (cmz/min)

D,DT
DL Longitudinal dispersion coefficient (cmz/min)
DM Diffusivity of mass (cmz/min)
Dp Numerical dispersion (cmz/min)
Dp Dispersion coefficient (cmzmin)
Dr Vertical eddy diffusivity (cmz/min)
D.O.out D.0. in outlet (ppm)
E Turbulent diffusivity of heat (cmz/min)
E} Reservoir Froude number
G Dummy variable
J Number of spatial grid points in finite difference equations
K B.0.D. decay constant (min_l)
K1 Decay constant (min_l)
L Reservoir length (cm)
L' Reservoir length for lag time (cm)
L Latent heat of vaporization (cal/gm)
M Mass (gm)
P Reservoir perimeter
P Rate of photosynthetic oxygen production (min~l)
Pr Prandtl number
Q Volume rate of flow (cm3/min)
. 3, .
Qi Inflow rate to reservoir (cm™/min)
Qi' Total inflow rate with entrance mixing (cm3/min)
Qm Portion of mixed inflow withdrawn from surface layers

(cm3/min)
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OQutflow rate from reservoir (cm3/min)

Vertical flow rate in reservoir (cm3/min)

Reynolds number

Rate of oxygen demand by algae (min—l)

Dummy variable

Schmidt number

Temperature (°C)

Turbulent temperature fluctuation (°C)

Air temperature (°C)

Air temperature, measured two meters above surface (°c)
Inflow temperature (°C)

Inflow temperature with entrance mixing °c)
Temperature of mixed surface layer

Average temperature of surface layers for use with
entrance mixing (°C)

Temperature of convective mixed layers

Initial uniform temperature (°C)

Outflow temperature (°C)

Reservoir temperature (°C)

Surface temperature (°C)

Water temperature (°C)

Average advective velocity (cm/min)

Inflow velocity (cm/min)

Maximum inflow velocity (cm/min)

Uniform outflow velocity from surface layer subject

to entrance mixing (cm/min)
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Outflow velocity (cm/min)

Maximum outflow velocity (cm/min)

Volume of reservoir above intake (cm3)

Vertical equivalent outflow advective velocity (cm/min)
Volume (cm3)

Volume of inflow (cm3/min)

Reservoir volume (cm3)

Work (gm—cm/minz)

Load of tracer (gm—cm/minz)

Solar altitude (degrees)
Parameters in Koh's prediction formula for the withdrawal

2/3)

thickness (cm
Fraction of solar radiation absorbed at water surface
Vertical density gradient (gm/cm4)

Specific weight (gm/cm-min)

Thickness of withdrawal layer (cm)

Dirac delta function

Increment (min)

Radiative emissivity

Normalized density gradient (cm_l)

Saturated vapor pressure at temperature of air (millibars)
Saturated vapor pressure at temperature of water (millibars)

, A -1
Radiation absorption or extinction coefficient (cm ™)

Dummy variable
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Angle between reservoir entrance slope on the reservoir
surface

Dummy variable

Dynamic viscosity (gm/cm-min)

Kinematic viscosity (cmz/min)

Density (gm/cm3)

Reference density (gm/cmB)

Biochemical oxygen demand (ppm)

B.0.D. in convectively mixed layers (ppm)

B.0.D. in incoming streams (ppm)

Stefan-Boltzman constant (cal/cmz—min-°K)

Standard deviation of inflow velocity distribution (cm)
Standard deviation of outflow velocity distribution (cm)
Dummy variable

Shear stress (gm/cm—minz)

Heat flux (cal/cmz—min)

Atmospheric radiation flux (cal/cm2~min)

Solar radiation absorbed internally (cal/cmz—min)
Conductive heat flux (cal/cmz—min)

Total evaporation heat flux (cal/cmz—min)

Evaporation heat flux from vaporization of surface water
(cal/cmz—min)

Heat flux from surface heat losses (cal/cmz-min)

Heat flux from heat transfer through reservoir sides

(cal/cmz—min)
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Solar radiation (insolation) heat flux (cal/cmz—min)
2 .
Longwave radiation heat flux from water surface (cal/cm”-min)

Solar constant (cal/cm2~min)

Evaporation heat flux from heat advected from water surface
2 .

(cal/cm -min)

Dummy variable

Relative humidity

) -1
Parameter in reservoir width-elevation relationship (cm )
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