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document. Mention of trade names or commercial products does not constitute
endorsement or recommendation for use.
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FOREWORD

EPA is charged by Congress to protect the Nation's land, air and water
systems. Under a mandate of national envirommental laws focused on air and water
quality, solid waste management and the control of toxic substances, pesticides,
noise and radiation, the Agency strives to formulate and implement actions which
lead to a compatible balance between human activities and the ability of natural
systems to support and nurture life.

The Robert S. Kerr Environmental Research Laboratory is the Agency's center
of expertise for investigation of the soil and subsurface environment. Personnel
at the Laboratory are responsible for management of research programs to: (a)
determine the fate, transport and transformation rates of pollutants in the soil,
the unsaturated and the saturated zones of the subsurface environment; (b) define
the processes to be used in characterizing the soil and subsurface environment
as a receptor of pollutants; (c¢) develop techniques for predicting the effect
of pollutants on ground water, soil, and indigenous organisms; and (d) define
and demonstrate the applicability and limitations of using natural processes,
indigenous to the soil and subsurface environment, for the protection of this
resource.

This report presents information pertaining to quantitative evaluation of
the potential impact of selected input parameters on output of vadose =zone
transport and fate models that are used to describe the behavior of hazardous
organic chemicals in soil. This evaluation should allow model users to identify
those site and model input parameters that have the greatest potential for
impacting model output.

7 s e
S el

Clinton W. Hall

Director

Robert S. Kerr Environmental
Research Laboratory
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ABSTRACT

This report presents information pertaining to the development and
quantitative evaluation of the mathematical modeling of hazardous chemicals in
soil. The Vadose Zone Interactive Processes (VIP) model, based upon the
Regulatory and Investigative Treatment Zone (RITZ) model developed at the Robert
S. Kerr Environmental Research Laboratory, was evaluated and modified with regard
to site-specific dynamic processes. The VIP model was modified to simulate the
oxygen transport mechanism in the unsaturated zone, including oxygen transport
in air, water, and free hydrocarbon phases with exchange between each phase and
losses due to biodegradation. Oxygen-limited degradation was added to the model
using a kinetic form that is first order with respect to the organic constituent
concentration and mixed order with respect to oxygen concentration. Model output
was evaluated as a function of soil oxygen tension, and soil temperature.

Laboratory and field experiments were conducted to evaluate the effect of
sensitive soil and model parameters on the degradation and soil partitioning of
hazardous chemicals. Laboratory experiments were conducted to determine the
effect of temperature, soil moisture, and soil type on degradation rate. Field-
scale experiments were conducted to evaluate oxygen dynamics, through depth and
time, for petroleum waste applied to soil.

Results of laboratory experiments demonstrated that the sensitivity of
degradation rate to changes in temperature and soil moisture was generally
greater for low molecular weight compounds and less for high molecular weight
compounds. For the two soil types evaluated, soil type was more significant
with regard to immobilization; soil type was not found to have an effect on
degradation kinetics for the majority of chemicals evaluated.

The effect of oxygen concentration on chemical degradation predicted by the
VIP model was found to depend upon the magnitude of the oxygen half-saturation
constant. Oxygen-limited degradation would be anticipated to occur shortly after
the addition of chemicals to soil and during active microbial metabolism of
chemicals.

Model output results for temperature dependent reactions indicated that
depth-concentration profiles would be sensitive to and directly related to the
temperature correction coefficient (8) for each chemical. Model outputs would
be very sensitive to soil temperature when values for 6 was 1.04 or greater.

For the range of values considered for the mass transfer rate coefficient
?
the VIP model was found to accurately represent nonequilibrium
sorption/desorption kinetics enhancement.

Results of laboratory and short-term field studies indicated that site-
specific sensitive parameters need to be addressed in modeling the fate and
behavior of hazardous chemicals in the unsaturated zone of a soil system. Site-
specific sensitive parameters, including soil oxygen concentratién and
temperature were incorporated into the VIP model in order to evaluate the
influence of these parameters on fate and transport. These parameters are
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nsport
important input for other mathematical models used to describe fate and transp
in the vadose zone.

This report was submitted in fulfillment of Cooperative Agr;emigsnzzﬁzzi
813211 by Utah State University under the sponsorship of thi;Ui%é6 ZZ Sontentor
Protection Agency. This report covers a period from October 1,

30, 1988, and work was completed as of June 1, 1988.
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SECTION 1

INTRODUCTIOR

A mathematical description of the soil/waste system provides a unifying
framework for the evaluation of laboratory screening and field data that is
useful for the determination of soil treatment potential for a waste.
Mathematical models provide an approach for integration of the simultaneous
processes of degradation and partitioning in soil systems so that an assessment
can be made of the presence of hazardous substances in leachate, soil and air.
Models provide an estimate of the potential for groundwater and air contamination
through a determination of the rate and extent of contaminant transport and
degradation for particular site/soil/compound characteristics. Description of
quantitative fate and transport of chemicals in soil systems also allows the
jidentification of chemicals that require management through control of mass
transport and/or treatment to reduce or eliminate their hazardous potential (U.S.
EPA 1984, Mahmood and Sims,1986).

Specifically, mathematical models provide a framework for:
(1) evaluation of literature and/or experimental data;

(2) evaluation of the effects of site characteristics on soil treatment
(soil type, soil horizons, soil permeability);

(3) determination of the effects of waste concentration, soil moisture,
and amendments to increase the rate and/or extent of treatment;

4) evaluation of the effects of environmental parameters (season,
precipitation) on soil treatment; and

(3) comparison of the effectiveness of treatment using different
practices in order to maximize soil treatment.

Thus mathematical models represent powerful tools for ranking design, operation,
and management alternatives as well as for the design of monitoring programs for
soil treatment systems.

Short (1986) developed._the Regulatory and Investigative Treatment Zone
(RITZ) model for evaluating volatilization-corrected degradation and partitioning
of organic constituents in soil systems. The RITZ model is generally based on
the approach used by Jury et al. (1983) for modeling fate and transport of
pesticide in the soil. The RITZ model, developed at the Robert S. Kerr
Environmental Research Laboratory (RSKERL), Ada, Oklahoma (U.S. EPA, 1988b),
incorporates factors involved in soil treatment at a land treatment facility,
including site, soil, and waste characteristics.

The Vadose Zone Interactive Processes (VIP) model, was developed at Utah
State University (Grenney et al., 1987), as an enhancement of the RITZ model.
The VIP model allows prediction of the behavior of hazardous substances in
unsaturated soil systems under conditions of variable precipitation, temperature,
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and waste application, and incorporates the effect of oxygen tension on
degradation rate in subsurface vadose zone environments. The model Simulétes
vadose zone processes including volatilization, degradation, sorption/desorption,
advection, and dispersion (Grenney et al., 1987). The VIP model has been used
for predicting the persistence and mobility of petroleum-refining wastes applied
to soil treatment systems (Symons et al., 1988), and for the evaluation of the
mobility of pesticides in soil (McLean et al., 1988).

Rational mathematical models of soil treatment are based upon conceptual
models of soil treatment processes. The degradation process represents an
important destructive mechanism for organic substances in soll systems.
Important sensitive variables that affect the degradation of organic chemicals
in soil include temperature, oxygen concentration, moisture, and soil type (U.s.
EPA, 1984 a and b). Therefore, these variables are anticipated to influence the
degradation rate of a hazardous substance, which is used as an input variable
to these models. These studies incorporated quantitative relationships for
temperature and oxygen concentration into the VIP model for the purpose of
determining the effects of sensitive parameters on model predictions of chemical
fate and transport.

OBJECTIVES

The primary objective of this research project was to experimentally
determine the effect of sensitive model and soil parameters on soil treatment
and on outputs from vadose zone transport and fate models.

Specific objectives of this research project were to:

(L) Modify the selected test model (VIP) to simulate the oxygen transport
mechanism in the unsaturated zone, including transport in air, water,
and free hydrocarbon phases with exchange between each phase and
losses due to biodegradation.

(2) Evaluate model output as a function of soil oxygen concentration.
(3) Evaluate model output as a function of soil temperature.
(4) Determine the effects of temperature, oxygen, soil moisture, and soil

type on the rate of degradation of organic substances.

(5) Compare model simulations with field subsurface oxygen measurements.

APPROACH

The test model was evaluated with respect to incorporation of oxygen
transport and oxygen-limited biodegradation, and with respect to the effect of
temperature on degradation rate. Oxygen-limited biodegradation was added to the
VIP model using a kinetic form that is first order with respect to the organic
constituent concentration and mixed order (saturation kinetics) with respect to
oxygen concentration. A form of the Arrhenius expression was used in the model
for the purpose of evaluating the effect of temperature. The method of non-
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linear least squares was used to establish the degradation rate at 20°C and the
temperature correction coefficient values (8) for a subset of hazardous
substances. Model outputs were evaluated for sensitivity with respect to oxygen
concentration and soil temperature. A series of simulations was conducted to
evaluate the effects of soll oxygen and temperature on model predictions. The
model also was evaluated with respect to nonequilibrium adsorption/desorption
in order to more accurately simulate the process of immobilization in a soil
system.

A series of laboratory and field experiments were conducted to evaluate the
effect of sensitive soil and model parameters on the degradation of hazardous
substances. Laboratory experiments were conducted to determine the effect of
temperature, soil moisture, and soil type on degradation rate. A field-scale
experiment was conducted to evaluate oxygen dynamics, through depth, for a
petroleum waste applied to the top six inches of soil.

The test model was evaluated in laboratory column studies using a subset
of hazardous substances. Concentration profiles were predicted through depth
and through time under unsaturated conditioms.



SECTION 2

CONCLUSIONS

Specific conclusions based on the objectives of this research project are:

(L

(2)

(3)

(4)

(3)

Under field conditions with petroleum waste addition, the test model
successfully predicted the depth location of the decrease in the
oxygen concentration in the air phase, and semi-quantitatively
predicted the oxygen concentration. The model did not predict the
recovery of oxygen with depth.

The effect of oxygen concentration on chemical degradation predicted
by the test model was found to depend upon the magnitude of the
oxygen half-saturation constant and the soil oxygen concentration.
Low oxygen concentrations in the soil would be expected to occur
shortly after waste addition to soil and during active microbial
metabolism of waste.

Model output results for temperature dependent reactions indicated
that depth-concentration profiles were sensitive to and were directly
related to the temperature correction coefficient (8) for each
chemical used in the model. Model outputs were very sensitive to
soil temperature when values for 6 were 1.04 or greater; however,
for chemicals with values for 6=1.02 or less, there was little
sensitivity in the model output with respect to temperature.

Results of laboratory experiments demonstrated that the sensitivity
of degradation rate to changes in temperature, soil moisture, and
soil type was generally greater for low molecular weight compounds
and less for high molecular weight compounds.

The mass transfer rate coefficient, x, was found to control
the extent of dispersion in the absence of an explicit
hydrodynamic dispersion term in the transport model.



SECTION 3

RECOMMENDATIONS

Based on the results of this research investigation, the following
recommendations are made pertaining to modeling the vadose zone and to
evaluating sensitive soil and model parameters:

(1) An intensive, long-term, field-scale evaluation of fate and transport
model is recommended for hazardous substances present in a complex waste with
respect to air, soil, and leachate phases that builds upon accomplishment of the
objectives of this research project.

(2) Further evaluation of degradation kinetic forms as influenced by oxygen
concentration 1is recommended. The kinetic form for oxygen-limited
biodegradation provided by Borden and Bedient (1986) increases data requirements
for the model, and the trade-off between increased complexity and model accuracy
requires further analysis.

(3) A larger subset of hazardous substances is recommended for evaluation
of sensitive soil and model parameters that serve as model inputs. While the
incorporation of quantitative relationships for oxygen concentration and
temperature into the test model was possible, further evaluation is required for
development of quantitative relationships for soil moisture and soil type that
can be incorporated into mathematical models of the vadose zone.



SECTION 4

SOIL TREATMENT MODEL

Models used to simulate solute transport through soil may be classified
into two groups. The first group of models are diffusion-controlled sorption
models or two-region models. The liquid phase of the soil is divided into
mobile and immobile regions. Convective-diffusive transport is confined to a
mobile water phase, while the transfer of solutes into and out of the immobile
soil-water region is assumed to be diffusion controlled. The second group of
models are two-site kinetic (chemical) adsorption models. The governing
nonequilibrium adsorption/desorption system equations use first-order mass
transfer kinetics in considering a two-phase (water and soil environment)

chemical process.

ac 3s ac 3%c
— + (p/8) —— = -V, - + D, [la]
at at ax 3x?
as
—— = kK(K,C-S) [1b]
at
where:

C is the concentration of the chemical in solution (g/ma),

S is the amount of chemical adsorbed per gram of soil (g/g),

V., is the vertical pore-water velocity (m/day),

p is bulk density of the soil (g/m?),

§ is the water content (m3/m3),

x is the depth, positive downward (m).

t is time (days), )

D, is the dispersion coefficient (m?/day),

K,y is the partition.coefficient for soil with respect to the water phase
(g/g-soil)/(g/m3-water), and '

x (kappa) is the mass transfer rate coefficient (day™!), a parameter for

describing the exchange rate between the water phase and soil phase.

SORPTION/DESORPTION KINETICS

Lapidus and Amundson (1952) first developed a i i
differential equation model to describe mass transpzrt of cﬁZﬁ?EZ%;cinpaziiii
media. Hashimoto et al.(1964) discussed these equations and Kay and Elrick
(1967) used these equations to describe the movement of lindane through soils
Lindstrom and Boersma (1971) obtained the solutions of the resulting initiai
value problem with conservation type boundary conditions for the casegof water
saturated, sorbing porous medium. In a later paper, Lindstrom et al.(1971)
suggested a more comprehensive model of sorption, and solved it numericall
involving the relationship between the free and sorbed phases of the mediuz,
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In addition, Lindstrom and Narasinham (1973) obtained an exact solution to the
problem for the first order kinetics of sorption which requires a large
activation energy.

Two-region Model

More recent attempts to model the solute transport through soil may be
classified into two groups. The first group of models are diffusion-controlled
sorption (physical) models or two region models. The liquid phase of the soil
is divided into mobile and immobile regions. Convective-diffusive transport is
confined to only a fraction of the liquid-filled pores (mobile water phase),
while the remainder of the pores contain stagnant water. This stagnant water
has been visualized as thin liquid films around soil particles, dead-end pores
(Coats and Smith, 1964), non-moving intra-aggregate water (Philip, 1968;
Passioura, 1971), or as relatively isolated regions associated with unsaturated
flow (Neilsen and Biggar, 1961). The transfer of solutes into and out of the
immobile soil-water region is assumed to be diffusion controlled. Transport
models based on first-order exchange rates of solute between mobile and stagnant
regions were initially discussed in the petroleum and chemical engineering
literature for nonsorbing chemicals (Coats and Smith, 1964). wvan Genuchten and
Wierenga (1976) presented a schematic diagram to describe the movement of a
chemical through an unsaturated, aggregated sorbing porous medium. Five
different regions can be identified (see Figure 1).

1) Alr spaces.

2) Mobile (or dynamic) water, located inside the larger (inter-aggregate)
pores. The flow of fluid in the medium is assumed to occur in this region
only. Solute transfer occurs by both convection and longitudinal
diffusion.

3) Immobile (dead or stagnant) water, located inside aggregates and at the
contact points of aggregates and/or particles. In saturated media this
region is mainly confined to intra-aggregate pores. Note that air-bubbles
and unsaturated conditions may increase the proportion of dead water by
creating more dead-end pores.

4) A dynamic soil region, located sufficiently close to the mobile water
phase for equilibrium (assumed) between the solute in the mobile liquid.

5) A stagnant soil region, that part of the soil matrix where sorption is
diffusion limited. This part of the soil is located mainly around the
micro-pores 1inside the aggregates, or along dead-end water pockets.
Sorption occurs here only after the chemical has diffused through the
liquid barrier of the immobile liquid phase.

Van Genuchten and Wierenga (1976) extended the above concepts of mobile-
immobile water to include Freundlich-type equilibrium sorption-desorption
processes. Their equations are of the form



B I .
OYNAMIC SO REGION (fp g/c;E_‘L

= DYNAMIC
AN 7\ 7 N NS "‘-'. 1.
> MOBILE WATER (8m) <« + >} 1 REGION
X AR XANXK IR X £ 2 ¥ 5 W 7 1
AIR ‘ B
TORILE WATER B ¥
PR N S R iy T STAGNANT
STAGNANT SOIL REGION ((1-f)p 9/cm™) }aF REGION

2.5 b - J

Figure 1. Schematic diagram of unsaturated aggregated porous medium
(A) Actual model. (B) Simplified model.



dcy deyn d%c, dcy
bR + OypRip ———— = 0,0y —— - OV, [2a]
at dt ax? ax
dcim
0iaRimg ——— = a(cy - cy) [2b]
dc
where:
¢y and c;, are the concentrations (g/m®) in both the mobile and stagnant
regions,

6, and 0, are the fractions of the soil filled with mobile and stagnant
water (m’/m?®), respectively,

Vp, is the average pore-water velocity in the mobile liquid,
a is a mass transfer coefficient (dayq),

R, and Ry, are retardation factors to account for equilibrium type sorption
processes in the mobile and immobile regions, respectively,

D, is the dispersion coefficient in the mobile liquid.

The mass transfer coefficient a is interpreted as a diffusion coefficient
divided by some average diffusional path length (Nielsen, 1986). Valocchi
(1985). Nkedi-Kizza et al.(1984), Rao and Jessup (1983), van Genuchten and
Cleary (1979), Rao et al.(1980a,b), van Genuchten and Wierenga (1976), and van
Genuchten et al. (1984) present more discussion on this type of model.

Two-site Model

The second group of conceptual models are two-site kinetic (chemical)
sorption models. Selim et al. (1976), and Cameron and Klute (1977) have
independently proposed this type of model to describe solute sorption on
heterogeneous solid surfaces. Rao et al.(1979) used this type of model for
pesticide sorption, while Hoffman and Rolston (1980) and De Camargo et
al.(1979), used this model for phosphorus sorption. Additional application can
be found in the work of Nielsen et al.(1986) and Nkedi-Kizza et al.(1984). 1In
this model, two types of sorption sites are hypothesized: type 1 reaches
equilibrium instantaneously and type 2 are time-dependent kinetic sorption
models. The diffusion-controlled process (model 2) is not explicitly analyzed
in this work, however, Nkedi-Kizza et al.(1984) have shown that the diffusion-
controlled model is mathematically equivalent to a first order kinetic model.

The governing solute transport equations for a two-site chemical process
sorptive model are as follows:



ac 3s ac a%c
—_— + (p/8) — = -V, —— + D,
at at 3ax ax?
3s
— = f(C,8)
at

where:
C is the concentration of the chemical in solution (g/ma),
S is the amount of chemical sorbed per gram of soil (g/g),
V, is the vertical pore-water velocity (m/day),
p is bulk density of the soil (g/ms),
§ is the water content (nf/ma),
x is the depth, positive downward (m),
t is time (days),
D, is the dispersion coefficient (mz/day),

10

[3a]

[3b]

Several conceptual models have been proposed and evaluated for describing
the solute sorption-desorption term (4S/4t) in Eq. [3b]. Three of the most

common special cases were discussed by van Genuchten (1974):
1) Freundlich equation
S = RcV
Differentiation of Eq [4] with respect to time gives:
as ac
o kNG“I
at at
2) The first order kinetic rate equation
as
—— = k(K,C S)
at

3) Exponential equation

as k,e S ¢
— = kyePs ——C -8
at k,p

where
k, is the forward kinetic rate coefficient (1/day),
k, is the backward kinetic rate coefficient (1/day),
b is similar to the surface stress coefficient (g/ug), described
and Eyring (1956). For equilibrium sorption (4S/dt = 0), Eq. [7]
to

[4]

(5]

(6]

by Fava
reduces
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0k,C
S = ———— &5 (8]

Pk,

Most previous work considered the equilibrium (type 1) model and to a
lesser extent utilized the nonequilibrium model. Lindstrom et al. (1971) and
Lindstrom and Narasinham (1973) considered nonequilibrium conditions and
discussed the mass transfer coefficient. In this report, we adopt the first
order kinetic model as the topic under discussion.

Mass Transfer Rate Coefficient

Rao et al. (1980a; 1980b) presented a theoretical and experimental analysis
of the mass transfer rate coefficient (a) for a two-region (physical
nonequilibrium) model and indicated that the mass transfer coefficient (a) for
the two-region model is dependent upon the soil particle sphere radius, time of
diffusion, volumetric water contents inside and outside the sphere, and the
molecular diffusion coefficient. However, relatively little is known concerning
the factors that affect the mass transfer rate coefficient (x) in two-site
(chemical nonequilibrium) models.

MODEL PROCESSES

The VIP model as presented in this report extends previous work by Short
(1986) and Grenney, et al. (1987) for use in screening specific hazardous wastes
from land treatment. The model describes a soil column 1.0 meter square with
depth specified by the user. A constituent, which refers to the hazardous
substance being tracked by.the model, may be a pure compound or a mixture of
several compounds as long as the behavior of the mixture can be adequately
described by composite constituent parameters.

The model was developed under the following assumptions:
1) One dimensional soil system is assumed.

2) The soil column consists two isothermal layers: a plow zone (Zone of
Incorporation, Z0I) and a lower treatment zone (LTZ). The plow zone is
a typically defined as the top 15 cm of soil into which the substance is
mixed during application. The LTZ extends below the ZOI to the bottom of
the soil column and contains substances which have been mobilized and
transported downward from the ZOI.

3) Unsaturated flow is assumed. The pore velocity of the water phase is
calculated by dividing the average infiltration rate (V,’) by the water
content of the soil (4,). The water content is estimated from the soil
properties and water net infiltration rate by the procedure of Clapp and
Hornberger (1978):
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1/(2b+3)
VI
b, = ¢| — (9]
c
where:
V' = recharge rate (cm/day)
¢ = saturated hydraulic conductivity (cm/day)
b = coefficient dependent on soil properties.

4) The soil environment within the column is made up of four phases: soil
grains, pore water, pore air, and pore oil.

5) First order non-equilibrium kinetics describes partitioning of the
chemical constituent between the water, soil, oil and air phases, and
partitioning of oxygen between the water, oil and air phases.

6) Degradation of oil and constituents in water, soil, air and soil phases
are expressed as a combination of the first order decay and a modified
Monod function for oxygen limitation.

7) Characteristics of the so0il environment (site recharge rate, site
temperature and saturated hydraulic conductivity) can be changed with
depth and/or time.

8) Waste material is applied to the plow 2zone at 1loading rates arnd
frequencies specified by the user. It is completely mixed in the plow
zone.

9) The oil in the waste does not migrate. Only the chemical constituents

move with the soil water.

10) Longitudinal dispersion is insignificant in the water phase and neglected,
but included in oxygen and the air phase. Plug flow of water in plow zone
and treatment zone is assumed.

In this model, hydrodynamic dispersion is assumed to be negligible. This
assumption is based on the notion that, under unsaturated flow conditions, flow
velocities and turbulence levels are very small, fractions of those encountered
in saturated porous media. The causes of hydrodynamic dispersion are many but
the effects are primarily influenced by fluid turbulence, large density and
velocity gradients, and anisotropy of the fluid flow regime. Under prevailing
conditions in the vadose zone, these forces do not control the flow regime.

This phenomenon was evaluated by Mears (1971), who suggested a criterion

for trickle-flow reactors at low Reynolds number with first order kinetics
whereby for dispersion to be safely neglected, ,

Z 20
_ >

4 B,

1n(C,/C;)
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where Z is the depth of the soil, d, is particle diameter, C, is the influent
concentration, C; is the effluent concentration, and B, is Bodenstein number,
which is equal to Vd,/D; (D, is the hydrodynamic dispersion coefficient and V
is the fluid velocity), Petersen (1963) summarized considerable work that
suggested that B, = 0.5 for low Reynolds numbers when the hydrodynamic regions
are interlocking. By this criterion using C,/C¢=100 (99% reduction of the
constituent). for hydrodynamic dispersion to be important, Z/d ~184.2. For
typical soils with d,=0.02 cm, Z>3.7 cm for axial dispersion to be neglected.
Thus, axial dispersion will only be important for very short columns of little

practical interest. Further, the dispersion process necessarily relies on a
continuum of fluid pathways. In the vadose zone, those pathways are not
continuous - the area of contact through which the flux may occur is a small

fraction of that which exists under saturated flow. Thus, the fluid attributes
necessary for the process to occur are missing. For these reasons, hydrodynamic
dispersion is neglected.

The model simulates the fate of hazardous organic substances in the soil.
The fate of a constituent in the soil column depends on mobilization,
volatilization, and decomposition processes. The model also simulates oxygen
transport in the unsaturated zone which includes transport by air, water, and
free hydrocarbon phases with exchange between each phase and losses due to
biodegradation of the hazardous waste constituents within the soil column.
Equation [9] describes these processes mathematically for one phase in a control
volume slice (thickness = dz) of a one-dimensional (vertical) soil column.

a(cen) 8 (6AD(3C/8z)) 8(-VIAC)
3t dz = 3z dz + B T a— dz + YAdz - RCHAdz [10]
where:
A = horizontal area of the control volume, (m?)
C = concentration of the constituent or oxygen in the phase (g/m®)
D = dispersion coefficient for the phase, (mz/day)
dz = depth of control volume, (m)
t = time, (days)
V = vertical pore velocity of the phase, (m/day)
z = depth, positive downwards (m)
§ = volume of the phase within the control volume, (m® phase/m® control

volume)
p = bulk density of the soil (g-soil/m® control volume)

R = degradation rate for the constituent or oxygen within the phase,

(1/day)
% = mass sorption rate into the phase from other phases, (g/day/m®

control volume)

Mobilization (transport)

Once applied to the land and mixed into the plow zone, a constituent may
be mobilized by three mechanisms: advection, dispersion, and migration
between/among phases. Oxygen transport in a soil column may also include these
three mechanisms.
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Dispersion. Mobilization by dispersion of the phase within the soil
column is represented by the first term on the right-hand-side of Equation
[9]. Dispersion is simulated for chemical constituents in the air phase.
Dispersion in the water phase has been inactivated in this version of the
model because the nonequilibrium sorption/desorption process (described
later) provided dispersive phenomena sufficient to simulate observed
behavior. However, if and when activated, it will be solved by a scheme

similar to that for air. The oxygen dispersion mechanism is assumed
significant only in the air phase using the air dispersion coefficient
(D).

Advection. The advection mechanism is represented by the second term on
the right-hand-side of Equation [10]. It may be significant for the water
and air phases. Oxygen transport by advection of the phase within the
soil column is assumed significant for the water and air phases with the
pore velocity of the water (V,) and air (V,) phases. Although in some
applications advection may also be significant for the oil phase, this
version of the model constrains the o0il to the plow zone. Laboratory
experiments on mobility of the oil phase in soil are currently underway
at Utah State University (USU). The soil grain phase is assumed to be
immobile.

Sorption/desorption. The third term on the right-hand-side of Equation
[10] represents migration of the constituent or oxygen between/among
phases. This mass flux of the constituents or oxygen among phases is
modeled as a sorption mechanism. Grenney et. al (1987), Enfield et. al
(1986) and Lapidus and Amundson (1952) have expressed the sorption
mechanism as a linear gradient process of the following form:

P = - x(Ky ,C, - Cy) [11]
where:

¥ = mass flux of oxygen or constituent (g/m’-day)

C; = oxygen or constituent concentration in Phase 1 (g/m%)

C, = oxygen or constituent concentration in Phase 2 (g/m®)

K = mass transfer rate coefficient (day™!)

K;,1 = linear partition coefficient for Phase 2 with respect to

Phase 1 (g-/ma-Phase 2)/(g-/m3-Phase 1)

In general sorption can occur directly between any two phases that are in
contact, and Equation [11] could be expanded to describe mass flux among more
than two phases at a time. However, estimating meaningful values for the
additional coefficients would be extremely difficult, and so it is assumed that
constituent migration from one phase to another must pass through the water
phase. Consequently, Equation [11l] is applied between the water phase and each
of the other phases (Enfield et. al, 1986, Short, 1986). For the case of
oxygen, it is assumed that migration from one phase to another must pass through
the air phase, and there is no oxygen sorbed by the soil grain. Consequentl
Equation [ll] is applied between the air phase and water or oil phases. 7
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Volatilization

Volatilization is represented in the model by two processes: mass flux into
the air phase and advection/dispersion. The mass flux of the constituent into
the air phase is modeled by a sorption mechanism. The constituent is then
transported with the air phase by advection and/or dispersion, depending on the
conditions at the soil surface.

Degradation

The fourth term of Equation [10] represents the degradation (biochemical,
photochemical or hydrolytic). Field and laboratory studies of other investi-
gators, Sims, et al. (1988) and Sims and Overcash (1983), have indicated that
the use of first order kinetics provides a reasonable approximation for the
degradation of many hazardous substances in soil systems. Baehr and Corapcioglu
(1984) have presented a one-dimensional model for simulating gasoline transport
in the unsaturated zone which includes transport by air, water, and free
hydrocarbon phases with exchange between each phase and losses due to
biodegradation. Borden and Bedient (1986) and Molz et al. (1986) noted that the
microbial metabolism can be limited by a lack of either substrate (carbon and
energy source), oxygen (electron acceptor) or both simultaneously. The removal
of hydrocarbon and oxygen in each phase can be represented by a modified Monod
kinetic relationship where:

dc c o
— = - Mk [12a]
dt K+ C K+ 0

do c 0 .
— - My, [12b]
dt K+ C K+ 0

where:
is the concentration of the hydrocarbon;

is the concentration of oxygen;

is the total microbial concentration;

is the maximum hydrocarbon utilization rate per wunit mass of
microorganisms;

is the ratio of oxygen to hydrocarbon consumed;

is the hydrocarbon half saturation constant;

is the oxygen half saturation constant;

is time.

N‘C;ZOO

o o o

tXRXNXNX

The degradation expression of the VIP model used in these studies to
evaluate sensitive model parameters combines the first order kinetics described
by Grenney et al., (1987) with a modified Monod function for oxygen limitation:

dc 0
— = -y — [13a]
dt Ko+ O

(=]



16

do 0
—— = - v Y€ ————— [13b]
dt K+ O

where p is the constituent first order decay rate (day™!),
Because the constituent may degrade at different rates in different phases,
separate rate and half-saturation coefficients are provided for each phase in

the model. The apparent degradation rate coefficients are permitted to vary
with depth in the model.

MODEL EQUATIONS
Based on the preceding discussion, the model equations for the four phases

within a soil column of unit cross-sectional area can be expressed as follows:

ac, ac, o,

at 0z K+ 0O,

- (Ba/ow)x'a(Kawa'Ca)

( 00/0w) Ko (Kowcw' c:o)

- (p /ow)x's<szCw'Cs) [14a)]
ac, ac, a%¢c, 0,
= - Vﬂ + DB b ”aca
at iz 3z2 K.+ O,
c, 0,
+ ka(KgCy-Co) — [14b)
64 at
ac, 0, C 36,
= = BoCy + Kk, (K, C, - C.) - [14c]
at K°+ o, go at
ac, 0,
= - uC, — + K.S(szcw - Cs) [14d]

at K+ O,



where:

[+]

7':0‘000
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aé, 0,
= = v, 0, [1l4e]
at Koot O,
bp = ¢ - 0, - 0, [14f]
a0, 0,
= = V¢ kg Gy + K" (Kpa0,-0,) -
at K.+ O,
1 a4,
(po Vo + 05) (lag]
6, dt
a0, ao, o, 0.
= -V, Ve by Gy - Ve Mg G
at dz K.+ O, K.+ O,
+ k,2(K,,0, O, [14h]
30, 30, a%o, 0,
- V. + D, — v, By C,
at az 8z? K.+ O,
- (ow/aa)'coa(xwaoa'ow)
0, a4,
(0,/0,)6,°(Kya0,-0,) = ———— ———— [141]
6, dt
= concentration of the constituent in the oil phase (g/m3)
= concentration of the constituent in the air phase (g/m?®)
= concentration of the constituent in the water phase (g/m®)
= concentration of the constituent in the soil phase (g/m®)

constituent partition coefficient between air phase and water
phase (g/ma-air)/(g/ma-water)
constituent partition coefficient between oil phase and water
phase (g/m®-0il)/(g/m’-water)
constituent partition coefficient between soil phase and water
phase (g/g-soil)/(g/m3-water)
soil porosity (m®/m®)

soil bulk density (g/cm®)
constituent degradation rate in the oil phase (day™!)
constituent degradation rate in the oil phase (day™!)
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constituent degradation rate in the water phase (day™!)

Z: = constituent degradation rate in the soil phase (day™!)

¥ = the degradation rate of the oil phase (day'%

0, = oxygen concentration in the oil phase (g/m®)

0, - oxygen concentration in the water phase (g/m’)

0, = oxygen concentration in the air phase (g/m%)

K, = oxygen half saturation constant with respect to the constituent
decay in the oil phase (g/m%),

K, =~ oxygen half saturation constant with respect to the constituent
decay in the oil phase (g/ma)

K, = oxygen half saturation constant with respect to the constituent
decay in the air phase (g/m®)

Koo = oxygen half saturation constant with respect to the oil decay
(g/m®)

Koa = oxygen partition coefficient between the o0il and air phases
(g-0,/m*-0il phase)/(g-0,/m*-air phase)

Kia = oxygen partition coefficient between the water and air phases
(g-0,/m-water phase)/(g-0,/m*-air phase)

Ko = constituent transfer rate coefficient between the water and air
phases (day'%

Ko = constituent transfer rate coefficient between the water and oil
phases (day™?!)

K = constituent transfer rate coefficient between the water and soil
phases (day’!)

K2 = oxygen transfer rate coefficient between the 0il and air phases
(day™)

Ky = oxygen transfer rate coefficient between the water and air phases
(day™)

v, = stoichiometric ratio of the oxygen to the constituent consumed

vV, = stoichiometric ratio of the oxygen to the o0il consumed

0 = volume of the air phase within the control volume, (m®-air/m?-
control volume)

6. = volume of the water phase within the control volume, (m®-water/m°-
control volume)

8, = volume of the oil phase within the control volume, (m3-0il/m?-
control volume) .

Ve = pore water veloéity; (cm/day)

Po = density of the oil (g/cc)

MODEL BOUNDARY CONDITIONS

The boundary conditions of the VIP model are constituent and oxygen
concentrations at the upper and bottom layers of the soil column, and initial
conditions of concentration and water, air, and oil saturation with depth. The
model boundary conditions are presented in Table 1.
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Table 1. VIP Model Boundary Conditions

Phase
Boundary Alir Water Soil 0il
CB 0!. 0& CW" OW 0W Cs CO OO 00
z=20 0 Pg' -7 0  KyPoz -- - - - -
z =12 0 Po - 0  KyPoz -- - o - -
t - 0 CaO an 030 CWO OWO 9WO CSO COO OOO 000

* No. condition required.
* Partial pressure of oxygen in atmosphere (300 g/m’) .

SOLUTION ALGORITHMS

The model Equations [l4a] - [l41] are programmed in FORTRAN and solved
numerically. The program will run on IBM-PC, -XT, -AT, and PS/2 compatible
equipment, and has a built-in editor or accepts input files from LOTUS
spreadsheets. An option for graphical output is provided.

The computer code is designed in a modular structure to provide for
convenient enhancement in the future. The modular structure also provides a
convenient means for evaluating the behavior of various processes by isolating
the modules for independent analysis. The main solution algorithm is divided
into functional modules: loading rates, degradation, oil decay, and phase
transport and sorption.

Loading rates

The user specifies the 1initial oxygen concentration and initial
constituent concentration profile in the soil column and the frequency of waste
application. Each waste application is assumed to be instantaneously and
uniformly incorporated into the =zone of incorporation (Z0I). This 1is
accomplished by establishing a new initial condition to account for the
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additional mass in the ZOI each time waste is applied.

Degradation

This module solves the degradation terms of Equations [1l4a], [14b], [1l44d],
[14h] and [14i] for the oxygen and constituents in air, water and soil phases.
The concentration of the oxygen or a constituent remaining in the water, air or
soil phases at the end of a finite time interval (At) is calculated by:

o
Cievaty = C(r)eXpP -pAt ————— [15]
K, + 0

The solution for the constituent degradation in the oil phase, oil
phase decay., and oxygen consumption is accomplished by expressing the Equation
[14c], [lde] and [l4g] as implicit difference equations across the time
increment (At). The resulting equations are then solved simultaneously by the
Newton-Raphson method.

Phase transport

The constituent or oxygen is transported by advection of the water phase
and by advection and dispersion of the air phase. The advective transport of
the water phase is formulated as an explicit, upstream difference (Bella and
Grenney, 1970) as follows:

Ceievaty = Ciey + (Cri-1,ey - Cu,w)VAZ/At [16]
where V is an adjusted velocity and At is calculated such that:
Vat/aZ = 1 ~ [17]

This formulation provides an exact solution for the advective water
transport and will preserve a vertical concentration gradient at the leading
edge of the transport wave. The parameter V is obtained by adjusting the pore
velocity of the water, V,, to account for the retardation caused by sorption as
described later. Experience has been gained over the years concerning the
behavior of numerical solutions for the advection and dispersion of water
quality constituents. The advection and dispersion terms have been solved
successfully for steady and unsteady flow by explicit (Bella, 1970; Holley,
1965; Hann, 1972) and implicit techniques (Hann, 1972; Harleman, 1968; O’Connor
1968; Prych, 1969; Grenney, 1978). ’

The dispersion terms of the air phase are formulated as an implicit
difference equation:
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Cit = Ay Cig,evar + Az Cf gear + Az Ciig teat (18]
A, = — D, At/Az?
A, = 1 + 2D, At/Az?
A; = - D, At/AZ?
The system of Equations [18] is expressed in matrix form and solved by
numerical techniques.
Sorption/desorption
The method involves solving the kinematic terms in each of the Equations

[l4a] - [14i]. This is accomplished by expressing them as implicit difference
equations across the time increment (At). For each control volume (1):

Cw(t.+At.)°Cw(t) 00
= =Ko (KowCucttat) = Coceraty)
At 8,
fa
_’co(Kawa(t+At) - Ca(t+At))
0‘7
p
—K 5 (KeuCutraty— — Cs(t+At))
w
Coct+at) ~Coct) .
= Ko (KewCyceraty — Coctraty) '[19b]

At

The equations for air and soil are identical in form to Equation [19b] for
oil. These equations are rearranged and solved by a one-pass matrix reduction
procedure., The system of equations and the numerical method preserve the mass
balance across the time increment. Oxygen partitioning is calculated using
Equations [19a] and [19b] with the air phase as the common medium.

Modular approach

There are three important benefits to programming numerical techniques in
functional modules. First, the program is easy to modify and upgrade. Second,
more than one solution procedure can be used, thereby allowing the use of a
specific technique (closed-form, explicit, implicit) best suited for the
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equations in each module. Third, the behavior of the various physical and
biochemical mechanisms being represented may be evaluated by isolating the
modules for independent analysis. These features also enhance the use of the
model as a research tool because a variety of hypotheses, expressed as
mathematical equations, may be conveniently inserted and tested.
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SECTION 5

SENSITIVE MODEL AND SOIL PARAMETERS

Important sensitive variables that may impact soil treatment include
temperature, soil oxygen, soil moisture, and soil type.

TEMPERATURE

Soil temperature is expected to be one of the most sensitive parameters
affecting soil treatment (Smith, 1982) and model output. The effect of
temperature on soil degradation reaction rate may follow the Arrhenius
relationship which has been used to correlate environmental temperature and
reaction rate in soils (Hamaker 1972, Dibble 1979, Lyman et al. 1982, and Parker
1983).

In this research project the effect of temperature on the rate of
degradation in a Kidman sandy loam soil was experimentally determined for 16
polynuclear aromatic hydrocarbon (PAH) compounds. Soil properties determined
prior to initiation of the study include a soil pH of 7.9, 0.5% by weight
organic carbon, 0.06% by weight total phosphorus, 0.07% by weight total nitrogen
and a water holding capacity of 16% by weight. These compounds were evaluated
because of their presence in petroleum and wood preservative organic wastes and
because of their public health implications (Sims and. Overcash 1983). A
standard solution of 16 PAH compounds in dichloromethane was added to the soil
to achieve an equivalent one percent by weight creosote addition to soil. The
loading used resulted in the following soil concentrations (mg/kg soil dry-
weight): naphthalene (501)., acenaphthylene (30.4), acenaphthene (400), fluorene
(100), phenanthrene (1000), anthracene (600), fluoranthene (400), pyrene (400),
benzo[a]anthracene (30.1), chrysene (200), benzo[b]fluoranthene (9.94),
benzo[k]fluoranthene (9.98), benzo[a]pyrene (10.76), dibenz[a,h]anthracene
(10.56), ©benzo[ghi]perylene (9.96), and indeno[l,2,3-cd]pyrene (5.25).
Temperatures evaluated were 10°, 20°, and 30°C.

Moisture content of the soil-PAH mixtures in glass beaker microcosms was
maintained between 80 and 100% of the soil water holding capacity. Periodically
through time triplicate sets of microcosms at each temperature were removed from
incubation and solvent extracted with dichloromethane. Concentrations of PAHs
in soil were determined by HPLC analysis of the extracts. The study was
terminated after 240 days of incubation.

OXYGEN

Microbial respiration removes oxygen from the soil atmosphere and enriches
it with carbon dioxide. While gases diffuse freely into and out of the soil
environment across the air/soil interface, the oxygen concentration in normal
soil air may be only half that of atmospheric levels, while concentrations of
carbon dioxide may be many times higher than in the surface air (Brady 1974).
A large fraction of the microbial population within the soil environment depends
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upon oxygen to serve as its terminal electron acceptor in their metabolism,
Bacteria of the genus Pseudomonas, members of which are often linked to the soil
transformation of xenobiotic compounds, are strict aerobes. Under oxygen-
restricted conditions, facultative organisms, those which use alternative
electron acceptors such as nitrate (denitrifers) or sulfate (sulfate reducers),
and strict anaerobic organisms become the dominant species. Metabolism shifts
from oxidative to fermentative under oxygen limiting soil conditions and becomes
less efficient in terms of energy production and substrate utilization. The
maximum rate of decomposition of degradable hazardous compounds is generally
correlated with aerobic, oxidizing conditions. Excessive levels of degradable
materials may lead to a depletion of oxygen and the formation of anaerobic,
reducing conditions in the soil pores. The rate and extent of decomposition of
many contaminants is limited under these reducing conditions, and anaerobic
metabolism may result in reduced compounds that are odorous and toxic to
microorganisms.

Subsurface oxygen concentration was measured under field conditions where
petroleum waste was applied as part of a soil biodegradation field study at the
Texaco Nanticoke o0il refinery at Simcoe, Ontario, Canada. Dissolved oxygen
sensors were placed at 6, 12, and 24 inches below the ground surface prior to
application and incorporation of the refinery waste sludge. Subsurface sampling
wells, ~1" in diameter, were hand augured into the soil, and 3/4" PVC Schedule
40 pipes, fitted with air tight o-ring seals, were placed into the wells. The
wells were then backfilled with wet soil to ensure a tight seal around the
outside of the pipe. Soil dissolved oxygen sensors (Jensen Instruments, Tacoma,
WA) were lowered into the wells and snapped into the air tight seals. The
sensors were connected to a programmable data measurement, collection, and
logging device (Campbell Scientific, Logan, UT) that allowed continuous
measurement of the oxygen content in the soil pores, averaging of the continuous
readings over discrete sampling periods, and storage of the discrete 0, levels
on cassette tape for later processing on a microcomputer. Calibration of the
probes was done in air at least daily, by removing the probes from the sampling
wells, allowing them to equilibrate, and adjusting the amplifier output of the
sensor so that the display reading corresponded to atmospheric levels of oxygen.

Dissolved oxygen sensors were put into service prior to waste application
to collect background measurements of subsurface 0, concentrations. Monitoring
was continued during and after waste application. The full record of raw 0,
measurements is provided in Appendix D of this report. A subset of the data
record was selected for study and comparison with VIP model simulation of soil
oxygen dynamics at field scale.

MOISTURE

Soil water serves an important function as a transport medium through which
nutrients diffuse and through which waste products are removed from the
microbial cell surface. Soil water potential is the term used to express the
energy with which water is associated with a soil surface and represents an
energy potential against which organisms must work to extract water from the
soil matrix. Microbial activity generally can be sustained at water potentials
from -5 to lower than -15 bars without significant inhibition, while the lower
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limit for bacterial activity is probably about -80 bars (Soil Science Society
of America 1981). Fungi appear to be more tolerant of low soil water potential
than bacteria (Gray 1978, Harris 1981), therefore microbial decomposition of
organic materials in dry soils would be attributed primarily to fungal activity.
Although some information exists regarding soil moisture effects on soil
microbes, extensive information on optimal and marginal water potentials for
growth, reproduction, and survival of individual species of microorganisms in
soil remains limited (Taylor et at. 1980).

At saturation or near saturation conditions as soil pores become filled
with water, the diffusion of gases through the soil is severely restricted,
oxygen is consumed faster than it is replenished in the soil vapor phase, the
soil becomes anaerobic, and major shifts in microbial metabolic activity occur.
Changes in soil microbial metabolic activity can be correlated with oxidation-
reduction potential, or Eh, which is an expression of the electron density of
a system. Effects of high soil moisture content with regard to limiting
diffusion of oxygen in the soil atmosphere have been discussed previously.

Experiments were conducted to determine the effect of soil moisture on the
rate of apparent degradation of a subset of hazardous substances. Soil moisture
levels of -0.33, -1.0, and -5.0 bars matric potential were used. Temperature
was maintained at 20°C, and glass beaker reactors contalning 200 g sandy loam

soil were incubated in the dark to prevent photodegradation. Moisture was
maintained at the desired levels by periodic addition of distilled water to each
beaker and mixing with a glass stirring rod. Periodically through time

triplicate sets of reactors at each soil moisture level were removed from
incubation and solvent extracted with dichloromethane according to the method
of Coover et al. (1987). Concentrations of PAHs in soil were determined by
HPLC analysis of the extracts.

SOIL TYPE

Soil texture and clay mineralogy are also important factors affecting soil
microbial processes (Stotzky 1972, 1980). Clays with a 1:1 crystal lattice,
e.g., kaolinite are non-swelling and have low cation exchange capacity. while
1:2 crystal lattice clays, e.g., montmorillonite, swell, trapping water and
dissolved materials between the lattices. The high cation exchange capacities
of clays like montmorillonite greatly increase the buffer capacity at microsite
within the soil, and reduces the impact of protons released into. the soil
environment as product of microbial metabolism. Differential sorption of
organic compounds and inorganic ions by different clays also affects the
availability of substrates and micronutrients to the soil microorganisms.

Soil organic matter is an important soil property that affects sorption as
well as degradation (U.S. EPA, 1984 a and b). Sorbed compounds or ions may be
available for extended periods of time for microbial metabolism and
transformation if retained within the soil matrix by soil organic matter
(Mahmood and Sims, 1986). Detailed discussion of the influence of soil organic
and mineral components are presented elsewhere (U.S. EPA, 1984 a and b).
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Soil pH is also an important soil property. The optimum pH range for rapid
decomposition of most wastes and residues is from 6.5 to 8.5. Bacteria and
actinomycetes have pH optima near neutrality, and do not compete with fungi in
aqueous media, that are more tolerant to acidic conditions i.e., pH levels less
than 5. Competition between fungi and other microorganisms as a function of pH
is less clear in soils, however, where the buffer capacity of clay and humic
materials affects the concentration of protons at the microsite scale (Gray

1978).

Two soil types, a McLaurin sandy loam and a Kidman sandy loam, were
evaluated with regard to degradation and immobilization, or partitioning, of a
subset of hazardous substances. The Kidman sandy loam soil (U.S. EPA 1988) was
described previously in this section under temperature. McLaurin sandy loam
properties include a soil pH of 4.8, 0.94% by weight organic carbon, 0.003% by
weight total phosphorus, 0.02% by weight total nitrogen, and a saturation water
content of 20% by weight. For biodegradation rate determination, selected
substances were mixed with the two soils and incubated in glass beaker reactors

at 20°C in the dark to prevent photodegradation. Moisture content was
maintained at -0.33 bar matrix potential by periodic addition of distilled water
to the soil in the glass reactors and mixing. Periodically through time

triplicate sets of reactors containing each soil type were removed from
incubation and solvent extracted with dichloromethane according to the procedure
of Coover et al. (1987). Concentrations of chemicals were determined by HPLC
analysis of the soil extracts.

Partition coefficients for a subset of substances were calculated for the
two soil types using quantitative structure-activity relationships (QSARs).
Partition coefficient for each chemical between soil and water, Ky, is given by:

c

Ky = [20]

CW

where K; is the soil/water partition coefficient (dimensionless if C; and C, are
in the same units). C; is the concentration of chemical in the soil phase, and
C, is the concentration of chemical in the aqueous phase. Ky values for organic
substances can be estimated from K, (partitioning based upon soil organic
matter) values if the organic fraction of the soil, f_ ., is known and if it is
assumed that hydrophobic interactions dominate the partitioning processes:

Ky = Koo X foe [21]
where K, is the organic carbon normalized soil/water partition coefficient.

By assuming that partitioning between water and the organic fraction of
soil is similar to partitioning between octanol and water, a correlation
equation can be used to relate K,, to octanol/water partition coefficient (K,,).
The correlation equation used to calculate K, for this project was thagmof
Karickhoff et al. (1979):

logK,, = 1.0 logk,, 0.21 [22]
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Therefore using K., values it was possible to calculate K,, for each chemical.
Using the calculated K,, and the measured organic carbon content for each
experimental soil, the partition coefficient, Ky, was calculated.



28

SECTION 6

RESULTS AND DISCUSSION

SENSITIVE PARAMETERS

Temperature

Figures 2 through 15 present the trends observed for decrease in parent
compound concentration with time of incubation for the PAH compounds evaluated
(Coover, 1987). The percentages of each compound remaining in the soil at the
end of the 240 day incubation period are presented in Table 2. Also presented
are the estimated half-lives based on a first-order kinetic model for degradation
and representative half-life values obtained from the literature.

The extent and rate of apparent loss was much greater for PAHs of low
molecular weight and high aqueous solubility. Substantial loss of three-ring
compounds acenapthene, fluorene, and phenanthrene was observed at all
temperatures during the course of the study. Four-ring compounds, including
fluoranthene, pyrene, and benz{a]lanthracene demonstrated greatly reduced rate
of degradation under the temperature range from 10° to 30°. Loss of chrysene,
a four-ring compound, and the remaining five and six-ring compounds was minimal
at all three temperatures. Bossert et al. (1984) found similarly that after a
1280 day laboratory simulation of the land treatment process the total remaining
of three-ring, four-ring, five-ring, and six-ring PAHs was 1.4, 47.4, 78.5, and
78.3% respectively. Other investigators have noted this general trend for the
PAH class of compounds (Sims and Overcash 1983, PACCE 1985, Herbes and Schwall
1978).

Based upon the experimental results obtained for degradation rate as a
function of temperature, the effects of temperature were described by the
Arrhenius equation. The parameters for fluorene, anthracene, fluoranthene,
pyrene and benz[a]anthracene are presented in Table 3. The Arrhenius expression
may be appropriate for quantitatively describing the effect of temperature on
PAH loss rates in soil for those PAH compounds where an effect of temperature
is observed.

The sensitivity of the output of the mathematical model VIP was evaluated
with respect to the effect of temperature on degradation rate for a subset of
PAH compounds. Presentation and discussion of these results is presented in a

subsequent subsection Model Output as a Function of Temperature-dependent
Degradation.
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Table 2
Percentages of PAH Remaining at the End of the 240 Day Study Period and
Estimated Apparent Loss Half Lives

33

Per cent of PAH

Remaining Estimated Half Life (day)® Half lives reported
in the literature (day)
Compound 10°c 20°C 30°C 10°C 20°c 30°C
Acenapthene - 5 0 0 <60 <10 <10 96°,45°,0.3-4°
Fluorene 8 3 2 60 47 32 64°,39°,2-39°
(50-71) (42-53) (29-37)
Phenanthrene 3 19 2 200 <60 <60 69°,23°,26°,9.79,144
(160-240)
Anthracene 8 51 58 460 260 200 28°,17°,108-175¢,17¢,45¢
(320-770) (190-420) (170-290)
Fluoranthene 9% 71 15 f 440 140 104°,29744-182°,39¢,34¢
(280-1000) (120-180)
Pyrene 93 89 43 f 1900 210 73°,27° 3-35°,589 48¢
11100-8100) (150-370) '
Benz[a)anthracene 82 71 50 680 430 240 52°,123",102-252¢,240%,130°
(520-980) (360-540) (200-280)
Chrysene 85 8 86 980 1000 730 70°,42°,5.5-10.5°,328°,224°
(710-1500) (750-1900) (550-1100)
Benzo[b]fluoranthene 77 75 62 580 610 360 73-130°,85P,65°
(400-1100) (410-1200) (280-510)
Benzo[k]fluoranthene 93 95 89 910 1400 910 143°,74°
(640-1600) (840-5700) (500-5310)
Benzo[a]pyrene 73 54 53 530 290 220 91”,69°,30-420°,3474,218¢
(300-2230) (170-860) (160-~380)
Dibenz[a,hJanthracene 88 87 83 820 750 940 74b,421°,100-190‘g
(520-1920) (490-1600) (490-12940)
Benzo[gh,iJperylene 81 76 75 650 600 590 179°,70P
(420-1300) (410-1170) (340-2390)
Indeno[1,2,3-c,d]pyrene 80 77 70 600 730 630 577,422 ,200-600°
(450-910) (460-1830) (350-3130)

Sims (1986), T=20°C

Mo o0 D e

Sims (1982), T=20°C

ty,2 (95 per cent confidence interval)

Sims and Overcash (1983), T=15-25°C
PACCE (1985), T=20°C

Least squares slope (for calculation of t,,,) = zero with 95% confidence
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Table 3. Arrhenius parameters for the apparent loss of PAH compounds in sandy
loam soil.

Compound Activation Energy Preexponentigl Kinetic Model
(Kcal/mol) Term Ln(A)
Fluorene 5.0 4.5 first
Anthracene 7.5 12.9 zZero
* Fluoranthene 21.7 36.3 zero
Pyrene 40.3 67.0 zZero
Benz[a]anthracene 9.4 12.8 zZero

* A has units of pg/g/d for zero order model and 1/d for the first order model.

e

Moisture

Results for the effects of soil moisture at 20°C on the rate of degradation
of subset of PAH compounds, incubated in soil as a synthetic mixture of the PAHs
shown, are expressed in terms of half-life values and 95% confidence intervals (CI)
on half-life values in Table 4. Half-life values were calculated based on a first-
order model for PAH disappearance.

Degradation rates were significantly different at different soil moisture
levels for the three-ring PAH anthracene and the four-ring PAH fluoranthene. For
the PAH compounds naphthalene (two-ring), phenanthrene (three-ring), and pyrene
(four-ring), no significant effect of soil moisture was evident. Because of the

Table 4. The effect of soil moisture on degradation rate of PAH compounds in
sandy loam soil

Compound 20-40% F.C." 40-60% F.C. 60-80% F.C.
(days) (days)- (days)
Naphthalene 30 15- 93 a* 28 14- 93 a 33 18- 23 a
Anthracene 72 50-128 a 46 27-173 a 18 7- 46 b
Phenanthrene 79 53-154 a - - 58 72-147 a
Fluoranthene 530 462-578 a 200 165-267 b* 230  193-289 b
Pyrene - - 7500 877- » a 5300 2500- « a

w

F.C. = field capacity of the soil.

The same letter (a or b) for a compound at two moisture contents indicates
no statistical difference at the 95% level based on a t-test.

+

ﬁ
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lack of a rational quantitative relationship between soil moisture content and rate
of degradation, it was not possible to evaluate the mathematical model VIP with
regard to model output as a function of soil moisture.

Soil Type

Results for degradation rates, corrected for volatilization, for a subset of
PAH compounds and eight pesticides incubated individually at -0.33 bar soil moisture
and 20°C, as a function of soil type are presented in Table 5. Half-life values
were calculated based on a first-order kinetic model for degradation; 95% confidence
intervals (CI) are also given.

As indicated in this table, for the PAH compounds investigated, there was no
statistically significant difference in degradation rate as a function of soil type

Table 5. Degradation rates corrected for volatilization for PAH compounds
and pesticides applied to two soils.

Compound Kidman Sandy Loam McLaurin Sandy Loam
t1/a 95% CI ti/2 95% CI
(days) (days)
PAHs:
Naphthalene 2.1 1.7-2.7 a* 2.2 1.7-3.4 a
1-Methyl-naphthalene 1.7 1.4-2.1 a 2.2 1.6-3.2 a
Anthracene 134 106-182 a 50 42-61 bt
Phenanthrene 16 13-18 a 35 27-53 b
Fluoranthene 377 277-587 a 268 173-630 a
Pyrene 260 193-408 a 199 131-408 a
Chrysene 371 289-533 a 387 257-866 a
Benz[a]anthracene 261 210-347 a 162 131-217 a
7,12-Dimethyl-
benz[a]anthracene 20 18-24 a 28 21-41 a
Benzo[b]fluoranthene 294 231-385 a 211 169-277 a
Benzo[a]pyrene 309 239-462 a 229 178-315 a
Dibenz[a,h]anthracene 361 267-533 a 420 267-990 a
Dibenzo[a,i]pyrene 371 277-533 a 232 178-330 a
Pesticides:
Phorate 32 29-85 a 24 19-35 a
Aldicarb 385 257-845 a 30 27-35 b
Pentachloronitrobenzene 17 15-21 a 51 38-74 b
Lindane 61 35-257 a 65 39-204 a
Heptachlor 58 50-70 a 63 58-76 a
Famphur 53 46-69 a 69 58-98 a
Dinoseb 103 87-128 a 92 74-124 a
Pronamide 96 81-122 a 94 69-151 a

* The same letter for a compound at two soil types indicates no statistical
difference at the 95% level based on a t-test.
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for the majority of PAHs. Although a statistically significant difference was
observed for anthracene and phenanthrene, the difference was not consistent for

one soil type.

For the pesticides evaluated, there were statistically significant differences
for degradation rates as a function of soil type for pentachloronitrobenzene and
aldicarb. For the other six pesticides no statistical difference in degradation
rate was observed between the two soil types. Because of the lack of a rational
quantitative relationship between soil type and rate of degradation, it was not
possible to evaluate the test model with regard to model output as a function of

soil type.

Partition coefficients between aqueous and solid phases (Kd) for each soil
type, derived using structure-activity relationships (SAR), are presented in Table
6. Calculated values presented indicate a consistent difference between the soils,
with Kd values higher for chemicals in McLaurin Sandy Loam soil. Since the values
are calculated and not measured, 95% confidence intervals are not relevant. The
difference between the two soils is directly related to the difference in organic
carbon content for the two soils (0.5% for Kidman soil versus 0.94% for McLaurin

soil).

MODEL OUTPUT AS A FUNCTION OF TEMPERATURE-DEPENDENT DEGRADATION

The proper design and management of a hazardous waste land treatment system
requires an understanding of the rates at which hazardous constituents of an applied
waste are dégraded. Temperature is the most important climatic factor influencing
rates of decomposition in soils (Smith, 1982). Coover (1987) has conducted
laboratory scale experiments using glass beaker studies for 16 PAH compounds that
are representative of hazardous wastes of concern to the U.S. Environmental
Protection Agency. All experiments were conducted at three temperatures (10°C
20°C, and 30°C) using a Kidman sandy loam soil. Coover (1987) indicated that the
Arrhenius expression, k = A e®/RD  yas useful for describing the effects of
temperature on apparent loss of fluorene, anthracene, and benz[a]anthracene and
other PNAs, but found that its use should be justified on a case-by-case basis.

In the VIP model, a degenerate form of the Arrhenius expression is found by
integrating the differential form between the limits T, and T,:

K1 Ea ( Tl - TZ)
Injl—1]| = —4mm@— (23]
K, RT,T,

and restricting the temperature range to *10-15°C, as is the case for most vadose
zone environments. The Eq.[23], K; and K, are the rate constants at T, and T,, E,
is the activation energy, and R is the gas constant. Under this restriction, the
term E,/RT,T, remains approximately constant, and Eq.[23] may be written as

K1
In[— | = 8°(T, - T,). [24]
K2



Table 6. Calculated soil/water (Kd), partition coefficients for chemicals in

two soils.
Compound log Kd log Kd
(McLaurin) (Kidman)

Acenaphthylene 1.72 1.38
Benz[a]anthracene 3.24 2.90
Benzo[a]pyrene 3.67 3.33
chrysene 3.24 2.90
Dibenzo[a,h]anthracene 3.60 3.26
Ideno(1,2,3-cd)pyrene 5.27 4.93
3-Methylcholanthrene 4.73 4.38
Fluoranthene 2.97 2.62
1-Methylnapthalene 1.52 1.18
Naphthalene 1.01 0.67
Phenanthrene 2.11 1.76
Pyrene 2.96 2.61
Benzo{b]fluoranthene 4.19 3.86
7,12-Dimethylbenz{a]anthracene 3.61 3.27
Anthracene 2.10 1.75
Bis-[chloromethyl) ether -2.68 -3.02
Chloromethyl methyl ether -1.41 -1.75
1,2-Dibromo-3-chloropropane

Dichlorodifluoromethane -0.17 -0.51

1,1-Dichloroethylene

1,1,1-Trichloroethane 0.13 0.47
1,1,2,2-Tetrachloroethane 2.63 2.29
1,1,2-Trichloroethane -0.16 -0.50
1,2,2-Trichlorotrifluoroethane -0.66 -1.01
Hexachlorocyclopentadiene 2.68 2.34
4,4-Methylene-bis(2-chloroaniline) 0.96 0.62
1,2,4-Trichlorobenzene 1.63 1.29
Aldrin 0.65 0.31
Cacodylic Acid -2.31 -2.65
Chlordane, technical 0.44 0.10
DDT 1.14 0.79
Dieldrin 0.56 0.22
Disulfoton -2.31 -2.65
Endosulfan 1.21 0.86
Heptachlor 1.55 1.21
Alpha Lindane 1.46 1.12
Methyl parathion 0.65 0.31
Parathion 1.06 0.72
Phorate 0.58 0.24
Toxaphene ‘0.96 0.62
Warfarin 0.19 -0.15
Aldicarb -1.61 -1.95
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Taking antilogs

Ky
8 (T T2) _ (Tl T2) [25)

K,

where 6 = e® . This form has been used to characterize the effect of temperature
on soil biochemical degradation and mineralization of some compounds in soils
(Hamaker, 1972 and Parker, 1983). Using T, = 20°C,

KT - K20 e(T'ZO) [26]

where K; is the constituent degradation rate at temperature T°C, Ky, is the
constituent degradation rate at 20°C, and 6 1is the temperature correction
coefficient.

The method of mnon-linear least squares was used to estimate the degradation
rate at 20°C (K,,) and the temperature correction coefficient value (8) of Eq.[26]
for three PNA compounds: chrysene, benzo[b]fluoranthene, and fluorene, using the
data of Coover (1987). Appendix A provides the temperature data and the parameter
estimation for these three compounds. The concentration histories and the predicted
first order models are shown in Figures 16 a, b, and c¢, for chrysene,
benzo(b)fluoranthene, and fluorene respectively. The estimated K;, and 6 and their
95% confidence intervals are listed in Table 7. Note that for chrysene, the 95%
CI for 8 includes one, so that, for these data, there is no statistically
significant effect of temperature on apparent degradation.

Simulations using these three compounds were run using the VIP model to

evaluate the effects of so0il temperature on model predictions. Partition
coefficients and soil initial concentrations of three compounds used in this study
are summarized in Table 8. For this series of runs, a high recharge rate 3.95

(cma/day/cmz) was used, and the mass transfer rate coefficients for the constituents
-and oxygen were 1000 day ™', assuming the constituents and oxygen reached equilibrium
very rapidly.

Table 7. Estimated values of K,; and 6.

Compound LCL? Kzq UCLP LCL e UCL
(1/days) (l/days) (1l/days)

Chrysene 0.00046  0.00059 0.00072 0.987 1.003 1.019
Benzo[b]fluoranthene 0.00144 0.00168 0.00192 1.012 1.024 1.036
Fluorene 0.0159 0.0168 0.0178 1.033 1.040 1.048

® Lower 95% confidence limit P Upper 95% confidence limit



Figure 16.
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Table 8. Partition coefficients and initial concentrations used in the study.

Compound Kow K.y Kaw , Initial )
g/m’/g/m’ g/g/g/m’ g/m’/g/m mg/g-soil

Chrysene 8.9E+5° 1.8E-4P 3.9E-32 0.1°
Benzo[b]fluoranthene 1.1E+7°® 4 .9E-5P 1.2E-32 0.042
Fluorene 2. 0E+3® 6.2E-5P 3.2E-3°¢ 0.1¢

8 From U.S. EPA (1988).

b From Ryan et al. (1987).

¢ Calculated from Henry's Law.

d

Coover (1987).

Table 9 lists the summary of degradation data of the three compounds after a
one year simulation in the Kidman sandy loam. The extent and rate of apparent loss
due to the biochemical degradation for the higher temperature is greater than that
for the lower temperature for each of the three compounds studied. However, the
effect of temperature on the apparent loss from decay is different for each
compound, ranging from 20 percent for chrysene to 100 percent loss for fluorene at
30°C.

Table 9. Degradation summary from VIP simulation.

Compound Temp. % decayed total mass
Oc g
10 19
Chrysene 20 19 26
30 20
10 38
Benzo[b]fluoranthene 20 45 10
30 53
10 98
Fluorene 20 100 26

30 100
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Figure 17 through 19 demonstrate the depth profiles of chrysene,
benzo[b]fluoranthene, and fluorene, respectively, in the water phase after one year
in the Kidman sandy loan. Compared to the profiles for benzo[b]fluoranthene (Figure
18) and fluorene (Figure 19), for chrysene there is little apparent effect of
temperature seen in these profiles with temperature changing from 10 to 30°C. The
plot for fluorene (Figure 19) shows the largest apparent effect of temperature on
the model output profiles. The effect of temperature on the degradation rate
depends on the wvalue of 6. Higher values of 8 (1.040 for fluorene). show more
sensitivity to temperature in the model prediction than that for 6 values close to
1.0 (1.003 for chrysene). This result is in agreement with the mathematical aspect
of Eq. [26]. '

Fluorene has a low molecular weight of 166 and only three fused rings, while
benzo[b]fluoranthene and chrysene have five and four rings respectively. Figures
17 to 19 and Table 9 demonstrate that the extent and rate of degradation of low
molecular weight PAH compounds increased with increasing soil temperature, but
there was very little apparent degradation and little effect of temperature on
degradation of four and five-ring compounds. Therefore, the high molecular weight
PAHs have the potential to persist for years and have a potential to accumulate
following repeated addition of PAH-containing wastes in land treatment systems.
These results predicted from the test model are in agreement with observations of
Coover (1987) observed in laboratory scale experiments.

MODEL OUTPUT AS A FUNCTION OF OXYGEN-LIMITED DEGRADATION

Simulations were conducted to evaluate the effects of oxygen concentration on the
degradation of the constituent. The physical and kinetic parameters used in this
test are contained in Table 10. For this series of runs, the dispersion coefficient
-for oxygen, D,,, was set to zero to maximize the potential for 0, limitation by
restricting oxygen sources.

Figure 20 shows a comparison of the concentration distribution with and without
oxygen-limits after 80 days in the water phase. The results demonstrate that there
is no significant difference between the concentration curves with oxygen-limit
degradation. The reason is that the oxygen half saturation constant used was 0.1
g/m® which is very small compared to the oxygen concentrations 200-298 g/m®> in the
air phase and 4-9.17 g/m® in the water or oil phase. This small value of the oxygen
half saturation constant caused the term, 0/(K,+0O) to approach unity. Therefore
degradation would not be affected by the concentration of oxygen. When the oxygen
half saturation constant value increases to a value near the oxygen concentration,
an increased sensitivity of degradation to the oxygen concentration would be
expected.



Figure 17.

Figure 18.

Figure 19.

0.600
’5 Chrysene
g — 10°C
Sl N U — 20°C

0.400 4
£ — 30°C
=
z
5
=
& o.2004
o
=z
wl
O
pd
Q
Q

0.000 t +

0.0 0.5 1.0 1.5
DEPTH (m)

Depth profiles of chrysene at three different temperatures
after one year.

0.600
1?:\ Benzo[blfluoranthene
% \ 10°C
[ R R 3 -
£ 0.400¢ k] o o
> \ 20°C
el — 30°C
z
Q
=
& 0.2004
x
=
v}
[
z
o
O
0.000 + +
0.0 0.5 1.0 1.5
DEPTH (m)

Depth profiles of benzo[b]fluoranthene at three different
temperatures after one year.

0.030
E — Fluorene
2 i \ — 109¢C
~é 0.020 Py — 209
0201 ¢+ v e 300
s |
: .
|
c o
g 00104 |
= i {
z ] {
Wi H H
g |
S | \
g ™\
0.000 + +
0.0 0.5 1.0 1.5
DEPTH (m)

Depth profiles of fluorene at three different temperatures
after one year.

42



43

Table 10. Physical and kinetic parameters used in model simulation of oxygen
dynamics at field scale.

Hy

constituent degradation rate in the water phase, day‘1
constituent degradation rate in the soil phase, day‘1

constituent partition coefficient between soil phase
and water phase (g/g-soil)/(g/m’-water)

oxygen half saturation constant in the air phase, g/m®
oxygen half saturation constant in the oil phase, g/m®
oxygen half saturation constant in the water phase, g/m’

oxygen half saturation constant with respect to the
0oil decay g/m?

oxygen partition coefficient between the o0il and
air phases, (g-0,/m*-0il)/(g-0,/m*-air)

the oxygen partition coefficient between the water and
air phases, (g-Oz/ma-water)/(g-Oz/ma-air)

the stoichiometric ratio of the oxygen to the
constituent consumed

the stoichiometric ratio of the oxygen to the
0il consumed

the oxygen transfer rate coefficient between the oil
and air phases, day’!

the oxygen transfer rate coefficient between the water
and air phases, day’!

mean daily recharge rate, (cm/day)
saturated hydraulic conductivity (cm/day)

soil porosity (cm®/cm?)

0.01474

0.01474

3.16E-64
0.12
0.1°2

0.1°8

0.1°8

0.0306%®

0.0306°

1000°

1000¢
4,304
100

0.39

a8 From Borden and Bedient (1986).

Calculated from Henry's Law.

Assume oxygen reaches equilibrium very fast.
From Grenney et al. (1987).

Assume oxygen partition coefficient between the o0il and air phase is same
that between the water and air phase.

o a o o

as
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Figure 20. Comparison of the depth profiles with and without
oxygen-limits.

Figure 21 presents the constituent and oxygen concentration curves in the
water phase after 80 days. The soil system is saturated with oxygen from the
top of the soil surface down to a soil depth where the constituent slug is
located. The oxygen concentration decreases over these depths due to the oxygen
demand imposed by microbial degradation of the constituent. No microbial
activity has occurred below the constituent wave front, therefore the oxygen
concentration is maintained at the saturation concentration.
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Figure 21. Constituent and oxygen profiles after 80 days.
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Figure 22 shows the breakthrough curves of the constituent and oxygen
concentration in the water phase at a depth of 1.0 meter. The oxygen
concentration decreases when constituent passes this depth due to microbial
degradation of the constituent. After the constituent slug passes a particular
depth, the oxygen concentration is replenished due to the advection transport
mechanism in the air and water phases.
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Figure 22. Constituent and oxygen breakthrough curves
predicted by the VIP model.
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same input data é 400 L
set, for a range g ey
of K from 0.01 to & 2001
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air,'oil, and OO—.B-&E—VOI—OZI—-O—-&—E—O-E—*——B—'——‘TQ
water phases., DEPTH (m)
These simulations
demonstrate that, Figure 23. Depth profiles with five of half oxygen
as the value of saturation constant coefficients.

this constant ,
increases, the oxygen-limitation of degradation increases, as would be expected.

Under field conditions, where O, is replenished by dispersion/diffusion
from the atmosphere, this rate limitation will be less severe over the long term
for slowly degradable substrates. However, for short term dynamics, such as
immediately after a waste application, the O, limits may be very important and,
therefore represent an important module (oxygen dynamics) for inclusion in the
model. Evidence for the field scale depletion of soil oxygen, with depth through
the soil, after waste application was confirmed at Texaco's Nanticoke 0il
Refinery, Ontario, Canada, and is discussed in the next section.
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FIELD EVALUATION OF MODEL FOR PREDICTION OF OXYGEN DYNAMICS

A field study was conducted as part of a land treatment demonstration for
Texaco's Nanticoke 0il Refinery at Simcoe, Ontario, Canada. USU's involvement
in the project was to characterize the waste being applied under two loading
scenarios (high and low), and to evaluate the dynamics of the vapor phase
processes for ten days following the application and tilling of the waste sludge,
including volatile organic constituents and oxygen. Details of the study are
provided in a separate report. Our purpose here is to briefly describe the
measurement of subsurface oxygen concentration and to use the VIP model to
simulate the short term dynamics of the oxygen in the subsurface.

The measurements from the high-load plot from the period 6/11/87-6/15/87
were chosen for the simulation. For the purposes of the simulation, the waste
constituents were summed and assumed to be representable by a single constituent
having fate, transport, and degradation properties that were averages of those
for the individual materials. It should be noted that the averaging process was
not rigorous: the values used were simple arithmetic averages of representative
values taken from land treatment studies done at USU. These parameters, soil-
water, octanol-water, and air-water partition coefficients and first order
degradation rate coefficients, were entered into the VIP model with the initial
conditions taken from the background measurements, and waste characteristics and
application rates from field notes. The input file is shown in Table 11.

The model was run for the 5 day period of the data record. The predicted
air phase 0, concentrations at the 6 inch, 12 inch, and 24 inch depths were
extracted from the model output and plotted alongside the raw field data.
Results are presented in Figures 26, 27, and 28, for 6 inch, 12 inch, and 24
inch depths, respectively. The solid lines on the plots represent the model
simulation, and the dashed lines represent the field data.

Results for the 6 inch depth show good agreement between the model
prediction and the field data during the first 80 hours of the simulation. The
model was able to track the descending leg of the record but is unable to
simulate the recovery of the O, content at this level after 80 hours. For the
12 inch depth, the model was able to predict the general behavior of the data
for 60 hours but was unable to predict the recovery after this time. At a depth
of 24 inches, the model was able to predict the initial drop in the 0, level,
but the predicted trend continued to descend while the field data leveled off.
However, at 60 hours, when the 0, had decreased to about 25 g/m®, the model and
gata agreed. However, the test model failed to predict the recovery after about

0 hours.



Table 7 Input Data File for Simulation of Field Data from Nanticoke Refinery

Canada Composite

DTZON,DPZON,DZ
DETECT

TOTAL TIME,DZO
101

pTOI
SMLB,PHI,ROES
RMUWPZ , RMUWLZ
RKOWPZ , RKOWLZ
RKAWPZ , RKAWLZ
RKSWPZ ,RKSWLZ
OKOAPZ,, 0KOALZ
OKWAPZ,, OKWALZ
WAR , CONSW, WTFO
WTFW,ROEW,ROE1O
DTAC,DTAF

HO

0HO
RMUOPZ , RMUOLZ
DA,DV

DAO, DVO
RMUAPZ ,RMUALZ
RMUSPZ , RMUSLZ
oM

SNUC, SNUO

X

CWZ

coz

CAZ

csz

0AZ

002

oWz

THETOX

TEMP FACTOR
TEMP IN PZ
TEMP IN LZ
VWPRIME

SHC

RK, RWS , RWO, RWA
ORAO, ORAW

1.5096
1.000€E-07
5.0000
0.0000
0.1666
4.9000
5.000€-02
1.000€+03
2.000€E-01
3.160E-06
3.060E-02
3.060€-02
9.445E+00
0.740€E+00
1.800E+02
1.540€-03
1.000€+00
5.000€-02
0.019E+00
0.049E+00
0.000E-02
5.000€-02
1.000E+00
3.000€E+00
0.0000
0.000E+00
0.000E+00
0.000E+00
0.000E-00
3.000€+02
9.170E+00
9.170E+00
0.000E+00
1.000000
20.0000
20.0000
2.784E-00
1.000E+02
4 .600€E-02
1.000€E+02

0.1500
0.0300

15.0000

0.1666

0.3900
5.000E-02
1.000€+03
2.000€E-01
3.160E-06
3.060E-02
3.060E-02
4.000E+03
1.016E+00
1.800€+02

5.000E-02
0.000E+00
0.000€+00
0.000E-02
5.000E-02
1.000€+00
3.000E+00

0.1500
0.000E+00
0.000E+00
0.000E+00
0.000€E-00
3.000E+02
9.170E+00
9.170E+00
0.000E+00

20.0000
20.0000
2.784E-00
1.000€+02
1.000€+02
1.000E+02

0.0150

0.0000 0.0000
0.0000 0.0000
1.6100

0.160E+00
0.900E+00

1.000E+00 1.000E+00

0.3048 0.6096
0.000E+00 0.000E+00
0.000E+00 0.000E+00
0.000E+00 0.000E+00
0.000£+00 0.000E+00
3.000E+02 3.000E+02
8.550E+00 7.940E+00
8.550E+00 7.940E+00
0.000£+00 0.000€E+00

20.0000  20.0000
20.0000 20.0000
2.784E-00 2.784E-00
1.000E+02- 1.000E+02
1.000E+02 1.000E+02

0.0000
0.0000

1.000E+00

0.0000
0.000E+00
0.000E+00
0.000E+00
0.000E+00
0.000€E+02
0.000€+00
0.000E+00
0.000E+00

20.0000
20.0000
2.784E-00
1.000E+02

0.0000
0.0000

1.000E+00

0.0000
0.000E+00
0.000€+00
0.000E+00
0.000€E+00
0.000E+02
0.000E+00
0.000E+00
0.000E+00

20.0000
20.0000
2.784E-00
1.000€+02

0.0000
0.0000

0.0000
0.000€+00
0.000€E+00
0.000€E+00
0.000E+00
0.000E+02
0.000€+00
0.000E+00
0.000E+00

20.0000
20.0000
2.784LE-00
1.000€+02

0.0000
0.0000

0.0000
0.000€+00
0.000E+00
0.000E+00
0.000€+00
0.000€+02
0.000€+00
0.000E+00
0.000E+00

20.0000
20.0000
2.784E-00
1.000£+02

0.0000
0.0000

0.0000
0.000E+00
0.000E+00
0.000E+00
0.000E+00
0.000E+02
0.000E+00
0.000E+00
0.000E+00

20.0000
20.0000
2.784E-00
1.000E+02

0.0000
0.0000

0.0000
0.000£+00
0.000E+00
0.000E+00
0.000E+00
0.000E+02
0.000E+00
0.000E+00
0.000€£+00

20.0000 20.0000 20.0000
20.0000 20.0000 20.0000
2.784E-00 2.784E-00 2.784E-00
1.000E+02 1.000E+02 1.000E+02
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The inability of the test model to predict the recovery of the 0, levels
after about 80 hours is felt to be related to the boundary conditions at the
bottom of the treatment zone. For the simulations presented, it was assumed that
the treatment zone extended to the 24 inch level. Below that level the soil was
assumed to be saturated with water, and therefore no oxygen could be transported
from below. A more realistic condition for this physical system, for which the
groundwater was well below the 24 inch level, is a boundary that permits free
transport of vapor. This would provide an oxygen source from below and would
make the O, concentration decrease more slowly at this level, and also provide
an oxygen source for recovery.

The VIP model therefore was useful for simulating the short term dynamics
of O, after waste application. The model predicted the location of the decrease
in the air phase 0, concentration, and semi-quantitatively predicted the
concentrations. More precise characterization of model iInputs would make
predictions more quantitative. The model failed, however, to predict the
recovery of the O, concentrations at all levels after about 80 hours.
Reformulation of the boundary conditions at the bottom of the treatment zone may
improve the simulation.

ANALYTICAL SOLUTION TO TWO-PHASE MODEL

Analytical Solution

In this section, we discuss the analytical solution of the equations for
a two-site model with first adsorption kinetics. This model has been studied
extensively in a series of papers by S. Goldstein, which appeared in the 1950's
(Goldstein, 1953a,b and 1959a,b,c). In addition to giving an analytical solution
to the equations, Goldstein investigates the relationship between the equilibrium
model and the kinetic model and gives asymptotic expansions for the solutions.
For the convenience of the reader, we will outline the construction of an
integral representation for the model under consideration in this report. Our
approach is based on an application of the Riemann method to a form of the
telegraph equation which arises in the course of the analysis of the model

equations.

In order to simplify the presentation somewhat, we will first obtain a
dimensionless version of the model equations by introducing dimensionless
variables for the variables and the experimental parameters. In order to
distinguish between the dimensional terms and their dimensionless counterparts,
we will indicate dimensional terms with an * and the dimensionless terms will
be written without the * (note: this does not correspond with the use of
dimensional variables in the remainder of this report). The set of equations
for the model problem can be written in the form of the following one-dimensional

partial differential equation.
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ac* as”* ac*
+ (p"/8) —— = =V -, /8,C* [27a]
at” at” 3x" . .
<X <o, 0<t <o
as”
= k"(K',C" = 8") - p,s" [27Db]
at*

with initial conditions

c'(x",0) = £7(x")
0 < X< @
S*(x*,0) = g"(x")

where
C* is the concentration of the chemical in solution (g/m%),
S" 1is the amount of chemical sorbed per gram of soil (g/g).
V' is the vertical pore-water velocity (m/day),

*E

is bulk density of the soil (g/m®),

is the saturated water content (m®/m®),
is the depth, positive downward (m),
is time (days),

*£

X v

In the above equations, S” and 4, are already dimensionless. We will take
the following as dimensionless variables:

C = K, C",
x = x"/L", and
t = Vv, t*/L"
where L" is an empirical scaling parameter (in our system, L* is the depth of

the initial treatment zone). Combining the above identifications into the system
of equations results. in the following Cauchy Problem.

ac as ac
——teP = - T =G [28a]
at at ax

;o < x <o, 0<t< ™
as
—— = k(C = 8) - p,S [28b]
at

and initial conditions
C(x,0) = £(x)

-0 < x < @
S(x,0) = g(x)

The dimensionless constants in the above equations are given by
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PRey /0",

KLV

By = (L/V, )", and

pe = (L'/V,)p"

Our first step in the analysis of this initial wvalue problem 1is to

introduce a change of dependent variable to simplify the coupling in the system
of equations. If we assume that

P

K

C(x,t) = el g(x,t) and S(x,t) = et y(x,t)
are solutions, where
a = (l-p)x + p, - p, and

B = -5 - pg,

then the functions U(x,t) and V(xX,t) must be solutions to the initial wvalue
problem

Uy = -Ug + (pr + pgdV
< x <w, 0<t<w™

Ve, = &U
with initial conditions

U(x,0) = e ™f(x)
and
V(x,0) = e ®g(x).

As in the original problem, this is a system of hyperbolic partial
differential equations with constant coefficients. If we choose as a new set
of independent variables & = x-t and n = x in the direction of the
characteristics of the system, we obtain a system in canonical form

U, = (pr + pg)V
o< p<w, o< €<y
Ve = &

For this system of equations, the initial conditions transform into the Cauchy
conditions

U(n,n) = e ¥f(n). and

V(n,n) = e *g(n).

If we now differentiate the first equation with respect to € and the second
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equation with respect to n, we obtain a single second order hyperbolic equation
in canonical form

2y _
Ugp + X0 =0
where A% = x(pk + ps) and the Cauchy conditions can be written
U(n,n) = e *f(n), and

pK

V(n,n) =- e *g(n).

LAY

w'w

This equation is a version of the telegraph equation. With the problem
written in this form, we can apply the theorem on page 124 of Lieberstein (1972)
to obtain the following integral representation of the solution in canonical
coordinates.

U(¢,n) = e £(8) +

" I,(2Xh(y;&,n)) -
e’ (pr + p)Io(223h(h;€,n))g(y)+22%(n - ) f(y) dy [29]
. 23h(y; €, n)
V(€,n) = e *g(n) +
n ] I,(2xh(y;€&,n))
. e $ kIg(2xh(h; €, ) E(Y)+2A2(y  €) g(y) t+ dy [30]

where h(y;€,n) =/(n-y)(y-€).

Upon substituting £=x-t, n=x and multiplying the result by exp(ax+ﬂt),
have established the following integral representation theorem.

Theorem If f,g € Cl(-w,m) and C and S are the unique functions such that C,

Cer Cy, S, Se, Sy € C((-=,0)x(0,»)) defined by

ac as ac

— +p — = - — g
at at ax

-0 < X < o, 0<t<w

3Ss

— = k(C S) S
at

and
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C(x,0) = £(x)
;o < X < o
S(x,0) = g(x)

then, for each (x,t) €(-o,=)x(0,»),

C(x,t) = e™Ptf(x-t) + (pr + pg)Io(20/(x-y) (y-x+t)) g(y)

x-t

I, (20/(x-y) (y-x+t))
222(x-y) f(y) | e*= )"t dy [31a]
(20/(x-y) (y-x+t))

+

S(x,t)

eflg(x) + Jx [ kI, (2M0/(x-y) (y-x+t)) £(y)
x-t

I, (20 (x-y) (y-x+t))
(2A/(x-y) (y-x+t))

We note here, that if f and g are not in Cl, as is the case for the plug
problem, then the above integral representation gives the weak solution to the

problem.

+ 2A2(y-x+t) g(y) ] e (X V)AL gy [31b]

The above analytical solution was  programmed in FORTRAN 77 for
implementation on the VAX 8650 computer at USU. The FORTRAN version was
constructed so as to accept input data files that are identical to those used
in the VIP numerical model described above, to ensure that the comparisons were
made using identical model parameters. The use of the analytical solution for
evaluating the VIP model is now described.

Accuracy of Numerical Model Calculations

For the first set of comparisons, a series of simulations were carried out
using the numerical VIP model and the analytical solution, for the simplified
case described above. Three different sets of initial conditions and five values
of the mass transfer parameter, x, were used. Model input for the first two sets
of simulations is given in Table 12 and for the last set of simulations is given
in Table 13. Table 14 contains the descriptions of variables used, units and
data sources. Both models were simulated for 12 days, and the accuracy
comparisons were based on 1) visual inspection of the concentration vs. depth
profiles for both the aqueous and soil phases, and 2) comparison of the relative
difference between the solutions at the peak concentrations as a function of the
mass transfer rate parameter, x. Figures 27 to 29 demonstrate the comparisons
of the depth profiles calculated by the analytical solution to numerical solution



Table 12. Model input values for the first two sets of analyses.

co S0
RHO PHI SHC SMLB

XMUC XMUS KSW VWPRIME RWS

TIMMAX TOUT DZ NZOUT NPLOW NTREAT
2000 0.00521

1.38E6 0.40 1.0 4.90

0.0 0.0 2.5E-6  0.043 100

12 6 0.015 2 12 74
2000 0.00521

1.38E6 0.40 1.0 4.90

0.0 0.0 2.5E-6  0.043 1.0

12 6 0.015 2 12 74
2000 0.00521

1.38E6 0.40 1.0 4.90

0.0 0.0 2.5E-6  0.043 0.1

12 6 0.015 2 12 74
2000 0.00521

1.38E6 0.40 1.0 4.90

0.0 0.0 2.5E-6  0.043 0.01

12 6 0.015 2 12 74
2000 0.00521

1.38E6 0.40 1.0 4.90

0.0 0.0 2.5E-6  0.043 0.0

12 6 0.015 2 12 74

(VIP model) with constituent initially in the water, soil and both phases.
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Table 13. Model input values for the last set of analyses.
co S0

RHO PHI SHC SMLB

XMUG XMUS KSw VWPRIME RWS

TIMMAX TOUT DZ NZOUT NPLOW NTREAT
22984 0.00521

1.38E6 0.40 1.0 4.90

0.0 0.0 2.5E-6 0.043 100

120 10 0.015 2 15 74
22984 0.00521

1.38E6 0.40 1.0 4.90

0.0 0.0 2.5E-6 0.043 1.0

120 10 0.015 2 15 74
22984 0.00521

1.38E6 0.40 1.0 4.90

0.0 0.0 2.5E-6 0.043 0.1

120 5 0.015 2 15 74
22984 0.00521

1.38E6 0.40 1.0 4.90

0.0 0.0 2.5E-6 0.043 0.01

120 1 0.015 2 15 74
22984 0.00521

1.38E6 0.40 1.0 4.90

0.0 0.0 2.5E-6 0.043 0.0

120 1 0.015 2 15 74
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Table 14. Descriptions of variables used, units, and data sources.

CO, SO = the initial constituent concentration in water (g/m*) and in soil (g/g-
soil) phase. The initial constituent concentration was set to one of the three
initial conditions: initially only in water phase, initially only in soil phase,
and initially in both water and soil phase.

RHO = bulk density (g/ma). This value was chosen from the work of Grenney et
al. (1987).

PHI = soil porosity (m®/m®), volume of void space/total volume. This value was
chosen from the work of Grenney et al. (1987).

SHC = saturated hydraulic conductivity, m/day, the default value of 1.0 as used
in the EPA Land Treatment Manual was used in this case.

SMLB = soil moisture coefficient. This value was taken from Clapp and Hornberger
(1978).

XMUC, XMUS = first order decay rate for the constituent within the water phase
and soil phase, (day™!). All have been set to zero since no constituent decay
assumed in either water phase or soil phase.

KSW = soil/water partition coefficient, (g/g-soil)/(g/m3-water). The soil/water
partition coefficient was derived from Grenmmey et al. (1987).

UWPRIME = average recharge rate, (m3/day)/m2. This wvalue was chosen from the
work of Grenney et al. (1987) using naphthalene under high flow rate condition.

RWS = mass transfer rate coefficient, (day™!). This parameter controls the
dispersion on concentration with depth curves and breakthrough curves. A range
of 100, 1, 0.1, 0.01, O, was used to demonstrate the curve changes with it.

TIMMAX = the length of run, days. 12 days and 120 days were used for
concentration with depth and breakthrough curves analyses, respectively.

TOUT = the time for output, days.

DZ = the depth increment, m. 0.015 was used in this study.

NZOUT = number of depth increment for output file. 2 was used to make 0.03m
depth increment for output file. '

NPLOW = number of depth increment for plow zone. 15 was used to make 0.15m depth
of plow zone.

NTREAT = number of depth increment for treatment zone.
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Comparison of the depth profiles calculated by the analytical
solution to the numerical solution (VIP model) with constituent
initially in the water phase.
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Figure 28. Comparison of the depth profiles calculated by the analytical
solution to the numerical solution (VIP model) with
constituent initially in the soil phase.
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solution to the numerical solution (VIP model) with constituent
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Comparing the depth profiles from the numerical solution and the analytical
solution for five different mass transfer rate coefficients in either the water
phase or the soil phase, there is little visible difference. Figures 30 and 31
present the percent relative error between the results from numerical VIP
solution and analytical solution vs. the mass transfer rate coefficient «K in
the water phase and the soil phase, respectively. Table 15 lists the definition
of the percent relative error and appropriate notation. The relative errors in
both the soil phase and water phase are less than 7 percent over the entire range
of k investigated. Thus, the numerical solution in the VIP model accurately
represented the nonequilibrium sorption/desorption kinetics for the wide range
of mass transfer rate coefficients (0 < k < 1000) considered.
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»»»»»» 12 days

RELATIVE ERROR %
IS

0.001 0.010 0.100 1.000 10.000 100.000
« (doy_T)

Figure 30. Relative error % vs x in the water phase.
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Figure 31. Relative error % vs k in the soil phase.
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Table 15. The definition of the percent relative error and
notation.

Definition of Percent Relative Error

Water Phase 100 (C,-
Soil Phase 100 (Sa_

Definition of the Notation

Water Phase:

Ca: Peak concentration in water phase by analytical solution
Cn: Peak concentration in water phase by numerical (VIP) solution

Soil Phase:

Sa: Concentration in soil phase by analytical solution
Sp: Concentration in soil phase by numerical (VIP) solution

Experimental verification of the VIP model was recently provided by Reinhart
(1988) who studied the transport and fate of eleven organic compounds, including
halogenated aliphatic, chlorinated phenols and benzenes, pesticides, and PNAs,
in laboratory columns packed with municipal refuse. The VIP model was fit to
experimental data for depth profiles and breakthrough curves by adjusting the
solid-1liquid mass transfer rate coefficients and partition coefficients. Based
on this procedure, close agreement between the model and the data were found,
and the best fit values of K., agreed well with those found from independent
equilibrium tests. These results will be published in early 1989.

EFFECT OF MASS TRANSFER COEFFICIENT ON MODEL BEHAVIOR

Concentration Distribution Curves

Figure 27 shows the concentration distribution curves in the water and soil
phases after 12 days with the concentration initially in water phase only. For
k equals zero, that is, for no exchange between the water and soil phases, all
of the constituent concentration moves with the water phase at the pore water
velocity, and the constituent concentration in the soil phase is zero because
there is no initial mass in the soil phase. When k increases in value, that is,
when the speed of exchange between water and soil phases increases, the amplitude
of the concentration in water phase decreases, the constituent concentration
releases from the water phase to the soil phase so that there is a long tail
formed for soil phase profile (x = 0.01 ). When x increases further, the
amplitude of the concentration in the water phase decreases rapidly and the
profile becomes retarded and dispersive, and the amplitude of the concentration
in the soil phase increases but is asymmetric (x = 0.1).
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As the water phase peak moves sufficiently down in the soil column, the
algebraic sign on dS/dt = x(K,,C - S) changes from + to -, thereby changing this
term in the soil phase transport model from a "sink" to a "source". When «
becomes very large (x = 100), the exchange between the water and the soil phases
becomes very fast, the peak concentration in soil and water phases are 0.000415
g-const./g-soil and 166.27 g-const./m3-water respectively, and the instantaneous
partition coefficient is 0.000415/166.27 = 2.496x10°® (g/g-soil)/(g/m’-water),
which is very close to the equilibrium partition coefficient 2.5x107% (g/g-

soil)/(g/ma-water).

The results for the case with the initial mass in the soil phase
demonstrated in Figure 28 1is similar to the results with the initial
concentration in the water phase.

The behavior of the water and soil phase profiles shown in Figure 29 shows
the effects of the parameter x which is the measure of the speed of exchange
between the two phases. For k equals zero, that is, for no exchange between the
water and soil phase, the curves show that both phases’ distribution profiles
tend to be rectangular, the water phase moves due to the pore water velocity and
the soil phase does not move: all of the constituent concentration remains in
the plow zone. As k increases in value, that is, when the speed of exchange
increases, the amplitude of the concentration decreases, the dispersion of the
distribution increases, and the profile after attaining their peaks begin to
develop 1long tails (x = 1). As x increases further, the concentration
distribution becomes more dispersed, the original peak of the water phase
decreases, the profile becomes more asymmetric and retarded, the considerable
tails occur, and the resulting concentration at the tailing end in water phase

is higher (k = 0.1). As x becomes very large and the exchange becomes very
rapid, the profiles become more nearly symmetrical but move at a retarded
velocity (Grenney et al., 1987). When x approaches =, the concentration

distributions .tend to be rectangular and retarded: the sorption/desorption
processes are fast with respect to the bulk fluid flow rate and "local
equilibrium"” can be assumed.

Superposition

Figure 27 and Figure 28 show the concentration profiles in the water and
soil phases with constituent concentration initially in the water phase and soil
phase respectively. 1If the curves for the water phase (or the soil phase) in
Figure 27 and Figure 28 are added together, curves for the water phase (or the
soil phase) in Figure 29 can be obtained. Therefore, the concentration profiles
with initial concentration in two phases can be obtained by adding the
concentration profiles with initial concentration in each phase together either
for the analytical solution or the numerical solution.
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Breakthrough Curves

Three initial conditions were used: 22984 g/m® only in the water phase;
0.00521 g/g-soil only in the soil phase; 22984 g/m® in the water phase with
0.00521 g/g-soil in the soil phase. The numerical solution of the VIP model was
used to investigate the breakthrough curves at a depth of 1.0 meter, for
different mass transfer rate coefficients (k) in the range from 0 to 100 per day,
with these three initial conditions.

Figure 32 presents the breakthrough curves for the initial concentration
of the water phase only. while Figure 33 shows the breakthrough curves with the
concentration initially only in the soil phase. Figure 34 demonstrates the
breakthrough curves for the initial concentration in both the water and soil
phases. When k equals zero, there is no exchange between the two phases, the
concentration profile in the water phase is a narrow rectangle without
dispersion, and there is no concentration in the soil phase at the point of 1.00
depth. When x is small, a slow exchange of material between two phases takes
place, causing a significant decrease in the peak concentration and a
considerable tailing in the water phase profile, and a flat low amplitude peak
profile in the soil phase is formed (x = 0.01).

With increasing values of the mass transfer coefficient, a broad low
amplitude peak of the water profile is formed and the concentration at the
tailing end of the water profile is higher, the concentration amplitude of the
soil profile is getting higher, and both of the profiles become symmetrical in
shape and exhibit dispersion (x = 0.1). As x approaches =, the profile of the
water phase tends to be rectangular again, but maintain a wider and lower
amplitude peak than when x equals zero. The profile of the soil phase also tends
to be rectangular, but shows a significant increase in the peak concentration.

Dispersion Due to «

The curves in Figure 32 and Figure 33 demonstrate that for intermediate
values of x (0.l<k<wx), the calculated breakthrough curve shows a pronounced
dispersive tendency, even though the model Equations [la] and [1b] do not contain
an explicit hydrodynamic dispersion term, D,(8%C/8%2%) . Further, the close
agreement between the analytical solution and the numerical VIP solution shown
in Figure 27 through 29 precludes the possibility of numerical dispersion, common
in many finite difference approximations of the convection term in Equation [la].
This clearly demonstrates that it is possible to observe apparent "dispersion"
in solute transport in a sorbing environment in the absence of hydrodynamic
dispersion. These results are pertinent in unsaturated flow regimes in which
such hydrodynamic dispersion is not probable. These results are similar to those
observed by Stevens et al. (1986) with two-phase mass transfer effects in biofilm

processes.
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Estimation of & from VIP Model

Figures 32 through 34 demonstrate that the calculated breakthrough curves
from the VIP model vary with x values. Once a breakthrough curve from field
data is obtained and compared on the same graph with a group of different values
of k, there should be one curve for a specific value of x which is in close
agreement to the field data within a certain level of confidence. This can be
estimated by "curve-fitting" the model to the measured data (van Genuchten and
Wierenga, 1977; van Genuchten et al., 1977; Gaudet et al., 1977; Rao et al.,
1979; Rao et al., 1980a; Rao et al., 1980b). These techniques were discussed
by Rao et al. (1979). The VIP model provides a methodology by which estimates
of k may be obtained, similar to that described by Liu and Weber (1981) for
estimating film diffusion coefficients in activated carbon adsorption columns.
Since relatively little is known about the factor x or the functional form which
x follows, this technique can provide a means to estimate s under different
experimental conditions for analysis of the effects of those conditions on «.
This will lead to improved understanding of hazardous waste constituent
interactions in the vadose zone.
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Appendix A

Nonlinear Least Squares Analysis of Temperature Data

Non-Linear Least Squares Parameter Estimation
Benzo[b]fluoranthene Temperature Data

After 5 iteration(s), converged parameter estimates are

k20 Co 8
.167757E-02 .103676E+01 .102365E+01
day™?

X(1) X(2) OBS ETA Resid
Time Temp. c/C, Predicted

.0000 10.00 1.150 1.037 .1132
.0000 10.00 1.130 1.037 .9324E-01
.0000 10.00 1.070 1.037 .3324E-01
.0000 20.00 1.180 1.037 .1432
.0000 20.00 1.120 1.037 .8324E-01
.0000 20.00 1.190 1.037 .1532
.0000 30.00 1.260 1.037 .2232
.0000 30.00 1.160 1.037 .1232
.0000 30.00 1.020 1.037 -.1676E-01
10.00 10.00 1.080 1.023 .5691E-01
10.00 10.00 .9700 1.023 -.5309E-01
10.00 10.00 1.030 1.023 .6912E-02
10.00 20.00 .9600 1.020 -.5952E-01
10.00 20.00 .8900 1.020 -.1295
10.00 20.00 1.050 1.020 .3048E-01
10.00 30.00 .9200 1.015 -.9502E-01
10.00 30.00 1.050 1.015 .3498E-01
10.00 30.00 1.020 1.015 .4976E-02
60.00 10.00 .9100 .9574 -.4736E-01
60.00 10.00 .9600 .9574 .2636E-02
60..00 10.00 .9700 .9574 .1264E-01
60.00 20.00 .8800 .9375 -.5749E-01
60.00 20.00 .8900 .9375 -.4749E-01
60.00 20.00 .8800 .9375 -.5749E-01
60.00 30.00 .8100 .9130 -.1030
60.00 30.00 .8300 .9130 -.8297E-01
60.00 30.00 .8400 .9130 -.7297E-01
94.00 10.00 .8000 .9151 -.1151
94.00 10.00 .8100 .9151 -.1051
94.00 10.00 .8300 .9151 -.8510E-01
94.00 20.00 .8200 .8855 -.6551E-01
94.00 20.00 .8100 .8855 -.7551E-01
94,00 20.00 .8200 .8855 -.6551E-01
94,00 30.00 .7800 .8495 -.6950E-01
94.00 30.00 .7600 .8495 -.8950E-01
94.00 30.00 .7600 .8495 -.8950E-01
120.0 10.00 .8800 .8840 - 4044E-02
120.0 10.00 .8900 .8840 .5956E-02
120.0 20.00 .8500 .8477 .2278E-02
120.0 20.00 .8700 .8477 .2228E-01
120.0 20.00 .8900 L8477 .4228E-01
120.0 30.00 .7600 .8040 -.4396E-01
120.0 30.00 . 7400 .8040 -.6396E-01



}g0.0 30.00 .8000 .8040 -.3961E-02
158.0 10.00 .8500 .8495 .4821E-03
1 .0 10.00 .8700 .8495 .2048E-01
50.0 10.00 .8700 .8495 .2048E-01

150.0 20.00 .7700 .8061 -.3611E-01
150.0 20.00 .7400 .8061 -.6611E-01
150.0 20.00 .7500 .8061 -.5611E-01
150.0 30.00 .7100 . 7544 - 4444E-01
150.0 30.00 .7300 L7544 -.2444E-01

. 180.0 10.00 .8300 .8163 .1366E-01
180.0 10.00 .7800 .8163 .3634E-01
180.0 20.00 .8000 .7665 .3345E-01
180.0 20.00 .8000 .7665 .3345E-01
180.0 20.00 . 8400 .7665 .7345E-01
180.0 30.00 .6400 .7080 -.6797E-01
180.0 30.00 .6400 .7080 -.6797E-01
180.0 30.00 .7400 .7080 .3203E-01
210.0 10.00 .8000 .7845 .1554E-01
210.0 10.00 .8400 .7845 .5554E-01
210.0 10.00 .7200 .7845 .6446E-01
210.0 20.00 .7700 .7289 .4107E-01
210.0 20.00 .7200 .7289 -.8925E-02
210.0 20.00 .7400 .7289 .1107E-01
210.0 30.00 .6700 .6644 .5643E-02
210.0 30.00 .7100 .6644 .4564E-01
210.0 30.00 .6400 .6644 -.2436E-01
240.0 10.00 .7600 .7538 .6179E-02
240.0 10.00 .7800 .7538 .2618E-01
240.0 10.00 .7800 .7538 .2618E-01
240.0 20.00 . 7400 .6931 .4685E-01
240.0 20.00 .7300 .6931 .3685E-01
240.0 20.00 .8300 .6931 .1369
240.0 30.00 .7900 .6234 .1666
240.0 30.00 .7000 .6234 .7657E-01
240.0 30.00 .7400 .6234 .1166

The objective function value is .400225E+00

The number of function calls is : 62

The number of eigenvalue calculations is 7

The linear theory covariance matrix is :

.143E-07
.138E-05 .228E-03
-.229E-06 -.178E-04 .350E-04

The linear theory correlation matrix is :

1.000
L7647 1.000
-.3229 .1988 1.000

95% Confidence Intervals for the Parameters are :

No. Lower Theta Upper
ky, L .14385E-02 < .16776E-02 <  .19166E-02 day™*
c, 2 1.0066 < 1.0368 < 1.0669
8 3 1.0118 < 1.0236 < 1.0355
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Non-Linear Least Squares Parameter Estimation

Chrysene Temperature Data

After 2 iteration(s). converged parameter estimates are

ka0 Co 8
.589910E-03 .100580E+01 .100295E+01
day™!

X(1) X(2) OBS ETA Resid
Time Temp. c/C, Predicted

.0000 10.00 .9900 1.006 -.1580E-01
.0000 10.00 .9700 1.006 -.3580E-01
.0000 10.00 .9600 1.006 .4580E-01
.0000 20.00 .9700 1.006 -.3580E-01
.0000 20.00 .9700 1.006 -.3580E-01
.0000 20.00 1.010 1.006 .4202E-02
.0000 30.00 1.070 1.006 .6420E-01
.0000 30.00 1.040 1.006 .3420E-01
.0000 30.00 .9600 1.006 - .4580E-01
10.00 10.00 .9700 1.000 -.3005E-01
10.00 10.00 .9700 1.000 -.3005E-01
10.00 10.00 .9500 1.000 -.5005E-01
10.00 20.00 1.010 .9999 .1012E-01
10.00 20.00 .9600 .9999 .3988E-01
10.00 20.00 1.010 .9999 .1012E-01
10.00 30.00 1.030 .9997 .3029E-01
10.00 30.00 1.080 .9997 .8029E-01
10.00 30.00 1.600 .9997 .2939E-03
60.00 10.00 .9900 .9718 .1818E-01
60.00 10.00 1.000 .9718 .2818E-01
60.00 10.00 .9900 .9718 .1818E-01
60.00 20.00 .9700 .9708 .8209E-03
60.00 20.00 1.000 .9708 .2918E-01
60.00 20.00 1.020 .9708 .4918E-01
60.00 30.00 .9800 .9698 .1021E-01
60.00° 30.00 .9800 .9698 .1021E-01
60.00 30.00 .9800 .9698 .1021E-01
94.00 10.00 .9000 .9531 -.5307E-01
94,00 10.00 .9200 .9531 -.3307E-01
94.00 10.00 .9300 .9531 -.2307E-01
94 .00 20.00 .9300 .9515 -.2154E-01
94.00 20.00 .9300 .9515 .2154E-01
94 .00 20.00 .9600 .9515 .8457E-02
94.00 30.00 .9400 .9500 -.9968E-02
94.00 30.00 .9200 .9500 -.2997E-01
94.00 30.00 .9300 .9500 -.1997E-01
120.0 10.00 .9700 .9390 .3101E-01
120.0 10.00 .9900 .9390 .5101E-01
120.0 20.00 .9900 L9371 .5294E-01
120.0 20.00 1.000 L9371 .6294E-01
120.0 20.00 1.010 .9371 .7294E-01
120.0 30.00 .9400 .9351 .4919E-02
120.0 30.00 .9500 .9351 .1492E-01
120.0 30.00 .9800 .9351 L4492E-01
150.0 10.00 .9300 .9230 .7012E-02
150.0 10.00 .9400 .9230 .1701E-01
150.0 10.00 .9400 .9230 .1701E-01



150.0 20.00 .8900 .9206 -.3062E-01
150.0 20.00 .8700 .9206 -.5062E-01
150.0 20.00 .8900 .9206 -.3062E-01
150.0 30.00 .8300 .9182 -.8819E-01
150.0 30.00 .9200 .9182 .1808E-02
180.0 10.00 .9300 .9073 .2274E-01
180.0 10.00 .9000 .9073 -.7263E-02
180.0 20.00 .9700 .9045 .6553E-01
180.0 20.00 .9800 .9045 .7553E-01
180.0 20.00 .9500 .9045 .4553E-01
180.0 30.00 .8500 .9016 -.5161E-01
180.0 30.00 .8200 .9016 -.8161E-01
180.0 30.00 .9600 .9016 .5839E-01
210.0 10.00 .9100 .8918 .1819E-01
210.0 10.00 .9500 .8918 .5819E-01
210.0 10.00 .8200 .8918 -.7181E-01
210.0 20.00 .9300 .8886 .4139E-01
210.0 20.00 .8700 .8886 -.1861E-01
210.0 20.00 .9000 .8886 .1139E-01
210.0 30.00 .8500 .8853 -.3533E-01
210.0 30.00 .8500 .8853 -.3533E-01
210.0 30.00 .8400 .8853 .4533E-01
240.0 10.00 .8200 .8766 -.5661E-01
240.0 10.00 .8300 .8766 -.4661E-01
240.0 10.00 .8300 .8766 -.4661E-01
240.0 20.00 .8300 .8730 -.4302E-01
240.0 20.00 . 8400 .8730 -.3302E-01
240.0 20.00 .9300 .8730 .5698E-01
240.0 30.00 .9900 .8693 .1207
240.0 30.00 .8600 .8693 -.9335E-02
240.0 30.00 .8600 .8693 -.9335E-02

The objective function value is .139167E+00

The number of function calls is : 34

The number of eigenvalue calculations is 4

The linear theory covariance matrix is :

.393E-08
.432E-06 .736E-04
-.299E-07 -.201E-05 .621E-04

The linear theory correlation matrix is :
1.000
.8027 1.000
-.6049E-01-.2971E-01 1.000
95% Confidence Intervals for the Parameters are :
No. Lower Theta Upper
ko0 .46471E-03 < .58991E-03 < .71511E-03 day’!

1
C, 2 .98868 < 1.0058 < 1.0229
] 3 .98722 < 1.0029 < 1.0187
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Non-Linear Least Squares Parameter Estimation
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4 iteration(s), converged parameter estimates are
k20 Co e
.155144E-01 .982529E+00 .107437E+01
day™!
I9) X(2) 0OBS ETA Resid
me Temp. C/C, Predicted
00 10.00 .9400 .9825 .4253E-01
00 10.00 .9300 .9825 .5253E-01
00 10.00 .9300 .9825 .5253E-01
00 20.00 .9400 .9825 .4253E-01
00 20.00 .9500 .9825 .3253E-01
00 20.00 .9700 .9825 .1253E-01
00 30.00 1.000 .9825 .1747E-01
00 30.00 .9500 .9825 .3253E-01
00 30.00 .8700 .9825 .1125
00 10.00 .8700 .9109 .4088E-01
00 10.00 .8900 .9109 .2088E-01
00 10.00 .8600 .9109 .5088E-01
00 20.00 .8600 .8413 .1867E-01
00 20.00 .8300 .8413 .1133E-01
00 20.00 .8700 .8413 .2867E-01
00 30.00 . 7400 .7150 .2502E-01
00 30.00 .7700 .7150 .5502E-01
00 30.00 .7000 .7150 .1498E-01
00 10.00 .8200 .6238 .1962
00 10.00 .8200 .6238 .1962
00 10.00 .8200 .6238 L1962
00 20.00 .2300 .3873 -.1573
00 20.00 .2500 .3873 .1373
00 20.00 .2800 .3873 .1073
00 30.00 .1700 .1459 .2411E-01
00 30.00 .1700 .1459 .2411E-01
00 10.00 .7400 .4822 .2578
00 10.00 .7600 L4822 .2778
00 10.00 .7600 L4822 .2778
00 20.00 .1700 .2286 .5855E-01
00 20.00 .2000 .2286 .2855E-01
00 20.00 .2300 .2286 .1445E-02
00 30.00 .1200 .4951E-01 .7049E-01
00 30.00 .1300 .4951E-01 .8049E-01
00 30.00 .9000E-01 .4951E-01 .4049E-01
0 10.00 .7100 .3960 .3140
0 10.00 .3400 .3960 -.5603E-01
0 20.00 .1900 .1527 .3731E-01
0 20.00 .1800 L1527 .2731E-01
0 20.00 .2400 .1527 .8731E-01
0 30.00 .1200 .2166E-01 .9834E-01
0 30.00 .1100 .2166E-01 ,.8834E-01
0 30.00 .9000E-01 .2166E-01 .6834E-01
0 10.00 .1600 .3156 .1556
0 10.00 .1700 .3156 .1456
0 10.00 .1200 .3156 .1956
0 20.00 .5000E-01 .9587E-01 -.4587E-01

Fluorene Temperature Data



%gg-o 20.00 .6000E-01 .9587E-0O1 -.3587E-01
150-8 20.00 .7000E-01 .9587E-01 -.2587E-01
150" 30.00 .1000E-01 .8347E-02 .1653E-02
180.8 30.00 .1000E-01 .8347E-02 .1653E-02
180 0 10.00 .8000E-01 .2514 -.1714
1806 10.00 .9000E-01 .2514 -.1614
1800 20.00 .5000E-01 .6019E-01 -.1019E-01
180 0 20.00 .5000E-01 .6019E-01 -.1019E-01
1800 20.00 .2000E-01 .6019E-01 .4019E-01
180" 30.00 .2000E-01 .3217E-02 .1678E-01
.0 30.00 .2000E-01 .3217E-02 .1678E-01

180.0 30.00 .2000E-01 .3217E-02 .1678E-01
210.0 10.00 .1000 .2003 -.1003
210.0 10.00 .1400 .2003 -.6034E-01
210.0 10.00 .8000E-01 .2003 -.1203
210.0 20.00 .4000E-01 .3779E-01 .2208E-02
210.0 20.00 .4000E-01 .3779E-01 .2208E-02
210.0 20.00 .4000E-01 .3779E-01 .2208E-02
210.0 30.00 .2000E-01 .1239E-02 .1876E-01
210.0 30.00 .1000E-01 .1239E-02 .8761E-02
210.0 30.00 .1000E-01 .1239E-02 .8761E-02
240.0 10.00 .8000E-01 .1596 -.7963E-01
240.0 10.00 .7000E-01 .1596 -.8963E-01
240.0 10.00 .8000E-01 .1596 .7963E-01
240.0 20.00 .3000E-01 .2373E-01 .6272E-02
240.0 20.00 .4000E-01 .2373E-01 .1627E-01
240.0 20.00 .3000E-01 .2373E-01 .6272E-02
240.0 30.00 .2000E-01 .4776E-03 .1952E-01

The objective function value is .773754E+00

The number of function calls is : 53

The number of eigenvalue calculations is 6

The linear theory covariance matrix is :

.118E-05
.130E-04 .731E-03
.447E-05 ,332E-05 .699E-04

The linear theory correlation matrix is :

1.000
L4422 1.000
L4924 .1467E-01 1.000

95% Confidence Intervals for the Parameters are :

No. Lower Theta Upper
kyy 1 .13350E-01 <  .15514E-01 < .17679E-01 day”
Co 2 .92856 < .98253 < 1.0365
e 3 1.0577 < 1.0744 < 1.0911
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