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FOREWORD

When energy and material resources are extracted, processed, con-
verted, and used, the pollution to our environment and to our aesthetic
and physical well-being requires corrective approaches that recognize
the complex environmental impact these operations have.

The Industrial Environmental Research Laboratory - Cincinnati uses
a multidisciplinary approach to develop and demonstrate technologies
what will rectify the pollutional aspects of these operations. The
Laboratory assesses the environmental and socio-economic impact of
industrial and energy-related activities and identifies, evaluates and
demonstrates control alternatives.

This report presents a comprehensive model for mine drainage simu-
lation. The model predicts pollution loads for given situations and
then recommends optimum allocation of resources for treatment of abate-
ment procedures. The work presented in this report is the first of
several projects aimed at computer analysis of mine sites.

The model described herein has not been fully tested against a
real situation. Other contracts are planned to continue this type of
research. The product of this study, and following studies, will be of
use to planning agencies and the mining industry. Through use of tools
such as this, we may be able to increase production of vital energy
resources while continuing to improve the environment.

David G. Stephan, Director
-Industrial Environmental
Research Laboratory
Cincinnati
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ABSTRACT

A comprehensive model for mine drainage simulation and optimization of
resource allocation to control mine acid pollution in a watershed has
been developed.

The model is capable of: (a) producing a time trace of acid load and
flow from acid drainage sources as a function of climatic conditions;
(b) generating continuous receiving stream flow data from precipitation
data; (c) predicting acid load and flow from mine drainage sources using
precipitation patterns and watershed status typical of "worst case' con-
ditions that might be expected, e.g., once every 10 or 100 years; and
(d) predicting optimum resource allocation using alternative methods of
treatment and/or abatement for 'worst case' conditions during both wet
and dry portions of the hydrologic year.

The model is comprehensive and may, therefore, be more detailed than
required. This attention to detail was given in the belief that it will
be easier to simplify the model than to modify it to increase detail.

Because of the detail incorporated in the model as now constituted, a
large amount of field data is required as input. In most cases, the
desired field data are not now available.

The model has not been fully tested or compared to real systems, nor has
sensitivity to input data been determined. Therefore reliability of the
model, and the necessity of detailed field data, have not been established.
Comparisons with real systems are necessary to determine the level of
simplification that can be permitted before the validity or usefulness

of the model is impaired.

This report was submitted in fulfillment of Contract Number 68-01-0724
by The Ohio State University Research Foundation under the sponsorship
of the Environmental Protection Agency.

KEY WORDS:

Mine Drainage, Computer Models, Watershed Models, Deep Mines, Refuse
Piles, Stripmines, Coal Mine Drainage, Acid Generation, Acid Drainage

Treatment
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SECTION I

CONCLUSIONS

1. ®Source models for predicting the time dependent acid production
from deep (underground) mines, refuse piles, and spoll banks havé
been developed, v

2. The source models simulate flow and acid load data from the prln-
cipal sources of mine acid,

3. In the deep mine and combined refuse pile-spoil bank model, ower-
land as well as subsurface flows are determined by the Ohio State
University Version of the Stanford Watershed Model, Stream flows and
acld concentrations are calculated from the watershed model output.

4, The deep mine source model has been validated, but the refuse
pile-spoil bank model has yet to be compared to suitable field data.

. In general, sufficient field data is not now available to fully
utilize the present models; additional hydrologic data is usually
needed. '

6. The optimization models provide a compact and efficient cosf
optimization algorithm capable of determining the least cost set
of pollution control decisions for a branching array of acid sources.

7. The optimization model can also determine the distribution of
pollution control decisions over the total array of acid sources
which will produce the most desirable water quality for a fixed upper
limit on dollars for pollution control.

8. The optimum resource allocation may vary with the "worst case"
situation: (a) high flow, high acid load, or (b) low flow, high acid
concentration. )



SECTION IT

RECOMMENDATIONS

The validity of the unit source models as related to "real world"
situations should be established. The performance of the acid genera-
tion models should be evaluated by comparing predicted acid loads and
in-strean concentrations with actual field data.

A sensitivity study of the key parameters in the models should be made;
the degree of precision needed for these parameters, and methods for
simplifying the amount and type of required input data need to be
evaluated in relation to the degree of simulation success wanted.

Deficiencies in (normally) available field data should be described
d guidelines for future acquisition and collection methodology
developed.

Prepare readily usable models for EPA personnel, including instruc-
tional material for potential users with both detalled guidelines,
card decks, tapes, as well as short courses when desired.

A predictive model should be developed for analyzing unmined areas

to predict level of pollution to be expected as a function of the
type and scale of mining anticipated, and to provide a basis for
selecting mining and abatement methods to minimize pollution and cost
of abatement,

The Optimization Model should be applied to analyze an existing water-
shed to assess the model's utility, ease of application, and potential

results.

The effect of a reservoir as a component part of a watershed should
be included in the Optimization Model so it could be evaluated as an

adternative abatement method.



SECTION IIT

INTRODUCTION

The purpose of the work reported herein was to develop a planning and
management tool for use in determining cost-effective actions to elimi-
nate or abate acid mine drainage from coal mining operations. Specifi-~
cally, computer based modeling technigues have been developed for the
description and/or prediction of acidity levels in the drainage from
deep and surface mines, and from coal refuse piles. Using these source
models, the acid load from a given acid source or grouping of related
sources can be predicted for any desired time period, with geological
conditions and rainfall variation accounted for in the models, Knowing
the acid load from each source, as a function of time, alternative mine
drainage treatment and at-source abatement techniques can be identified
and their costs estimated, together with their effectiveness in terms
of reduction of the unabated acid loads. Alternative cost and effec-
tiveness estimates for the individual acid sources are then used as
input to an optimization model, which can be used to calculate the
minimum cost for a given level of abatement in the basin, or, alterna-
tively, the maximum water quality attainable for a given cost.

The approach used in the development of the computerized models out-
lined above was dictated by the current level of knowledge concerning -
the formation of acid in mines and refuse piles, the transport of acid
to the receiving streams via ground and surface water runoff, and the
cost and effectiveness of possible abatement and treatment alterna-
tives. Due to the extremely short-term and seasonal variability in
mine drainage quality and quantity from a given source, which is
closely associated with local hydrology and precipitation patterns, and
due to the extreme differences in the behavior of different mine types
with regard to acid drainage production, caused by widely differing
geologies and physical characteristics of the disturbed areas, empiri-
cal techniques for the description and prediction of acid load and
drainage quantity have met with little success. dJust as modern hydro-
logic models have developed into relatively detailed simulations of the
actual physical processes occurring during rainfall and runoff, so must
realistic acid mine drainage models simulate in some detail the physi-
cal and chemical processes known to occur. Thus, the source models
developed in this work are mathematical simulations of the chemical



reactions and water movements occurring in the actual sources as con-
trasted with empirical relationships derived by the fitting of curves
to water quality data collected in the field. The use of determinis-
tic, predictive models to describe the acid output from sources in a
basin for a selected annual or multi-year precipitation sequence leads
to the capability of being able to identify "worst cases" for each
source, in terms of acid concentration or acid discharge rate. These
worst cases often correspond to the spring flush from a deep mine, or
an intense summer thunder storm on a refuse pile. By selecting feasi-
ble treatment or at-source abatement techniques, designed on the basis
of "worst case" acid loads and total flows, corresponding alternative
costs for abating and controlling mine drainage pollution can be opti-
mized across the basin by a suitable optimization technique. The
nature of the input cost and acid load data generated by the above
techniques makes a partial enumeration algorithm for solving nonlinear
integer programming problems the most suitable optimization technique.

The project approach outlined above led to the advisability of dividing
project activities into four major subject areas. These were the
hydrologic sub-model, the acid generation sub-model, abatement and
treatment cost and effectiveness data accumulation, and the resource
allocation optimization model. Work in these four major areas over-
lapped to a high degree, and frequent meetings of all project person-
nel, together with periodic meetings with the Project Officer were
utilized to maintain coordination of effort. In the following sec-
tions, the theory and structure of the overall model are presented on
a step-by-step basis, covering each component of the model, in turn.
Illustrative examples of each of the model components follows, together
with critical evaluation of the technique, and comments on the future
development of this approach.



SECTION TV
SHORT DISCUSSION OF THE PROJECT MODEL CONTENT

AND OPERATICON

This section presents an overview of the various components or sub-
programs of the total project model, in a low key technical format, to
provide the reader with a general understanding of its content and
operation. Detalled technical discussions are given and are referred
to in the Appendices. Hopefully, this method of presentation will per-
mit the reader to understand the overall picture of the report contents
without unnecessarily, at this phase of the reading, being burdened
with highly technical, mathematical, and computer language passages.

The total model consists of rather distinct sub-parts and, therefore,
for readability, these components are first discussed separately and
then the complete project model can be seen by their integration. The
discussion at this point will be limited to the basic composition of

the sub models. Section V presents illustrative examples of the
application of the model.

Component discussions will trace the project model development from
basic physical phenomena through its cost effectiveness stage to the
final phase of optimization of resource allocations.

BASIC PHYSICAL PHENOMENA

There are two basic physical phenomena associated with acid mine drain-
age. The first is the determination of the amount and movement of
water associated with the various mine types; the second is the de-

scription of the rates of pollutant generation in these mines.

Hydrologic Model

The gquantities of minewater flow or drainage are closely related to the
concept of the hydrologic cycle. Hence, by modeling the hydrology of a
watershed, the water activities in the various mine types can readily

be accounted for by observing the respective portions of the hydrologic



cycle model that apply to the waters involved in the mines. Discus-
sions herein will now be limited, more or less, to the actual hydro-
logic model used in this project.

Hydrologic Cycle and its Model -

Three zones of hydrologic events can be assigned to describe a hydro-
logic cycle. Figure 1 shows a schematic diagram of the cycle as used
by the model.

Upper Zone--This zone is above the soil surface. It is used to
describe the activities at and after precipitation above the soil
surface. The activities include interception, transpiration,
evaporation, overland flow, surface detention and depression
storage.

Lower Zone--This zone is the soil between the water table and
land surface. It is used to describe the activities of infiltra-
tion from the upper zone, percolation, interflow, and the degree
of soil moisture saturation.

Deep Lower Zone--This zone is the soil below the water table. It
1s used to determine groundwater flow to the stream, and to deep
storage (or aquifer). Because moisture percolates through the
cracks and crevices of the aguifer, a time delay occurs between
moisture entering the aquifer and leaving the aquifer as mine-
water flow.

The hydrologic cycle is a continuous process. Precipitation falls on
the upper zone and some of it will enter into the lower zone and deep
lower zone. The balance will enter the upper zone (interception plus
depression storage). To complete the cycle, evaporation and transpir-
ation occur from all three zones.

History of the Hydrologic Model Development -

The various components of the hydrologic cycle can be described by
mathematical expressions which can then be integrated to produce a
total hydrologic model. These models, programmed for the high-speed
digital computer, simulate the hydrologic cycle behavior in a basin.
Several such models have been developed over the past decade. A very
versatile and successful one, the Ohio State University version of the
Stanford Watershed Model (SWM), was used, with slight modifications, in
this project to calculate the quantities of water generated at the mine
sites. A brief review of the history of this particular model follows.

The basic Stanford Watershed Model (SWM) was developed by Professors
Crawford and Linsley at Stanford University in the early sixties.
Dr. James, while at the University of Kentucky, modified the model
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slightly and translated it into FORTRAN computer language in the mid-
sixties. Various researchers at universities, governmental agencies,
and consulting firms have worked with and proven the acceptabilities of
the model over the years. Since 1968, researchers at The Ohio State
University have made modifications to progress the model along these
lines: the model was flow-diagrammed and a detailed expose’ on the
mechanics of its operation was written; computer plotted hydrograph and
hyetograph programs were developed; key parameter sensitivity studies
were performed; multiple groundwater recession phenomena were included;
swamp and excessive soil shrinkage crack storage routines were created;
snowmelt considerations for the Midwest areas were included; modifica-
tions for handling small watersheds were made; and finally, a User's
Manual for the total modified model was written. The complete model
and detailed evolution is presented in Appendix A.

Model Operation -

The basic scheme for the model's operation, that is, moisture account-
ing in a watershed, can be seen quickly in the logic block diagram of
Figure 2.

In addition to the climatological data (precipitation, evaporation,
wind, solar radiation, and temperature), 21 input parameters related to
the physical aspects of the basin (12 measurable, 11 trial and adjust-
ment, and 8 assigned or selected parameters), are required for the
model, Tables in Appendix A describe these inputs and detailed
explanations are given to determine their values. The mathematical
formulations of the hydrologic concepts involved and the technical
aspects of the computer programs to simulate these, along with their
linking mechanisms represented by the various blocks in the logic dia-
gram, are of little interest at this point. Full explanations are
given in Appendix A,

0f particular interest at this time are the blocks in the diagram
flagged by asterisks to indicate points in the total hydrologic model
where specific water quantity information is accessed for individual
mine water generation information.

Polluted Water Generated by Mining Activities -

The overall discharge from a basin containing mining activity can be
considered as a composite of natural unpolluted flow emanating from the
unmined portions of the basins plus the various polluted discharges
associated with the mines in the basin. The mining activities could
produce polluted water discharges from deep mines, strip mines, or
associated refuse piles.

The modeling procedure for quantitizing these discharges is basically
the same in all cases, that is, the use of a hydrologic model to
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predict the quantities of water involved and application of the

appropriate pollution generation model to ascertain the guality of
these waters,

The nature of the various mining activities dictates that the water
generation will originate at different locations both in the earth's
crust and in their counterparts in the model.

Referring to Figure 2, water for the deep mine situation is obtained
from the model component of Groundwater Storage (point * on Figure 2).
In the case of a strip mine or refuse pile, wherein acid products may
accumulate at or near the soil surface, water may be obtained from the
Upper Zone Soil Moisture and Overland Flow Surface Detention blocks
(points ** on Figure 2), and from Interflow Storage and Lower Zone
Moisture Storage (points *¥* on Figure 2). Details of just how this
water quantity information is obtained and how it is further processed
through the models are briefly described later in the source model por-
tion of this section, and are technically explained in Appendix A.

Acid Generation Model

For purposes of this report, the term "acid generation” will be defined
as the removal of acid from a mine or refuse pile via the drainage from
the system. The acid materials so removed are provided by the oxida-
tion of pyritic materials in the mine by oxygen, leading to the forma-
tion of the predominant products, sulfuric acid and ferrous or ferric
iron. The acid generation rate or acid load from a pyritic system such
as a deep or strip mine, or a refuse pile, is determined by the amount
of acidity picked up by the flowing water. The net acid concentration
in the discharge will be the acid generation rate, in weight per unit
time, divided by the drainage flow rate.

The hydrologic model described above provides a definition of the
amounts of water flowing through the system. It is the task, then, of
the Acid Generation Model to describe two additional processes which
are, for practical purposes, largely independent of one another. These
are (1) the rate of pyrite oxidation (or acid formation), and (2) the
rate of transfer of oxidation products (acidity) to the drainage water.
The linking of the Hydrologic Model and the Acid Generation Model will
then provide the Source Model, described later in this section.

Pyrite Oxidation -

There are two factors which may determine oxidation rate, depending on
which is controlling: (1) the chemical reaction, and/or (2) rate of
transport of reactant (oxygen) to the reaction site. Before this con-
cept can be explained, the "reaction site" must be defined. Basically,
it is an exposed pyrite surface together with the gas, liquid, and
solid interfaces at this surface. Its characteristics are described by

10



the interfacial area per unit volume of pyritic material and the
conditions at this surface, particularly oxygen concentration, For
practical purposes, bacterial catalysis of pyrite oxidation is in-
significant, and, under conditions encountered in the field, the
reaction can be congidered first order with regpect to oxygen (i.e.,
the rate varies in direct proportion to the oxygen concentration),
A finite concentration of oxygen must be present at the pyrite sur-
face before the surface can be termed a "reaction site".

A deep mine element, as shown in Figure 3 is a typical example of a
pyritic system. Assuming the mined-ocut volume of a mine has an oxygen
concentration of 21 percent, reaction sites will be exposed to oxygen
concentrations varying from 21 percent at the working face to O percent
back into the coal strata. The oxygen concentration profile and the
net oxidation rate in a particular pyritic system depends on the void
volume (porosity) and the exposed surface area of pyrite per unit
volume. The calculation of the oxygen concentration profile is simply
a problem of diffusion plus chemical reaction for which quantitative
mathematical solutions are available. Specific examples are given in
Appendix B,

Note that 'reaction sites" extend as far into the porous media as
oxygen diffuses. The greater the void volume, or porosity, of a
pyrite-containing stratum, the greater the rate of oxygen diffusion
because of the larger gas flow cross-sectional area available for dif-
fusion. At the same time, more pyrite surfaces are exposed in a porous
material simply because of the larger void space available for diffu-
sion and because of the greater total surface exposed to the vapor
phase. Conversely, the tighter the formation, the lower the quantity
of oxygen which will diffuse through it, and the less oxygen which is
available for oxidation per unit volume of material.

Since oxygen diffusivity in water is 1 x 10™% that in air, essentially
all oxygen must be transported to the reaction site as a vapor. Diffu-
sion through water is insignificant, and the quantity of dissolved
oxygen in water entering an underground mine is too small in itself to
produce a significant acid load. This leads to the important fact that
pyrite submerged under a pool of stagnant water, or enclosed in a
porous medium which is saturated with water, will not be oxidized to
any significant degree.

The general principles of Figure 3 still apply, in the case of a strip
mine or refuse pile, except that oxygen diffusion would be from the
soil-air interface down through the soil.

Another fact brought out by the conceptual model that must be kept in
mind when interpreting discharge data is that the quality of effluent
water 1s not directly related to- the guality of water at reaction
sites, that is, discharged water does not describe the agueous



environment at reaction sites in terms of concentration of oxygen,
oxidation products, ferric/ferrous ratio, or other factors influenc-
ing the oxidation rate.
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Figure 3. Idealized deep mine element

Removal of Oxidation Products =~

For purposes of discussion, the case of a deep mine will again be
considered, In this case, the rate at which pyrite oxidation products
enter the effluent stream is determined by three basic mechanisms:

1. Flushing by a rising groundwater table.

2, Percolation by water flowing down through porous zones
and open channels or fractures during or after periods

of heavy precipitation,

12



3. Diffusion or "weeping" of saturated solutions of reaction
products caused by water condensing on reaction sites due
to the lowered vapor pressure of the highly concentrated
solutions at these locations,

The particular removal mechanism (or mechanisms) involved at a specific
reaction site depends on its location in respect to the water table
and/or flow channels through which ground water percolates, If a re-
action site is isolated from these sources of direct removal, oxidation
products will build up until the degree of saturation at the site and
surrounding area is high enough that the rate of transport to points

of direct removal by percolation or flushing is €gqual to the oxidation
rate, Note that the build-up of oxidation products has no effect on
the oxidation rate,

Obviously, the instantaneous rate of oxidation product removal, or acid
generation rates, is a complex resultant of both pyrite oxidation rate
and water movement in the system., Over a long term (measured, at the
minimum, in years) the total amount of oxidation products removed may
be equal to the total amount of oxidation product formed, but the

daily or weekly acid loads, as measured from the discharge, cannot be
related directly to the rate of pyrite oxidation,

All three of the above removal mechanisms have been observed either in
the laboratory or in the mines, The flushing and percolation mechan-
isms are self-evident, The diffusion, or "weeping" process is too slow
to be observed directly, but has been measured in the laboratory.

In the case of a refuse pile, pyritic material will generally be dis~
tributed throughout the pile, with only pyrite at and near the surface
being exposed to oxygen, Spoil banks in a strip mine complex, on the
other hand, may contain pyritic materials near the surface, or may be
buried under a layer of nonpyritic, and hence, nonacid producing soil.

In either case, the same basic oxidation product removal processes can
be dctive as in the case of the deep mine, However, due to the forma-
tion of acid at or near the surface, significant amounts of acid may
appear in direct runoff and/or interflow, as well as in the base flow
from the system, The direct runoff component is more of a '"surface
rinse" than a percolation or infiltration induced action, while the
interflow is closely related to the percolation mechanism in a deep mine.

The differing physical structure of a deep mine, as contrasted with
spoil banks and refuse piles, makes it impractical to develop a com-
pletely generalized Acid Generation Model applicable to both, Rather,
separate models have been developed; namely, the Deep Mine Model, and
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the Combined Refuse Pile and Strip Mine Model. Both operate in accord-
ance with the same principles in that they calculate both the rate of
acid formation in the system and the release of acid to the system
drainage in accordance with the predominant oxidation product removal
mechanisms; both are linked with the Stanford Watershed Model to pro-
vide overall Source models. Block diagrams of the essential mechan-
isms of the two Acid Generation Models are shown in Figures 4 and 5.
Detailed descriptions are given in Appendices A and B.

Pollutant Source Models

An acid source is defined, for purposes of this report, as a deep mine,
strip mine, or refuse pile in which pyrite oxidation occurs. Depend-
ing on the scale of the system being simulated, a source might be a
single mine or refuse pile, or a grouping of individual mines or piles
having similar characteristics and treated, in aggregate, as a single
source. All sources, regardless of type, have three basic characteris-
tics which must be adequately simulated; the rate and physical location
of pyrite oxidation in the source system, the transport of acid products
from reactive sites to the effluent drainage from the source, and the
dilution of this concentrated drainage by water in the receiving stream,
As indicated previously, the net pyrite oxidation rate for a source is
the solution to one or more sets of equations describing the diffusion
of oxygen to the reactive sites and the consequent oxidation of the
pyrite. The Acid Generation Models perform this calculation, giving
the amount of acid produced in specific reaction zones. Transfer of
this acid to the mine or pile drainage depends on the flow of water
through or near the zones where the acid is formed, as reflected in the
transport mechanisms. While it is computationally convenient to in-
clude in the Acid Generation Models the calculation of acid movement
within the source and into the source drainage, these calculations re-
guire input from the Hydrologic Model to define the location and extent
of water movement through the source. The Stanford Watershed Model,
through its capacity to separately account for water storage and move-
ment in the upper zone, lower zone, and deep lower zone, provides this
input data. To the extent that water movement in the system will affect
pyrite oxidation rates, this information must also be supplied by the
Hydrologic Model, Lastly, the identifiable source drainage, together
with its acid load, must be mixed with surface water flowing from non-
acid portions of the basin under consideration, and a continuous
accounting must be made of all water and acid in the basin. Thus,
three requirements must be satisfied in the linking of the Hydrologic
Model to the Acid Generation Models; the determination of acid movement
and gcid flow as a Function of pyrite oxidation rate and a mass balance
on both acid and water for the entire source-basin system,

Two source models have been constructed by linking the Hydrologic Model

with the respective Acid Generation Models, yielding the Deep Mine
Source Model, and the Combined Refuse Pile-Strip Mine Source Model.
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These models are presented through the use of block diagrams paral-
leling the actual sequence of the mathematical and computer pz-'ocesses
(Figs. 6 and 7). Appendices A and B give detailed technical informa-

tlon on the model linking,
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Deep Mine Source Model -

In the case of the deep mine, the major point of linkage between the
Hydrologic Model and the Acid Generation Model is associated with sub-
surface flow and water storage in the region of the mine. Since the
deep mine generates acid in regions not directly affected by overland
flow or interflow, these components are not involved with the transport
of acid, or the inundation of reactive sites which influences both
acid transport and pyrite oxidation rate. Because of the freguent
occurrence of relatively impermeable clays underlying coal strata, the
acid formed in the mine, if not flushed out in the drainage, tends to
stay in the reactive zone. While exceptions to this reaction do occur,
the present model has not been extended to cover such cases.

Combined Refuse Pile-Strip Mine Source Model -

In the case of the Refuse Pile-Strip Mine Source Model, the linkage
between the Hydrologic Model and the Acid Generation Model is neces-
sarily more complex than in the case of the Deep Mine Source Model.
Since, in this case, acid is generated at or near the ground surface,
the reactive sites may be flushed directly by direct run-off and by
interflow, as well as by percolation going to groundwater storage and
bagse flow. Further, acid formed at or near the soil surface may be
temporarily stored at intermediate depths, and carried deep into the
refuse pile or spoil bank, to remain there until released by under-
ground flow at a much later time. Therefore, all of the flow compo-
nents of the Hydrologic Model, as well as precipitation itself, are
regquired input in this case since pyrite oxidation is assumed to cease
during periods of rainfall, due to direct blockage of oxygen diffusion.

The primary difference between the strip mine option and refuse pile
option is the presence of an inert layer overlying the reactive pyrite
in the former, and direct exposure of reactive pyrite in the latter.
The option names are for convenlence only, since some spoil banks would
require the '"refuse pile" option, and a covered refuse pile would re-
quire the "strip mine" option. Both options can be used simultaneously
in the Acid Generation Model, and the linking mechanism to the Hydro-
logic Model is common to both.

Basin Model

In the application of the source models described above to a large
drainage basin, the overall basin would normally be divided into sub-
basins, each of which may or may not have one or more acid sources
within its boundaries. The sub-basin size definition would be deter-
mined by the variability of hydrologic characteristics across the total
basin in question, the degree of resolution required with regard to
both water and acid discharge rate predictions, or both. (The factors
underlying such decisions are discussed in more detall elsewhere in
this report.)
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Figure 8 is a schematic diagram of a basin subdivided into three sub-
basins, two of which have acid sources.

)

Basin Outlef

Figure 8. Schematic diagram of subdivided basin

Sub-basin A includes a deep mine, strip mine, and refuse pile, while
Sub-bagin B has only a deep mine, In the application of the Source
Models to this example, both the Deep Mine Source Model and the
Combined Refuse Pile-Strip Mine Source Model would be applied to Sub-
basin A, with the latter model including both the strip mine and refuse
pile in the same application. The Hydrologic Model would be applied
only once over Sub-basin A, as it is common to both Source Models. The
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dual Source Model application would give the acid source drainage flow
and acid loading rates at points 1, 2, and 3, and the flow rate at the
basin outlet, point 5, all as a function of time for any time period
(e.g., one vear) and precipitation sequence desired. The source models
identify the drainage flow rates and acid loading rates at the indi-
vidual sources, but identifies the sub-basin flow only at the sub-basin
outlet. Further, flow times in the stream above the sub-basin outlet
are not calculated by the model, and water quantity upstream from point
5 can not be directly computed. In most applications, the simplifying
approximation that all acid sources discharge into the stream at the
sub-basin mouth will yield satisfactory results. If required, stream
routing techniques could be applied within the sub-basin, but this is
now considered to be an unwarranted refinement, and has not been built
into the model.

The application of the Deep Mine Source Model to Sub-basin B would
yvield the mine drainage flow and acid load rates at point 4, and the
sub-basin outflow at point 5. Again, the mine acid load would normally
be assumed to discharge into the stream at point 5 for purposes of cal-
culating the acid concentration at point 5 as a function of time.

Having estimated the flow and concentration at point 5 from both Sub-
basins A and B, the flows can be added, normally with the assumption of
complete mixing, to calculate an average acidity concentration.

Between points 5 and 6, there are no acid sources tributary to the
stream, and acid from above point 5 is diluted further by flow from
Sub-basin C, and may be neutralized in some degree by alkalinity pre-
sent in this flow. Stream routing times from point 5 to point 6 may or
may not be taken into account, depending on the degree of accuracy re-
guired in estimating acid concentrations at point 6. The most appro-
priate method of combining sub-basin flows into the basin model varies
with the individual case, and has not been included in the computer
programs presented here. While decisions as to the degree of refine-
ment required in accumulating sub-basin flows and acid loads depends
heavily on field data available and judgment of the analyst, it is
anticipated that stream routing requirements can be held to a minimum,
particularly in the application of the "worst case" optimization pro-
cedure.

COST-EFFECTIVENESS MODEL

It is appropriate at this point to recapitulate the overall structure
of the acid mine drainage abatement resource allocation procedure which
has been developed on this project, to put cost and effectiveness

determinations in the proper perspective.

The first step in the sequence is to define the nature and extent of
the problem, which requires an estimate of the acid load from each
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source, as a function of time. This step, together with an estimate of
the stream flow throughout the basin, provides a basis for the calcu-
lation of acid concentrations throughout the basin, again as a function
of time. The Source Models described are designed to supply the acid
loading information from each source and to provide the individual
characteristics of each source.

The second step is the selection of alternative treatment and/or at-
source abatement procedures which may be feasibly applied at the indi-
vidual sources. The associated costs of each control alternative at
each source, together with the effectiveness of each alternative in
terms of acid reduction, becomes the basic input data for the selection
of the optimum mix of treatment or at-source abatement efforts at each
source. Further, the application of a uniform guality standard over
the entire basin may be unrealistic, since existing or proposed land
and water use may vary widely from point to point in the basin. Thus,
some mechanism is necessary for varying the required water quality, or
for weighting the value of good quality at different points throughout
the basin. Considerations concerning these questions of cost, effec-
tiveness, and valuation are discussed.

The third step is to determine the optimum distribution of resources to
the control of acid drainage within the basin, using input from both
Source Models, which define the pre-abatement condition of the basin,
and the cost-effectiveness estimates for the various acid control
alternatives.

Acid Control Alternatives

There ‘are basically two approaches to acid mine drainage control, at-
source abatement, and chemical or physical treatment of the drainage.
Examples of at-source abatement include the sealing and flooding of
deep mines, the inert gas blanketing of deep mines, and the regrading
and covering of spoil banks and refuse piles, with or without lime or
limestone application to the soil. All at-source abatement procedures
have the common aim of eliminating, by some means, the exposure of
pyritic materials to atmospheric oxygen. The primary advantage of at-
source abatement is that, once accomplished, maintenance costs are low,
or are eliminated altogether. The primary disadvantage is that the
effectiveness of at-source abatement procedures in terms of acid load
reducticns are not very spectacular, or require long perilods of time to
reach maximum apparent effectiveness, due to the slow bleed-out of acid
accumulated in the system prior to abatement activities.

Chemical or physical-chemical treatment, as opposed to at-source abate-
ment, has the advantage of being quite positive in its effect. All of
the acid can be neutralized and the soluble metals removed by appro-
priate chemical neutralization and precipitation. Even the anions,
particularly sulfate, can be removed by such processes as reverse



osmosis. However, operating costs can be quite high, sludge or brine
disposal problems may be extremely difficult and expensive, and, the
most sobering prospect of all, the required period of treatment may be,
for all practical purposes, interminable. The "natural burn-out of
pyrite in mines, refuse piles, and spoil banks is measured not in
years, but in decades or centuries.

The problem of estimating the cost and effectiveness of at-source
abatement techniques is a difficult one, and procedures cannot be
generalized. TField demonstration project results available at this
time are disappointing, primarily because pre- and post-abatement
drainage monitoring efforts have been generally inadequate for a defin-
itive evaluation of the techniques applied. While the cost of sealing
a mine or covering a refuse pile can be estimated by conventional pro-
cedures, the anticipated effectiveness of a given technique 1s diffi-
cult to predict. The effectiveness values estimated and reported for
existing cases can not, in general, be taken at face value, and the
judgment and experience of the analyst is an important factor in evalu-
ating existing data.

As an alternative to the prediction of the effectiveness of proposed
at-source abatement procedures on the basis of existing data, the use
of the Source Models as predictive models for the evaluation of at-
source abatement alternatives is strongly encouraged. These models are
designed to respond to changes in oxygen availability to the pyrite in
the system, and to changes in the hydrologic regimes affecting the
system, all of which can be estimated for a given at-source abatement
technique.

The costs and effectiveness of chemical and physical-chemical treatment
alternatives can be closely estimated by conventional techniques once
the drainage flow and acid loading characteristics of a given source
are known. A review of reported costs of treatment by alternative
methods was made, and is included in Appendix D. In general, cost will
be a function of flow and loading, with unit costs decreasing with in-
creasing scale of the treatment system. Details of the formulation of
such functions are also given in Appendix D. Plant size is determined
largely by the flow rate of the drainage to be treated, while the cost
of treatment chemicals regquired is determined by the average annual
acid load to the plant; both flows and loadings are provided by the
Source Models. Identification of the capital cost of the treatment
system, together with the estimated annual maintenance and operation
costs, and appropriate amortization rates, provides the basis for cal-
culation of an effective annual cost estimate for use in the optimiza-
tion model. Here again, the wide variety of treatment alternatives
available and the importance of taking the characteristics of the
individual source into account in selecting feasible alternatives make
a generalized computer program for this cost estimation step impracti-
cal.
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Socio~-Political-Economic Considerations

The decision to implement pollution control measures at mine sources in
a watershed is influenced by socio-economic and political considera-
tions. The importance associated with maintaining stream quality
varies throughout a watershed. 1In particular, the land use in the
vicinity of the stream should influence the requirement and importance
of achieving desirable stream quality levels. Accordintly, the basin
effectiveness measure defined in the following section provides for the
influence of socio-political-economic considerations on the relative
importance of individual stream reaches.

BASTN OPTIMIZATION MODELS

The Source Models can predict the acid load emitted from a particular
site as a function of time; moreover, the acid load can be predicted
for situations resulting from the application of pollution control
measures taken to improve environmental gquality. In addition, the
Source Models can predict stream flows, and cost estimates can be
generated for chemical treatment control measures at each pollution
source, The Basin Optimization Models take these pollution loadings,
control measures, and costs to determine optimal allocations of pollu-
tion control effort at each source with respect to the following
criteria: (l) least cost allocation to achieve a specified quality
level, and (2) most effective allocation for a specified cost. Rela-
tionships among these models are shown in Figure 9. The structure and
use of the optimization models developed during this study follows.
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Figure 9. Input-output diagram for Basin Optimization Models
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The Basin Optimization Models represent the basin as a network of
streams and a set of individual pollution or mine sources feeding these
streams. Deep mines, strip mines, or refuse piles are all referred to
as mine sources in the optimization model. The effluent from a mine
source is assumed to enter one of these streams at a single point on
the stream called a node. A single basin outlet stream is assumed to
exist, and this basin outlet stream may have tributaries, and these
tributaries may have tributaries. This network of streams creates a
hierarchy among the streams which has, at most, a level of three. That
is, the basin outlet is a third-~level stream being fed by second-level
streams, and the second-level streams are fed by first-level streams.

A typical stream network is shown in Figure 10.
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Figure 10, Stream network

Each mine source, noted as a small square in Figure 10, is represented

as providing pollutant influent to the stream at a node point, and

values for these pollutant flow rates in kilograms per hour are pre-
dicted by the Source Model as input data to the Basin Optimization Models,
For example, the pollutant might be acld, and the pollutant flow rates
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would specify the total acidity of the effluent from each mine source.
Also the stream carries a fluid flow, exclusive of pollutant, and the
stream flow rates in cubic meters per second are predicted by the Unit
Source Model as input data to the Basin Optimization Models at each
node point. Values of these stream flow rates are assumed to be
unaffected by actions to control stream pollution levels.

In addition to pollutant inputs from mine sources, the streams have
natural pollutant inputs occurring throughout the network. These
natural inputs are assumed to be distributed continuously between
nodes, but the stream reach between each pair of nodes may have its own
unique input rate. Thus, the natural pollutant input rate in kilograms
per hour occurring between each pair of nodes is specified as input,
and these natural pollutant inputs may have either positive or negative
values. For example, a natural acid input rate of -0.05 kilograms per
hour between two nodes would indicate an alkaline condition alleviating
part of any potential acid mine drainage.

The nodes in the stream network are convenient points for specifying
alternative pollution control decisions. A survey of possible methods
for controlling mine drainage pollution indicated three general cate-
gories of pollution control methods as far as the optimization model
is concerned: (1) Abatement at the mine source, (2) treatment at the
mine source, and (3) treatment in the stream channel. Abatement is
assumed to reduce pollutant flow but not necessarily eliminate it. A
mine source produces pollutant flows, specified by input data to the
optimization model, where the flow with abatement is less than the flow
without the benefit of control measures. ZExamples of abatement are
flooding or sealing of deep mines; covering, leveling, compacting,
burying or grading of gob piles; and grading, covering, or replanting
of strip mines. All of these methods have the potential for reducing
pollutant flows, but their effectiveness varies from site to site.

Treatment, whether in the stream channel or at a site, is assumed to
reduce pollutant flow to zero (without affecting the stream flow exclu-
sive of pollutant), but treatment will not affect a condition where the
stream pollutant measure is already negative. Using our acid mine
drainage example again, the treatment facility will neutralize an acid
stream until it has no total acidity, but it will not affect an alka-
line stream. The assumption is being made here that once the decision
is made to install a treatment facility, the most economical solution
is to remove all acid conditions but do not change alkaline conditions.

Treatment facilities may be either at a mine source or in the stream
channel. Source or site treatment is an option which is assumed to be
available at any source, and site treatment is regarded as being able
to treat all pollutant effluent before it reaches the stream. Only
certain nodes, designated by input data, are capable of being locations
for instream treatment facilities. These facilities, if implemented,
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will treat all fluid passing through a node; moreover, an instream
treatment facility would treat the effluent from its local mine source
before its effluent enters the stream channel. A typical stream net-
work with potential instream treatment sites is shown in Figure 11.
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Figure 11. TITllustration of stream network with potential
instream treatment facilities

In addition to stream quality, pollution control costs are explicitly
considered by the optimization algorithms. All costs incurred by these
pollution control measures are assumed to be average annual costs which
include recovery of capital, operating and maintenance costs. The cost
to perform abatement at each site is specified by input data from the
cost estimation step. Annual treatment costs involve two cost compo-
nents, il.e., a variable cost that is directly proportional to the
average annual amocunt of pollutant processed and the average annual
cost exclusive of the variable cost component. An example of the
variable cost component would be the cost of chemicals for neutraliza-
tion of acid. The Cost Model provides as input data the variable cost
to treat one unit of pollution in dollars per kilogram, and this value
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is assumed to be constant for all treatment processors. To calculate
costs for treatment processors, the following cost data are specified
by input for each mine or instream treatment site.

(1) Average annual cost of a treatment processor exclusive of
variable cost for both instream processors and mine sources

($).

(2) Average annual pollutant load in kilograms emitted from mine
sources without site abatement.

(3) Average annual pollutant load in kilograms emitted from mine
sources with site abatement.

(4) Average annual natural pollutant input in kilograms between
each pair of stream nodes (maybe either positive or nega-
tive),

Note that the optimization model must consider the fact that the in-
stream treatment processors will experience an annual pollutant load
that is a function of upstream abatement and treatment pollution con-
trol decisions.

A mathematical analysis of the optimization problem formulated to find
a set of decisions at each node that constitute either a minimum cost
of maximum effectiveness solution is described in Appendix C. This
analysis revealed the following characteristics of the optimization
problem: (a) the set of possible decisions is discrete, (b) the number
of possible decisions increase very rapidly with the number of mine
sources and instream treatment facilities considered; for example, two
instream treatment facilities and fourteen mine sources imply over one
billion uniquely different possible decisions, and (c) the constraint
equations and criteria functions are nonlinear functions of the deci-
sion variables. For the above reasons, standard optimization methods
such as linear programming and linear integer programming are inappro-
priate algorithms. Thus, an efficient nonlinear discrete optimization
method had to be devised as a part of this research effort.

Another factor complicating any solution procedure is the dynamic
stochastic nature of pollutant and stream flows; i.e., the pollutant
flow rates and stream flows as predicted by the Pollutant Source and
Hydrologic Models are time varying functions. Moreover, since these
functions are strongly influenced by precipitation patterns, they are,
in fact, stochastic. One way of handling their stochastic nature is to
adopt a conservative approach by selecting very long time traces from
the Source Models and analyzing these traces. Preferably, analyses of
the Source Models can be conducted to indicate which precipitation
patterns give the maximum pollution concentrations. Optimizing, using
these precipitation patterns, will generate confidence that quality
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constraints will be maintained and that effective decisions will be
generated. The basic assumption being made is that optimizing in this
manner will yield a solution that provides quality and/or effectiveness
measures at least as good as the worst case analyzed so frequently that
any violations can be ignored.

Going one step further, a useful optimization algorithm can be
obtained by completely suppressing the dynamic stochastic nature of the
pollutant and stream flows. This approach will be called the
"deterministic worst-case analysis."” The basic idea inherent in this
approach is to select a set of single values for pollutant and stream
flows that represents the most adverse situation from a gquality view-
point. Then, an optimal solution using these values should almost
always give better quality or more effectiveness in actual practice
than considered in the solution procedure.

Two deterministic '"worst case" Basin Optimization Models have been
developed as a result of this research effort. They are defined below
along with their identifying mnemonics:

1. Deterministic "worst-case" minimum cost (DWMC) model.
2. Deterministic "worst-case" maximum effectiveness (DWME) model.

The DWMC model takes a specified quality standard expressed in parts
per million (ppm) that must be maintained throughout the stream network
and determines a least-cost set of decisions achieving this standard.
This set of decisions amounts to a specification of the treatment and
abatement decisions at each mine site and treatment processor. There
may be more than one set of decisions that give the same overall mini-
mum cost; however, the DWMC model only provides one of these decisions
as output.

The purpose of the maximum effectiveness (DWME) model is to allocate a
fixed budget in the most effective manner. The maximum pollution con-
trol budget is specified as input data. The effectiveness measure also
reguires input data, but these inputs must be consistent with the
measures used in the DWME,

The effectiveness measure has been designed to indicate the relation-
ships between pollution levels, environmental impact, and land use in
the vicinity of the watershed. These relationships are reflected in
the effectiveness measure using two concepts:

1. The basic value of a stream based upon maximum pollution
concentration level.

2. The relative importance of the stream between two nodes based
upon its land use.
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The above concepts are applied to individual stream reaches between
adjacent stream nodes to compute a reach effectiveness measure which is
the product of its relative importance and its basic value. Total
watershed effectiveness is assumed to be the sum of the individual
reach effectiveness measures. These concepts are described in more
detail below and illustrated by examples.

The basic value of a stream reach is a number between zero and ten that
indicates the reach's value based on observable effects from pollution
concentrations. These effects include phenomena such as aquatic life,
aesthetics, and water supply processing, which are assumed to be
related to the maximum pollution concentration experienced. To portray
the variation in basic value, maximum pollution concentrations are
classified into intervals within which the observable effects are
assumed to be constant. Table 1 illustrates the variation of basic
value with pollution concentration.

Table 1. ILLUSTRATIVE VARTATION OF BASIC VALUE WITH
MAXTMUM POLLUTION CONCENTRATION

(ppm)
Maximum pollution
concentration Observable effects Basic value
> 10 Fish cannot survive, noticeable 0

odor, strong discoloration, water
treatment costs increased by 100%.

8-10 Game fish cannot survive, high 2
scavenger fish mortality, notice-
able odor, water treatment costs
increased by 50%.

6-8 High game fish mortality, scavenger L
fish will not reproduce, water
treatment costs increased by 25%.

L6 Game fish will not reproduce. 7.5

<l Aquatic life unaffected. 10

For each stream reach between two nodes, the basic value is determined
and is weighted by the relative importance of the stream reach to give
the effectiveness measure for this same stream reach. Relative
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importance is a quantity varying between zero and ten that specifies
the importance of controlling pollution levels in each stream reach
between adjacent nodes, land use in the vicinity of the stream reach,
the impact of pollution on this land use, and the length of the reach
to be considered in assigning relative importance values. The distri-
bution of relative importance values throughout the watershed is deter-
mined in several steps. The first step is to select the most important
stream reach (as defined by the stream between two adjacent nodes)
which is given a relative importance value of ten. Then all other
stream reaches are assigned values consistent with the difference be-
tween their importance and that of the most important stream reach.

The application of the above concepts is illustrated by the stream por-
trayed in Figure 12. The predominant land uses are noted in the
figure, The most important reach, with respect to the impact of pollu-
tion, is the reach between nodes 1 and 2; thus, this reach is assigned
a relative importance of 10.0. The other reaches are evaluated to have
relative importances of 7.0 downstream of node 4, 5.0 between nodes

2 and 3, and 2.0 between nodes 3 and 4. Using these relative impor-
tances, the effectiveness measures for each stream reach can be
obtained by determining basic values for each reach and multiplying
these basic values by their respective relative importances. For
specified abatement and treatment decisions, let the maximum pollution
concentrations be 6.8, 5.9, 5.5, and 6.1 ppm, starting at the head of
the stream (node 1) and proceding downstream. Using Table 1, the basic
values for each reach are 4, 7.5, 7-5, and h, respectively. Multiply-
ing by the reach relative importances, the individual reach effective-
ness measures are 40.0, 37.5, 15.0, and 28.0, respectively. Summing
these reach effectiveness measures, the stream effectiveness measure

is 120.5.

an——

Recreation
|

Agriculture

2

Industrial

Figure 12, Single stream with adjoining land uses
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Thus, to use the DWME model, a maximum amnual cost budget, basic
values, and relative importances must be specified as input data. It
is possible, perhaps even likely, that there are many possible solu-~
tions that yield the maximum effectiveness solution. When additional
solutions are encountered in the solution procedure giving maximum
effectiveness within the budget constraint, the least-cost solution 1is
recorded as optimal; however, the DWME algorithm was not explicitly
designed to find the maximum effectiveness solution and then to deter-
mine the least costly way this solution was obtained. Thus, lower cost
solutions for maximum effectiveness may exist. If the maximum effec-
tiveness solution has the same basic value on all reaches, then the

DWMC algorithm can be used to determine the least costly solution for
maximum effectiveness.

Several other suggestions are offered to assist in the application of
these models.

1. When a potential instream treatment site is not colocated
with a mine source, then a dummy mine source can be created.
This dummy source should have no pollutant effluent, and the
cost to perform site abatement or site treatment should be a
very large number.

2. Mines may exist that can not be controlled for technical
reasons or because of legal or political constraints. When
this case occurs, then the effluent from these mines may be
regarded as a natural pollutant avoiding the use of nodes or
decision variables.
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SECTION V

TLLUSTRATIVE EXAMPLES

Since the basic composition and operation of the component project
models have been discussed, we will show in this section, by sample
applications, the operation of the models. The procedure will be to
indicate what types of inputs are required and what typical results or
outputs can be expected.

Critical discussions, on the rather limited applications to date, will
be given later. Details on parameter value determinations, various
types and format of data inputed, and the modeled results are given in
the appendices.

For ease of reading, the two basic types of computer based sub-models
developed on this project, the Source Models and the Optimization
Model, are presented individually.

SOURCE MODELS

As seen earlier, the two types of source models, deep mine and combined
refuse pile-strip mine, are basically of the same structure--a hydro-
logic model coupled to an acid generation model. ZExamples are given
below of applications of both Source Models.

Finding suitable test sites poses great difficulty in that complete
data on simultaneous hydrologic and acid minewater discharge are non-
existent or unknown to us. However, for a test of the Deep Mine Source
Model, we were able to utilize a mine site where good mine drainage
data were available, partial hydrologic data had been collected, and
enough climatological data was available in the immediate region to
reasonably assemble the remaining data. In a preliminary test of the
Combined Refuse Pile~Strip Mine Source Model, field data were much less
complete than in the case of the deep mine, and it was necessary to
superimpose hypothetical strip mine and refuse pile areas on a real
watershed for which hydrologic data were available.
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Input Reguirements

Given below is a descriptive list of the major information items
required to operate the models:

Basin Information -

Watershed drainage area

Land use and distribution

Flow capacity of main channel

Mean overland flow path length

Retardance coefficient for surface flows

Average ground surface slopes

Interflow and baseflow recession constants

Channel routing parameters

Index parameters reflecting interception, depression storage,
infiltration, soil moisture storage, interflow movement, and
groundwater movement

Climatic Data -

Precipitation records

Streamflow records

Evaporation rates and coefficients
Meteorological information for snowmelt

Deep Mine Information -

Mine area

Coal seam descriptors, materials, thickness

Pyrite oxidation rate parameters reflecting diffusion, reac-
tion, and temperature

Acid transport parameters reflecting gravity diffusion,
inundation, and leaching

Initial acid storages

Alkalinity conversion factors

Refuse Pile~-Strip Mine Information -

Strip mine and refuse pile areas

Representative soil profiles of acld producing areas

Pyrite oxidation rate parameters reflecting diffusion, reac-
tion, and temperature

Initial acid storages

Acid transport mechanism parameters reflecting depth leached
by direct runoff, leaching parameters, effective acid
solubilities
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Discharge Data -~

Drainage flow records
Drainage quality records

Detailed descriptions of the information requirements, as applied to
the examples shown, are given in Appendices A and B,

Examples of Output

Deep Mine Source Model -

A small drift mine (McDaniels) in Southern Ohio was chosen for a test
application of the Deep Mine Source Model., Details of the history of
this mine site and sources of data are given in Appendix A,

Simulation outputs are obtained both in tabular and graphical form,
A1l of the following sample output is shown in expanded form in
Appendix A, The figures (13,14,15) below are not actual ones but,
rather, condensations to show what a typical plotted output of a
computer run gives. The plots are labeled and what they represent
is self evident.

1
i [}
!
)
/i
,/
1 \/r<—Recorded

Figure 13. Streamflow hydrograph at the Big Four Watershed Cutlet

Stream Flow Rate
at the Basin Outlet
for a Particulor
Water —Year

DAILY AVERAGE FLOW, m3%s
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DAILY MINE WATER FLOW, m%/s

DAILY ACID LOAD, kg/ hr

Daily Minewater Flow
Big Four Hollow
Water Year 1970-1S71

Simulated

Observed

DAYS

Figvre 14. Daily minewater discharge from McDaniels' Mine

Drift Mine Acid
Load at the
Mine Opening

Observed Simulated

DAYS

Figure 15. Daily acid load discharge from McDaniels' Mine
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If the model is to be used to evaluate a proposed at-source abatement
technique such as mine sealing, the specific deep mine input informa-
tion is modified to reflect the effects of sealing, and the model is
run as above, In this manner, both the short and long term effect of
at-source abatement alternatives may be tested, The analyst so engaged
is referred to Appendix A, and to the report by Morth et al, entitled,
"Pyritic Systems: A Mathematical Model."

Combined Refuse Pile-Strip Mine Source Model =

Since an adequate test site for this Source Model was not available,
hypothetical strip mine and refuse pile areas were superimposed on
Watershed 94 of the North Appalachian Experimental Watershed near
Coshocton, Ohio, The strip mine and refuse pile area of this water-
shed were assumed to be 10% and 2%, respectively. Details of the
sources of data, site history, and assumed acid producing character-
istics are given in Appendix B.

For this model, simulation outputs are obtained only in tabular form
and may be plotted by machine, The figures (16 through 20) shown
below are graphical representations of the output., The plots are
labeled, and what they represent is self evident from their titles,
Note that only simulated data are shown, since there was no recorded
data for this hypothetical example.

Refuse Pile or
Stripmine Acid
Load Rate
Acid Flow Rate
ot the site,

ACID LOAD, kg/hr

HOURS

Figure 16. Acid load nonuniform short duration rain
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DAILY FLOW, m?3¥/s

DAILY FLOWS, m¥s

Stream Flow Rate at
the Basin Outlet for
a 9 Month Period

DAYS

Figure 17. Stream flow hydrograph at the basin outlet

— —=—— Refuse Pile , . .
Strip Mine Daily Flows from Acid Producing

Areas for a 9 Month Period

DAYS

Figure 18. Daily flows from acid producing areas



DAILY ACID LOAD, kg/day

ACID LOAD, kg/hr

— ——— Refuse Pile
= Strip Mine

Daily Acid Loads from Acid
Producing Areas for a 9
Month Period

DAYS

Pigure 19. Dally acid loads from acid producing areas

— — === Flow
Acid Load

Flow and AcidLoad from Acid
Producing Areas Individual
Rainfall Event

Total Flow and Load

Figure 20. Flow

and -acid load from acid producing
areas - short duration rain
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As in the case of the Deep Mine Source Model, the Combined Refuse Pile-
Strip Mine Source Model can be readily applied to the prediction of the
effectiveness of at-source abatement techniques. For example, regrad-
ing and covering of a refuse pile effectively changes the location of
the pyritic material with respect to the soil surface. This will have
the effect of decreasing oxygen availability to the pyrite, and making
the acid produced inaccessible by direct runoff. When these changes
are made in the input parameters describing the system, the model can
be used to predict both short and long term effects of the proposed at-

source abatement procedure. An example of such a predictive run is
shown in Appendix B,

Other Information -

Both of the Source Models are programmed to produce many aspects of the
details of the process as well as final outputs. Tabular output is
available for items such as:

(i) Daily infiltration water reaching the mine aquifer.

(ii) Average daily streamflow rates leaving the watershed.

(iii) Average daily flow rates from drift mine opening.

(iv) Average daily acid load (by origin component and total)
issuing from drift mine.

(v) Daily acid load from a refuse pile direct runoff, inter-
flow, baseflow, and then total contribution.

(vi) Portions of the above that eventually reach the receiving
stream.

(vii) Monthly and annual sum of the above guantities.

(viii) Specific details of the above items on a 15-minute basis
for any specified period

Basin Optimization

To illustrate the application of the basin optimization models, a
stream network with a variety of pollution sources was constructed.
These models were applied, answers computed, and the results described
in this section. The stream network is shown in Figure 21. The basin
outlet stream has three tributaries, and four additional streams feed
these tributaries. Thus, there are four level one streams, three level
two streams, and one level three stream. Note the three potential in-
stream processor sites, and also observe that the third instream
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Figure 21. Stream network



processor site is not colocated with a mine source. Thus, a dummy mine
source will be used at the fifth node on level three stream number 1.

Tables 2 through 5 present the input data for this basin required by
the optimization models. Table 2 presents a short description of the
mine sources represented and the abatement and treatment costs. The
variable chemical cost to treat one kilogram of total acid is $O.264.
Table 3 gives the average annual pollution loads in kilograms for each
source for calculating treatment variable costs. Two different condi-
tions were selected as "worst-cases" and analyzed. Spring pollutant
and stream flow rates are used to represent a situation where early
spring rains are releasing winter pollutant accumulations. Summer flow
rates depict a low stream flow situation where pollutant concentrations
are severe. Tables L and 5 present the spring and summer flow rates,
respectively. These values are estimates selected to illustrate the
basin optimization models and are not based upon actual cost predic-
tions or predictions from the Pollutant Source Models.

The results from the minimum cost and maximum effectiveness models are
shown in Tables 6 and 7, respectively. Two cases are depicted where
the eight stream case is the entire basin as shown in Figure 21 and the
three stream case is a subsystem consisting of level-one streams three
and four and level-two stream three. The minimum cost model was oper-
ated with a specified quality standard of five parts per million.
Total pollution control costs for the minimum cost model results are
shown in Table 8. The maximum effectiveness model was operated with
the effectiveness measure given in the example of Section IV, Each
stream reach was assigned a relative importance of 10 with the excep-
tion of the basin outlet stream where each reach was given a relative
importance of 1. An annual pollution control budget of $300,000 was
allowed for the entire basin, and the three stream network was allowed
$85,000 per year. 1In each case, the maximum effectiveness model
stopped calculating when it determined that the solution shown in
Table 7 gave the maximum possible effectiveness measure. Thus, a
minimum-cost maximum-effectiveness solution would have to be obtained
by operating the minimum cost model with a four parts per million
quality standard.

Although the input data are hypothetical, several observations concern-
ing the results in Tables 6 and 7 are instructive. There is a marked
difference between the solutions obtained from the DWMC and the TWME
models; however, this difference should be discounted because the TWME
solutions are not necessarily least-cost solutions. After running the
DWMC model for the higher quality standard, these differences should be
reduced.

Another comparison can be made between the optimal solutions for the
three stream subsystem and the complete eight-stream basin. The solu-
tions are identical in all cases for the minimum cost model;
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Table 2.

MINE SOURCES AND POLLUTION CONTROL COSTS

Abatement cost

Treatment pro-
cessor cost

Node Description ($1/yr) ($1/yr)
Level 1 streams
Number 1
1 Small drift mine 3000 2500
2 Small gob pile 2250 2000
3 Small drift mine 3000 1800
Number 2
1 Large underground mine 30000 15000
2 Large gob pile 15000 5000
Number 3
1 Large drift mine 22500 11000
Number L
1 Large drift mine 30000 10000
2 Large gob pile 22500 6000
3 Small drift mine 3750 2500
Level 2 streams
Number 1
1 Large underground mine 15000 2200
2 Spoil banks 15000 2000
Number 2
1 Large underground mine 30000 17000
2 Large gob pile 22500 4000
3 Spoil banks 15000 5000
Number 3
1 Small drift mine 6000 L4000
2 Large gob pile 30000 4000
3 Large underground mine 22500 12000
Level 3 streams
Number 1
1 Small drift mine 3000 3000
2 Spoil banks 7500 2500
3 Small drift mine 3750 7000
L Small drift mine 4500 2000
5 Dummy source 9999999 9999999
6 Large gob pile 22500 2200
7 Large underground mine 22500 10000




Table 3.

AVERAGE ANNUAL POLLUTANT LOADS
(kg)

Annual pollutant

Annual pollutant

Annual natural

no abatement abatement pollutant
Level 1 streams
Number 1
1 2041 680 -181
2 20h1 227 -181
3 2041 680 -181
Number 2
1 163292 5LL31 -181
2 L9895 L536 -227
Number 3
1 30617 2268 +L5
Number L
1 20h12 9979 0
2 680k 3ko2 -k5
3 3084 -k5
Level 2 streams
Number 1
1 14968 1361 +45
o 6123 2268 +L5
Number 2
1 76657 36287 -91
> 113398 L4536 -136
3 18114k 1361 -181
Number 3
1 4536 907 -227
o 113398 3629 -227
3 25401 11340 -181
Level 3 streams
Number 1
o 3084 Lok -91
3 308k 1361 -1
i 6123 2722 -9l
5 0 0 0
5 L9895 2268 -181
7 12247 Log2 =272
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Table L,

POLLUTANT AND STREAM FLOWS SPRING RATES

Natural
Pollutant flow |Pollutant flow | pollutant Stream
no abatement abatement flow Flow
Node (kg/br) (kg/hr) (kg/br) (m®/sec)
Level 1 streams
Number 1
1 0.91 0.27 -0.009 0.15
2 0.009 0.005 -0.009 0.18
3 1.00 0.32 -0.009 0.20
Number 2
1 68.04 22.68 -0.009 0.30
2 0.91 0.45 -0.014 0.70
Number 3
1 36.29 2.27 -0.005 0.18
Number 4
1 20.41 9.07 -0.014 0.46
2 1.36 0.91 -0.014 0.70
3 1.81 0.91 -0.014 0.79
Level 2 streams
Number 1
1 18.14 6.80 -0.009 0.30
2 0.91 0.45 -0.009 0.82
Number 2
1 45,36 22.68 -0.014 0.24
2 1.81 1.36 -0.014 1.52
3 2.27 0.45 -0.014 1.65
Number 3
1 3.63 0.91 -0.018 0.37
2 0.91 0.68 -0.018 1.40
3 25.40 11.34 -0.018 2.07
Level 3 streams
Number 1
1 1.81 0.68 -0.009 L.57
2 0.36 0.09 -0.009 5.49
3 0.91 0.45 -0.009 5.52
i L.5h 2.27 -0.009 7.47
5 0 0 0 10.21
6 0.91 0.68 -0.014 10.21
7 18.14 6.80 -0.018 10.36
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Table 5.

POLLUTANT AND STREAM FLOWS SUMMER RATES

Natural
Pollutant flow | Pollutant flow | pollutant Stream
no abatement abatement flow flow
Node (kg/hr) (kg/hr) (kg/hr) (m®/sec)
Level 1 streams
Number 1
1 0.23 0.009 +0.005 0.02
2 2.04 0.227 +0.005 0.02
3 0.0l45 0.01L +0.005 0.06
Number 2
1 0.91 0.32 +0.009 0.09
2 5k .43 0.45 +0.009 0.12
Number 3
1 0.544 0.023 +0,014 0.09
Number 4
1 0.227 0.18 +0.005 0.21
2 68.04 1.81 +0.005 0.24
3 0.036 0.027 +0.005 0.46
TLevel 2 streams
Number 1
1 0.36 0.1k +0.005 0.06
2 0.36 0.14 +0.005 0.18
Number 2
1 1.81 0.91 0 0.09
2 68.04 2.27 0 0.36
3 1.36 0.09 -0.005 0.55
Number 3
1 0.023 0.004 -0.005 0.12
2 56.70 18.1h4 -0.005 0.76
3 0.27 0.14 -0.009 1.10
Level 3 streams
Number 1
1 0.023 0.009 0 1.83
2 0.18 0.045 0 2.59
3 0.023 0.009 0 2.71
b 0.068 0.036 0 3.66
5 0 0 0 5.33
6 68.04 1.81 -0.005 5.33
7 0.36 0.1h4 -0.009 5.52
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Table 6. MINIMUM COST (DWMC) Table 7. MAXIMUM EFFECTIVENESS (IWME)
MODEL RESULTS MODEL RESULTS
Spring rates Summer rates Spring rates Summer rates
Node 8 streams| 3 streams 8 streams |3 streams 8 streams | 3 streams 8 streams | 3 streams
Level 1 streams
Number 1
1 Treat Abate Treat Treat
2 --b Treat - Treat
3 Treat - Treat -
Number 2
1 Treat Treat Treat Treat
2 Abate Treat Treat Treat
Number 3
1 Treat Treat Treat Treat Treat Treat Treat Treat
Number L
1 Treat Treat - - Treat Treat - -
2 Abate Abate Treat Treat Abate Abate Treat Treat
3 Treat Treat -— - Treat Treat Treat -
INST® No, 1 - - - - - - - -
Level 2 streams
Number 1
1 Treat Treat Treat Treat
2 -— Treat - Treat
Number 2
1 Treat Treat Treat Treat
2 - Treat and -- Treat and
abate abate
3 Treat Treat Treat Treat
INST No. 2 - - - -
Number 3
1 Treat Treat - - Treat Treat Treat Treat
2 - - Treat Treat Treat - Treat Treat
3 Treat Treat - - Treat Treat - -
Level 3 streams
Number 1
1 -- - Treat Treat
2 - - Treat Treat
3 - - Treat Treat
L —_— - Treat Treat
5 - - - —
INST No. 3 - - - -
6 - Treat Treat Treat
7 Treat - Treat Treat
8INST = Instream treatment site

b .. = No action



Table 8. MINIMUM ANNUAL POLLUTION CONTROL
COSTS FROM THE DWMC MODEL

Annual Cost
Spring rates
8 streams $229,000
3 streams 8l ,000
Summer rates
8 streams 259,000
3 streams 77,000

however, there is a different solution at two nodes for the maximum
effectiveness model, Thus, the subsystem or sub-basin results and
basin results are similar, but different solutions can occur, It
should be noted that the case chosen would not be as sensitive to
changes from a sub-basin to a basin because there are no upstream
inputg to the sub-basin.

The differences between the results for spring and summer rates
obtained from the DWMC model will present more problems in actual
application. An examination of the DWMC computer runs indicates that
the optimal solution based on the summer flow rates would not satisfy
the five ppm quality standard using spring flow rates. The opposite
comparison cannot be made without rerunning the computer program. This
comparison would imply that "worst cases'" are somewhat unique and a
solution for one "worst case" is not necessarily adequate for another.
This problem in applying the models needs further investigation.

The computer times from these runs indicates that the algorithms devel-
oped can be operated for systems of this size economically. The long-
est computer times were required by the maximum effectiveness model to
solve the complete basin problem with summer flow rates. For that
case, approximately two minutes of CPU time was used on Ohio State's
IBM 370 Model 165 computer for a cost of thirty dollars. The computer
times required by the DWMC model were about one-half of the DWME times.
Thus, computer costs for these optimization models will be inexpensive
for problems of this magnitude.
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SECTION VI

EVALUATION OF OVERALL TECHNIQUE

The major contribution which has been made in the development of the
overall resource allocation model described in the preceding sections
lies in the specific capabilities of the two major sub-model types
incorporated in the overall model; the source models, and the optimiza-
tion models. The source models provide a rational means of describing
and predicting the complex time dependent acid production phenomena
which occur in the predominant types of mining environments. Until
now, no such analytical tool has been available for simulating acid
flow and load data. The optimization models, utilizing flow and load
data, together with appropriate cost information, provide a compact
and efficient cost optimization algorithm capable of determining the
least-cost set of pollution control decisions for a branching array of
acid sources, with the option of either drainage treatment or at-source
abatement at each acid source and a given specific water quality
standard. Alternatively, the optimization sub-model can determine the
distribution of pollution control decisions over the total array of
acid sources which will result in the most desirable water quality
obtainable, given an upper limit on dollars available for pollution
control. This sub-model also represents an analytical tool which has
not been heretofore available.

of the/two sub-models, the source models will be the most difficult to
apply realistically to field situations. The complexities inherent in
the natural phencmena of pyrite oxidation and mine drainage formation
are reflected in the multitude of parameters required for even a mar-
ginally accurate description of acid flows and loads by the source
models, and the calibration of the source models to field conditions
will never be an easy task. However, this should in no way be used as
an excuse to rely on more simplistic approaches for the estimation of
acid flows and loads, as such methods have consistently demonstrated
their inability to provide useful answers. The output of the optimi-
zation models may be severely limited by inadequate acid flow and load
data used as input to this model, and attempts to use the optimization
model without high quality input data will have questionable value
until the sensitivity of optimization model results to input data vari-
ations is clarified. The value of the resources being mined and of the
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res?urces being threatened by the effects of mining justify and demand
a high degree of sophistication in the analysis and solution of mine
drainage problems.

Although the optimization model structure is simpler, thus making it
appear easier to apply, most field situations will be difficult to
evaluate realistically because of this simpler structure. Situations
are likely to be encountered that are unlike the set of assumptions
selected in formulating this model. Many of the requirements for
extending and enriching the optimization model will only become appar-
ent when they are actually used; thus, further development should be
coupled with actual use rather than attempting to cover every contin-
gency.

The following discussions are intended to give a realistic evaluation
of the strengths and weakness of the overall resource allocation model.
Since the source models are coupled in series to the optimization
model, with no feedback from the latter to the former, the two sub-
models will be evaluated separately.

SOURCE MDDEL

The deep mine and the Combined Refuse Pile-Strip Mine (CRPSMM) Source
Models have been specifically designed to provide a means of predicting
time traces of the drainage flow and acid load from a given acid
source, for any period of time desired, and under any presumed precipi-
tation seguence.

At present, advances in the basic understanding of pyrite oxidation and
acid transport mechanisms over the past decade, together with an
already well developed science of hydrologic modeling, have made it
possible to frame the source models in rational, mechanistic terms,
thus avoiding the inherent and proven inadequacies of empirical or
statistical predictions of mine drainage behaviors. The model param-
eters which have been used to describe acid formation, and water/acid
movement are subject to rational interpretation. Many of these param-
eters are, to varying degrees, open to independent determination in the
laboratory or in the field. Others can be determined only by calibra-
tion of the models to field data.

The source models are themselves composed of a hydrologic model coupled
to an acid generation-acid transport model. In the interest of keeping
the acid generation/transport sub-models as simple as possible, it was
necessary to develop the two separate models, deep mine, and CRPSMM.
While both describe the same phenomena, the physical differences be-
tween deep and surface mines made dual model development preferable to
a highly complex generalized model. Of the two source models, only the
Deep Mine Source Model has been tested in the field., Realistic testing
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of the CRPSMM model awaits the availability of more complete field data
than were available during the course of this study. While the ability
of the deep mine model to describe field observations with reascnable
accuracy has been demonstrated, the CRPSMM model is offered only as a
first generation model and it may require significant modification
before it can be used as a practical tool.

Recalling that both source models utilize the same hydrologic model
(the 0OSU version of the Stanford Watershed Model), remarks as to the
strengths and weaknesses of this hydrologic model are in order. Many
hydrologic models are currently in use for purposes ranging from flood
plain delineation to low-flow water quantity prediction. When water
quality is not a consideration, it is often possible to utilize a
special purpose model of relatively simple form. For example, in flood
studies a model specifically designed to reflect flood flows might be
used. Such a specilal purpose model would normally have little or no
capabilities for the accurate prediction of subsurface flows and low-
flow conditions. In the analysis of mine drainage, however, critical
acid concentrations may occur under either high- or low-flow condi-
tions, and in all cases, acid concentrations and loads are determined
by both subsurface and overland flow components. Even in refuse piles,
much of the acid load 1s transported in subsurface flow at extremely
high concentrations, and this transport reguires accurate accounting of
subsurface flows by the hydrologic model, Upon the appearance of
highly acidic subsurface flow components at the ground surface, dilu-
tion by overland flow may provide a major moderating influence on acid
concentrations in the stream, and accurate accounting of overland flow
is a necessary characteristic of the hydrologic mode. Of the hydro-
logic models available, few are designed to provide a high degree of
capability for both surface and subsurface component accounting. The
Stanford model has demonstrated such capability, and was chosen for
this reason. However, it must be recognized that this complex hydro-
logic model, together with its formidable array of descriptive param-
eters and input data requirements, also demands careful calibration to
gspecific field conditions, with the availability of three years of
stream flow data being considered necessary for optimum calibration of
the model. While the possibility of hydrologic model simplification
exists, only experience in application of the current form of the model
to mine drainage situations will tell whether, and to what degree, such
simplifications may be possible.

The acid generation and transport portion of the Deep Mine Source Model
is described in detail in Appendix A of this report. In the simpli-
fied description of a mine according to this model, the coal seam is
divided into discrete elements by using a three-dimensiocnal rectangular
coordinate system, and acid production, storage, and removal are calcu-
lated for all elements in a manner which ensures a complete mass
balance for oxygen, oxidation products, and water moving within the
system and its surroundings. To avolid unnecessary complexity in the
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model, many of the constants used in the mathematical description of
oxidation rate, product transport, etc., are assumed to be constant
for the entire system, or for an entire layer in the multilayer coal
seam. For example, the coefficient DIP, used to calculate product
removal from each element by gravity diffusion, is assumed to be a
constant for the entire mine. Since DIF is defined as the fraction of
acid formed in an element which is transferred each day to the next
lower element, the application of the same value of DIF to all ele-
ments is an obvious but necessary simplification. Data simply do not
exist to justify estimation of individual values of DIF to each ele-
ment in the mine.

A second example is the assignment of the same value of reaction rate
constant to all elements in a given layer or slice of the strata being
modeled. While this is approximately correct, it cannot be expected
to hold true except as an average effective value for the layer.

While numerous other examples of the assignment of "average effective"
values to model parameters can be cited, the above is sufficient to
make the point that the highly complex nature of the mine system is
idealized to a high degree. As long as the model simulates historical
records to an acceptable degree, a higher degree of sophistication is
unwarranted. The validity or fallacy of the degree of simplification
currently used in the model can be determined only by future experi-
ences in applying the model to a range of geographical locations and a
range of mine sizes. The model as it now stands has a sufficiently
large number of constants, factors, etc., so that it is possible to
fit the model to any set of field data which is reasonably complete.
Whether this will be an empirical exercise in curve fitting, or cali-
bration of a basically valid model reflecting the fundamental mecha-
nisms controlling water movement and pyrite oxidation remains to be
determined. Indications to date are that the Deep Mine Source Model
is indeed valid, and that the various factors and coefficients used do
reflect the basic phenomena they are intended to describe. It, thus,
holds the promise of being a useful tool not only in the prediction of
future acid loads from an existing mine, based on model calibration
using historical data, but also in the prediction of acid loads after
specific at-source abatement programs are carried out, such as partial
flooding, mine sealing of various types, etc. Such predictions are
possible only on the presumption that the intended abatement technique
will affect various model parameters in a predictable way. Experience
to date at the McDaniels Test Mine in Southeastern Ohio has indicated
that the model has this capability, but further testing is desired,

A constraint on the current model is the fact that it is written for a
single mine, having a given set of descriptive parameters, When the
Deep Mine Source Model is to be applied to a complex of mines, the
analyst has the choice of applying the model separately to each mine,
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or of aggregating the individual mines into a single effective mine,
and handling the effluent from this effective mine as if it discharged
at a single point. Alternately, the total discharge from an effective
mine might be reallocated to the individual mine locations on the basis
of individual mine areas, with or without consideration given to other
factors.

The manner in which a complex of mines should be approached will depend
largely on the degree of uniformity of characteristics expected among
the mines in a given area, and the use to which the model is being put.
For a basin study, it is likely that the aggregation scheme outlined
above would provide sufficient simulation, with the exception that
mines in different seams would probably require separate handling due
to large probable differences in the hydrologic characteristics of the
different seams. However, for at-source abatement design and simula-
tion for specific mines, the individual miries would almost certainly
have to be modeled separately.

The complexity of the system being modeled, together with the number of
input parameters which must be determined or estimated for the calibra-
tion and operation of the Deep Mine Source Model, make it necessary
that the analyst be closely familiar with mine drainage systems. The
model in its present form cannot be approached as a black box system,
and is not amenable to operation by personnel who are not well versed
in the subject.

Many of the above comments relating to the acid production and trans-
port component of the Deep Mine Source Model also apply to the corre-
sponding component of the combined Refuse Pile-Strip Mine (CRPSMM)
Source Model, described in detail in Appendix B. The major difference
between the deep mine and refuse pile-spoil bank simulations is that
the former utilizes only the underground flow components of the
Stanford model in the simulation of acid transport, while the latter
uses both surface and underground flow components in this capacity.
The fact that the acid is produced at or near the surface in the strip
mine-refuse pile case, rather than in a deep cavity, makes the problem
of simulation simpler in some respects, but more difficult in others.

In the strip mine-refuse pile models, consideration must be given to
underground flow phenomena. A large percentage of the total acid load
leaving these sources of acld drainage come from, or are carried by,
the underground water flow. This flow tends to dampen the effects of
storm runoff from refuse piles unless the slopes are unexceptionally
steep or the surface unusually compact. '

In strip mined areas, over half the acid load (over an extended period)
is carried by underground flow. This chronic flow from strip mines has
a major effect on acid concentration in receiving streams during low
flow periods.
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A major difficulty in estimating input parameters for the CRPSMM model
is that while coal seam characteristics are relatively constant
throughout a given deep mine, the actively oxidizing pyrite in a strip
mine or refuse pile represents disturbed material, at or near the sur-
face, in which pyritic material is mixed to varying degrees with rela-
tively inert materials from the overburden. A careful study of the
area, including physical and chemical analysis of both surface and sub-
surface samples, is necessary to give a basis

pyrite location and reactivity.

OPTIMIZATION MODEL

Given cost estimates and inputs from the source models, the Optimiza-
tion Models were formulated to determine the optimal resource allocation
to different point sources involving treatment and abatement alterna-
tives. The initial formulation of the optimization problem showed that
it is discrete, nonlinear, and stochastic. Moreover, pollution and
stream flows vary as a function of time and are inherently stochastic
principally due to precipitation patterns. To simplify the mathe-
matics, the problem was solved by assuming that a single worst case
could be identified. That is, a single condition could be identified
where any resource allocation giving a particular stream quality for
the worst case flows would never give lower quality at other points in
time. With this assumption, a nonlinear discrete optimization algo-
rithm has been derived and is ready for use for a complex of mines and
streams as described in Section IV,

Problems are likely to be encountered in using this Optimization Model
in several areas as outlined below:

1. The single worst case assumption has been shown to be false
as shown by the example presented in Section V.

2. Pollution and stream flows are known to be stochastic.

3. The sensitivity of resocurce allocation to input data vari-
ations needs definition.

L. Situations are likely to be encountered which are unlike the
mine and stream complex depicted in Section IV.

These problems are discussed in the following paragraphs.

The example in Section V involved two worst case flow situations where
one situation was identified as a high flow situation during the spring
and another was a low flow situation representing summer conditions.

If the resource allocation deduced from spring flows would satisfy
quality standards in the summer or vice versa, the existence of a worst
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case would be confirmed and the decision problem would be to decide
which situation to use as the input to the model. However, the results
show that a spring least cost solution may not meet quality standards
in the summer and vice versa. Moreover, other '"worst cases'" may exist.
Possibly year A may produce a worst case that gives a poor quality
solution in year B., To ignore this problem invites the possibility of
introducing pollution control action that is thought to guarantee good
stream quality but does not exist in actuality.

The stochastic nature of stream flows and pollution flows introduces
additional problems in the analysis, but recognition of the stochastic
nature of flows may lead to increased understanding and efficiency in
the pollution control process. For example, assume that the planner
knows the cost of meeting quality standards with a 0.8 probability in
a given year as well as the added cost to give a 0.95 probability:
then the search for the absolute worst case may be regarded as unneces-
sary.

The facts that multiple "worst cases" exist and the flows are sto-
chastic generate questions concerning the resolution and accuracy of
input data required by the Optimization Models, The model has been
shown to be sensitive to changes in input data values but little is
known concerning the degree of sensitivity. How accurate do the input
values from the pollution source models need to be to result in good
decisions concerning pollution control actions? Can rough actual data
values be and somehow give "ballpark" estimates of the effectiveness of
pollution control actions?

Even with all of the above questions answered, actual situations will
present new problems in applying the Optimization Models, For example,
the Lake Hope area in Ohio has underground mines with multiple open-
ings. Control costs vary with the number of openings sealed and these
openings must be sealed in a particular order since the elevations of
the openings vary. This decision concerning which openings to seal
cannot be handled by the existing model. 1In addition, individual mines
in the vicinity of the Clarion River in Pennsylvania drain into several
different streams with different quality characteristics. What if
mines drain into a lake or reservoir? These real situations may pre-
sent problems in the application of the Optimization Model.

Although the above discussion indicates the existence of problems, the
current Optimization Models represent a significant advance in the
capability of analyzing mine drainage pollution problems. The current
algorithm is efficient and presents a challenge to construct since the
discrete nonlinear nature of the equations involved eliminates the use
of available algorithms such as linear programming and integer linear
programming.
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SECTION VIT

PUBLICATIONS

The following publications have resulted from research conducted under
this project:

Ricca, V. and Chow, K., "Acid Mine Drainage Quantity and Quality
Generation Model," presented at the Annual Meeting of the Ameri-
can Institute of Mining, Metallurgical and Petroleum Engineers,
Chicago, I1l., Feb., 1973. Accepted for publication in the
Transactions, Society of Mining Engineers of AIME, Salt Lake City,
Utah, December, 197h4.

Johnson, S,, "Computer Simulation of Acid Mine Drainage from a
Refuse Pile," Master of Science Thesis, Department of Civil
Engineering, The Ohio State University, March, 1973.

Maupin, A,, "Computer Simulation of Acid Mine Drainage from a
Watershed Containing Refuse Pile and/or Surface Mines," Master
of Science Thesis, Department of Chemlcal Engineering, The
Ohio State University, August, 1973.

The following presentations were conducted using material derived from
this research project:

Clark, G., Ricca, V., Smith, E., "Presentation of Project Results
to EPA Personnel and Guests," Washington, D. C., Feb,, 1974,
Ricca, V., "Hydrologic Modeling," guest lecture presented at the
Third Short Course on the Hierarchical Approach in the Planning,
Operation and Management of Water Resources Systems, Case West-
ern Reserve University, Cleveland, Ohio, May, 1974,

Riceca, V., "Acid Mine Drainage Modeling," Environmental Engineer-
ing Seminar, The Water Resources Center, The Ohio State University,
May, 197h.

Riceca, V., CE 820 Advance Hydrology, course lectures on modeling,

The Department of Civil Engineering, The Ohio State University,
Jan,, 1974,
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APPENDIX A

DEEP MINE POLLUTANT SOURCE MODEL

TECHNICAL DETAILS AND COMPUTER FROGRAMS

This appendix contains details on the pollutant source model as to its
history, modifications, and linking mechanisms.

An in-depth discussion of their application, showing input parameter
values and selection methodology, data assembly, and typical graphical
and tabular outputs is included.

The section concludes with a set of procedures to operate the deep mine
pollutant source model,

The material presented herein was taken as much as possible from publi-
cations (papers presented and Master of Science Theses) written as part
of this project during the research period.

INTRODUCTION

Acid mine drainage is a serious water pollution problem, for its con-
taminants will eventually affect the quality of the receiving streams.
According to the Appalachian Regional Commission (1969)%, 10,500 miles
of streams have been polluted by mine drainage, and 70 percent of this
acid pollution is accounted for by underground mines. Due to the severe
damage to aquatic life, to recreational and industrial use, and to
domestic water supply, more stringent mining and anti-pollution laws
have been legislated and coal mine operators are required to treat the
mine water discharges to meet the standards. TFor years now, abatement
and treatment methods have been extensively studied. Progress reports
presented in the Fourth Symposium on Coal Mine Drainage Research, 1972+
suggest that a thorough investigation and understanding of the basin
discharge is necessary in order to cope with the mine drainage problem.
The extent of mine water discharge contamination can be considered as

¥References listed at the end of this unit pollutant source model.
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a function of the basin streamflow and acid generation load. A conserv-
ative treatment cost estimation these days is $0.40 per 1,000 gallons
for water with 100 ppm iron, 500 ppm acidity. These figures need not
include collection and pumping costs nor the cost of dispersing of
chemical waste by-products. To achieve optimal abatement and treatment
of mine drainage, predictions of the quantity and quality of mine water
discharges are needed.

Basin discharge is a continuous process and it can be considered as a
macro-system. Thils system can be subdivided into micro-systems to
describe the various mine discharge types in the basin. The mining
activities could produce acid water discharges from deep mines, strip-
mines, or associated gob piles.

In this appendix we will discuss only one micro-system, the drift
(deep) mine type by locking at a single mine and its watershed. The
total research project considers a multiple mining complex in an exten-
sive stream basin,.

The system (a mine and its watershed) will be studied and described by
mathematical relationships which will be processed with the aid of a
digital computer. Once the mine discharge is formulated as functions
of mine water and acid generation within, continuocus ocutput of mine
drainage to the receiving stream flow can be simulated. From these
the watershed discharge and quality can be predicted.

Mine drainage simulation models can be useful in: predicting mine
water quantity and quality, quantitizing the cost for treatment prior
to discharge, evaluating the effects of abatements efforts, and above
all, helping to cope with mine drainage pollution problems.

The model that is presented herein is a hybrid of computer programs

for the hydrologic behavior of a watershed and for the generation of
acid mine water. The former is structured on hydrologic cycle concepts
and the latter on pyrite oxidation kinetics and oxidation product re-
moval. The total model is programmed for the high speed digital com-
puter (IBM 370/165).

The major inputs to the model are: climatological, watershed charac-
teristics, and mine characteristics data. By the use of the hydrologic
portion of the mocdel the amount and timing of water that flows through
the pyritic system is determined. From this information, the acid pro-
duction portion of the model predicts acid load generation due to
leaching, inundation, and gravity diffusion. The outputs from the

total model include: average daily minewater discharge, the associated
acid concentration or load, plus the average daily flow in the receilving
streams or at basin outlets.
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CONCEPTS OF THE SIMULATION MODEL

The simulation model consists of two major components: minewater flow
and acid load. The former is related closely to the concept of hyer-
logic cycle, whereas the latter is based on the concept of pyrite oxXi-
dation kinetics and oxidation product removal. A clear understanding

of these concepts is needed in formulating the mathematical models.

To study the workings of the total model we will look at the two major
portions separately then show how they are joined. Before getting into
the model components a brief review of the hydrologic cycle, reaction
kinetics, and oxidation product removal may be helpful.

Hydrologic Cycle

Three zones of hydrologic events can be assigned to describe a hydro-
logic cycle. Figure A.l shows a schematic diagram of the cycle as
used by the model.

1. Upper Zone - This zone is above the soil surface. It is
used to describe the activities at and after precipitation
above the soil surface. The activities include intercep-
tion, transpiration, evaporation, overland flow, surface
detention and depression storage.

2. Lower Zone - This zone is the soil between the water table
and land surface. It is used to describe the activities
of infiltration from the upper zone, percolation, inter-
flow, and the degree of soil moisture saturation.

3. Deep Lower Zone - This zone is the soil below the water
table. It is used to determine groundwater flow to the
stream, and to deep storage (or aquifer). Because mois-
ture percolates through the cracks and crevices of the
aquifer, a time delay occurs between moisture entering
the aquifer and leaving the aquifer as minewater flow.

The hydrologic cycle is a continuous process. Precipitation falls on
the upper zone and some of it will enter into the lower zone and deep
lower zone. The balance will enter the upper zone (interception plus
depression storage). To complete the cycle, evaporation and transpira-
tion occur from all three zones.
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Figure A.l. Schematic of hydrologic cycle

Pyrite Oxidation Kinetics

Acid mine drainage is caused by the natural formation of acid by the
oxidation of iron pyrites (FeSs in the coal seams) in the presence of
water and air. The reaction in its simplest form can be represented
by equation A.l,

FeSo + 7/2 Op + Hz0 = HpS04 + FeSOa (A.1)

The oxidation kinetics of pyrites have been thoroughly investigated.®S
Lau et al.® have reported that bacterial catalysis is not likely in
underground environments. Smith and Shumate’ have also shown that zero
order reaction kinetics enhanced by microbial activity are not signifi-
cant in underground pyritic systems. Morth and Smith have stated that
the oxidation rate can be satisfactorily approximated as first order
with respect to oxygen concentrations between the range of zero to 21
percent in mines. Equation A.2 shows the rate of oxidation:
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r = k.Cq (A.2)

where r is the rate of oxidation, k. is the reaction rate constant, and
Co 1s oxygen concentration. Because pyrite oxidations occur along the

small channels in coal or shale, the reaction rate depends on the avail-
ability of oxygen at exposed reaction sites.

Oxidation Product Removal

Oxidation product removal is a function of the hydrogeologic character-

istics
cracks
of the

including porosity and permeability of the overburden, sizes ?f
and crevices, position of the oxidizing material and fluctuations
water table.” Three removal mechanisms (see Figure A.2) have

been proposed and tested by laboratory observations and physical con-
siderations.® These three mechanisms are:

1.

direct leaching by ground water which percolates through
channels and fractures and removes oxidation products
formed at times when the channel was not full of water,

flooding of products from an inundated volume by a rising
water table, and

gravity diffusion of saturated solutions of reaction
products.

Tricking Gravity
Water Diffusion

Oxidation
Overburden Gravity
Leaching Diffusion
. . 17 7 71 1 1 T
Air - Solid -—ﬂ—4—+-4—47(F<i- 413_1€?—
Interface —-T--P-f-%-qiaf-ﬂ"?rl —+ -+
T

FPigure A.2. Underground pyritic system
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The first two mechanisms which cannot be readily determined experimen-
tally are closely related to underground water flow patterns, whereas
the third mechanism which has been observed in laboratory studies is
independent of water flow. Data of a high and a steady period of mine-
water flow and acid load are needed to evaluate the parameters for the
determination of the amount of acid removal by various mechanisms.

EVOLUTION OF THE MODEL

Once the concepts of the simulation have been established, mathematical
models can be formulated to simulate the hydrologic cycle. The Ohio
State University version of the Stanford Watershed Model with slight
modifications is used to calculate the amount of moisture reaching the
mine aquifer. A model described by Morth, Smith, and Shumate® can be
used to simulate the pyrite oxidation kinetics and oxidation product
removal, Evolution of these models are briefly described as:

Stanford Watershed Model (SWM)

The Stanford Watershed Model was developed by Crawford and Linsley in
the early sixties.'® James!! modified the model and translated it into
FORTRAN language in the late mid sixties. Various researchers*=>1®
have worked with and proved the acceptability of the model in the late
sixties. Since 1968 researchers at The Ohio State University have made
modifications to progress the model along these lines: Balk'* flow-
diagrammed the model in detail and wrote an expose on the mechanics of
its operation. Briggs'S developed a computer plotted hydrograph pro-
gram and made a sensitivity study of the key parameters. Owen'® added
multiple recession constants and a swamp and soil crack storage rou-
tines to the model. Mease!” developed a snowmelt subroutine for the
Midwest. Valentinel® made modifications to make the model applicable
to small watersheds. Warns®® compiled a user's manual. The completed
model in its present form has been summarized by Ricca and presented

in a three-part report.20 All programs can be executed by an IBM
370/165 time sharing computer system.

The original model consists of 15 input-output control options. The
Ohio State University version has been extended to 20. Besldes the
climatological data (precipitation, pan evaporation, wind speed, solar
radiation, and temperature) 31 input parameters (12 measurable param-
eters, 11 trial and adjustment parameters, and 8 assigned or selected
parameters) are required by the model. Table A.l lists the definitions,
names, and sample values (see Case Study later in this appendix) of
these variables. A detailed explanation to determine these variables
is provided by Ricca.“® The SWM is formulated by using these variables
together with the concept of hydrologic cycle discussed in the previous
section. A block diagram of the program for the model is shown in

Figure A.3.
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Table A.1. ©SWM PARAMETERS

Model
Parameters Parameter Definitions Sample Value
Measurable Parameters
A Impervious area thatdrains directly into the stream channel - 0.00
AREA Watershed drainage area in square miles 1.01
CHCAP Index capacity of thc exisling channel incubic feet per second 39.
COE Empirical constant for convection 0.00177
ETL Estimate of the stream and lake surfaceareaasa fractionof AREA | 0.001
IRC Daily interflow rccession constant 0.0313
K1 Long term ratio of average basin rainfall toaverage watershed ppt. | 1.0
KK24 Daily baseflow recession constant 0.0226
| KSC Streamflow routing parameter for low flows 0.966
KSF Stream routing parameter for flood flows 0.737
L Mean overland flow path length in feet 1120.
S8 Average ground slope in feet/foot of the overland flow surfaces 0.0122
Trail and Adjustment Parameters
CB Index controlling the rate of infiltration 2.2
CcX Index to estimate interception, depression storage capacity of
the soil surface 0.7
CY Index controlling time distribution, quantities of moisture
entering interflow 3.0
EDF Index for estimating soil surface moisture storage capacity 0.4
EF Factor relating infiltration rates to evaporation rates for
seasgonal adjustment ' 4.0
E MIN Minimum value of EN 0.1
GWS Current value of groundwater slope index in inches 0.100
Kv24 Daily baseflow recession adjustment factor 0.75
LZS Current soil moisture storage in inches 4.5
LZSN Soil profile moisture storage index, in inches 6.0
SGW Groundwater storage increment, in inches 0.100
Assigned or Selected Parameters
EPXM Maximum interception rate for dry watershed 0.2
K3 Soil evaporation parameter 0.3
K24L Index for groundwater flow leaving basin 0.0
K24EL Groundwater evaporation parameter 0.0
NN Manning's n for overland flow on soil area 0. 400
NNU Manning's n for overland flow on impervious area 0.10
RFC Index for routing 1.0
UZS Current soil moisturc storage 0.0
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Acid Mine Drainage Model (AMD)

The Acid Mine Drainage Model was based on the conceptual model of an
underground pyritic system by Shumate and Smith.Zt Chow® formulated
the conceptual model to produce a mathematical model for a drift (deep)
mine. Chow®? utilized field data to progress and test the model. A
more recent description of the model is given by Morth, Smith, and
Shumate.®

The mine system can be divided into many micro-volumes and equations
can be written to describe the events (oxidation and its PTOdu?t re-
moval mechanisms) occurring in each micro-volume. The total mine
behavior is then the sum of events in each micro-volume. Figure A.2
can be used to illustrate this.

In addition to the daily climatological data, twenty three parameters
are to be determined to run the model. Nine are used to describe the
mine system, five to describe the pyrite oxidation kinetics and nine to
describe the oxidation product removal mechanisms. Table A.2 lists the
definitions, names, and sample values of these variables. A block dia-
gram of the model's oxidation kinetics and product removal mechanisms
is shown in Pigure A.kL.

TOTAL MODEL (SWM-AMD)

In this section we will attempt to present only the basic modifications
made to link the two aforementioned models. Readers who will be study-
ing the combined model in detail are urged to study the individual
models by reviewing the pertinent references mentioned for we will not
backtrack unnecessarily over this material in this discussion.

The SWM involves calculations of hydrologic phenomena to describe the
events that occur in the hydrologic cycle. From the lower zone, mois-
ture percolates to the groundwater. The relationships for the fraction
of moisture that percolates to groundwater (1-PRE)* and the degree of
saturation (LzS/LZSN) in the lower zone can be shown in Figure A.5.
Mathematically, infiltration moisture reaching groundwater (F1l) can be
expressed by equations A.3 and A.kL.

Fl1 = (1.0-PRE)*(PL-SHRD )*(1.0-K2LL)*PA (A.3)

for infiltration reaching groundwater from the lower zone storage, and

*These quantities are the actual computer program variable names and for
the sake of consistency we will retain these names in this discussion.
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Table A.2. AMD PARAMETERS

Model

Parameters Parameter Definitions Sample Value
Mine System

WSHED Watershed area of mine in square miles 0. 00168

NFEET Number of air-solid waterface increments 1

NLAYER Number of layers in coal seam 10

NDEPTH Number of depth increments in model 25

DK Length of depth increments in feet 1

DI Length of air-solid interface increments in feet 100.

TOP Datum plane for top of coal seam in feet 13.8

ROCK, TYPE Literal description of stratums COAL

ALT Elevation of stralum relative to datum plane in feet 10.0-13.8
Pyrite Oxidation Kinetics

REACT Oxygen consumption rate of pyrite 2.55, 0.55

PYCON Void fraction of the stratum 0.30; 0,005

TEMP Mine temperature correction factor 0.15

FTGMOL Volume occupied by gram mole gas in cubic feet 0.79

CCPRFT Constant for calculating rate constant 28287. 36
Oxidation Product Removal

TANK Aquifer storage in inches 0.5

CONTH Constant relating mine water flow and aquifer storage 0. 0165

ALKAILI Alkalinity conversion factor 20,

FLOWMI Minimum flow rate to cause acid removal by flooding 260.

HEADMI Minimum flow rate to cause acid removal by leaching 0. 00010

PER Constant to determine the inundated distance 1.1

WSLOPE Hypothetical slope of the water level 0. 08

FRACT Fraction of stored products removed daily by inundation 0. 02

DIF Base gravity diffusion constant ‘ 0.001
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F1 = (1.0-PRE)*RECE*(1.0-K24L)*PA (a.4)

for infiltration reaching groundwater from the upper zone, where

PRE is the fraction of incoming moisture retained in the soil
surface or soil storage,

Ph is the residual rainfall after soil surface moisture
depletion,

SHRD is the sum of current moisture entering surface runof'f
plus interflows,

K2LL is a parameter indicating groundwater flow leaving the
basin,

PA is the pervious fraction of the watershed, and
RECE is the current rate of soil surface moisture infiltration.

Values of Fl1 in equations A.3 and A.4 are calculated in 15 minute inter-
vals. The sum of equations A.3 and A.L4 is the total infiltration water
reaching the groundwater in a period of 15 minutes. As shown in

Figure A.l, the groundwater will either leave the basin as streamflow
or it will go to deep storage (aquifer). It is the latter that enters
the mine aguifer and trickles through channels in the pyritic system.
These 15 minute interval Fl1 values can be summed up to provide the
daily infiltration moisture reaching the groundwater (SADD). The
reason for using daily values of SADD is that the time lag or delay
between the groundwater entering an aguifer and the outflow of mine-
water from the aquifer is quite long and therefore the minewater flow
varies slowly on a dally basis. These daily values of SADD can be
punched out on IBM cards or written on magnetic tapes and then fed into
the AMD model. These procedures can be summarized by the following
formulations:

Hourly infiltration moisture reaching groundwater:
L
ADD = 3" F1
1

for four 15-minute intervals,
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Daily infiltration moisture reaching groundwater:
2l
SADD = 9 ADD
1

for 24 one-hour periods.

There are 365 (or 366) SADD values in a water year. Once the daily
SADD values can be determined by the SWM, daily aquifer moisture storage
(TANK) and daily minewater flow (FLOW) can be calculated by using the
AMD model.®? The relationships are:

TANK = TANK + SADD(I) where I = 1,2---o- 365
HEAD = f(TANK)

FLOW = f(HEAD)

TANK = TANK - FIOW

Once the amount of water that flows through the pyritic system can be
determined, acid loads removed by leaching, inundation, and gravity
diffusion can be obtained. The sequence of input parameters for the
AMD has been modified due to the changes employed in linking the indi-
vidual models, Subroutine MINE is added to read the input parameters
to describe the mine and subroutine ACID is used to calculate the oxi-
dation and removal of the pyritic materials, The MAIN program of AMD
is to coordinate the linking of SADD and TANK, to calculate FLOW, and
to write the outputs in tabulated form. A complete logic diagram to
describe the SWM-AMD model is shown in Figure A.6 and Figure A.7.

APPLICATION TO A DEEP MINE

To determine the success of the simulation, the capability of the model
must be tested. This suggests comparing the predictions from the model
against existing data.

Finding a suitable test site poses great difficulty in that complete
data on simultaneous hydrologic and acid minewater discharge are non-
existent or unknown to us. However, we were able to utilize a mine
site where good mine drainage data was available, partial hydrologic
data had been collected and enough climatological data was available
in the immediate region to reasonably assemble the remaining data.

A small drift mine (McDaniels) in Southern Ohio was chosen for testing

the model. The following will include a description of the mine water-
shed, a listing of the model input parameters developed for this site,

the simulation output, and a discussion of the results obtained.
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Description of the S8tudy Area and Data Available

The Site -

The watershed under study is located in Southern Ohio, about 10 mi%es
northwest of McArthur, Ohio. It has an area of about one square m}le
and a relief of 800 to 1040 feet mean sea level. The main stream 1n
the basin is Big Four Hollow which drains into Lake Hope 4 miles down-
stream. The flow in this stream has been monitored for the last two
yvears and will be the basic hydrologic data collected. Within the
site, numercus deep mining activities were conducted. One of these
deep mines, McDaniels Mine, is of particular interest in this study
because Smith and Shumate’ have developed this mine into a ‘natural -
laboratory'. Through many years of continuous effort, flow and acidity
data for the mine have been collected and reported. It is the purpose
of this case study to apply the SWM-AMD and test its simulated values
against the existing data. Figure A.8 shows the location of the study
area in Ohio and the Big Four Hollow watershed area.

The Climate -

Precipitation in this area follows the general pattern of Ohio River
Valley. Long duration, low intensity rainfall covering large areas
occurs in the winter, whereas short duration, high intensity storms
covering a small area dominate in the summer. Since the SWM requires
precipitation data of hourly intervals and these data are not avail-
able for the exact location of McDaniels Mine, data from McArthur is
used. Figure A.9 shows double mass plotting analysis used to test this
data against three surrounding station's data. The McArthur record was
judged to be representative of the precipitation at the mine site.
Evaporation data for the study of this watershed were computed by using
the meteorological data from nearby stations and processing it via the
Perman method.®® This method had been proven to work well in other
Ohio areas therefore it was deemed adequate for this application.

The Geology -

The area consists of shales, clays, coal, sandstones and limestones.
The mine is in the Middle Kittanning (#6) coal bed. The sandstone over
the coal bed is about 40 feet thick. On the top of this is a thin
layer of the Lower Freeport zone. The remaining upper part of the
geologic secticn is of sandstone or silt composition with minor occur-
rences of shale, and thin coal seams.

Physical and Hydrologic Characteristics of the Watershed -

These characteristics are listed in Table A.3.
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Figure A,9. Double mass plot of precipitation data
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Table A.3. BASIN AND MINE CHARACTERISTICS

Characteristics
Drainage area, sq. miles 1.01
The Length of principal water course, feet 1120,
Basin Average slope percent 0.0122
Peak discharge of record, cfs 27(2/22/70)
Land use heavy forest cover
Area, sq. ft, 600,
Average height, ft. 3.
The Peak minewater flow recorded, gallons per day 788 (5/27/68)
Mine Peak acid load recorded, lbs per day 1.9 (5/27/68)
Principal materials in coal seam Coal, shale

Mine Characteristics -

Also shown in Table A.3.

Program Input -

1. For Groundwater and Streamflow--Input parameters to calculate the
groundwater reaching the mine aguifer and the streamflow are listed
in Table A.l according to their actual program name. See reference
20 for a detailed description of the variable names, their dimen-
sions, and the methodology for obtaining their value.

2. For Minewater and Acid Load--Input parameters to calculate the
minewater flow and acid load are listed in Table A.2 according to
their actual program name. See reference 9 for a detailed descrip-
tion of the variable names, their dimensions, and the methodology
for obtaining their values.

Program OQutput -

Simulation outputs are obtained both in tabular and graphical forms.

1. Daily infiltration water reaching the mine aguifer is listed in
Table A.4. A hydrograph of the streamflow at the watershed cutlet
is shown in Figure A,10.

2. Daily minewater discharge and its acid load are listed in Tables
A.5 and A.6 respectively. Their graphical output are shown in
Figures A.11l and A.12., Monthly and annual summaries of minewater
flow and acid load by component source generation are tabulated in

Table A.7.
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hWATFR YEAR 1970~1971

DAY

U\-“L»\N:v-

06300

0.002500

T C.000100

0.0
0.170800
0.007900

0. 0046C0

"C.001600

0.000300
0.,000100
0.C36700

Ce 043200
0.0C1900
0.001100
0000100
0.0

0.0
Qe 0
0.0
0.089600
0.077800
0.010800

Table A.

NCV

0.00250C
" 0.067600°
0.0C8900
Ca0C5900
0.004700

0.GC3600
C.Cn210C0
C. 000600
0.000100
0.C00100

0.004200
0.003300
04002700
0.C0210C0
0.038300

0.004400
0.013400
0.004300
0.002500
Qa002000

0.001700
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0.0ulCC0
0.016700
0.0G3700

L.

CEC

0.0C3100
0.,002200
0.018500
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0.0C1500
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0.03800¢C
0.045700
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0.001800

0. 045200
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0.048100
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0.0
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JAN

0. 002500
0.002¢00
0.007CCO
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0. 004800
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0.0021¢C0
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0.001100
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0. C009CC
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0e 042300
0.005300
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0, 009500
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0,003100
0. 009500
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0. 01R600
0.003000
0.002700
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0.0126CO
0.0

FEB

0.003400
0.0C3000
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0062402
0.054300

0.,0C€6300
0.010900
0.051500
Ge010100
0.0C5000

0.,004200
0.CC3400
0.C19400
0.0C3800
0.0€3300

0.002800
0.018700
0.0C3900
0.0C7500
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0,0C7000
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0.008000
0.003000
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0.,0C1100
0,000500
0.0
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C.031800
0. 009300
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06 004000
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0. 000500
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0.0
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0.0
0.0
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Table A.5. SYNTHESIZED DATLY MINEWATER DISCHARGE

SYN MINEWATER FLOW IN GALLCNS FOR MINE # 1
WATER YEAR 1670~ 1971

nAY TUOCT NOV CEC JAN FER MAR APR MAY JUN JUL AUG SEPT
1 220. 310. 252. 267, 239. 367, 276. 175. 260, 248. 233, 255.

2 219. 333, 248, 2624 236. 162, 271 177, 2564 245 229, 251.

3 2164 3131, 251. 26C. 232, 356, 267, 174, 253, 241, 238, 272.

4 213. 327. 247, 279. 229. 351. 263, 171. 249. 237. 248, 268.

- 5 210. 322, 243, 2754 2484 346. 259, 169. 245, 250. 247, 264,
é 206. 37, 239, 271, 246, 355, 256. 207. 241. 2464 244, 260,

7 203, 312, 235, 266, 245. 353, 252. 305, 238. 243, 240, 256,

8 200, 306, 231. 262. 2634 350, 248, 390. 234, 239, 237, 252,

9 197. 300. 226. 257, 262, 345, 244 383, 231. 235. 233. 248,

ST 710 197.° 294, 222. 253, 259. 359, 241, 365, 227. 281. 230, 245.
11 195. 228, 234, 248 2564 355, 237. 345, 2244 300. 226, 241.

12 152, 282. 249. 244, 252, 351, 233, 461a 220. 297 223, 240,

13 - 190. 277, 246, 252.° 256, 347, 230, 612, 236, 293, 220. 239,

14 262, 294. 243, 266. 252. 342, 226. 594, 267, 289. 216. 235,
TSI T S 281, 254, 239. 263, 391. 342, 223, 571 265 295 213, 232,
16 759. 290. 254, 259. 386, 337, 220. 5T6. 262, 291. 210, 264,

17 256, 286, 255, 258, 389, 332, 216. 553, 258. 287, 207. 260,

18 252, 282, 252. 255. 385. 327. 213, 531, 2544 282, 204. 257.

10 249. 217, 249, 252. 382, 330. 210. 509, 250. 278. 201, 253,

T 20 261. 288. 245. 253, 381. 328, 207. 487. 2464 274 198, 265.
21 276, 284, 261, 249, 378. 323, 204, 465, 243, 270. 195, 262,

22 273, 284. 280. 248. 402, 318, 201. 444, 239, 2664 192. 258,

23 269. 281. 299, 247 399, 316. 198. 423, 235. 262 189, 254.

24 265. 276 297. 245. a9s, 311. 195. 403, 232. 259, 186. 251.
a1 S 261. 272. 295. 241. 390. 306. 192. 182, 228. 258. 228. 247.
26 257, 2674 292. 245, 384. 302. 189, 362, 264, 255, 278, 268,

27 253, 262, 289. 241. 379. 297. 186. 343. 260, 251. 274 284,

- 28 250. 257, 285. 238. 373, 293, 183, 323. 260. 247, 271. 260.
29 285, 260. 281. 247, 288. 180. 304, 256, 243, 267, 257,
I 1 I Y LT 256. 277, 247. 284, 178. 286, 252. 240. 263, 253,

31 315 271a 242 280. 26T 236. 259,
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Table A.6.

SYN TOTAL ACID LOAD IN PCUNDS/DAY FOR MINE #
WATER YEAR 1570~ 1971

— e

0.013
0.024
04032
0.038
0.044

0.048
0.051
0.053
0.05%
B 0,056

0058
0.059
0.059
0.065
" 0.070

7.073
0.076
0.0N78
0.079
0.082

0.086
0.089
0.091
0392

TT70.09%

0.092
0.092
0.092
0.097
0.105
0,113

NOV

0.117
0.125
Gal131
0.134
Cal36

C.l1l38
0.138
0.138
0.136
0.135

C.132
0.130
0e.127
0.128
0.129

C.129
0.128
0.127
0.125
0.125

0.126
0.126
0.126
0.125
0.124

0.122
0.120
0.118
00117
0.115

BEC

Oell4
0.113
0a112
0.112
Jelll

C.110
C.109
0108
0.107
0.106

00,106
C.108
0.109
0.110
0.110

Cell2
0,113
0.115
C.115
0.116

O.118
0.124
0.133
Ce 140
0.145

C.150
0.151
0.153
Ce 153
CalS2
0.150

JAN

0. 148
Oe 146
0. 143
0.145
0. 146

0. 146
Oul46
Colas
0.142
0.140

Q.138
0.136
Dal36
O.138
0.139

Ce139
0.139
0.139
0.138
0.138

0.138
0.138
0137
C.137

0.137

0.137
04137
0.136
0.137
0.138
0. 138

FEB

0.138
Oa 138
Ca137
0.136
O.138

0.13¢9
Ce 140
Celéb4
0.148
Cal49

C.150
C.150
CelSl
0.151
0.208

Ge252
0.288
0316
C.338
0.355

0. 359
0.357
0.372
Ca383
0,391

C.397
0.393
0.388

1

MAR

0.384
0380
0.368
0.358
Ua349

00,343
0.338
0e333
0.329
06328

0.326
0.324
0.321
0.314
0,308

0.3C2
0.297
0.293
0.289
0,286

0.281
0.27¢
0.272
02066
0.261

0.256
0.250
0e244
0.238
0.232
0.225

APR

0.220
De214
0.209
0,204
0.198

0.194
0.189
0.186
0.182
0.179

Col76
0.1T74
CelTl
O.169
0.187

Celb4
0.162
0.160
O.158
0.157

0.155
0.153
0.151
0e150
0.148

0. 146
0.145
0a143
Oel4l
0.140

SYNTHESIZED DAILY ACID LOAD

MAY

0.138
0.137
0.136
0.135
04134

0.139
Oe. 168
00238
0.294
0s324

0334
0. 368
0a446
0.507
0545

0575
0.589
0.597
0.594
0,584

0.567
0.546
0.526
0.5C4
0.504

Ce49C
0.466
0+ 434
0.403
0.371
0a340

0.199
0.195
0.194
04200
0.205

0.208
0.208
0,208
0.207
0,206

0.205
0.203
0e202
0.200
0,198

0.205
0.208
0.210
0.211
0.211

JUL

0.211
0.210
0.209
0.208
Oe2C9

0,209
0.209
D4209
0.208
0.222

0.239
06252
0.262
0.267
0.274

0.280
0.281
0.281
0.278
0.2175

0,271
04266
0,261
0,255
0.250

0e246
Oe242
0.238
0.234
0.231
0.228

AUG

04225
0222
0.221
0.222
0.223

0.224
0223
0.223
0.222
0.220

0.219
0.217
00215
0.213
0.211

0.209
0.206
0.204
0.202
0200

0.197
04195
0,193
0.191
0.197

0.217
0.2322
04242
0.249
0.252
0.252

SEPT

0.252
04251
0.258
0264
0.266

02065
04263
0.260
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Figure A.11l. Daily minewater discharge from McDaniel's Mine
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Figure A.12,

Daily acid load discharge from McDaniel's Mine
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Table A.7. SYNTHESIZED MONTHLY AND ANNUAL MINEWATER DISCHARGE AND ACID LOAD

ANNUAL SUMMARY FOR WATER YFAR 1970-1971 MINE # 1
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% SYN. MINE WATER FLOW
0.0115 040134 0.0123 0.0122 0.0137 0.0158 0.0103 0.0181 0.0114 0.0126 0,0109 0.0118 = 0.1542° TCTFSC™

B o & & &k E K M R &k k& ok F ok %k A & &k F & & % X K & & k & & & & % k ¥ ¥ K % k ¥ ¥ & # X %k % Kk % k X k % Kk * & ¥ &k Kk % K k ¥ &

® SYNe MINE WATER FLOW .
7480, €708. 7987. 7895. 8888. 10256. 6697. 11757. 7383. 8136, 7093. 7631, 99910e GALLONS

% & k & & % K &k %k k &k ¥ X% *x X X ¥ & ¥k %k Xx ¥k X X Xx ¥ X k Xk % ¥ %k ¥ k k &k & &k ¥ ¥ % ¥ ¥ X x ¥ Xx ¥ ¥ X & ¥ ¥ ¥ % ¥k %x ¥k %X ¥ %k X
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t 3

2e2 3.8 3.8 4a3 6.8 Se4 561 1241 645 Te5 6e7 T.8 76,1 LBS
R R I e I T R R R I EEEE R I I T I R R R T P = R N g e
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Discussion of Results

The general trends for the streamflow, minewater flow and acid load for
the single water year tested are reasonably well simulated. Because
streamflow and minewater flow are based on hydrologic cycle concepts
and acid load generation is based on the concept of oxidation and pro-
duct removal mechanisms, the first two outputs are discussed together
and the latter one separately.

Groundwater is the source of moisture supply to the minewater flow and
a contributing source to the streamflow. The amount of groundwater
available is determined by the hydrologic cycle modeling of SWM.
Climatological data (extensive if snowmelt is involved) are needed to
use the model. Generally speaking, these data are important to decide
the accuracy of the simulation and they are usually scarce in isolated
mining sites. In order to utilize the model, it is suggested that the
availability of data should be checked. If it is not readily at hand,
efforts should be made to collect these data a priori, if reliable
predictions of mine drainage are to be obtained. In the present case
study, the climatological data were for the most part approximated.
For example, precipitation was estimated by utilizing three nearby
stations' data. Furthermore, pan evaporation data are important to
determine the evapotranspiration of the area, and again, these data
were synthesized in this case study.

Besides climatological data, model parameters such as EF, EMIN, CB,
EDF, are very sensitive to the values of groundwater. Numerous trials
and adjustments are performed to choose their best values as Jjudged by
comparing simulation results to flow records. It is essential to note
that all these parameters are interrelated so that it is necessary to
adjust each one separately and check the effects on the groundwater
behavior. A general guideline is to produce sufficient SADD which is
required to simulate the minewater flow (as a function of aquifer
storage) while at the same time match the recorded streamflow as
closely as possible.

In the present case study only one year of data was used. This presents
a problem in achieving equilibrium in the soil moisture balance in the
watershed. The reports on the model state that at least three years of
modeling are recommended for the adjustment period. Hence our single
year of data falls short of this requirement.

The results of streamflow indicate a trend of undersynthesis in spring
and oversynthesis in summer and fall. The under/or oversynthesis can
be modified by adjusting the parameters such as EF, EMIN, CB, EDF to
improve the simulation of streamflow. However, on the other hand,
values of SADD will be too small or too large due to the adjustments.
No definite explanation will be attempted at this time for these be-
haviors since the data used is too limited. A possible explanation
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to the undersynthesis is that snowfall during winter is unable to )
infiltrate into the frozen soil so that the modeled groundwater soil
moisture in spring will not be representative of the actual watershed
conditions. Again, the model is capable of handiing the snowmelt prob-
lem but the data was not available. DPossible explanations to the ove?—
synthesis are: local rain storms occur in summer and fall seasons which
are not represented correctly by the approximated precipitation data;
evapotranspiration values are not large enough for the two seasons; and
actual soil moisture may be considerably lower than the modeled volume
during these seasons due to dry summer conditions.

The simulation of minewater flow is mainly based on values of SADD and
TANK. These two values were optimized to give the best simulated re-
sults. However, in the spring the hydrologic model appears to be.under-
synthesizing the amount of water reaching the mine aquifer, tha? is,
groundwater allocation, and this in turn causes the minewater discharge
to be correspondingly undersynthesized. This adding of small or zero
increments of SADD in the spring causes a reduction in the aquifer
storage value, the effects of which propagate undersynthesis of mine
flow into the early summer months.

The trend for acid load closely follows that for the minewater discharge
because two of the removal mechanisms (leaching and inundation) are
functions of the minewater flow. On the other hand, the gravity dif-
fusion mechanism is relatively constant throughout the year. The major
contribution to the sustained acid load removal is the leaching. Inun-
dation accounts for the peak loads.

Generally speaking, the results obtained in this limited data study can
not be used to justifiably evaluate the model's ability, Both of the
individual models have been shown to work well with the proper gquantity
of data. At least two more years of data are needed to permit the model
to reach equilibrium status. Also better climatological data including
snow conditions should also improve the simulation.

In conclusion, taking all of the above discussion into consideration

it is strongly felt that the model will be capable of predicting the
minewater discharge quantity and quality.
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PROCEDURES TO RUN THE DEEP MINE POLIUTANT
SOURCE MODEL COMPUTER PROGRAM

Since this model was created by linking two previously established and
published models, the program listing of both of these models will not
be duplicated herein, They are available in the references (20) for
the hydrology and (22) for the acid generation.

The following will be details on using the two models along with needed
modifications, etec., to form the deep mine pollutant source model.
Sample values of parameters used for the examples discussed in Chapter

V, as they were listed on the computed cards, will be included in these
instructions,

Basic Requirements

1. The computer programs for: "The Ohio State University Version
of the Stanford Streamflow Simulation Model" (herein referred
to as the Stanford Watershed Model - SWM) ref. 20 and "Com-
puter Simulation of Acid Mine Drainage - AMD) ref. 22.

2. Digital Computer - this model was run on an IBM 370/165 at
the Instruction and Research Computer Center (IRCC) at the
Ohio State University (OSU).

3. Plotter facilities - either an IBM 1130 or IBM 1620 computer
is used to drive an IBM 1627 plotter at the IRCC at 0SU.

Operating Steps l

1., Part One - To generate SADD by using SWM,

a. Determine the watershed parameters. ©See ref, 20 for
methods of evaluating the parameters and suggested values.

b. Transfer these values onto IBM cards, &See ref, 20 for
details,

c. Run the SWM program, Class N Job at IRCC, OSU.

d. Along with the normal SWM output optioned, punched output
cards of SADD values are to be obtained (31 cards/water
year). One may also obtain punched cards to plot the
watershed hydrographs if this option has been requested
in SWM,

2., Part Two - To calculate Minewater flow and Acid Load by AMD,

a. Determine the parameters, These will be listed below,
their definitions given, and sample values shown., Methods
to determine these parameters are explained in ref, 22
and/or 8. The Sample values here are based on McDaniels!
Mine, Big Four Hollow, Vinton County, Ohio.
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Card #1  IMINE - number of mines being considered in the

basin. This program is designed to handle up to 3 mines at a
time. FORMAT (I3)

1

E & 516!53707\717!7‘?57GIIT3:§!D
e s e s cp e v s v ol a1 20 7 76 27 72 12 70l 3202 T3 36 30 3893 43001 €3 4104 45 45 41 a5 43301 £253 14 5596 81 38 59 6CJ6t a2 53 64 85 66 i ]

)
it 2| 3 4} s 6] | e
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AR N T |s[zs 1830 207 22 23 23 2thy 300300 300 % 32 10T 350 37 38 39 441 47 A2 49 asiaR Y B . '“” R 11
rvvufrrinlirtrgrrr st
Card #2 N - the parameter to control the number of cards

to be read in to label the title of the printed output. For
example: if it takes only 1 card to label the title, N = 20;
if 2 cards, N = 40O, etc. FORMAT (I3)

60

[1 YA 6189 |0‘H ROMEKHTEY 70]7‘ QBN 3(‘131 J2NHIBITBI lui-ﬁ 47 4344 4545 47 48 43 SGISI €253 54 55 56 57 58 59 60'6‘ €7 62 54 65 66 §7 68 63 75[1‘ NWUBHT N S?J
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Cards #3 to 5 WWW - alphanumeric input to label the

title of the output. Here we have 3 cards, therefore N = 60
FORMAT (20Ak4)
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E‘ 3 587 ’z_oj ZHRUBBITEN 23‘{3! RBIIB/ AL ‘Uiii MNHRIIBITNIG 'J!N 228TM 434547 88 NS(}I:\ 52535657 555753 5563[55 CISIGAERSERIGAFILLL 2 B 5 T I8 }éﬁ(‘J
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Card #6 CONTOL - program controlling device set = 3
FORMAT (I2)

- e e e oy e we e e R e T LT P

Pr2essrssonrnutrogs 2002 2273 2475 76 27 28 3 2031 32 33 34 35 36 97 98 35 4C[41 42 4 04 45 46 47 4843 50]51 52 53 56 55 56 57 58 59 6261 G2 &1 64 63 56 67 63 69 fn s s s s we)

)} 2l 3| 4] 5| 8l 7| 8]
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..........

Card #7 (between As and Ae, i.e., cards #7 to #61 is a
DO IOOP from 1 to I mine times)

WSHED - watershed area of mine in sguare miles,

TANK - aquifer storage in inches.

CONFH

CONM

CONB - program constant see reference 22
FORMAT (F20.10, 4F10.3)

constant relating minewater and HEAD.

program constant see reference 22
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- B Y I3 7 3T 131980
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seahag22l2222202227900 0" e
Card #8  NFEET ~ number of air-solid interface increments
NLAYER - number of layers in the coal seam model
NDEPTH - number of depth increments in the model
FORMAT (3I5)
1 10 23
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Card #9 DK - length of depth increments in feet.

ATKATT - conversion factor of acidity to alkalinity
of CaCOs

FLOWMIL - minimum minewater flow rate to cause
acid removal by leaching

PER - variable to determine the distance that
is inundated.

WSLOPE - hypothetical slope of water level.

COND - program constant, see ref. 22

FORMAT (2F6.2, F15.3, 3F10.3, F10.5)

.00 z0.0 260,00 0. 0001 i.1 Q. 6= .20
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Card #10 DI - length of air-solid interface increments
in feet.
TOP - datum plane for top of coal seam in feet

FORMAT (2F15.5)

100.0 13.290 ,
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i -
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Card #11 to Card #20 ({Bs to Be, DO IOOP from 1 to NIAYER

times)
ROCK  TYPE - literal strata descriptors
ALT - elevation of stratum relative to datum plane
in feet
REACT - oxygen congumption rate of pyrite
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PYCON - vold fraction of the stratum

FORMAT (2Ak4, 2X, 3F10.3)
Here NILAYER = 10, therefore 10 cards
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Card #1 TEMP - mine temperature correction factor.
FIGMOL - volume occupied by gm moles gas
DIF - base gravity diffusion constant

CCPRFT - constant to calculate pyrite reaction
rate constant

P - mine pressure
DIFF - gas diffusivity in square feet per day
GASC - gas concentration under mine conditions

DTHETA - time increments length in days

S0X - initial total acid storage in pounds
FRACT - fraction of stored product removal by
inundation

FORMAT (3FG.3, F10.3, F6.0, F6.3, L4F6.4)
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Card #22 to Card #61 (Cs to Ce, DO LOOP from 1 to NFEET,
1 to NIAYER, 1 to NDEPTH}

STORE - oxidation produce storage array. Here,
NFEET = 1, NLAYER = 10, NDEPTH = 25, with
8 values of depth increment per card, and
4 cards for 25 depth increments. Therefore
total cards number 1 x 10 x 4 = LO cards.

FORMAT (8F10.2)
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Card #62 IY - number of water years being studied.
YEAR 1 - beginning year of the water years
YEAR 2 - ending year of the water years
FORMAT (12, 2I4)
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Card #63 IYR - the last two digits of YEAR 2

AMN ~ alphanumeric input to label the months of
the water year for the plotter.

FORMAT (Ih, 12A3)
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Card #64 ¢ - alphanumeric input to label the water year
of the plotting output.

FORMAT (6AL)
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Card #65 DPY - number of days in the water year
FORMAT (I3)
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Card #67 777 - alphanumeric input to label output heading
FORMAT (20AL4)
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Card #68 to Card #98  SADD - infiltration reaching ground-
water from upper and lower
zones. These data are output
from the SWM

FORMAT (12F6.4)
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FORMAT (10F8.5)
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Card #137 to Card #175 ACRECD - recorded acid load fram
mine in lb/day
FORMAT (10F8,5)
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Card #176 blank card
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b. Run program
c. Obtain printed output plus punched card output to
plot on IBM 1627 the minewater flow and acid load.

3. Part Three - To plot Hydrograph (from Part 1) and Minewater

Flow and Acid Load (from Part 2). See instructions on use of
IBM 1627 plotter or whatever model is being used.
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APPENDIX B

THE REFUSE PILE AND STRIP MINE POLLUTANT SOURCE MODELS

TECHNICAL DETATLS AND COMPUTER PROGRAMS

This appendix contains details on the pollutant source model as to its
history, modifications, and linking mechanisms.

An in-depth discussion of their application, showing input parameter
values and selection methodology, data assembly, and typical graphical
and tabular outputs is included.

The section concludes with a computer program listings for the source
model.

The material presented herein was taken as much as possible from publi-
cations (papers presented and Master of Science Theses) wriiten as part
of this project during the research period.

INTRODUCTION

Today, with the shortage of some natural fuels, the coal industry may
again start to grow rapidly. 1In the early period of America's history
it was the coal industry that realized tremendous growth due to the
abundance and the relative ease of obtaining the coal. Since the turn
of the century through World War I the bituminous coal industry produc-
tion increased from 111 million tons to 579 million tons and the number
of mines increased from 2,500 to 9,300. Presently, bituminous coal
production remains at about 400-600 million tons per year. Similarly,
the anthracite coal industry saw a steady climb in production to a peak
output of 100 million tons in 1917; in 1971 the output has declined to
about 9 million tons.”*

*¥References listed at the end of this appendix.
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The coal mining industry uses two types of mining operations to extract
the coal--drift or deep mining, and strip mining. Each type of mining
and coal preparation operation produces a waste pile or refuse pile of
varying size, physical and mineral nature, and degree of homogeniety.
Refuse piles are composed largely of shales, clays and low grade coals
and often exhibit a high pyrite content. Strip mine spoil banks may be
highly variable in regard to both pyrite content and location with "hot"
strata and mass inclusions common. Since pyrite material near the sur-
face is exposed to both moisture and oxygen the pyrite is chemically
oxldized to produce the acid mine wastes of sulfates, ferrous iron and
sulfuric acid. Significant acid production at or near the surface re-
tards or prevents vegetative growth, and when precipitation falls on

the pile, the acid materials and sediment are washed down into receiving
streams where fresh pyrite material is exposed. This can lead to a
continuous cycle of acid from the pile entering the nearby receiving
streams. If pyrite is distributed throughout the pile, the acid load
will stop only when the pile is completely washed away or when the

pyrite is protected from exposure to oxygen by a natural or artificial
barrier.

Today, State and Federal agencies have recognized this pollution problem
and have established laws to control future mining operations. The
State of Ohio has put into effect, as of April 10, 1971, the Strip Mine
Act.® One requirement for obtaining a strip mine license, as stated in
the Act, requires the operator to provide a plan that gives:

"a description of the methods and practices the applicant in-
tends to employ in strip mining and to prevent pollution of
waters of the state, erosion, deposition of sediment, land-
slides, accumulation or discharge of acid water, and floocd-
ing."

The Federal govermment in 1969 passed the Environment Policy Act which
will stop all degradation of the enviromment.'® This act attacks the
problem from both directions in that it calls for both future pollution
prevention and for existing pollution sources to be corrected.

Acid mine drainage easily qualifies as a major pollution problem. It
has been estimated that approximately 500 billion gallons per year of
acid mine water containing from 5-10 million tons of sulfuric acid
pollute 10,000 miles of streams and receiving waters.*® A United
States Department of Interior report indicates that surface mining
operations alone seriously affect 4,800 miles of streams.”

The task of correcting this adverse situation can be approached in two
ways: (1) by treatment of the waste or, (2) by an abatement program at
the source. As in any type of pollution control, the optimum treatment/
abatement alternatives for regional problems can seldom be identified
through a simplistic analysis. In general, the economic, physical, and
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chemical interactions across an affected basin must be accounted for in
greater or lesser degree. One approach would be to model a watershed
of coal mining operations and then work out an optimized program con-
sidering both treatment and abatement.

In order for this type of program to work, the acid loading from the
various sources must be known so that an effective program can be set
up to abate or treat the acid. The deep mine pollutant source model
was presented in the previous appendix. Efforts will be concentrated
in this section to modeling the refuse pile and strip mine pollutant
sources. The basic phenomenon for acid generation can be considered
the same for both sources; differences in the hydrology and reaction
kinetics do occur but these can be handled simply by modifications in
the model. The reader will be informed of these differences and shown
how they are modeled at the appropriate location in the narrative.

There has been limited prior work in strip mine and refuse pile models.
Morth® has presented techniques that can be used in principle to esti-
mate the oxidation or the acid load for either system. Sternberg and
Agnew'® have undertaken the development of a model of drainage in a
surface mined area, where they were concerned with changes in ground
water elevation and ground water flow that would occur in response to
a uniform rate of deep percolation over the spoil bank.

In looking specifically at developing a working model for a strip mine
or refuse pile there are two major areas that must be explored; how the
acid is produced, and how the acid is removed.

Good's work® with acid production from a refuse pile at the New
Kathleen Mine, near Duquoin, Illinois, comes to three general conclu-
sions: (1) the zone of reaction extends only several inches into a
pile, (2) pyrite oxidation proceeds at a relatively constant rate be-
tween rains with the acid produced accurmilating in the ocuter mantle
and, (3) only about 70% of acid salt appears in runoff, the remaining
is carried into the interior of the pile later reappearing in seepage
around the pile,

Brown® studied the transport of oxygen through layers of soil and
material from the New Kathleen refuse pile. In attempting to model the
transport, difficulty was encountered in estimating the diffusivity
through the soil. Brown's use of zero order reaction kinetics in a
refuse pile is also of gquestionable validity from a kinetics stand-
point, although the effect on calculated pyrite oxidation rates as com-
pared to a first order would not be great.®

Morth,® in developing his drift mine model, suggests that the same

first order oxygen gradient developed for coal and shale binders could
be used for a refuse pile. Morth's model did reascnably predict drift
mine acid load. The main problem Morth had in utilizing his model for
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the other mining operation was in the hydrology of the acid mine drain-
age. The previous appendix showed linkage of the deep mine model with
a more complicated and advanced hydrologic model than employed by Morth
by using The Ohio State University version of the Stanford Streamflow
Simulation Model.

The Ohio State Unilversity version of the Stanford Streamflow Simulation
Model,*® or simply the Stanford Model, is a mathematical model which
synthesizes a continuous hydrograph of streamflow from climatological
data and watershed parameters. The Stanford Model is designed to
describe mathematically the hydrologic cycle, and Figure B.l shows the
hydrologic cycle on a refuse pile, The model keeps a chronological
account of the quantities of moisture allocated to the various compo-
nents of the cycle. The model 1s good for large watersheds, and can be
applied to small watersheds down to one square mile. Thus, by knowing
the various hydrological parameter needed to run the Stanford Model the
streamflow hydrograph can be reasonably determined.

Therefore, if a description of the refuse pile i1s known, which includes
the hydrological parameters and the acid production and removal param-
eters, a computer model can be developed that could provide reasonable
predictions of acid loads in the receiving streams.

DESCRIFTION OF REFUSE PILE ACID
MINE DRAINAGE MODEL

Description of a Refuse Pile

In order to write a general computer program for acid mine drainage
from a refuse pile, a general sketch of a refuse pile must be given.
The following outline can be used to describe most piles. A refuse
pile of a coal mining operation is exactly what is says; it is a '"refuse
pile," or a pile made out of the material that is mined with the coal
and rejected as being worthless. A pile normally consists of shale,
clay and low grade coal and often exhibits a high pyrite content.
Refuse piles are located near the mining operatimm and are associated
with both deep and drift mines. The pile shape will vary with the ter-
rain, with steep-sided piles often found in mountainous country, re-
sulting from the dumping of material over existing steep slopes. 1In
flat terrain, as in Illinois, the piles may be broad, and almost flat-
topped, as shown in Figure B.l, On large piles there may even be ponds
of water or the refuse may be used as a dam for slurry ponds if open
space is available,

The typical pile (see Figure B.l) can be divided into three zones. The
outer mantle, or first zone of the pile, may constitute a stratum where
much of the fines (clays, powdered shales, and coal dust) have been
washed out by precipitation. Thus, this zone is where the pyrite
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oxidation occurs rapidly and where the acid products form and inhibit
any vegetative cover from forming. The second zone is a layer composed
of the clayey fines tightly packed by rain action into the pile and,
thus, having a low permeability. The layer does have discontinuities
so that water may enter the main pile but it is, on the whole, an effec-
tive water and gas barrier, preventing significant pyrite oxidation
from occurring any further into the pile. The third zone is the main

body of the pile and shows little evidence of weathering or pyrite
oxidation.

Acid Production of a Refuse Pile

In looking at the description of a refuse pile it can be seen that the
acid is produced in the outer mantle, wherein the two ingredients re-
quired for pyrite oxidation, oxygen and water, are available,

The oxidation of pyritic material can be represented by the following
equations:

FeSz + 7/2 On + H0 = Fe™? + 250472 + 2H'

Fe™® + 1/4 0o + H'

Fet® + 1/2 H-0
Fet3 + 3H.0 = Fe(OH)s + 3"

These equations are stochiometrically balanced, but do not define reac-
tion mechanisms, intermediate products which may cancel out in the
overall equation, or factors affecting the rate of reactions. The first
equation describes the initial reactants and final products of the oxi-
dation of pyrite by oxygen in the presence of water. The products of
this initial step are the major pollutants; sulfates, ferrous iron and
sulfuric acid.

Refuse Pile Model

Once the acid products have been produced in the outer mantle, water
flow dictated by the hydrologic cycle is the vehicle which flushes the
acid products into the stream. Now attention will be given to the
hydrologic parameters needed in the actual modeling of the pile.

Hydrologic Parameters -

In looking at Figure B.l, a schematic of the hydrologic cycle, each one
of the thirteen parameters will be analyzed as it applies to a refuse
pile. Linsley et al.® provides a brief description of each parameter.
When rain falls, the first part of the storm is stored on the vegetal
cover as interception and in surface puddles as depression storage. As
rain continues, the soil surface becomes covered with a film of water,
known as surface detention, and flow begins downslope toward an
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established surface channel. Enroute to a channel, the water is desig-
nated as overland flow., At the same time, water is moving through the
soil surface into the soil as infiltration which is distinguished from
percolation, the movement of water through the soil. As the water is
absorbed by the root systems of plants, where only minute portions of
water remains in the plant tissues, virtually all of the water is dis-
charged to the atmosphere as vapor through the process known as Ezggggi-
ration. The water known as soil moisture is near the surface where the
pore space contains both air and water. Some of the water which infil-
trates the soil surface may move laterally through the upper soil layer
until it reaches a stream channel. This water, called interflow, moves
more slowly than the surface runoff and therefore, reaches the streams
somewhat later. Some precipitation may percolate downward until it
reaches the water table, a theoretical line where the pore space con-
tains only water, and move into the ground water flow. During the rain
and afterwards, there is a continuous exchange of water molecules to
from the atmosphere; thus, the hydrologic definitions of evaporation is
the net rate of vapor transported to the atmosphere.

The objective here is to state if the parameter is needed in the refuse
pile model. Transpiration is the only parameter that might be totally
excluded, i1f the pile does not have any vegetal cover due to the acid
products being produced in the outer mantle. A1l of the other param-
eters must have quantities of moisture allocated to them., It will be
up to the model to see that the general water balance, inflow equals
outflow plus storage, is satisfied at all times. Referring to the
schematic, Figure B.l, precipitation i1s the inflow. The outflow con-
sists of evaporation, transpiration, overland flow, interflow, ground-
water flow, infiltration and percolation with interception, soil
molsture, depression storage and surface detention as the storage. TFor
a refuse pile the main concern is with the outflows of overland flow,
interflow, and groundwater flow, since these will have the opportunity
to transport the acid mine products.

Acid Production Paremeters -

In keeping with developing a general model that will be applicable to
many refuse piles, the pile volume within which oxidation occurs, the
rate at which the oxidation occurs, and the rate of acid removal in
runoff must all be described. As a first approximation, the zone of
oxidation can be represented as a finite thickness outer layer of the
plle, in which acid is produced at a constant rate, and from which acid
is assumed to be removed at an assumed effective "saturation" concen-
tration in the surface or subsurface runoff. For piles meeting these
criteria, only the depth of outer mantle, the volumetric acid production
rate, and the acid solubility are needed to describe the pile. This
relatively simple model will be used for initial developments, and more
complex assumptions will be discussed later.
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Linking Process

In order to link the two processes it is important to know the specific
amounts of four quantities: 1) acid products available, 2) precipita-
tion falling, 3) acid products being removed, and 4) acid products re-
maining. Looking at Figure B.l, a schematic of the refuse pile, it can
be seen as the precipitation falls on the pile, the water will saturate
the area and will leave it by three main routes, overland flow, inter-
flow, and groundwater. Initially, it will be assumed that in each case
the water will become saturated with acid before it leaves. A small
explanation concerning the three routes is in order. Overland flow is
the water that does not enter the pile but simply runs down the outside
of the pile. Once the water enters the pile it will percolate either
into interflow or groundwater flow. Interflow will move through the
pile laterally until it reaches the side surfaces of the pile, where it
wlll seep out and flow overland to the stream. Because of the path
interflow water must make it will take longer than overland flow to
reach the stream. In order for the water to reach the groundwater flow
the water must pass completely through the pile. Upon reaching the
groundwater pool, the water will become baseflow to a stream or it will
move to a deep storage zone if one exists in the basin.

The refuse pile model will utilize The Ohio State University version of
the Stanford Streamflow Simulation Model to generate the hydrologic
cycle, and to keep account of the quantities of moisture assigned to
each parameter in the hydrologic cycle. The main quantities of water
needed are the amount of water that is assigned to overland flow, inter
flow and groundwater flow. The acid in the outer mantle will be found
by calculating the acid produced since the last rain and adding it to
the existing acid in the mantle, Then when precipitation falls on the
pile the amount of acid products that become soluble in water and leave
the pile via overland flow, interflow and groundwater flow must be
calculated. The precipitation waters will continuously be saturated
with acid until there are no acid products left in the outer mantle to
be removed. If the precipitation stops before all the acid products
are removed, this remaining amount is added to the amount of acid being
produced between precipitation inputs. Once precipitation falls again
the cycle is restarted.

CALIBRATION OF PARAMETER COEFFICIENTS

Based on the general description previously stated, a refuse pile model
can be constructed. Figure B.2 shows a step diagram of the refuse pile
model. A detailed discussion of the operation of the program will
occur in a following section. Attention will now focus on how the main
hydrologic and acid production parameters will be formulated as needed
in Step 1, 3, and 5 of the sequel below. The identification variable
as used in the computer programs will be written in parentheses where
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Step 1 Establish acid production characteristics of the refuse pile.
1. Depth of outer mantle. (DEPTH)
2. Acid production rate. (ACDPRO)
3. Solubility of acid products. (SOLACD)
Step 2 Compute initial amount of acid available to be removed.
Step 3 Find precipitation falling on the pile and apportion the rain
into 4 parts:
1. Precipitation entering the upper zone. (ENTRU7)
2. Precipitation entering the lower zone. (ENTRLZ)
3. Precipitation as interflow storage. (RGX)
L. Precipitation as direct runoff. (VFLST)
Step 4 Find amount of acid products removed by the precipitation.
Step 5 Determine the amount of water entering the receiving stream by:
1. Overland flow. (DIRRNF)
2. Interflow. (INTF)
3. Baseflow. (BASFILW)
Step 6 Calculate the amount of acid reaching the stream.
Step 7 Ascertain the amount of acid left in the pile after the rain
has stopped and no flow is reaching the receiving stream.
Step 8 Return to Step 2.

Figure B.2, Step diagram of the Refuse Pile Model

applicable. A complete listing of the variables along with their units
and definitions are given in Tables B.l, B.2, and B.3.

In the first step, finding the acid production® characteristics of a
refuse pile, the following parameters need to be calculated; the depth
of the outer mantle (DEPTH), the acid production rate (ACDPRO) and the
solubility of the acid products (SOIACD). These parameters are variable
and will have to be determined for each specific pile under study.

The depth of the outer mantle, the layer where the acid products are
produced, can be found only by field observation. As stated earlier,
the outer mantle is separated from the main pile by a second zone. The
second zone, about one inch thick, is composed of clayey fines tightly
packed by rain action and thus has a low permeability. In digging a
hole in the pile the second zone should be easily observed and the depth
of the outer mantle can be found. Where the outer mantle is of variable
thickness or composition, the decrease in oxygen concentration with
depth may require description in the modeling process, a refinement
which will be discussed in a later section.

*Acid Production is defined as the net result of dynamic acid formation
and product removal
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Table B.1l.

INPUT VARTIABLES OBTAINED FROM
THE STANFORD WATERSHED MODEL

Variable Units Definition

BASFIW in. Current rate at which baseflow is
entering channel

DAY - Day of month

DDYR1 - Last two digits of first year in
water year

DD23 - Number of 15-minute periocds
varies from 1 to k

DIRRNF in. Current rate at which direct
runoff is entering channel

ENTRLZ in. Current rainfall entering the
lower zone

ENTRUZ in, Current rainfall entering the
upper zone

FA - Current month of the water year

INTF in. Current rate at which interflow
is entering the channel

J - Hour of the day

OVFLST in. Current rainfall entering direct
runoff

PR in. Current rainfall rate

RGX in. Water entering interflow storage

TOTFLW in. Total flow
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Table B.2. INPUT VARIABLES INTO THE REFUSE PILE

Variable Units Definition
ACDPRO 1b acidity/acre-day/ Acid production rate
unit depth

AREA sq. ft. Area of refuse pile

DAY 1 - Day to start specific output

DEPTH feet Depth of outer mantle

FACDEP - Factor for depth of outer mantle

FACDIR - Factor for amount of acid going
into direct runoff

FACFB - Factor for amount of water coming
from baseflow

FACFD - Factor for amount of water coming
from direct runoff

FACFI - Factor for amount of water coming
from interflow

FACINT - Factor for amount of acid going
into interflow storage

FACLZ - Factor for amount of acid going
into lower zone

FACRDS - Factor for amount of acid going
into deep storage

FACREB - Factor for amount of acid going
into channel by baseflow

FACRED - Factor for amount of acid going
into channel by direct runoff

FACREI - Factor for amount of acid going
into channel by interflow

FACUZ - Factor for amount of acid going
into upper zone

MONTH 1 - Month to start specific output

NDAY - Number of consecutive days of
output requested

OPTI - Variable to call temperature
change option

SOLACD mg/liter Solubility of acid products

YEAR 1 - Year to start specific output
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Table B.3.

INTERNAL VARIABLES OF THE REFUSE PILE MODEL

Variable Units Definition

ACDDIR 1b Amount of acid going to direct runoff

ACDINT 1b Amount of acid going to interflow storage

ACDILZ 1b Amount of acid going to lower zone

ACDUZ 1b Amount of acid going to upper zone

ARB 1b Daily acid in baseflow

ARD 1b Daily acid in direct runoff

AREBFL 1b Amount of acid being removed by baseflow

AREDIR 1b Amount of acid being removed by direct runoff

AREDSR 1b Amount of acid being removed by deep storage

ARETNF 1b Amount of acid being removed by interflow

ART 1b Daily acid in interflow

AMTACD 1b Amount of acid being produced

CF - Conversion factor to convert inches to cubic
feet

CFBAS cfs Flow entering channel by baseflow

CFDIR cfs Flow entering channel by direct runoff

CFINT cfs Flow entering channel by interflow

CFS - Conversion factor to convert inches to cubic
feet per second

CFTOT cfs Total flow in channel

CK - Temperature correction factor

COUNT - Counter

DAYEND - Number of periods specific day output is
requested

DDAY - Day

EXADIR 1b Excess acid in direct runoff storage

EXAINT 1b Excess acid in interflow storage

EXALZ 1b Excess acid in lower zone

EXAUZ 1b Excess acid in upper zone

I - Day

J - Month

SAB 1b Monthly acid in baseflow

SAD 1b Monthly acid in direct runoff

SAT 1b Monthly acid in interflow

SRAS cfs Daily baseflow

SDRER cfs Daily direct runoff

SINT cfs Daily interflow

SLYEAR - Variable to see if current water year is a
leap year

SSBAS cfs Menthly baseflow

SSDRR cfs Monthly direct runoff

SSINT cfs Monthly interflow

STACD 1b Monthly total acid
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Table B.3. CONTINUED

Variable Units Definition

STSTR cfs Monthly total flow

SUMAB 1b Yearly acid in baseflow

SUMAD 1b Yearly acid in direct runoff

SUMAT 1b Yearly acid in interflow

SUMSB cfs Yearly baseflow

SUMSD cfs Yearly direct runoff

SUMST cfs Yearly interflow

SUMST cf's Yearly total flow

SUMTA 1b Yearly total acid load

T °F Current temperature

TACD 1b Daily total acid

TIME hr Time interval constant (Same as used in Stanford
Watershed Model)

TO °F Temperature at which acid production rate was
determined

TOTAL 1b Total amount of acid in outer mantle

TSTR cfs Daily total flow

YEARPR - Counter by years

YEARST - Beginning water year

YEARLP - Variable used to find what water year is a
leap year

The acid production rate (ACDPRO) could be empirically calculated. If
the bulk porosity of the refuse pile and the pyritic content were known,
the oxygen gradient could be calculated using a first order exponential
expression.® Another way, which was undertaken by Good,* presents the
rate information on the basis of pounds of acid formed per day per acre
of refuse pile area. Good's field data was checked by Brown's! labora-
tory rates and agreed quite well, Brown determined laboratory scale
oxidation rates which can be used to estimate a rate constant for the
exponential gradient calculation. At this time it is believed that the
first approach would be to use Good's method in finding the pounds of
acid formed per day per acre of refuse pile area. Good* set up a

small test plot (0.109 acre) and installed a sprinkler system. Then
by applying a known quantity of water and collecting all of the runoff,
the acid production rate can be estimated. The second approach would
be to run a laboratory study. Brown's work® details the approach used
to obtain laboratory scale oxidation rates for refuse pile materials.
The third approach would be to determine the bulk porosity (and associ-
ated oxygen diffusivity) of the refuse and the pyrite content to find
the oxygen gradient as developed by Morth,® that would lead to an acid
production rate.

116



The third parameter needed for the pile is the solubility of the acid
products. This is an "effective" solubility, which reflects the varying
availability of acid to the runoff components on and within the pile,
and will reach, as a maximum value, the true solubility of the acid
products. In general, the effective solubility will be less than true

solubility, and must be determined by trial and error, with field water
quality data as a rough guide.

Step 3 deals with the initial precipitation, that must be assigned to
four zones in the pile. In the program this data will be input data
generated from a hydrologic model. TIn this study, The Ohio State
University version of the Stanford Streamflow Simulation Model will be
employed. The Stanford Watershed Model will also provide the amounts
of water reaching the streams, which will be needed in Step 5.

The Stanford Watershed Model is a complex program that keeps a chrono-
logical account of the guantities of moisture allocated to the various
components of the hydrologic cycle. The model simulates the actual
hydrologic condition of the watershed and works best with watersheds
of 100 acres or greater.

In order to understand how the Stanford Watershed Model computes the
parameters needed in Steps 3 and 5, a brief description will be given
of each parameter. The variable notation as used in the Stanford
Watershed Model will be retained. For a detailed explanation of the
parameters refer to the Stanford Watershed Model.lC

The current rainfall rate (PR) is the current amount of precipitation
entering the pile. The Stanford Model includes a snowmelt subroutine.
In order to utilize this snowmelt option, the basic operation of the
subroutine will have to be recalibrated, as the snow on refuse piles
normally melts sooner than on the surrounding terrain.® If the snow-
melt subroutine is used in the Stanford Model, then the precipitation
falling may be in the form of snow. The snow may not enter the pile
immediately, but will enter later when the snow melts by additional
rainfall, radiation, conduction, convection or condensation. Thus in
the winter months, November to March, the precipitation is checked to
see if it i1s rain or snow and then by considering the various snowmelt
mechanisms the current rainfall rate entering the pile is found. This
rate is based on hourly data, but can be subdivided into fractions of
an hour by linear approximation.

The current rain entering the upper zone (ENTRUZ) is egual to the cur-
rent rainfall rate (PR) minus the residual rainfall after soil surface
moisture depletion (Ph). P4, the residual rainfall after soil surface
moisture depletion is found by finding the residual rainfall after
interception multiplied by the fraction of incoming moisture that is
not retained in the upper zone storage. The above calculation is based
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on several factors; current interception rate, maximum interception
rate for a dry watershed, soil surface moisture index, lake evaporation,
daily pan evaporation and monthly pan evaporation coefficient.

The current precipitation entering the lower zone (ENTRLZ ) is equal to
the residual rainfall after soil surface moisture depletion (PL) minus
the sum of the current moisture entering surface runoff plus interflow
(SHRD). This latter sum equals the square of residual rainfall after
soil surface moisture depletion (PL4) divided by twice the current peak
infiltration rate (DLF). The two quantities, DLF and P4, depend on
evaporation, infiltration index, soil moisture index, interception and
moisture not retained in the upper zone.

The current direct runoff (OVFLST or RX) equals the sum of current
moisture entering surface runoff plus interflow (SHRD) divided by a
variable controlling entry of moisture into interflow (C3). SHRD has
already been defined. The variable controlling entry of moisture into
interflow (C3) is dependent on the interflow index and the current ratio
of soil moisture storage to the soil moisture storage index.

The current water entering interflow storage (RGX) equals the sum of
current moisture entering surface runoff plus interflow (SHRD) minus
the current direct runoff (RX). These guantities have been previously
described.

A check to see that the current rainfall rate equals the sum of its
four parts can be made as follows:

Current rainfall rate (PR) = current rain entering the upper zone
(ENTRUZ) + current rain entering the lower
zone (ENTRLZ) + current direct runoff (RX)
+ current water entering interflow storage
(RGX)

or

PR = (ENTRUZ = PR - Ph) + (ENTRLZ = P4 - SHRO) + (RX = RX) + (RGX =
SHRO - RX).

Therefore, PR = PR.

After the initial precipitation is calculated, the Stanford Watershed
Model can then route the water through the pile or watershed; it simu-
lates the total stream flow and its component parts, overland flow,
interflow, and baseflow.

The current rate at which overland flow enters the stream is based on
turbulent range equations.'® The Chezy-Manning equation was used to
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derive a relationship between surface detention storage at equilibrium,
the supply rate to overland flow, Manning's n and the length and slope
of the flow plane. An empirical relationship developed by Crawford and
Linsley between outflow depth and detention storage for reproducing
experimental hydrographs was used. By combining the above equations a
rate of discharge from overland flow can be found.

Thus the Stanford Watershed Model simulates overland flow by continu-
ously solving the continuity equations, by setting the surface detention
at the end of the time interval equal to the surface detention at the
end of the previous time interval plus the increment added to surface
detention during the time interval, minus losses.

The current rate at which interflow is entering the channel or stream
(INTF) is modeled by a logarithmic decay equation, Sy = -qi/nK,, where
St 1s the storage at time t, qi is the flow at time t, and /K, is the
natural logarithm of the interflow recession constant.

The baseflow (BASFIW) is equal to the ground water baseflow (GWF). The
ground water baseflow (GWF) is computed by a logarithmic decay equation.
The equation is the same as for the stream's interflow, with a modifi-
cation which permits increased groundwater flow to reflect changes in
the recession constant due to wet antecedent conditions.

A basic description of the data needed for the Stanford Watershed Model
has been presented; a brief description of the input parameters needed
to run the Watershed Model now will be given. For detailed calculations
and formulas see reference (10).

DATA NEEDED DERIVED INPUT PARAMETERS

l__l

Topographic Map or Time of concentration and time area
Aerial Photographs histograms

2. Watershed drainage area
3. Impervious fraction of watershed surface
L. Estimate of stream and lake surface areas
5. Mean overland flow path length
6. Average ground slope of overland flow
surface perpendicular to the channel
Soil Borings or 1. Soil type
Observation Wells 2. Soil porosity
3. Soil specific yield
4. Soils permeability
5. Groundwater fluctuation
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Climatologic Data 1.
2.

3.

L.

5.

6.

7.

Streamflow Data 1.
2.

Physical Inspection 1.
of the Area 2.
3.

L,

5.

6.

Daily dewpoint temperature

Daily wind movement

Daily solar radiation

Maximum and minimum daily temperature
Daily lake and pan evaporation

Hourly recorded rainfall

Storage-gage daily rainfall

Daily streamflow records
Daily diverted flows

Watershed cover

Swamps and extensive soil cracks
Manning's roughness for overland flow on
soil surface

Manning's roughness on impervious surface
Manning's roughness value for stream
surface

Capacity of channel.

There are additional parameters that must be determined by a trial and
error approach. Therefore, for optimum calibration results, 3-5 years
of climatologic and streamflow data are required to permit the Watershed
Model to stabilize its soil moisture condition.

MODEL TESTING

Based upon the descriptions presented earlier, a computer program to
model a refuse pile was written. The program is very general in nature,
the intent being that it will be applicable to various refuse piles.

In developing the program three assumptions were made.

1. The Ohio State University version of the Stanford Stream-
flow Simulation Model, models a watershed in which the
refuse pile or piles are located. It is also possible to
have the total watershed as a refuse pile.

2. The acid is produced at a uniform rate and is stopped
when precipitation is falling because the outer mantle
will become saturated and insufficient amounts of oxygen
will be present for oxidation of the pyritic material,

3. The solubility concentration of the acid products is con-
stant, and the total volume of water will always be

saturated.
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Tables B.1, B.2, and B.3 list the nomenclature as used in the computer
program, i.e., the input variables obtained from the Stanford Watershed
Model, the input variables into the Refuse Pile Model and the internal
varlables in the Refuse Pile Model.

A step diagram was presented earlier (Figure B.2); at this time a
detailed explanation will be given to the computations in each step
using the actual computer language to explain all equations. The
computer variables are listed in Tables B.1-B.3 and the program state-

ment listing is included at the end of this presentation of the Refuse
Pile Model.

Since the acid production rate varies with a change in temperature, a
temperature option is available which will reflect the acid production
rate change as seen in equations (B.1l) and (B.2).

CK = 2.%%((T - T0)/18.) (B.1)
Unit analysis:
None
ACDPRO = ACDPRO * CK (B.2)
Unit analysis:
1b 1b

ACRE - DAY UNIT DEPIH(FT) ACRE - DAY UNIT DEPTH(FT)

The change will double the acid production rate for every 10°C temper-
ature change. 12 Note: The above equation uses fahrenheit units.

Computing the initial amount of acid available to be removed was done
in Step 2. This amounts to keeping track of the amount of acid in the
outer mantle. When no precipitation is falling the acid in the outer
mantle is produced at a uniform rate, but if precipitation is falling
no acid products are being formed because the oxygen required for oxi-
dation is assumed to be absent and some of the products are being
washed out of the mantle. The program will check the input and if
there is no rain, the amount of acid formed is given by equation (B.3).

ACDPRO* TIME* AREA* DEPTH* FACDEP

AMTACD = 5I% 113500

(B.3)
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Unit analysis:

1b

_ ACRE, DAY, UNIT DEPIH(FT)* HRS * FTZ * FT* None
- HR x FT®
DAY ACRE

1b

If it is raining, some of the acid products are washed out of the outer
mantle and the amount of acid remaining is found by egquation B.k4.

TOTAL = AMTACD - ACDINT - ACDLZ - ACDUZ - ACDDIR (B.4%)

Unit analysis:

1b N 1b 1b 1b _ 1b _ 1b
Time Interval = Time " Time T Time Time Time
Interval Interval Interval Interval Interval

In Step 3, finding the amount of precipitation falling on the pile and
apportioning the rain into four parts, upper zone, lower zcne, inter-
flow storage, and direct runoff, is done by the Stanford Watershed
Model. Refer to earlier dicussions for details.

Once the precipitation starts falling the water will become saturated
with the acid products. These products will move into the same four
areas along with the precipitation. Step 4 finds this amount by the
following equations:

ACDDIR = FACDIR* SOLACD* OVFLST* CF (B.5)
ACDINT = FACINT* SOLACD¥ RGX¥* CF (B.6)
ACDLZ = FACLZ* SOLACD* ENTRLZ* CF (B.7)
AIDUZ = FALUZ* SOLACD¥ ENTRUZ* CF (B.8)
Unit analysis:

1b 1b in FT°

RS * x »*

Time None FT° Time in

Interval Interval

The above four equations ascertain the amount of acid removed by the
rain during one time interval. In order to keep track of the acid in
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each zone at all times, the products removed must be added together, as
accomplished by equations (B.9)-(B.12). These four equations show how
the computer updates the amount of acid in each zone after each time
interval; the variables are defined in Tables B.l-B.3.

EXADIR = ACDDIR + EXADIR (B.9)
EXAINT = ACDINT + EXAINT (B.10)
EXALZ = ACDLZ + EXALZ (B.11)
EXAUZ = AIDUZ + EXAUZ (B.12)
Unit analysis:
1b _ 1b . 1b
Time Time Time

Interval Interval Interval

In Step 5, the amount of water entering the receiving stream; by over-
land flow, interflow, and baseflow, was determined. This was explained
in detail earlier.

By knowing how much water reaches the receiving stream, it is possible
to calculate the amount of acid being carried to the stream by the
three routes of overland flow, interflow, and baseflow, as done in
Step 6. The equations used are:

AREDIR = DIRRNF* SOLAID¥* FACRED¥* CF (B.13)
AREINF = INTF¥ SOLACO* FACREI* CF (B.14) |
AREBFL = BASFIW* SOLACO* FACREB* CF (B.15)
Unit analysis:
1b in, 1b FT°
£ * - K K —
Time Time FT None in,

Interval Interval

The computer variables are defined in Tables B.l, B.2, and B.5. The
above equations would determine the amount of acid products that would
reach the stream providing there were sufficient products available
throughout the runoff period; if not the quantities would become zero.
The acid products being conveyed in the overland flow would come from
storage on the surface and in the direct runoff until it is depleted.



Next the acid products would be supplied by the acid stored in the
upper zone. Acid products being conveyed by interflow would be con-
trolled by the amount of acid retained in interflow storage and then
from the acid accumulated in the lower zone. Baseflow can only obtain
the acid products from the lower zone. There are also acid products
given to the groundwater which may not appear as baseflow but will go
to deep storage. This acid is obtained from the lower zone.

In ascertaining the amount of acid products left in the pile, done in
Step 7, the products leaving the pile to go to the receiving stream or
deep storage are subtracted from the acidic products brought to the
four areas in Step 4. The following equations show how this continual
updating was done

EXADIR = EXADIR - AREDIR (first this) (B.16)
EXAUZ = EXAUZ - AREDIR (then this) (B.17)
EXAINT = EXAINT - AREINF (first this) (B.18)
EXALZ = EXALZ - AREINF (then this) (B.19)
EXALZ = EXALZ - AREBFL (always) (B.20)
EXALZ = EXALZ - AREDSR (always) (B.21)
Unit analysis:
1b _ 1b ) 1b
Time Time Time

Interval Interval Interval

Tables B,1-B.3 define the computer variables, The Refuse Pile computer
program (near the end of this Appendix) is listed for the operators
described in Steps 1 through 8 of Figure B.2, Prior to the program
listing are instructions detailing the necessary changes needed in the
Stanford Watershed Model to gemnerate the information required by the
Refuse Pile Model,

Presently, the program outputs various tables plus specific day(s)
information, The following Tables B.4t-B.7 show the standard output
items for the daily acid load in direct runoff, interflow, baseflow and
the total acid load, Tables B,8-B,10 gives the daily flow reaching the
recelving stream by direct runoff, interflow and baseflow, and the total
flow reaching the stream is presented in Table B,11, Monthly summaries
of acid load and flows are given in Table B,12; Table B,13 shows spe-
cific day output, The values listed in the tables have no specific
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DAILY ACID IOAD IN DIRECT RUNOFF

Table B.L,

ANNUAL SUMMARY FOR WATER YEAR 1958 ~ 1959

SYNTHESIZED ACID LOAD IN DIRECT RUNGOFF IN POUNDS
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Table B.5. DAILY ACID ILOAD IN INTERFLOW

ANNUAL SUMMARY FCR WATER YEAR 1958 — 1959
SYNTHESIZED ACID LOAD IN INTERFLOW IN POUNDS

<

ocT NOV DEC JAN FEB MAR

get1

A APR May JUN Jul AUG SEP
1 0.0: - 0.0 0.0 11525.72 24«76 107%.42 16.94 651.53 83.80 0.0 0.0 0.04
2 0.0 0.0 139.04 1155.39 24.76 628,75 12779.44 24.76 - 26.87 0.0 0.0 0.0
3 ... 0e0 . 0.0 __ 112.17 24.746  1430.74 42.99 1309.74 24476 0.0 0.0 0.0 G.0
4 0.0 390.39 24.76 1655.42 0.0 58.64 24.76 0.0 0.0 21.24 0.0
5 Q.0 1005.21 Sh4.T6 123,78 189,95 24,76 24476 _._ 0.0 ___ 0,0 2476 0.0
6 0.0 102.97 24.76 24.76 205.51 24.706 24476 0.0 0.0 24.76 0.0
.1 .. 0.0 . 2976 24076 24.76 16.51 24476 24.76 0.0 0.0 20.64 0.0
8 0.0 24.76 24476 24476 16.51 24.76 24.76 0.0 0.0 0.0 0.0
9 ... 0.0 24.76 24,76 10560.96 676.43 20.64 244,76 0.0 0.0 0.0 0.0
10 0.0 24.76 24.76 41393.79 92452 0.0 17.28 0.0 0.0 0.0 0.0
11 0.0 24e76 13e4)  LM174.9% .. 24.T6____. 0.0 16.51 . 0.0 | 0,0 0.0____ 0.0
12 0.0 24,76 0.0 24.76 24.76 0.0 856.62 4826.77 0.0 0.0 0.0
13 0.0 24.76 . 0.0 1701.34 24.76 0.0 19.6y 4136.71 0.0 0.0 0.0
14 0.0 24,76 1464.92 2022.99 2657.29 0.0 0.0 31.13 0.0 0.0 0.0
15 0.0 24.76 T7051.47 666.06 11634.86 0.0 0.0 24 .76 0.0 0.0 0.0
16 0.0 3CG.61 733.61 24476 446,15 0.0 0.0 24.76 0.0 0.0 0.0
17 9.0 1036 24.76 . . 24.76 24076 _ . 0.0 0.0 24.76 0.0 0.0 0.0
18 0.0 8.60 24.76 24,76 12.38 0.0 0.0 24.76 0.0 0.0 0.0
19 0.0 82.42 9,29 2476 0.0 0.0 23B.49 24476 0.0 0.0 0.0
20 0.0 25.84 5985.09 24.76 0.0 3.57 24.76 24.76 0.0 0.0 0.0
21 0.0 24.76 B0054.87 156.20 0.0 4013 27.56 20.64 0.0 0.0 0.0
22 0.0 223.10 5163.65 276.07 0.0 4.13 24,76 2815.42 0.0 0.0 0.0
23 0.0 509,31 _34.27 _1885.248 LQeu 4413, 4013 . 336.08 .0e0_..__.0.,0 _. Q.0
24 0.0 226.58 2476 200.36 0.0 4.13 0,0 24.76 0.09 0.0 0.0
25 0.0 63.37 24.76 24476 0.0 4.13 .0 244.30 0.0 0.0 0.0
26 0.0 457.93 2476 24.76 1.20 15.44 4.73 3146.3% 0.0 0.0 0.0
27 0.0 2552.98 24.76 24.76 3.22 11302.31 60.67 636.27 0.0 0.0 0.0
28 0.0 125.50 24.76 11.35 8.25 36864.66 22.83 24.76 0.0 0.0 0.0
29 0.0 242760 695227 #Mk¥dkkr_ 8425 . 2666.27 1302.14. 20.064 .040 0.0 ... 0.0
30 0.0 24476 3996.66 *xkukkkx 8.25 32236.04 773.68 0.0 0.0 0.0 0.69
31 - 040 24476 . 265492 *xkiikkk 8.2 FNEXKiExxk 24 TE ¥xkikEkk 0.0 0.0 Ao gk K
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Table B.6.

ANNUAL SUMMARY FOR WATER YEAR 1958 — 1959

DATLY ACID LOAD IN BASEFLOW

SYNTHESIZED ACID LOAD IN BASEFLOW IN PQUNDS

DAY ocT NOV DEC JAN FEB MAR APR MAY JUN JUL AUG SEP
1 Q.64 6.84 6T.0QT__T34469 .1444.79 . 975.11 507.16 1793.39 679.83 1702.07 178.86 28.72
2 0.0 33.02 143,43 1010.37 1338.16 1077.79 651.79 1657.01 693.24 1596.30 165.27 45 .40
-3 0.0 33.02 324,18 _943.47...1248.22 .1043.73 T04.0b6 1530.95 640,62 . 147489 152.72 .. . 44.20
4 0.0 29.06 576.81 876.40 1317.01 965 .14 T13.36 1414.69 592.63 1362.76 198. 64 41.27
Bl2.42 1383.05 = 906.1%5__ 659.68 _1307.38._ . 547.57._.1259.91__ 203.62 = 37.15
(-] 0.0 24.76 866.60 752.06 1289.84% 964.11 609.83 120797 505.9& 1163.60 188.14 34.74
T 0.0 12.64. . 827.39_ . 695.65 1193.18 922.32 563.57 1116.31 467.95 1075.21 174.04 .33.02
8 0.0 6.28 182.67 645.88 1103.24 852.15 521.27 1031.87 432.70 993.17 160.97 28489
_ 9. 15.84 25,28 . T3Tab%. . . 595.04  1106.16. 851l.45. 48l.54 953.62 399.85 917.84 148.76 . .. 28.20 .
10 0.0 32.50 692.04 549.98 1667.50 883.97 445 .42 699.27 369.75 848.02 137.41 26.83
AL Q.0 @ 28.89: 64T7.67 508,54 1708.78  816.82  411.71  B42.52  341.72  T84.22  127.78 _ 28.72
12 0.0 27.69 603.64 470.01 1590.45 T54.958 380.41 1162.06 454.19 729.70 123.48 24.T6
A3 0.0 24.76. 56€l.51___ 434.42  1570.33 69T.T1 . 351.52 1242.03 1316.15 674 .49 114.37 24276
14 0.0~ 24.08 521.78 42%.94 1537.31 855.24 325,04 1148.,99 1224.14 623.25 105.59 20.98
15 0.0 28.89_  483.43 6082423 1573.26 .1490.19 .. 300.45 10U61l.96 1131.96 575.95 97.51 20.64
16 0.0 35.43 452.99 881.04 1461.81 1570.51 277.92 981.30 1045.97 532.27 90.12 19.26
AT 1230 0 0 33,02 423,73 0 El8a.%4% 1353.30  1451.32_ 257411 . Y0T7.1B .. 966.69__ 492.20____ B3.75. . 16.51
18 5.68 31.64 420G.31 759.11 1250.62 1340.9%1 237.50 &36.05 893.42 455.57 76.87 16.51
19 Qa0 34.57_  434.41___704.25 1155.52 . 1240.31 219.44 845,44 825 .84 424.09 71.54 15.99
20 0.0 33.02 435.97 767.49 1067.96 1144.51 222.37 790.92 T63.24 409,31 65.87 12.38
21 0.0, 2B.489._.407.42 1663.89 1011.23 1057.49 212.57 754429 705.62 378.35 60.88 12.38
22 c.0 28.20 416,02 1946.11 1002.63 977.35 196.40 699.26 1128.18 349.80 56.41 12.38
23 0.0 @ 24,76 559.10 16822,63 1081.05  90Q3.23 . ..18l.95 _ 649.39 1641.71. . 323.66__ . 52,11 12,38 _
24 0.0 24.59 670.02 1696.74 1182.18 835.12 168.02 612.93 1520.98 310.08 48.33 8.94
25 10.32 20064 695.65__1573.60 1092.92 . 771.32 . 155.30 566467 1480.91 298455 44.89 8.25
26 15.48 25.11 686454 1456.14 1009.85 T17.32 la4 .46 539.66 1802.85 276.02 41.27 8.25
2T o 2.58. _ 28.38...705.45_.1346.93 _ 933.15 690.66 725,00 551.70 2320.33 255.39 39.38 8.25
28 T7.48 24,76 69014 1244.61 B72.44 695.13 1376.52 563.57 2145.95 235.78 37.15 8.25
292 0.0 24,76 @ £46412 1234.11 FEWEEXEE 642.17..1650.48  564.43  1982.22 . 218407 33.71.. . 8425
30 0.0 22.01 601.75 1478.67 %#xdx%kkk 593.49 1721.33 T54.¢64 1B32.94 206.72 31.99 32.85
31 0.0 _kdEkkkxk 558,93 1556.75 ¥EEkkkkk 548 .70 xxdkookxx 699,09 Xxddkixx 193.30 28 .89 Fxsxakik
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Table B.7.

ANNUAL SUMMARY FUR WATER YEAR 1958 — 1959

DATILY ACID LOAD

SYNTHESIZED _TOYAL ACID LOAD IN POUNDS ——— — e
DAY ocT NOV DEC JAN FEB MAR APR MAY JUN JUL AUG SEP
S 8 0.64. 6.804 6707 12295+44. . 1469.55 2054.54 524410 2444.93 T63.62 1702.07 178.86 28,76
2 0.0 33.02 282447 2165.77 1362.93 1706.54 14008.09 1681.78 720.11 1596.30 165.27 45 .40
3. 0.0 33.02__436.35_ 968,24 _2685.92 1086.73 2014.13 1555.71 640.62 1474.89 152.72 ..  44.20
4 0.0 29.06 967.21 901.16 2972.44 965.14 772,01 1439.46 592.63 1362.76 219.87 41.27
5 0.0 28.38 1775.51 837.19 1506.82 _1096.10___684.64_  1332.14 __547.57..1259.91__ 228.39_ . 37.1l5
6 0.0 24.76 969.56 T76482 1314.60 1169.62 634.60 1232.74 505.96 1163.60 212.91 34.74
7. ..0e0__.___12.64 __B52.15 . T720.41 1217.95 938.83 588.33 1141.07 46T.95 1075.21 194 .68 33.02
8 0.0 6.28 807.43 668.65 1128.00 868 .66 546,03 1056.63 432.70 993.17 160.97 28.89
9. .. 15.84 25.28 762,20 .. 619,81 13901.14 1527.90 502.17 976438 399,85 917.84 148.76 28.20
10 0.0 32.50 716.80 574.75 55559.64 976.49 445 .42 916.56 369,75 848.02 137.41 26.83

11 0,0 28,89 672.43 521495 __2883.,69 841,66  4lle.71 . £859.03_ 34l1.72 784,22 127,78 ___ 28,72 __
12 0.0 27.69 628.41 470.01 1615.22 779.75 380.41 2018.68 5349.79 729.70 123,48 24.76
13 0.0 24,76 _ 586427 . 434,42 3274.00 722.48 351.52 1261.72 5452.79 6T4.49 114.37 24.76
14 0.0 24.08 546.54 1897.70 3566.63 3512.54 325.04 1148.99 1255.27 623.25 105.59 20.98
15 0.0 29.37 508419 T742.75 2239.33 13163.27 300.45 1001.96 1156.72 575.95 97.51 20.64
16 0.0 35.43 483.60 1614.66 1486.58 2016.66 2717.92 981.30 1070.73 532.27 90.12 19.26
A7 12,30 33,02 444.09_. 843.21 _1378,06 .  1476.09 _ 257.11 907.18 991 .45 492.20 83,75 16451
18 5.68 31.64 428.91 783.87 1275.39 1353.30 237.5%0 838.05 918.19 455.57 76.87 16.51
19 0.0 34.57 516.84 713.53 1180.29 1240.31 219.44 1083.94 850.60 424 .09 T1l.54 15.99
20 0.0 33.02 461.80 6915.05 1092.75 1144,51 225.94 815.69 788.00 409.31 65.87 12.28
21 0.0 2B.89 432.18 *xkkrkk®  1167.43 1057.49 216 .69 781.85 726426 378.35 60,88 12.38
22 0.0 28.20 639.11 7109.73 1278.70 977.35 200.53 724.03 3951.22 349.80 5641 12.28
23 . 040___  24.76___1068.42 1856.89. 2966433 . 903.23 le6.08 653,51 1977.79 323.66 . 52.11 . 12.38
24 0.0 24.59 896,61 1721.50 1382.53 835.12 172.15 612.93 1545.74 310.16 48433 8.94
25 10.32 20.64 759,02 1£598.37 1117.69 T71.32 159.42 566467 1725.20 298.55 44 .89 R.25
26 15.48 25.11 11l44.47 1480.90 1034.62 718.52 159.90 544,40 4957.49 276.02 41.27 8.25
27 2.58 26.38 3276.76 1371.70 957.92 693,89 12092.70 612.37 2956461 255,39 39.38 8.25
28 T7.48 24.76 815.65 1269.37 882.79 703.39 38999.08 586.40 2170.71 235.78 37.15 8.25

29 0.0 24,76 670,80 1886439 ***¥kkkxsk _ 650.42 4322.04 1872.38 2002.86 218.07 32.71 B8.25 _
30 0.0 22.01 626.51 5481.01 #xkdkkxsx 601.75 4962.05 1528433 1832.94 06,172 31.99 33.54
3l 0.0 eddoioiok 553,69 1822.67 *¥kkkskk 557603 #xkFAAEH 723,85 askokdkn 193.30 28 .89 ®EkaokkkR



DATLY DIRECT RUNOFF REACHING RECEIVING STREAM

Table B.8.

OR WATER YEAR 1958 - 1959

ANNUAL SUMMARY f
SYNTHES1ZED DIRECT RUNOFF IN CUBIC FEET PER SECOND
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Table B.9.

ANNUAL SUMMARY FOR WATER YEAR 1958 — 1959
SYNTHESIZED INTERFLOW IN CUBIC FEET PER SECOND

DAY ocT NOV DEC JAN FEB MAR APR
~l__ 0.0 Q0.0 0.0 41.0152  0,0881 . 3.8412 0.0603
2 0.0 0.0 0.4948 44,1115 0.0881 22375 45.4761
3. 040 0.0 0.3992__.0,0881 5.0914 0.1530 4.6608
4 0.0 0.0 1.3892 0.0881 5.8909 0.0 0.2087
5 0.0 0.0 35771 0,088l  0.4405  0.6760._..0,0881 _ .
6 0.0 0.0 0.3664 0.0881 0.0881 0.7312 0.0881
T . 060 _ -~ 0.0 ____0.0881 0.0881 0.0881 . 0.0588 0.0881
8 0.0 0.0 0.0881 0.0881 0.0881 0.0588 0.0881
.9 0.0 ____  0.0__ ___0.08B81 0.0881 37.5821 2.4071 0.0734
10 0.0 0.0 0.0881 0.0881 147.3C32 0.3293 0.0
11 0.0 0.0 0.0881 0.0477__ 4.1810.._ 00,0881 . Q.0 -
12 0.0 0.0 -~ 0.0881 0.0 0.0881 0.0881 0.0
13 . 0,0 _....0.,0_.___ .0.0881 0.0 6.0544 0.0881 0.0
14 0.0 0.0 0.0881 5.2130 7.1990 9.4562 0.0
15 0.0 ... 0.0017 0.0881 .25.0932 2.3702 41.4035 0.0
16 0.0 0.0 0.1089 2.6106 0.0881 1.5877 0.0
17 Q.0 0.0 ' 0.0309__ 0.0881 . 0.0881._..0.0881_ _ 0.0 N
18 0.0 0.0 0.0306 0.0881 0.0881 0.0441 0.0
19 0.0 0.0 _ 0.2933 0.0330 0.0881 0.0 0.0
20 0.0 0.0 0.0920 21.2984 0.0881 0.0 0.0127
21 0.0 0.0 0.0881 284.8818 0.5559 0.0 0.0147
22 0.0 0.0 0.7939 18.3752 0.9824 0.0 0.0147
£3__ 0.0 0,0 1.8124 00,1219 __ 6.7089 ... 0,0 040147,
24 0.0 0.0 0.5063 0.0881 0.7130 0.0 0.0147
25 0.0 0.0 0.2255 0.0881 0.0881 0.0 0.0147
26 0.0 0.0 l.6296 0.0881 0.0881 0.0043 G.0549
27 0.0 0.0 9.0850 0.0881 0.08681 0.011.5 40.2201
28 0.0 0.0 0.4466 0.0881 0.0404 0.0294 131.1858
29 0.0 Q.0 Qa0BBl... 2,32)12 *xxxxxaxx 0,029 94881 .
30 0.0’ 0.0 0.0881 14,2225 **k%3ixx 0.02%4 11.5157
31 0.0 koA ok ok 0.(881 09463 *&gobdokkn 00294 Hkxikkkixk

T oMay

2.3185
0.0861
0.0881
0.0881
0,0861
0.0881
0.0881
0.088B1
0.0881
0.0615

.0981

« 0147

0.0881 Hokdonkaxsk 0

C17.176

DAILY INTERFLOW REACHING RECEIVING STREAM

cooocooicoOo
[eNeNoNoNoNol oNeRaol

[eNeRoNaNeNoNoloRoleeoNo Nl

0.1108

0
0
0
0
Q
0
0
0
0
Q
0
0
14.7209 0
0
0
0
Q
0.0881 o]
0

0

0

0

0

0

lol=ReReReRoReNaoRoNeRoNaRolole oo Ne]
i
]

003

CO0CO00C0O0O0O00O00OO0VOOOO0OO0
.

00000000000 CO0O000OOO0

]

|
I
|

Q
(=
o .
~
+»

Aok ok ok koK



1€1

Table B.1O0.

ANNUAL SUMMARY FCR WATER YEAR 1958 - 1959

DAY ocT NOV DEC JAN FEB APR
1 2.4307 0.1095 0.2387 _2.6144 . 541414 3.4700 .. 1.8048
2 1.0667 0.1175 0.5104 3.5955 447620 3.83254 2.3195
2 0.9865___0.1175  1.1536__..3.3574 .. 4.4419 3.7142 2.5055
4 0.9119 0.1034 2.0526 3.1187 4.6867 3.4245 2.5386
5 0.8439  0.1010 2.7411 2.8911 = 4.9217 3.2246. _.2.34B2 .
6 0.7803 0.0881 3.0839 2.6763 4.5900 3.4209 2.1701
1 _0.7215__ 0.0U8B1.__ 2.9443 _ 2.4755 .. 4.2460 3.2821 2.G055
8 0.6677 0.0759 2.7852 2.2913 3.9260 3.0224 1.8550
9046218 040900, 2.6242 241175 .. 3.9364 .. 3.0200 1.7126
10 0.5826 0.1157 2.4627 1.9572 5.9339 3.14657 1.5651
Al 0.5392  0,1026  2.2048  1.8097 6.0808  2,9070._ 1l.4651
12 0.4988 0.0985 2.1481 1.6726 5.65986 2.6667 1.3%27
213 _0.4608 __ 0.0881__ 1.9982 _._1.5459 .. 5.56b2 2.4629 1.2509
14 0.42606 0.0857 1.8564 1.5300 5.4706 3.0435 1.1567
15 043941 ..0.1028 _ 1.7203 __2.4278 5.5986 5.3030 1.0692
16 0.3648 0.1261 1.6120 3.1353 5.2020 5.5688 0.9690
1T 03372  0.1175  1.5435  2.2125 428158, _S5elt47._ 049149
18 0.3152 0.1126 1.4957 2.7014 4.4504 4.7717 0.8452
19 0.290L . 0.1230Q_..1+5459 . <.5061 . 4.1120 44137 0.7809
20 0.2699 0.1175 1.551¢4 2.8023 3.6005 4.0728 0.7913
21 Q.2485 . 0.1028 _ 1.4498 = 5.9211 35985 3.7632 0.7564
22 0.2295 0.1004 1.4804 6.9254 3.5679 3.4780 0.6959
23 0,2130 0.0881 19896  6.4860__ 3.5470. . 3.2)42___ 0.6475
24 0.1971 0.0875 2.3843 6.0380 4.2069 2.9718 0.5979
25 0.1818 _ 0.0734.. 2.4755 . 5.,5998 . 3.8892  2,7448 0.5526
26 0.1726 0.0894 204431 5.1818 3.5936 2.5526 0.5141
27 _ _0.1603 ... 0.1010 _ . 2.51C4 4.7932 . 3.3207 244578 2.5602
28 0.1475 0.0881 2.4559 444290 3.1647 2.4737 4.8984
29 0.1365  0.0881 22,2993  4.3917 #¥*ukkxx  2,2652 5.,8733
30 0.1285 0.0783 2.1414 52620 FFEXAFAX 2.1120 6.1255

31 0.1175 *AokkEssk

19890 ... .5.5398 #xkkkkkx

VAR

1.9529 *kkskskx

MAY
6.3819
5.8966
5.4480
5.0343
4.6524
4.2987
3.9725
3.6720
3.3935
3.2001

. 209982
4.1353
4.4198
4.0888
3.77%1
3.4921

342283

2.9823
3.0086
2.8la6
2.6842
2.4884
_.2e2109
2.1812
2.C165
1.5204
1.9633
2.0055
... 2,0086
2.6854

SYNTHESIZED SASEFLOW .IN CUBIC FEET PER SECOND

2.4878 *xrpoxksoks

DATLY BASEFLOW REACHING RECEIVING STREAM

JUN Jut AUG SEP
224192 6.0570 0.6365 0.1022
2.4670 5.6806 0.5881 0.1616
242797 5.2485 0.5435 . 0.1573
2.1089 4,8495 0.7069 0.1469

~..1.9486_ __4.4B35 _ _0.7246__ 01322
1.8005 4.1408 0.6695 0.1236
1.6652 3.8262 0.6193 C.1175
1.5398 3.5343 0.5728 G.1028
l.4229 3.2662 0.5294 0.1004
1.3158 3.0178 0.4£90 0.0955
1.2160 . _.2.7907 ___0.4547__ 0.1022
1.6163 2.5967 0.4394 U.0881
4.68306 2.4002 0.4070 0.0881
4.3562 2.21719 0.3758 CG.GT4T
4.0282 2.0496 0.3470 CalT24
3.7222 1.89%1 0.3207 0.0685

2344400 . 1.7515_. 0.2980.__ 0.0588
3.1793 1.6212 0.2736 0.0588
2.9388 1.5092 0.2546 0.0569
2.7160 1.4565 042344 0.G441
2.5110 1.3464 0.2166 0.0441
4.0147 l.2448 0.2007 040441

548421  1.1518 _ _0.1854 __ Q.0441
544125 1.1034 0.1720 0.0318
5.26%9 1.0624 0.1597 0.0294
6.4156 0.9823 0.1469 0.0294
b.2571 0.9088 0.14C1 0.0294
T.6365 0.8391 0.13z2 0.0294

T.0539 0.7760 . 0.1200_. 0.0294__
6£.5227 0.7356 0.1138 0.1169
G. 6879 041028 **xxdnkx
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Table B.11.

DAILY FLOW REACHING RECEIVING STREAM

ANNUAL SUMMARY FOR WATER YEAR 1958 ~ 1959
—— __SYNTHESIZED STREAMFLOW IN CUBIC FEET PER SECOND _

DAY ocT NOV DEC JAN FEB
1 204307 ..._.041095 042387 ___43.7543 502295
2 1.0667 0.1175 1.0052 7.7071 4.8501
3 0.9865 0.1175 . 1.5528 3.4455 9.5581
4 0.9119 0.1034 3.4419 3.2069 10.5777
] 0.8439 0.1010 643183 29792 . 5.3622._
6 0.7803 0.0881 3.4503 2.7644 4.6781
7 0.7215 0.0881 3.0324 2.5637 44,3342
8 0.6677 0.0759 2.8733 2.3794 4.0141
9 . 0.6218 0.0900 2.7124 . 2.2056 49.4683
10 0.5£26 0.1157 2.5508 2.0453 197.7135
Al 0.5392 0.1028 2.3929 1.8574_10.2619
12 0.4988 0.0985 242362 1.6726 57479
13 0.4608 0.0881 . 2.0863 . 1.5459 11.6508
14 0.4266 0.0857 1.9449 6.7531 12.¢921
15 0.3941 0.1045 . 1.8084 27.5531 7.9688
16 0.3648 0.1261 1.7209 5.7459 5.2901
AT 0,3372  Q.1175  1.5803_ 340006, . 4.9039 .
18 C.3152 0.1126 1.5263 2.78Y95 4.5386
19 0.2901 0.1230 1.8392 .2.5392 . 4.2001
20 0.2699 0.1175 1.6434 24.6078 3.£886
21 0.2485 0.1028 145379 422.5950 4.1544
22 0.2295 0.1004 2.2743 25.3006 445504
23  0.2130 _0,0881 3.8020 _ 6.6079 _10.5559 . .
24 0.1971 0.0875 3.19C7 6.1261 4.9198
25 0.1818 C.0734 2.7010 5.6879 3.9774
26 0.1726 0.0894 4.0727 542699 3.6818
27 0.1603 0.1010 11.660C6 4.8813 3.4088
28 0.1475 0.0881 2.9025 445172 3.1451
29 0.1365 020881 243874 6,7129 %¥¥kekkxk
30 0.1285 0.0783 202295 19.5047 %dorkkkkx
31 0.1175 wkioksxkx 2.0771 O.4bb] *XRokkAXE

MAR
7.3113
6.0729
3.8072
3.4345

4.1622
3.3409
3.0912
5.4372
3.4749

_..Re9951 _

2.7743
245710
12.4997
46,8425
7.1765

4.8158

444137
4,0728

3.7632

3.4780

3.2142
2.9718

27448

2.5569

2.4652

2.5021
243146
2.1414

..3.90006 ___.

5.2528 .

APR
1.8651
49,8490
T.lo74
2.7472

2.2583
2.0936
1.5421
1.7870
1.5851
1.4651
1.3537
1.2509
1.1567
1.0692
0.9690
0.9149
0.84%2
0.7809
0.8040
0.,7711
0.7136
.0.6622
0.6126
0.5673
0.56%0
43,0528
138.7814
15.3603
17.6579

1.9823 %okakrnk

Reb364

MAY
8.7005
5.9847
5.5361
5.1224
4.7405
4.3868
4.0606
3.7601
3.4816
3.2616
3.0569
7.1836
4.4899
4.0688
3.7791
3.4921
3.2283
2.9823
2.8573
2.9027
2.7823
2.5765
2,3256
2.1812
2.G165
1.9373
241792
2.08¢48
6.6630
5.4387

JUN
2.7174
2.5626
2.2797
2.1089

1.9486

1.8005
16652
1.5398
1.4229
1.3158
1.2160
19.0377
19.4042
4.4670
4.1163
3.8103
3.5282
3.2674
3.0269
2.8042
2.5845
14.0607

7.0381 .

5.5006
6.1393
17.6416
10.5213
T.7267
7.1273
6.5227

Z2e5759 Hpkdokhmk

T JuL

. 6.,0570

5.6806
542485
“e8495

444835

4.1408
3.8262
3.5343
3.2662
3.0178
2.7907
2.5967
2.4002
2.2179
2.0496
1.8941
1.7515
l1.6212
1. 5092
1.4565
1.3464
l.2448
l1.1518
1.1037
1.0624
0.9823
0.5088
0.8391

0.7760 .

0.7326
0.6879

AUG SEP
0e6365 0.1024
0.5881 0.1616
0.5435 0.1573
0.7824 0.1469

..-.0.8127___ 0.1322
0.7577 0.1236
0.6928 0.1175
0.5728 0.1028
0.5294 0.1004
0.4890 0.0955
0.4547 0.,1022_ .
0.4394 U.0881
0.4070 0.0881
0.3758 0.0747
0.3470 0.0734
0.3207 0.0685
0.2980 0.0568
0.2736 0.0588
0.2546 0.050%
0.2344 0.04641
0.2166 0.0441
0.2007 0.0441

...0.1854 . 0.,0441

0.1720 0.0318
0.1597 0.0294
0.14069 0.0294
0.1401 0.C294
0.1322 0.0294

- 0.1200 0.0294
0.1138 0.1193
00,1028 *x%xikuxx
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Table B.,12, MONTHLY SUMMARY OF ACID LOADS AND FLOWS

' h ANNUAL SUMMARY FOR WATER YEAR 1958 =~ 1959
—0CY  NOV  DEC  JAN FEB MAR APR MAY JUN JUL AUG SEP  YEAR TOTAL
__SYNTHESIZED ACID LOAD IN DIRECT RUNOEE IN.POUNDS. . .\ e —
O. Oe 18. 37231. 14748. 38. 1410, be B54 0. 0. O 53536.
smmesxzsn ACID LOAD IN INTERFLOW IN POUNDS )
0. 6388 11847Ba_._63606.._. 17836 . 68393e . . _4268e _  16523e.. ... Ou_. . 9la ..o Ve 295585.
_SYNTHESIZED ACID 100 IN BASEFLOW IN POUNDS. . .. R R - o
130. 786. 17420, 31110. 35546. 29237, 15373. 29688. 30855. 21140. 3140, 669. 215095.
o ,
S THESIZED TOTAL ACID LOAD IN PUUNDS
130. 786 23827.._186817.. 113899. __47111.  _85177.. .33963. 47463. _ 21141... 3232a ... 6T0a __ 564216._.
_SYNTHESIZED DIRECT RUNDEF_IN. CUBIC.FEET PER SECOND . . .. ... _ . e
0. 0. o. 132. 52, 0. 5. 0. 0. 0. 0. 0. 191.
SYNTHES1ZED INTERFLOW IN CUBIC FEET PER SECOND
0. Qe 23a_ 422a.. 226a . 63e_.. . 243a.___ . 15. . 59a. ... 0D Oa o Oue . 1052a_
__SYNTHESIZED BASEFLQMW. IN CUBIC_EEET PER SECOND. _ . . L e
15. 3. 62. 111. 126. “104. 55, 106. 110. 75. 11. 2. 781.
SYNTHESIZED TOTAL AMOUNT OF WATER ENTERING THE STREAM IN CUBIC FEET PER SECOND
_121. 169. 75. 120 oo 2ao . .2023a_

154 Aa .. .BSe. . . 6B5a ... . 405.._ _16B. . ... 303.




Table B.13. SPECIFIC DAY OUTPUT

YR MO DY HR PD AREDIR ARE INF AREBFL ARETOT CFDIR CFINT CFBAS cFTOT
_ 58 420 1 1 0.0 _0.0 | 7.0512 7.0512 0.0 0.0 0,0251 0.,0251
58 420 1 2 0.0 0.0 7.0512 7.0512 0.0 C.0 0.0251 0,0251
58 4 20 13 0.0 0.0 ___ 7.0512____7.0512 0.0 0.0 0.0251 0.0251
58 4 20 1 4 0.0 0.0 7.0512 7.0512 0.0 0.0 0.0251 0.0251
_58_420 2 1 0.0 _ 0.0 7.0512 7.0512 0.0 0.0 0.0251 0.0251
58 4 20 2 2 0.0 0.0 7.0512 7.0512 0.0 0.0 0.0251 040251
58 420 2 3 0.0 0.0 7.0512 7.0512 0.0 0.0 0,0251 0.0251
58 4 20 2 4 0.0 0.0 7.0512 7.0512 0.0 0.0 0.0251 0.0251
58 4. 20 3_ 1 0.0 0.0 71,0082 ___T7.0082 0.0 0.0 0,0249 0. 0249
€8 4 20 3 2 0.0 0.0 7.0082 7.0082 0.0 0.0 0.0249 0.0249
_58..4 20 3 3 0,0 _ .. . 0,0 7.0082 7.C062 0.0 0.0 0.0249 0.0249
58 420 3 4 0.0 0.0 7.0062 7.0082 0.0 0.0 0.0249 0.0249
_58_4.20 4 1__ 0.0 .. 0.0 7.00€2 7.0082 0.0 0.0 0.0249 0.,0249
58 4 20 4 2 0.0 0.0 7.0082 7.0082 0.0 0.0 0.0249 040249
58 4 .20 4 3 0.0 0.0 7.0082 _ 7.G082 0.0 0.0 0.0249 0,0249
58 4 20 4 4 0.0 0.0 7.0082 7.0082 0.0 0.0 0.0249 0.0249
58 420 5 1. . 0.0 0.0 6.9652 6.9652 0.0 0.0 0.0248 0.0248
58 4 20 5 2 0.0 0.0 6.9652 6.9652 0.0 0.0 0.0248 0.0248
_..58 _4 20 5 .3. 0.0 0.0 6.9652 6.9652 0.0 0.0 0.0248 0.0248
58 4 20 5 4 0.0 0.0 6.9652 6.9652 0.0 0.0 0.0248 0.0248
58 4. 20 6 1 0.0 0.0 629652 . _6.,9652 0.0 0.0 0.0248 0.0248
58 4 20 6 2 0.0 0.6 6.9652 649652 0.0 0.0 0.0248 0.0248
.58 420 6 3 0,0 .- 0.0 6,9652 6.9652 0.0 0.0 0.0248 0.0248
58 4 20 6 4 0.0 0.0 6.9652 6.9652 0.0 0.0 0.0248 0.0246
__58 420 7 1 0.0 0.0 6.9222 6.9222 0.0 0.0 0.0246 0.0246
58 4 20 1 2 0.0 0.0 6.9222 6.9222 G.0 0.0 0.0246 0.0246
58 420 7 3 0.0 0.0 _6,.9222 6.9222. _ 0.0, 0,0 0.0246 C.0246
56 4 20 7 4 6.0 0.0 6.9222 6.9222 0.0 0.0 0.0246 040246
._S58_420 8 1 0,0 0.0 6.9222 6.9222 0.0 0.0 0.0246 0.0246
58 4 20 8 2 0.0 0.0 6.9222 6.9222 0.0 0.0 0.0246 0.0246
56 4 20 8 3 0.6 0.0 6.9222 6.9222 0.0 0.u G.02Z48 Ge0Z40
58 4 20 8 4 0.0 0.0 6.9222 6.9222 0.0 0.0 040246 C.0246
_ 58420 9 1 0.0 . 041290 _ 6.¥222 _.7.05L2 0.0 6.0005 0.0246 6.0251
56 4 20 9 2 0.0 G+3870 6.9222 7.3091 0.0 0.0014 0.0246 0.0250
.58 420 9 3 0.0 0.7309 6,9222 7.6531 0.0 0.0026 0.0246 0.0272
58 4 20 9 4 0.0 1.0319 6.9222 7.9540 0.0 0.0037 0.0246 0.0283
58 4 20 10 1 0.0 1.56478 7.0512 8.5990 0.0 0.0055 0.0251 0.0300
58 4 20 10 2 0.0 2.0638 7.0512 9.1149 0.0 0.0073 0.0251 0.0324
58 4 20 10 3 0.0 o 2+4337_ . _7.0512 _ _9.5449 __0,0 0.0089 0.0251 C.0340
€8 4 20 10 4 0.0 2.9236 7.0512 9.9748 0.0 0.0104% 0.0251 0.0355
58 4 20 11 1 0,0 . 3.6116 7.2231  10.8347 0.0 0.0129 0.0257 0.0386
58 4 20 11 2 0.0 4.2135 7.2231 11.4366 0.0 6.0150 0.0257 0.0407
586 4 20 11 3 0.0 4.B154 7.2231  12.0386 0.0 0.0171 0,0257 0.0428
58 4 20 11 4 0.0 5.3744 7.2231 12.5975 6.0 0.0191 0.0257 0.G448
.58 42002 1 0,0 6,1913__ 7.438L__ 13.6294___ 0.0 0.0220 040265 _. 0.0485
58 4 20 12 2 0.0 649652 7.43B1 14,4033 0.0 0.0248 0.0265 0.0513
..58 42012 3 0.0 746961 7.4381 15,1342 0.0 0.0274 0.0265 0.0539
58 4 20 12 4 0,0 8,3840 7.4381 15,8221 0.0 0.0298 0.0265 0.0563
.58 4 2013 1 0.0 9.3729 7.6961  17.0689 0.0 0.0234 0.0274 0.0607
58 4 20 13 2 0.0 10.3618 7.6961  18.0578 0.0 0.0369 0.0274 0.0643
58 42013 3 0.0 11,2646 7,6961 18,9607 . 0.0 . . ..__0,0401 0,0274 .. 0.0675
58 4 20 13 4 0.0 12.0816 7.6961  19.7776 0.0 0.0430 0.0274 0.0704
.58 4 2014 L 0.0 13.3264 7.9970  21.3254 0.0 0.0474 0.0285 0.0759
58 4 20 14 2 0.0 14.4893 7.9970  22.4863 0.0 0.0516 0.0285 0.0800
__ 58 4 20 14 3 0.0 15.5641 7.9970  23.5612 0.0 0.0554 0.0285 0.0838
56 4 20 14 4 6.0 16,5960 7.9970  24.59320 0.0 0.0591 ¢.0285 0.0875
58 4 20 15 1 0.0 1704559  __8.2980 _ 25.7539___ 0.0 0.0621 . G.0295_. 0aGILl6_..
58 4 20 15 2 0.0 18.2728 8.2980 26.5706 0.0 0.0650 0.0295 0.0946
_.58_4.20 153 0.0 __ .19.0037 8.2960 27.3017 0.0 0.0676 0.0295 0.0972
58 4 20 15 4 0.0 19.7346 8.2980 28,0326 0.0 0.0702 0.0295 0.0998
__ 58 420 16 .1 .. D.0____ 20.2936 8.5990  28.8925 0.C 0.,0722 0.0206 0.1028
58 4 20 16 2 0.0 20,8525 8.5990  29.4515 0.0 0.0742 0.0306 0.1048
58 & 20 16 3 0.0 21.3254 8.5990  29.924% 0.0 0.07%9 0.0306 0.1065
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meaning; they are meant only to show the data format if the model were
being applied to a specific refuse pile.

At the present time there is not sufficient data available to test the
model. The data lacks in length of record and in determination of acid
production parameters. A discussion will follow shortly giving what
data is available and what data is yet needed. Therefore, for now,
hypothetical data had to be applied (see topic on "Synthesized Data”
later in this appendix). This synthesized data has no valid meaning,
the purpose being to test and see that the computer program functions
and that reasonable results can be obtained.

Three types of rain period, long drought followed by a long continuous
rain, short drought followed by a long continuous rain, and a nonuniform
rain, which would show that the model was working correctly, were
applied, In each case, the acid load and stream flow hydrographs were
plotted. The refuse model will print in tabular form the associated
points (see Table B.13, Specific Day Output) for the hydrographs.
Later, if desired, a subprogram could be incorporated to plot the curves
using the IBM 1620 plotter. The first case was to find the acid load
by l5-minute intervals if a long continuous rain was applied to the
refuse pile preceded by a long drought. The selected storm was plotted
along with the acid load curve in Figure B.3. The result appears to
follow the expected trend. The load would increase to a maximum value
and remain constant, provided the mantle were not depleted of acid.

The second case was to find the acid load if a long continuous rain
were applied to the pile, with only a short interval since the last
rain. Figure B.4 shows the results of a short interval continuous rain.
Again the acid curve responded as might be predicted, in that it peaks
and then falls off rapidly, a result of the preceding rain washing out
most of the acid products.

The third test was to find the acid load produced by a nonuniform rain
of short duration, as shown in Figure B.5, The acid load curve appears
to give the results as would be anticipated. Thus, it is felt that the
refuse pile model should be capable of reliably determining the acid
load from a refuse pile. The lack of field data with which to test the
model makes validation of the model structure impossible at this time.
Although the assumption of constant values of ACDPRO, DEPTH, and SOLACD
(see Table B.2) may appear to be oversimplifications, it is recommended
that initial calibrations, when more complete field data become avail-
able, be attempted using the Refuse Pile Model variable definitions as
defined in the preceding pages. If sufficiently accurate calibration
is not possible, then the modified version of the Refuse Pile Model,
referred to as the Combined Refuse Pile-Strip Mine Model (CRPSMM), is
recommended. The CRPSMM modificaticn of the basic Refuse Pile Model is
described in a later portiocn of this appendix.
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The factors in the Refuse Pile Model should be set equal to unity and
when sufficient field data is available the factors can be adjusted
accordingly. With each experimental pile, the factors can then be set
into general classes so that, eventually, the model will be able to
predict the acid load based only on physical observations. Until that
time, general guidelines will be given for each factor. The factors
are listed below.

A detailed discussion of each of the factors will follow:

FACDEP - Factor for depth of outer mantle

FACDIR - Factor for amount of acid going into direct runoff

FACFB - Factor for amount of water coming from baseflow

FACFD - Factor for amount of water coming from direct runoff

FACFI - Factor for amount of water coming from interflow

FACINT - Factor for amount of acid going into interflow storage

FACLZ - Factor for amount of acid going into lower zone

FACRDS - Factor for amount of acid going into deep storage

FACREB - Factor for amount of acid going into channel by
baseflow

FACRED - Factor for amount of acid going into channel by direct
runoff

FACREI - Factor for amount of acid going into channel by
interflow

FACUZ - Factor for amount of acid going into upper zone

The factor FACDEP is used to vary the amount of acid being produced in
the outer mantle. The acid production rate was from a surface experi-
ment and thus expresses a rate based on the unit depth. It is known
that the production rate changes with depth, but in this model the rate
was assumed constant through the outer mantle. Therefore, depending on
the depth of the outer mantle, FACDEP should be increased to reflect
the fact that more or less acid is being produced. If enough field
data is available, this factor could be determined by looking at a long
continuous rain that would wash all the products out of the pile. If
the synthesized model runs out of acid products before the field data
then the factor FACDEP should be increased.

The four factors FACDIR, FACINT, FACLZ, FACUZ all affect the amount of
acid being taken by the precipitation into the four areas of direct run-
off, interflow storage, upper zone and lower zone. If the pile is the
average condition of the watershed, then the four factors might be
equal to unity, but if this is not the case, the factors must be
greater or less than unity. These factors involved the amount of acid
transported to the four areas of the refuse pile. If, by field inspec-
tion, it is felt more water is going into one of the zones than the
average condition of the watershed, then that factor should be in-
creased. If the opposite is true, then the factor should be decreased.
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Until ample true field data is available it would be best to set the
factors equal to unity. Once actual detailed data is available the
factors can be adjusted to reflect the true case.

To adjust the amount of acid leaving the pile by the four routes of
direct runoff, interflow, baseflow and deep storage flow, four adjust-
ment factors have been included FACRED, FACREL, FACREB and FACROS.
These factors are dependent on the location of the refuse pile with
respect to the receiving stream. Once adequate field data is available
these factors can be adjusted to reflect the variable situation. If,
by looking at the simulated acid hydrograph and the actual acid hydro-
graph obtained from a field refuse pile, it is noted that the simulated
acid hydrograph's peak is not high enough, this would indicate more
acid needs to be coming off in direct runoff, so FACRED would have to
increase. TFACREB would have to be increased if the simulated curve

has less baseflow than the actual refuse pile. If as time increases it
is noted that the simulated curve lags the true curve, FACREI should be
increased. As an alternate, if the curve still is lagging, the factor
for deep storage flow would have to decrease. If the reverse case is
found for any of the preceding conditions, the factors should be
adjusted accordingly.

The actual flow from the pile has three factors for adjustment. The
factors FACFD, FACFI, and FALFB affect the flow coming from direct
runoff, interflow, and baseflow. Again the actual and simulated hydro-
graphs can be constructed and compared. The adjustments are the same
as was outlined for the factors affecting the acid leaving the refuse
pile.

Once these factors are set for a pile, the pile can simulate any condi-
tion desired.

A brief summary of the information required to use the model follows:

1. The streamflow simulation of the watershed from the
Stanford Watershed Model.

2. The acid production rate,

3. Depth of the ocuter mantle.

L. The area extent of refuse pile.

2. The solubility of acid products.
With this data the Refuse Pile Model can simulate the acid load from a
refuse pile. There are 12 adjustment factors in the model so that when

sufficient field data is available the simulation can be adjusted until
acceptable synthesis is obtained.
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DATA FROM THE STANFORD WATERSHED MODEL

At the present time the Stanford Watershed Model has been tested using
data obtained from the North Appalachian Experimental Watershed located
near Coshocton, Ohio. This data is commonly known as the Watershed 9k
data. Since this data was available it was chosen to be used as the
input hydrologic data into the Refuse Pile Data. Because of the length
of data (5 years) the input data will be kept on a 9 track magnetic
tape. The tape label is APRPMI and the slot number is M111l.

The following will tell exactly what program statements in the Stanford
Watershed Model must be added or deleted. Three new JCL card must be

added after JCL statement number SMO01O. (Reference 10 Part II)
JCL cards are:

1

//Go.F To 3FOOL DD DSN = STANDATA, UNIT

T360, LABEL = (1,SL),
DISP = (NEW, KEEP),

// VOL = (PRIVATE, RETAIN, SER = APRPM1),

// DCB = (RECFM = FC, LRECL = 8L, BIKSIZE = 3360)

In subroutine DYLOOP the following changes must be made:

Statement Change To

0983 If(J.EQ.I. and .0023.EQ. 1) go to 55555

0984 Delete

0985 Delete

0986 Delete

0987 Delete

0988 55555 DAY = MOD(I, DDLM)

1000 Write (3,129) DDYRL, FA, DAY, J, DD23, PR, ENTRUZ, ENTRLZ,
RGX, OVFLST, DIRRNF, INTF, BASFLW, TOTFLW

1001 Delete

V0120 129 FORMAT (14, 4I2, 9¥8.6)

Later two additions should be made:
1. Baseflow should be made egual to GWF.
o, YTEMP should be added to statement 1000, for temperature
option,

Synthesized Data

The following data was inputed into the refuse pile model in order to
recreate the synthesized data for the three test cases of long drought
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followed by a long continuous rain, short drought followed by a long
continmuous rain, and a nonuniform rain.

In all three cases the hydrologic data was obtained from the Standard
Watershed Model, applied to Watershed 94, near Coshocton, Ohio. The
following data was constant in each case:

ACDPRO = 210, FACDEP = 1.
SOLACO = 5000. FACLZ = 1.
DEFTH = 11. FACRED = 1.
AREA = 6609666. FACREE = 1.
OPTI = O. FACREB = 1.
FACFI = 1, FACFD = 1,
FACFB = 1,

Case 1: Acid Load Continuous Rain used the following input data

FACDIR = 1. YEAR 1 = 58
FACINT = 1. DAY 1 = 10
FACUZ = 1. MONTH 1 = 4
FACRDS = 0. NDAY = 30

The data plotted was from the twentieth day and twentieth hour to the
twenty-first day and sixth hour.

Case 2: Acid Load Short Interval Continuous Rain used the following
input data.

FACDIR = 0.01 YEAR 1 = 58
FACINT = 0.1 DAY 1 = 10
FACUZ = 0.01 MONTH 1 = 4
FACRDS = 1. NDAY = 30

The data plotted was from the fifteenth day and sixth hour to the
sixteenth day and first hour.

Case 3: Acid Load Nonuniform Short Duration Rain used the following

data.
FACDIR = 1. YEAR 1 = 59
FACINT = 1. DAY 1 = 11
FACUZ = 1. MONTH 1 = 3
FACROS = O. NDAY = 30

The data plotted was from the twelfth day and seventh hour to the
thirteenth day and nineteenth hour.
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REFUSE PILE COMPUTER PROGRAM

C THIS IS THF COFPUTFR PRNGPAM FNP THE STFOLATINNM BF ACTN WNINF NRAINAGE

[ FROM A RFFUSF PILE, THFE HYNDRALNGY NF_THF SYSTFY [€ NRTAINEN

c FROM THE NHIN STATF IMJVFPSITY VERSIAF ME THF STANFURN STxFAm—
c FLOW SIMIATION »ODFL, THIS &ONFL w&S CANSTRUGTED AS PART AF_

C A MASTFR TRESTS., THTS [S THE EFRRIIAPY 1972 VFES[AN, T
C#####**#u*t*»":;#*:‘:-‘::a':::::!i:*:::n:*:‘.:*x::k#**r-

C

—e BEAL INTF e S
IMTEGER YFAR!vwﬂNTHl,ﬂlV),YCAR? MOMTH2 , NAYD2 W YFAPFEN,NNYR 1, FA, DAY, J,
1DD23, FONFD YEARPR y YEFARST GIINT 4 NAY NAYMHTy RAYFSN o

DIMENSTOAR AR 17,31 486RT{1221 )5 APR(17,31),SA0(12),8AT(17),SAR{L2)

— 12 TACDLL2,31 0, STACH(12), TSTR(12,31),STSTH(12),SNP3(12,31)2SSPREL12)
2pSIMT12,31) 5 SSINTI12),SRASI12,31) 4 SSRAS(12),NNAY (37)
G e
S

C = = £ % @ % & & % % & % % % % % % % ¥ % % %k Fo% k%
C_ IMITIALING THE AAUNT ME _ACID [N TH: Fip_7nmes DIH< S_THF  TNTaL,
AMNUMT NE AG IR IN THF PILF

C % * % & ¥ % £ % & % % ¥ x & X & % R F & ¥ ¥ &k ¥ K % K ¥ ok % ¥ % x @& %
EXADIR=0,
EXAENT=0, _ e e e e
EXALZ=0,
EXAlIZ=0, _
AMTACT=0.

c .

C & & % % % % & ¥ ¥ & & &% % & & % & # & % % 2 & 2 F & % ¥ » ¥ & v X #
____C READIMG IM THF RFFHSF PILF NATA: 1) THE ACIR ERANUCTINN RATF = _
c
c
c

ACPPRN IN PONINRES FF ACTRTITY PER ACRE=DAY  2) SPORTLITY NF rcin
PRCNDUCTS = SOLACN J™ 26 PFR_( ITER 2} NFPTH_NF NUTFR MARTIFE =

DEPTH IN FFET 4) aRFo NF PEFIISF PILF = ARFA [N SOUAQE FFFT

¥ O & ¥ o o 2 % E ox oW ok oy oF ¥ oy ox ow o ox omw o ok op o ow oK oK ¥ N % ¥ % ;%

REANTS, 200111 ACNPR(TySOLACAyNFPTHs BRFA
2001 FORMAT{&4F10,2)

FoE OB R R kX R E R ¥ % W OB ® % ¥ K ok ¥ ok & 2 % kX ¥ ok kK R ¥ % ¥ & oF
READING IN THF 12 ADJUSTEHFNT FArTﬂRS. “ILL RF CHANGEDR AS RWEERFN FOR A
SPFCIFIC RFFIISF PILE . i ——
R EEEEEEEEEE R Ty e
READ(5,2002) FACDEP,FACNTIR,FACINT,FACL7 4FACU7 4FACRFN,FACRFT, FACRFR
1yFACRDSyFACFNsFACFI 4FACFR
2002 FNRMAT(172F5.4)

[e}nNalleNel

o B & % ¥ & % & ¥ % % & & 2 & ok ok % % of % % x % ow K Kk ow X F ;X

IF YNU “ANT TN RUNM PROGRAN TN ANJUST THF ACIN BRANUCTINN RATE R
TEMPERATURE CHANGES THFENM CALL FNR NPTl=1, TF yNtl CALL THIS
OPTINN HAKF SURFE THAT YN RFAN [N THFE TFMPFRATIIRE WALIES WITH
THE _OTHER INPUT SATA FRNM THE STANENRD WATFOSHEN HANDEL, 1F_YNU
DN NNT WISH TN USF THRIS NPTINN TREM LET NPT1=n

® % & F % F o oF ox & % ok oF ok ok s & ¥ o % & X ok ox K o®m oK ¥ ok % oM oK Xk Xk &

READ(5,2200) NPTl
2200 FNRMAT(F10.0)

Ti

O OO OO OO0

[ .
C % ¥ & %= % & 3 ¥ X % % & % uw ¥ ;o od ¢ o & o X K ok ok ¥ & % ¥ X ok X & o
C CHANGING SNDLACDH TN POINDS PER CURIC FRFT
s C FACTOR TN CHAMGF Ta&CHFS NF RUMANEF NF 2EFNSF PILF TN CHRIC FFFT PFR
[ SECOND NF RUNDFF
s C FACTDR T CHBMGF INCHES NF RUMNFF FRN# RFFUSE PTLF TN CURIC FFFT DF
C RUNOFF (RASFD AM 165 MIMITF [MTFRVAL)
p C & & ¥ £ & % % % 3 % % o o x £ ok ok o ok o & ok % % & ¥ ok X ¥ ¥ k x X £ £
SOLACD= SOLACD%*2.205/(325310)
« CFS=AREA¥0,24%0,2ARARAREN, NNNISRT
CF=CFS%60.%15.
s C
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C * % & & ¢ 2 % % %2 § £ = $§ F & ¥ £ & & & ¥ & & % £ ¥ & ¥ ¥ ¥ ¥ & K ¥
C THF NEXT LFAP YEAR “[LL NCAHR [ MHAT WATFR YFAR ~ LAST Tw0t NIGYTS
C NIVINEN RY & T T T T
C THE STARTIMG HATFR YFAR MF THF INPUT NATA FROM THFE STANFARD HATFRSHED o
C MOREL T
C % % & & & = & & & % % % % ¥ & 2 = & & % & ¥ ¥ £ § ¥ &£ & X ¥ X X ¥ @ ¥
YEARLP=14,75
YFARST=5R i . A
C
Ct#ﬁt:::t*t*utt::¢:&:-t:t;‘:\':«:.:::a::::;:;'::_‘?‘ai_hf.:_'* N
€ READING TF NATA ER SPECIEIC DAY YAII WANT NOTRHT < SFT FAR OHF TIGF
C PER WATFR YFAR, YFLRY= WATFR YEAR, PONTHI = VOMTH, DYl = DAY o
C TO START (TP T, MIAY = MIKRER OF CONSECTIVE NAYS AF OHTPUT
C REMIFSTED U
C THE TTE IS RoSEN N F WATER YFAR WHEPE THE FIRST FunTH IS
C _ 0CTnkrR _— e e
C  F # ¥ & % % ow o ow o ok oA ow X % oo ox oF oF o ow %k ow &k om % ¥ oF ox o ok ;oK XX
9100 READ(S42000) YEARL MOMTHL DAY, MOAY —_—
WO E o ¥ o oM ¥ R xR om ook & R % % & & & & ox ff &k & % & & ¥ & X & F oAk .
CHECKING TF ENOIGH NATA FAS REFN MUITPITER AS REAIESTEN: ~ IF SN

LA LY LA

T X R E R R RN R F R K EEE L EEEEEE R AR E R F R R K&K
IF{YFAR] LFO. N) GN TA @200

OO OO O™

2600 FORAATIGTS)
DAYEMD =HDAY*96

L R EEEEEE R EEEEEE I EEIEEE

FOR FACH WATER YEAR INITILIZF THF DATLY, PANTHLY, AnA YFARLY VALUFS,
SET EVERY THLN _Fovay TN 7FRN .

I EEEEEEE R E E R E E E R E R Y
NAYOHIT=]

OO OO O

A900 DOAY(I)=1.
PN 200 I=1,12

b 201 J=1,31
ARD{I,J)=0.

ART(T,01=0,
DPAY(J+1)=NNAY(J)+].

TACD(I,J)=0,
TSTRIT,4)=0, *

SPRR{T1,J)=0.
SINT(1,J)=0.

SRAS{1,J3=0,
201 ARB(I,J)=0.

SAD(I)=0.
SAI(])=0.

STACP(TY=C.
STSTR(I)=0.

SSDRR(I)=0.
SSINT(I)=0.

SSBAS(I)=0.
200 SAB(TI)=0.

StIMAD=0,
SUMAT=0,

SUMAR=0.
SUMTA=0.

SUMST=0.
SHUMSR=0.

SUMSI1=0.
SUMSN=0.

[4
C ®* 5 2 8 % % % ¥ % % & 3 8 & % 5 5 &£ & & % 5 & &2 5 & &5k xR xE
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PROCEDURE SO THAT THE FXTRA DAYS IN THE MNMTH WILL CRFATE AN OVER-

C
C FLOW IN THE QUTPUT DATA. WILL ADJUST FNR THF | FAP YFAR,
C

¥ OR ¥

CEEEREEEEEE o R T T ey

£

SLYEAR=F| OAT{YFARST}/4,

* % %

COUNT =0,
J=2

7000 I=31
7001 ARD{(Jy1)=100000000.

ARB(J,1)=100000000.
ARI(J,1)=100000000.

TACD(J,1)=100000000.
TSTR{J,1)=100000000,

SNRR{Js 11=100000000.
SINT(J,1)=100000000,

SRAS(Jy11=100000000.
CNOUNT=COUNT+1,

IF(COUNT .FQ. 1.)
IF{COUNT oFO. 3.)

O -
]

IF{COUNT .FO. 7.}
IF{CNUNT .FD. 4.) ¢

C o C o
nonpEon

n

IF{COUNT JFO. 5.) 6N TN 7002
IF(COUNT .FD. 6. «AND. SLYEAR .E0. YEARLP)} GN TO 7002

IF (COUNT L.EO. 6. ) GND TN 7003
IF(COUNT .FQ. 7.) GN TN 7005

GO TO 7000
7004 1=30

GO TO 7001
7002 YFARLP=YFARLP+],

GO TN 7005
7003 1=29

GO TO 7001
7005 CONTINUE

TR F o R R R X % F % F oy R % % F ¥ R o % ¥ o ¥ g % % ¥ ¥ ¥

ok % %

READING IN HYDROLDGIC NATA FROM THF STANFNORD WATFRSHFND MODFL.

THIS

INCLUDES THE RAIMFALL DEPNSITINN AMD THF STRFEAMFLNW, THE TIMF

IS BASE DM A WATER YFAR IF DCTNRFR FIRST TN SFPTFMRER

30TH.

THE VARATIRLES ARE THF YEAR = NNDYR1, MNNTH = FA, DAY = DAY,

HOUR = Jy HOUR INTERVAL = DN?3, THF RAIM = PR IN [NMCHES,

WATER GOING TN YPPFR ZOWE = FNTRUZ [N TNCHFS, THF WATER GNING

TO LOWER ZONE = ENTRLZ IN INMCHES, THF STRFAMFLOW CNMING
DIRECT RUNNFF = DIRRNF N JNCHESy THF STRFAMFLOW CNOMING

FROM
FRMM

= BASFLW IM TMCHES, ANMD THF TOTAL STREAMFLNW = TATFLW [N

INTERFLOW = INTF JM INCHFS, THE STRFAMFLOW COMING FROM RASFEFLAW

INCHES.

O OO OO OO OJOY OO O

=5 TR T n I o O
® & & ok & % % % s X ok % ¥ K ok ¥ & % ® PR EE R

8800 READ{3,129) DOYR1,FA4NAY,J,NDN23,PR,FNTRUZ4FMTRLZ,RGXyNVFLST,

* % &%

1 DIRRNF, INTF,RASFLW,TOTFLMW
129 FORMAT{14,412,9F8,6)

DEGRFE CFNTIGRADF INCRFASF

ok ¥ ok % ok ¥ ¥ ok ok ¥ % % % % Kk ok @ ok ¥ sk ok d % & ok om0 ok ok ok ok %
ADJUSTING ACID PRODUCTION RATE PUF TN TFMPFRATURE CHAMGF

TEMPERATURE SHOULD BF IM DFGREES FAHREMHFIT

THE ADJUSTMENT IS THE RULF 0OF THUMB -— THF RATF DOURLES FOR A 10

TO TS THE TEMPERATURE AT WHICH THE ACIN PRODUCTIOM RATE WAS
DETERMINED.

T IS THE INPUT TEMPERTURE FROM THE STANFNRD MODFL

OO O OO NI O

BB % & ok % ok % ok o ok % 0% ¥ & ¥ ox ok % o % % & ¥ % & & ¥ ¥ X & X % = %

TO0=77.
IF(OPT]1 .ED. 0.) GO TO 5555

CK=2.=={{T-TN)/18.)
GN TD 5556
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C
C % % % £ % & % % % x % % % ¥ X F 3 k ¥ L *x & ¥ F &k &k ok & k *k % %k E ¥ X
C IF CK=1. THEN THE ACID PRANUICTION IS NMOT RFING ANJUSTFD FOR
C TEMPERATIIRE CHAMGES
C % % £ ¥ = % £ £ % % ¥ & % 3 ¥ ¥ & ¥ ¥ oy &K ox % &k ok ox o o ¥ X X K K K X
5555 CK=1.
5556 ACNDPRO=ACDPRN*=CK
o
C % % % % x % x % & x * & ¥ & ¥ ¥ % % F ¥ & ox A ok ok &k ¥ ¥ ¥ ok ok ok ok X ¥
C TIME IS 15 MINUTES NR 0.25 HNUR, MUST CARRESPONN WITH THE TIME
o INTERVAL FROM THF STANFORD WATFRSHFND MONEL
C % % & & % % %= & & ok ok om ok o & % % ok % oF oo ox & % ok ok Kk X ¥ ¥ ow ¥ o®m X X
TIME=0425
IF{PR: .NE. 0.0} TIMF=0.
(o}
C L T T T I T I T
C CALCULATING THE AMQOUNT 0OF ACID REING PRODUCFD
C % % % % 3 % % s o oo sk o % o % ¥ X W o%om ok % ¥ 2 $ o oMo X k% sk
AMTACD=ACNDPRO®TIME=ARFAXNEPTHRFACNEP/ {24, 43500, ) +AMTACD
C
C ® % ® x % % % = %k J % & x w & %k o; 3 % K ow owm oox o f o ok K o K ok oA ok Xk
C CALCULATING THE AMMUINT NF ACIN REING RFMOVE DURING THF PRECIPITATIMNM
C L I T R I T SR I A O T - I T T R S
ACDDIR=FACNDIR*SNLACND®OVFLST*CF
ACDTNT=FACTN TR Al EETSREXRC F
ACDLZ=FACLZ=SOLACD®FENTRLZ*CF
ACDUZ=FACUZ*SNLACD=FNTRE'Z%CF
TNTAL=AMTACN=ACDINT-ACNLZ-ACNUZ-ACNNIR
IFETOTAL JLE. D.0)GN TN 60
C
C & % % m ok s &k &k % % % e Kk & %k x o¢ 3 % ko e s o ko W % % ¢ % oo ¥ K
C STORING ACID IM FOUR ZONFS
C ®= % % %= & % % % ¥ 2 %3 % ¥ A% ¥ ok ok F ¥ ok A A ok oA ok ok Fx ok oW X % %k oK ok %
EXADIR=ACNNIR+FXANI]R
EXAINT=ACDINT+FXAINT
EXALZ=ACNLZ+EXALZ
EXAUZ=ACNDUZ+FXAUZ
C .
C * F % F 3 3 ¥ % % x ¥ % o ¥ w Xk Kk ¥k m o ok m % om w ok X ox %k % ok m %k %
C REMOVING THF ACID
C CHECKING TO MAKF SURE THFRF IS ACID TN RF RFMOVED
C % % % % % 3% & & o o2 ok ok ok ok o3 oo ook ok ok % % % sk ok ok ok % &k & & % & ok

60 TFIDIRRNF LEQ. 0.0Y GO TN 22
AREDIR=NDIRRNF=SNLACNHFACRENXCF

TF{EXADIR .LF. D.)GN TN 21
IF{EXADIR JLF. ARENIR) ARFDIR=FXANIR

" EXADIR=EXADIR~ARFDIR
GN TOH 23

21 IF(FXAUZ “LE. 0.1 G 10 22
IF(EXAUZ .LE. ARENIR) AREDIR=FXAL7

EXAUZ=EXAUZ-ARERIR
GN 10O 23

22 AREDIR=(0.0
23 TF{INTF .EOQ. 0.0) GN TN 32

AREINF=INTF*SOLACD*FACPFI*CF
IF{EXAINT LLF. 0.} GN TN 31

IFCEXAINT oLE~. AREINF) AREINF=EXAINT
EXAINT=EXAIMT~AREINF

GO TO 30
31 TF{EXALZ JLE. 0.) GO TN 32

TF(EXALZ +LE. ARFIMF) ARFINF=EXALZ
EXALZ=EXALZ-ARFINF
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GO TC 30
32 AREINF=0.
o0

30 TF{BASFLV .E
ARERFL=RASFL

0.C) GO TN 43
SOLACI:FACRENRCF

TFTEXAUZ «LEe 040 GO 10 £3
TF{EXALZ JLE. BRFRFL) ARESFL=EXALZ

EXALZ=EXALZ-ARERFL
GO TO 40

43 AREBFL=Q.
40 TF(IMTF LED. 0.0) GN TN 51

AREDSR=IMNTF=SOLACNEFACNNS=CF
IF(EXALZ JLE. 04) GD TN 52

TF{EXALZ .Lt. AREDSR) AREDSR=EXALZ
EXALZ=EXALZ=ARFDS®

GO TO 51
52 AREDSR=0.

o ge dr owe sk s e W v e
% o oo oo R 3

[aXe iaRel

FIMDIMG THE DAILY VALUE

# ok ok % % o

51 CFDIR=DIRRUF=CFS#HFAC
CFIMNT=IMTF#CF AGFT

CFRAS=GASFL wCFAwFAL.Fn
CETOT=CFRAS+CFINT+CFIIP

ARETOT=ARED IR+ARETIT FEa 2 FfL
ARDEFAPDAY)=ARENIP+ARG(FA,DAY)

ART{FA,DAY)=AREIIF+aRrRI{FA,NAY)
ARR{F Ay DAY )=ERFAELSnUR[(FA 0 0Y)

SRAS{FAy MaY)=CFanS=Stis S{FALDAY)
SINTUFADAYI=CFIITEST T{FA, 1Y)

SORR{FAY DAY )=CFRNTRES T (FA,HAY)
TSTRIFANAY)=C=TOTATSTL{FA20Y)

TACD(FA, DAY )=
65 IF(YEARL .FD.

PRYRYL)Y GCTO 126

TFFp LRI Fro P =Bl F DG E Ay LAY )

GO 70 1060

C
C ERE R A A T B R
C CHECKIWNG IF THIS IS S
C T R N TR TR T CO T N st N
120 IF{MNNTHI JE0. Fa JOR. TAYMWIT 4GTe 1) G T0 130
GO TN 100
130 IF(NAYL LEN. DAY L0R,, MAYCUT JGRT. 1) GT TN 1323
GO TN 100
131 IF{DAYDUT LEN. 1) HRITF(A,30230)
[
C % % s & ok s ok ok ok o ok 3 Boodome oW s s oo s @ ok s s P
C CHECKING IF THIS IS THE EMD OF THE SFFCIFIC DAY MUT>UT
C EBE I T TR TS IR I S I I I S KON T O O SR I RN TR S RN P O S
TFIDAYOUT «GT. DAYEND) &N TO 100
DAYOUT=DAYOUT+1
3030 FORMAT{'1', Q4+ ¥R ' DY =@ PN AREDTT ARETME ARERFL ARE

1707 CFNIR CFINT CFRAS

CFTCT)

WRITE{643031)
LIRZyCFIMT,ZCRRAS,CFTRT

NDNYR1¢FLyNAY s S DN23 4 ARENTP y ARETNFLAPERFLLARETOT L CFDN

7
3031 FOREATIY 7, 511X,127,C(12,F9.4))
6 100 YEARPR=YEAPST+]
TE{YEARPR CEO. NOYRL JAI°'D, FA «E0, 1} GO TN 2nnn
/8 G0 TO 8800
[o
o C = & % ok owox ok X ok %o ok % % ok ol o o% ok % LS I B
C  FINDIMG THE ROMNTHLY VALUES
> C FINDING YEARLY VALUES
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C * % % % % ¥ ¢ = & ¥ & = & & & & F ¥ & X ¥ X & & & ¥ &K X X &£ KK F XX
8000 DN 700 1=1,12

b0 701 J=1,31
IF{ARD(I,J) .EN, 100000000.) 6N TN 702

SADUTY=ARDIT,J)+SAD(])
SAT{I1)=ART(1,J)+SAT(])

SAB(T1}=ARB{],J)+SAR(I)
SSRBAS(T}=SRAS(T,J)+SSRAS(I

SSINT(I)=SINT(TyJ)+SSINTI]

STSTRE{T}=TSTRUT4JI+STSTP(I]

)
)
SSDRR{TI)=SNRR{T,JI+SSNRR(1T)
}
STACO(T)=TACDI{T,J)+STACN(T}

702 CONTINUE
701 CDNTINUE

SURAN=SAD (1] +GURAD
SUMAT=SAT(1}+SUAT

SUMAR=SAR{T)+5111AR
SUMTA=STACD(])+SUMTA

SUMST=STSTR{T)+SUNST
SUMSR=SSBAS (1} +SiivSR

SUMST=SSINT{I)+StnSI
SUMSD=SSNRR (T} +SH#SN

700 CONTINUE

c

T % % £ # % % % & & & % % % & % # £ ¥ % & 5 2w & K X ¥ ¥ % K % ¥ £ F %
C OUTPUTING THE 'R*' NATLY TARLFS PLUS THF_ YiA82LY SIMMARY

C % % ¥ ® % & % x % ¥ * ¥ ¥ % ¥ ¥ F F K ¥ v ok % ok o& o o ox ¥ o ok ¥ X

WRITF{6,3012) YFARST,YFARPR

WRITF{6,3003)
3003 FORMAT{Y *,3RX,&RHSYNTHFESIZEN ACIN LNan IM ATRFCT RUMDEF IN PMINDS

1}
WRITF{6,3013)

DO 300 I=1,31
WRITE(64+3011) NNAY(T1), (ARD{Jy1)4J=1,y12)

300 COHNT TNUE
WRITF{6,3012) YFARST,YFARPR

WRITF{6,3002)
3002 FNRMAT{* 1,30X,44HSYNMTHFESIZFEDN ACID LNAD IN INTFRFLDW IM PNUNDS)

WRITF{6,3013)
DO 301 I=1,31

WRITE(643011) DDAY(I)4{ARI(JyI)yd=1,12)
301 CNNTINUE

WRITE(643012) YEARST,YFARPR
WRITE(6,3001)

3001 FDRMAT{Y ',39X,43HSYNTHFSIZED ACID LOAD IN RASFFLNW TN PNUNDS)
WRITF{6,3013)

D0 302 I=1,31
WRITF{643011) PNAY(I1},{ARR(JyI)yJ=1,12)

302 CDONTINUE
WRITF(6,3012) YEARST,YFARPR

WRITE(643004)
3004 FNRMAT(* ',42X,3THSYNTHFSIZFN TOTAL ACID LOAD M POUNDS)

WRITF{643013)
DO 303 I=1,31

WRITE(643011) DPDAY(T},{TACD(J,1)yd=1,12)
303 CONTINUE

WRITF{6,3012) YFARST,YFARPR
WRITFE(6,3006)

3006 FORMAT(Y '435X,50HSYNTHESIZEN DIRECT RUMNFF [N CURIC FEET PER SECOD
1ND)

WRITF{643013)
DN 305 1=1,31

148



WRITE{56,3020) DDAYIT)},ISDRR{J,T),0=1,12)
305 CONTINYJE

WRITE(6,3012) YEARST,YFARPR
WRITF{6,3007)

3007 FNRMAT{Y *,37X,46HSYNTHFSTZED INTFRFLOW IM CURIC FFET PER SECOND)
WRITE(6,3013)

DO 306 I=1,31
WRITF(6,3020) DNDAY(T}, (SINT(J,T)yJ=1,12)

306 CONTINUF
WRITF(6,3012) YEARST,YFARPR

WRITE(6,3008)
3008 FNORMAT(' '3y37Xy45HSYNTHRSIZFN RASFFLNW TN CURIC FFET PER SECNND)

WRITF{6,3013)
DO 307 I=1,31

WRITE(643020) DNAY(TI).(SRAS(JsT)yd=1,12)
307 CONTIMUE

WRITE{643012) YFARST,YFARPR
WRITF(6,3005)

3005 FNORMAT(!Y 1,37X,4THSYMNTRFSIZFN STRFAMFLOW IN CURIC FFFT PFR SECOND)
WRITE({6,3013)

DN 304 1=1,31
WRITF(653020) DNAY(I)y (TSTREJ4T}yJ=1,12)

304 CONTINUE
WRITE({643012) YFARST,YFAPPR

WRITF(644005)

4005 FORMAT('—'43Xy3HNCT 46Xy AHNNV 46X 4 3HNEC, AX 9 3HJAN, 6Xy3HFFR, 6 Xy 3HMAR, 6

1X ¢ 3HAPR 6 Xy 3HMAY 16Xy 3HJUN g 6X g BHJUL 36X 9 3HALIG 96X 9 3HSFP 43X, LOHYFAR TO
2TAL)

WRITE{6,4000)
WRITF{6,4000)

WRITF(6,4001)
4001 FNRMAT('NY,4RHSYNTHESTZFEN ACTN } NAN IM DIREGT RUNNEFE IM PNURNS )

WRITE(6,4002) {SAN(I)41=1412), SUKAD
WRITF{6,4004)

4004 FORMAT{'O',44HSYNTHESIZFR ACID LAAND IN INMTERFLNAW TM POUNDS)
WRITF{6,4002) (SAT(T),T=1,12),S51MA]

WRITE(6,4006)
4006 FNRMAT ('O, 43HSYNMTHESTIZFN ACTND LNOAD IM RASEFLMWY IN POUNNS)

WRITF(6,4002) (SAR(I},1=1412),SUMAR
WRITF{6,4007)

4007 FNRMAT{'O',37HSYNTHFSIZFND TRATAL ACID LOADR IN PNUNDS)
WRITE({6,4002) (STACN{I),1=1,12),SUIMTA

WRITEL64,4008)
4008 FNRMAT('0f,50HSYNTHFESIZFD NIRFCT RUMANFRFE TN CURIC FFET PFR _SECANMD)

WRITF(6,4009) {SSPRR(T),I=1,121,51MSN
WRITE(6,4010)

4010 FNRMAT{*0Y 4 6HSYNTHFSTIZFN INTERFLOW IM CURIC FFFT PFR SFCNND)
WRITF(694009) (SSINT(I1),1=1,32),SUMST

WR1ITF{&644011)
4011 FNRMAT( 10! 45HSYNTHFSTIZFR RASEFLOAW TN GURIC FFFT PFR _SFCOND)

WRITFE{6,4009) (SSRAS(TI},I1=1412),SUMSR
WRITE(6,4012)

4012 FORMATI*O', 7TBHSYNTHRSTZFD TNTAL AMOWIMT NF WATFR FMTERIMG THE STREA
1M IN CUBIC FFFT PFR SECNOND}

WRITET644009) [STSTR{TI),1=1,12),SHMST
3011 FORMAT{?' ',3X,12,1211XyF9.1))}

3012 FNRMAT{*11',40X,32HAMNIJAL SUMMARY FOR WATER YFAR 19,]2,1X,1H=-41X,
12H19,12)

3013 FORMAT( '~ ,3Xy3HNAY 15X, IHNCT 16Xy 3HNAV 34X g 3RNEC 4 6X 5 3HJAN, 6X4 3HFER, 6
1Xs BHMARy 6 Xy BHAPR 46Xy BRMAY yAX 3 3HIIN g6 Xy 3HJUL 46Xy BHALIG, 6 Xy 3BHSEP)

3020 FORMAT('" *,3X,12,12(1X,FR.%))
4000 FDRMAT(' )

4002 FORMAT(® *,1201X,FB8.0),1X,F11.0)
4009 FNRMAT(' 1,12(1XsFBa0)+1XyF11.0)

YEARST=YEARST+1
9000 GO TO 9100

9200 STOP
END
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DESCRIPTION OF THE COMBINED REFUSE
PILE - STRIP MINE MODEL (CRPSMM)

The Refuse Pile Model described in the preceding sections is intended
for use in cases where there is a high rate of acid production at the
surface of a refuse pile, or strip mine spoil bank. In cases where
acid production rates are relatively low, or where acid producing
strata may lie buried beneath a layer of relatively inert material,
then the simplifying assumptions of the Refuse Pile Model relating to
acid production and acid removal rates may not be sufficient to allow
calibration of the model within the limits of accuracy required. For
such cases, the Combined Refuse Pile - Strip Mine Model has been
developed. The CRPSMM differs from the Refuse Pile Model primarily in
the handling of acid production and acid removal simulation, with these
refinements superimposed on the basic Refuse Pile Model, For a more
detailed disucssion of the CRPSMM, the reader is referred to Maupin. *®

ACDPRO Program Description

So that the Refuse Pile Model may be extended to include the simulation
of strip mined areas and refuse piles, and to provide for pyrite
oxidation rate-determining factors other than temperature, the sub-
routine ACDPRO has been developed to replace the constant acid produc-
tion rate used in the Refuse Pile Model. A second major modification
in the acid removal simulation will be described later.

From the standpoint of precise simulation, an ideal approach would be

to use a three-dimensional finite difference unsteady state model of
oxygen diffusion and reaction in the spoil or refuse. However, the
computer program for such a model would require inordinately long com-
puter run times even if adequate soil profile information were available
to build and adjust such a model.

The alternative chosen for this study is a steady-state model of oxygen
diffusion and reaction in a column of soil of unit surface area, with
diffusion constrained to the vertical direction only. By measuring the
surface areas of a representative acid producing region in a watershed,
and multiplying the areas by the appropriate specific acid production
rate (corresponding to similar soil columns), an adequate estimate for
the entire composite area can be calculated. The assumption of steady-
state is considered to provide a sufficiently accurate estimate of the
average acid production rate since, in the simulation, acid production
is stopped during periods of rainfall, and the error of stopping the
reaction too soon (before rainfall infiltration lowers oxygen diffu-
sivity and stops the reaction) is somewhat balanced by the error of
restarting the reaction too soon (before the soil moisture has drained
sufficiently to allow oxygen diffusion again). The assumption of oxygen
diffusion in the vertical direction only is justified since the areas
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to be modeled are large (usually several acres in size) and can be con-
sidered as infinite plates on which the edge effects may be neglected.

ACDPRO is the computer subroutine developed to model the acid production
of a generalized column of soil as shown in Figure B.6. The generalized
column is divided into two sections, a pyrite layer overlain by an

inert soil layer, which may or may not be present. The basic strategy
of the solution is to find by iteration of steady state oxygen concen~
tration at the interfacial boundary between the two layers (Xp,) which,

in turn, allows calculation of the rate of reaction in the reactive
layer. This is possible since at steady-state the rate of oxygen dif-
fusion through the inert layer is equal to the rate of pyrite oxidation
in the pyrite layer. 1In the special case of no inert layer, the known
atmospheric oxygen concentration at the air-pyrite interface again
allows computation of the overall oxidation rate.

For the pyrite layer, the equation of continuity (Bird et al.®®) in
cylindrical coordinates is

2 2 A
3t Vr 3¢ T Ve ¥ e T Vz 57 ) T PAB\T Ir\" or. rZ 002 ' Oz2
+ Ry (B.22)
where Cp = the concentration of oxygen (m/2°),

r = the radial dimension (2),

9 = the angular dimension (2),

z = the vertical dimension (2),
v = the bulk gas velocity (z/t),

Dpp = the diffusivity of O, in the other
gases present (£</t), and

R = the volumetric generation term

for oxygen <Z§%f€>.

By applying the assumptions of steady-state diffusion in the vertical
direction only, all derivatives with respect to time (t) and the angular
and radial direction (£) are set equal to zero. Since diffusion is
through a porous solid, an effective diffusivity (Deff) is substituted
for Dpp and the first order specific reaction rate equation (Ae'AE/RTCA)
is substituted for Ry. Equation (B.22) then becomes
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Figure B.6. Soil column



AE
2 -
dCp d"Cp RT

VZ E" = Deff "—dE— + Ae CA (B.23)

which is a second order differential equation with a variable coeffi-
dc

cient v,. The term v, 75? accounts for the bulk flow of oxygen through

the reaction layer (this is also known as enhanced diffusion). A
finite difference solution of equation (B.23) has shown that the
enhanced diffusion term accounts for approximately 20% of the total
reaction rate for the Column. This error is decreased if the upper
surface of the pyrite layer is not exposed to the full atmospheric
oxygen concentration. If the enhanced diffusion term is dropped, an
analytical solution of equation (B.23) is made possible. From a prac-
tical standpoint, this is fully Jjustifiable since the error thus intro-
duced can be compensated by using a higher diffusivity or higher
reaction rate constant and in any case the program variables must be
further adjusted to simulate any available recorded data when the model
is applied to a watershed. The simplified equation becomes

d°cy “RT
Derp o= + Ae Cp =0 (B.2k4)

The analytical solution to this equation is given below along with an
approximate solution (equation (B.25)) which will be used in this work.
Equation (B.24) can be rewritten as

dscy
Tz oFf Cp =0

since the reaction term for oxygen consumption is negative and where

The general solution to equation (B.24) is

Cp = Cre¥ + Cpe™®
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If the constants of integration C,; and C, are evaluated using the
boundary conditions

Cp = Cpo at z =0

La_ e L
o = a z = 27,
the solution is
1 az 1 -0z
CA = CAz(mmmmémgL—a‘ e + CA2<]. - ———2—2'?1)8
1+ e ‘ 1+ e

If instead the boundary conditions are approximated as

dcp

ax 0 at 7 = =00

the solution is
Qz
CA = Cpo € (B.25)

This approximation is much more readily handled by hand calculation or
in an iterative computer solution, and has a maximum error of 17%.%°
This approximation is justified since the model must be adjusted to the
acid production area based on field data.

The description of diffusion through the inert layer is based on the
equation for diffusion through a stagnant gas film given by Rird
et al.=<°

_ ¢ Dap(Xa1 - Xa2)
Naz = (Zz - 71 )(XB)om (B.26)

1l

where Np7 = the rate of mass transfer through the gas film,

c = the total concentration (1lb. moles/ft®),
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the mole fraction oxygen in the atmosphere,

éx:

the mole fraction oxygen at the interface,

2
no
I

(Z5-7,) = gas film thickness (ft)

Xpo - Xpy :
(XB) = TToRoN T log mean mole fraction of all gaseous
Am I < Bg) components other than oxygen
Xp1
Xgo = the mole fraction of other gases at the
interface, and
Xp1 = the mole fraction of other gases at the surface.

It should be noted that this equation accounts for the enhanced dif-
fusion of oxygen in the inert layer.

Again an effective diffusivity Dgpe 1s substituted for Dpp and Z; is
substituted for (Zs - Z,) in equation (B.26), giving

¢ Depr(Xpy - Xpo)
Nz =~ (%) (5-21)

At steady-state Np, is equal to the rate of oxygen consumed in the

pyrite layer for a soil column of unit area., The consumption rate in
the pyrite layer can be calculated independently by integrating equa-
tion (B.25) over the thickness of the pyrite layer,

RaAZ

1

22 Nk/Deff Zagz
k_[ C XA2 e
0

VEk/Depp Z
ke XA2 € (B.28)

NE/Derr

RaAZ

il

thereby allowing for the solution of Xpp by iteration. An initial

estimated value of Xpp 1s assumed and RpZ is calculated using equation
(B.28). RpAZ is set equal to the flux Npy and a new value Xpp is cal-
culated by equation (B.27). If the estimated and calculated values of
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Xpo are not equal, an improved estimate is calculated based on the
Wegstein convergence method as given by

X(n-1)¥Y(n) - Y(n-1)*¥X(n)
1) - X (o) T T(m) - T(a-1) (B.29)

X(nt+l) = X

where X(n+l) = the improved estimate of X,o,

)

) = the current estimate of X,5,
X(n-1) = the previous estimate of Xpo,

)

= the calculated value of X, using
estimate X(n), and

Y(n-1) = the calculated value of X, using
estimate X(n-1).

The computer listing of ACDPRO is given in Figure B.7, and a flow chart
of the program is given in Figure B.8. It should be noted that if there
is no inert cover the program solves directly for the oxidation rate
using eqguation (B.28). After the interfacial mole fraction (Xpo) is
calculated the amount of acidity produced is computed, together with

the mole fraction of oxygen at the lower surface of the pyrite layer.
DO, an input variable having the dimension of length, is then introduced
to separate the acid produced into two layers, a top layer which can be
leached by direct runoff, and a lower layer which is leached by water
going to interflow or baseflow only. The calculation of the rate of
acid preduction above DO is calculated by setting Z- equal to the depth
of pyrite above depth DO and solving equation (B.28) using the calcu-
lated interfacial mole fraction (Xpp). The acid production rate below

DO is then obtained by difference.

By using this simulation program, acid production can be made responsive
to changes in the following variables:

Depth of inert cover

Thickness of pyrite layer

Diffusivity of both pyrite layer and inert layer
Soil temperature

Total pressure

Reactivity of pyrite

NN TN TN N
OV FWwW
e e N N e

ACDPRO inputs and outputs are listed in Table B.1l4. The inputs R and
DEOR are known. Z;, Zs, P, T, and Xpq can be measured in the field and

adjusted if necessary. The variables DOZ, DOZA, A, and DO will probably

156



!
. [~ ACTO PRUDULTION SURRDUTITTE N -

’ C

.. L1=1ERN_FOR_FXPOSEN_PYRIJE

SURRNAUT INE ACDPRN
COMMOM/AMM2 7Y 3224 P2Ry T NN A D0, XA, PENR, NMI7A, XA2, XAB, AP AP, DIFF

)
I

%, NR, APO
DINENSION XAL25), YAL25)

LI==72
C=P/tR=T)

210

Y1=A/EXP(DEOR/T)
XA2=,10

XR1=1.0-XAl
MR=3

NC=0
Z=SORT(Y1/NOZAY

DIFF=0.
IF(Z1.LF..0001)60 T0 10

920
925

XB2=1.0-XA2
XRN={XB2-XB1)/ALDGIXR2/XB])

RA=Y1%XA2%C/7
RA3=1, 0~EXP(7%2])

RAZ=RA%RA3
XAZN=(C3DOZ3XA)~{ Z))FXANERAZY/(CxDNZ)

X=XA2
Y=XA2N

TFCARSI(X~Y)/(X+Y)} )} LT.+1E~9)GO TO 6
IF{NR.GT.20)G0 TO 6

IF(NC.LE.]1) €0 TO 5
IF(ARS { XA(MR)~=X+Y~-YA(MRIV.{T.L1E=9)GN TN 6

XT={XAIRR)=Y-YA(NR)=X )}/ (XA(NR}=X+Y~YA(NR))
NR=NR+1

X&{NRY=X
YA(NR) =Y

XAZ=XT
GO _T0O 920

10 XA2N=XAl

XAZ2=XA1

RA=Y1%XA2%C/2
RA3=1, 0~EXP(Z%71)

RAZ=RA%RAZ
GO 10 6

5 XA[NR}=X

YA(NR) =Y

XA2=Y
NC=2

GO0 TO 920
XA2=XA2N

AP=RAZ*55.7
1F({NN~21)200,200,210

200

APO=0.
GN 10 220

210

20=DN-21
1IF{ZN.6T.72)71Nn=272

10=-2D
RA4=1,~FEXP(Z%7N)

220

APO=55,T*RA%RA&L
APTI=AP-APD

IF{Z1.LF.,000))GN TO 20
DAZ=(CxNOZx{X21-XA2) /171 %XRM]]

20

DIFF=RAZ-DAZ
XA3=XA2%EXO(1221)

1001

RETURN
END

Figure B.7. ACDPRO Program listing
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CRPSMM COMMON
Z1 %2,P,R,T,D0Z ,DOZA
A,D0,X,, ,DEOR

y

INITIAL CALC.

C = P/(R*T)

Y, = A/ D??R

7 = (Y, /DOZA)*%

2, = -Zp
DIFF = O.
NR =1
NC =0

IF 7, = 0
Xpo = .10

XA(NR) = X

YA(NR) =Yy  TFIRST
ITERATION

Xpo = ¥ ONLY

A

o)

XA(NR)*Y - YA(NR)*X

C*DOZ¥Xpq - Z1 *XEN*RAZ XR -
XpoN = 2 T~ XA(NR) - X + Y - YA(NR)
X = Xpp > NR=NR+1,XA(NR) = X,YA(NR) = Y ,Xpp = XT
T o= XpolN
Figure B.8, ACDPRO flow chart
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XpoN = Xpy
Xp2 = Xp1
RA = Y, *¥Xpo*C/Z
7XZ
RA3 = l.O - e 1
RAZ = RA*R;3
< @
A 2
Xpo = XpoN
20
APO = 0.0
y
7D = Z; - DO
RAL|- = l.o - eZ*ZD
AFO = 55.T*RA*Ry),
< 77,
. Xp3 = Xpp ¥ 772
v 9
APT = AP - ATO
h 2
Y RETUEN TO ACDSEC
C¥DOZ* (Xpy - Xpp)
DAZ = 7 RXEN Xp2»Xp3,AP,API,DIFF,
DIFF = RAZ - DAZ NR,APO IN COMMON
Figure B.8. Continued
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APT

DIFF

NR

Table B.1l4. ACDPRO PROGRAM INPUT AND OUTPUT

ACDPRO INPUTS
Inert layer thickness (ft)
Pyrite layer thickness
fressure (atm)
Gas Law constant
Temperature (°R)
Diffusivity of inert layer (ft%/hr)
Diffusivity of pyrite layer (ftZ/hr)
Frequency factor of Arrhenius form (hr-1)
Depth washed by direct runoff (ft)

Mole fraction of oxygen in atmosphere

%? of Arrhenius form

ACDPRO OUTPUTS
Mole fraction of oxygen at inert-pyrite interface
Mole fraction at lower boundary of pyrite layer
Total acid production rate per hour (as 1b CaCOs)
Acid production rate per hour below DO (as 1b CaCOs)

Final difference between flux through inert layer and oxygen
consumed in the pyrite layer

Number of iterations

Acid production rate per hour above DO (as 1b CaCOs)
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have to be adjusted until the model simulates known data but laboratory
tests on soil from the site may provide initial trial values. The
errors introduced by the approximate iterative solution can be compen-
sated for and the method is considered adequate and more practical than
a more exact (but computer time consuming) method since the model must
be calibrated against field data in any case. The use of ACDPRO by
CRPSMM will be described in the following section.

CRPSMM PROGRAM DESCRIPTION

The Combined Refuse Pile - Strip Mine Model (CRPSMM) is a modification
of the Refuse Pile Model previously presented and can best be described
by comparing the CRPSMM with the original program (attached as Refuse
Pile Computer Program). CRPSMM consists of four parts: an ACDPRO sub-
routine described earlier, two other subroutines termed ACDSEC and
ACSTR, and the main program of the Refuse Pile Model as modified to
accept the three above named subroutines.

ACDSEC, along with ACDPRO, replaces the constant acid production rate
used by the Refuse Pile Model. For each acid producing area in the
watershed the ACDSEC subroutine inputs the parameters which describe
each area to ACDPRO, which calculates the acid production rate for that
area only. These individual acid production rates along with the soil
volume above the DO line are available to the main program through a
common storage. Figure B.9 is a listing of the ACDSEC subroutine.

ACDSTR is a subroutine which, when called, prints for each acid pro-
ducing area the amount of acid stored in the watershed and the amount

of acid removed during the simulation period. There are six storages
for acid in the watershed and four flows for acid removal, The sub-
routine subdivides each of these into substorages and subflows corre-
sponding to the individual acid producing areas. The ten variables
output by ACDSTR are described below and have a subscript identification
which corresponds to the numbering of the acid producing areas.

AMTACU - acid stored in soil above DO line (1b)

AMTACL - acid stored in soil below DO line (1b)

EXADIR - acid dissolved in direct runoff storage water (1b)
EXAUZ - acid dissolved in upper zone storage water (1b)
EXAINT - acid dissolved in interflow storage water (1b)
FXALZ - acid dissolved in lower zone storage water (1b)

ARDIRT - total acid removed in direct runoff (1b)

ARINFT - total acid removed in interflow (1b)

ARBFLT - total acid removed in baseflow (1b)

ARDSRT - total acid removed to deep storage (1b)

The above variables are all cumulative amounts, updated for each time
increment (15 minutes, normally) in the SWM. A listing of the ACDSTR
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c ACID PRODUCTION SECTION
C —

SUBRUUTINE ACDSEC
—_— COMMDN/ZANMI /AP T, APOT, AT, ALYDLARPD{) (14 ,N

COMMON/ANM2/2) 322 43F 3Ry 15D02,A4D0OyXAL,DEQR,DOZ Ay XA 24 XA2, AP, API,DIFF

*s NRyAPD [
1 FORMAT(5F12.6)
4 FORMAT('O__ APDT APIT —APTY)

8 FDRMAT('0 THE HOURLY ACID PRODUCTION CALCULATED IS')
AP1T=0.0

APOT=0.0
AlT=0

AlD=0.
NO410TI=1 N

21=APD(I.1)
125APDLI,2)

DOZ=APD(1,3)
DOZA=SARDLI 443

A=APD(1,5)}
DO=APD(I,6)

Al=APDII1,7)
CALL _ACDPRO

AlT=A1T+Al
AlD=A1D+ALFDO

APOT=APOT+APO=*AL
APD(T,B)=XA2

APD(1,9)=XA3

APD{Y ,10)=ADHAL
APD(1,11)=APO*Al
— . APD(1,12)=API*A)

APDi{I413)=D0=al

APD(Y,141=APD/DO

410 APIT=APIT+API*A)
APT=APOT+APIT

WRITE (643}
HRITE(&,2)

3 FORMAT('l ACDSEC OUTPUTS!?}

2 _FORMATL{'OAREA XAD XA3 AP APD AP1 hVAs}
% RATE")
5 EORMATLIG,ET7.3,F7.3,2F10.4,E30.1,F12.8)

DO4201=1+N

420 HRITEL6,5) 1, {APDLT J),0=R,14])

RATE=APQOT/ALD ’
WRITE(6,61APTAPOT,APIT,AYD,RATF

6 FORMAT('OTOTAL WATERSHED s 1F7.3,2F10.3,F10.0,F12.7)
RETURN

END

Figure B.9. The ACDSEC Subroutine Program
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subroutine is given in Figure B.10, and the main (CRPSMM) program list-
ing is given at the rear of this appendix. All lines which have been
modified or added to the Refuse Pile Model are identified with the
initials ANM and a card number on the right hand side in columns 73 to
80. Internal variables are defined in Table B.15. TLines 1 through 57
provide common storage for variables (shared with ACDPRO, ACDSEC, and
ACDSTR), initialize default values, and read in and print out the input
parameters to the model. These input parameters are defined in Table
B.16. Many of the input parameters are subscripted so that each indi-
vidual acid producing area of the watershed is treated separately. The
use of individual calculation of acid production and acid removal for
each area of the watershed that differs in inert cover thickness, pyrite
thickness, diffusivity in pyrite or inert cover layer, reactivity of
pyrite, and the depth leached by direct runoff allows much flexibility
of the model. Each area of the watershed that differs significantly
from any other area in any of the above six parameters is handled
separately. Areas that are not adjacent but are not significantly dif-
ferent should be combined as a single effective area since the model
can not differentiate on basis of location within the watershed. The
choice of size and numbers of effective acid producing areas must be
based on a site inspection and laboratory analysis of parameters such
as soil diffusivity, pyrite reactivity, and pyrite location in the soil
column. The final choice of areas should be based on the accuracy of
simulation required. For some uses one or two areas would be adequate,
but in other situations further subdivisions might be made.

Line 58 calls subroutine ACDSEC, which operates as described above.
Lines 59 to 63, 74 to 84, and 181 to 194 control the output options and
the length of time simulated by the model. Output options are con-
trolled by input parameter NOPT. If NOPT is O, the program will simu-
late several years of data from the SWM but will give storm details for
any one continuous period of time during each water year, which may be
an entire year or any fraction thereof. If NOPT is 1, the program
simulates a short time interval; in this case initial conditions of
acid stored in the soil and dissolved in the water must be input. The
storm details are ocutput but the yearly summaries are not. If NOPT is
2, the program operates the same as when NOPT is 1 but the yearly
summaries are also output. They will, of course, be incomplete as the
similation would not normally extend over a full year, but the data are
useful for some types of work.

Lines 64 and 65 reads the initial value of acid stored in the watershed
at the start of the simulation. The variables are subscripted so that
the program reads values for each acid producing area in the watershed.

Line 66 calls subroutine ACDSTR which prints out these initial values.

Lines 67 to 73 read the input from the SWM and change the temperature
of the air over the watershed ZIMP from °F to °R as variable T.
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SUBROUTINE ACDSTR
e COMMON/ANM1ZAPIT,APOT,ALT,ALD APD{10, 4} N . .

COMMON/ANMS/EXADIR(10) EXAINT(10),EXALZ(10)},EXAUZ(10),AMTACUCLO),
*AMTIACLLLQ)

COMMON/ANM6/DDYRY FA,DAY, J
COMMON/ANHTZARDIRI(1I0 )L ,ARINET(I0), ARBELT{)0), ARDSRT (10}

WRITE(6,1)DOYRL,FA,DAY,J
~— )} FORMAI{'1 THF ACID STORED AT, 12,%/',12,8/%,12,1/%,12)

WRITE(6,3)
3 _EORMAT('D I AMIACU AMTACH EXADIR EXAUZ EXAINT

= EXALZY)
DO1001=1,N

100 WRITE(6,8)1,AMTACU(T) AMTACL(T),EXADIRII),EXAUZ(T),EXAINT(I},EXALZ
*={1)

8 FORMAT(16,6F10.3)
HWRITE(A,4)

4 FORMAT('OTOTAL ACID REMOVED!')
WBITE(6,5]

5 FORMAT('0 1 ARDIRT ARINFT ARBFLT ARDSRT ')
D01101=1,N

110 HRITE(6,2)1 ARDIRT(I),ARINFT(I)1ARBFLT(I)1ARDSRT(1)
EDRMAT{ 16,4F12 .41

RETURN
END

Figure B,10. The ACDSTR Subroutine Program
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EXADIR(I)
EXAINT (I)
EXAUZ(I)
EXALZ(I)
AMTACU(I)
AMTACL(I)
FACDIR(I)
FACUZ(I)
FACINT(I)
FACLZ(T)
ACDDIR(I)
ACDUZ(I)
ACDINT(I)
ACDLZ(I)
AREDIR(I)
AREINF(I)
AREBFL(I)
AREDSR(I)
APD(I,11)
APD(I,12)
APD(I,13)
AA

I
ARDIRT(I)
ARINFT (I)
ARBFLT(I)
ARDSRT(I)
ARRDIR
ARRINF
ARRBFL

Table B,15, CRPSMM INTERNAL VARIABLES

Weight of acid dissolved in direct runoff storage
Weight of acid dissolved in interflow storage

Weight of acid dissolved in upper zone storage
Weight of acid dissolved in lower zone storage
Weight of acid adsorbed in upper zone

Weight of acid adsorbed in lower zone

Acid concentration in water entering direct runoff
Acid concentration in water entering the upper zone
Acid concentration in water entering interflow

Acid concentration in water entering lower zone

Acid removed from soil by direct runoff

Acid removed from soil by water entering upper zone
Acid removed from soil by interflow

Acid removed from soil by water entering the lower zone
Acid load from direct runoff - 1lb acidity as CaCOs
Acid load from interflow - 1lb acidity as CaCOs

Acid load from baseflow - 1lb acldity as CaCOs

Acid routed to deep storage - 1lb acidity as CaCOs
Hourly acid production in upper soil

Hourly acid production in lower soill

Volume of acid producing soil washed by direct runoff
Ratio of acid producing area to area of watershed
Number of acid producing area

Acid removed by direct runoff during simulation

Acid removed by interflow during simulation

Acid removed by baseflow during simulation

Acid removed to deep storage during simulation

Total acid removed by direct runoff during time interval
Total acid removed by interflow during time interval
Total acid removed by baseflow during time interval
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FACRUZ
FACREI
FACRLZ
FACREB
FACRDS
FACFD

FACFI
FACFB

Table B.1l6.

Exponent affecting
Exponent affecting
upper zone

Constant affecting
Constant affecting
upper zone

Constant affecting
Constant affecting
lower zone

Acid solubility in

CRPSMM INPUT VARIABLES

leaching
leaching

leaching
leaching

leaching
leaching

mg/z

Total watershed area (ft<)
Adjustment factor for acid entering

direct runoff

of
of

of
of

of
of

acid
acid

acid
acid

acid
acid

Adjustment factor for acid entering
direct runoff from the upper zone
Adjustment factor for acid entering

interflow

Adjustment factor for acid entering
interflow from the lower zone
Adjustment factor for acid entering

baseflow

Adjustment factor for acid entering
Factor to adjust direct runoff
Factor to adjust interflow
Factor to adjust baseflow
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Lines 85 to 88 set ARRDIR, ARRINF, ARRBFL, and ARRDSR equal to O before
the calculations in the fractional hour loop are made. These variables
sum the acid removed by direct runoff, interflow, baseflow and that
routed to deep storage, respectively, for later use in calculating the
yearly summaries. All aclid removed from the watershed is included in
these totals.

Lines 89 to 174 is the DO loop, which is run once for each acid pro-
ducing area of the watershed. The operations will be described com-
pletely for acid removed by direct runoff and other flows will be
described only when handled differently from direct runcff. The loop
itself is included in a larger loop which is used once for each set of
input data from the SWM., The SWM outputs data on a time interval that
corresponds to the approximate time of water flow between isochrones of
the basin studied. The CRPSMM time interval must correspond to the SWM.

Line 90 computes AA which is the ratio of the acid producing area to
the watershed area. Lines 91 to 92 add the acid produced to the soil
storages. The variable TIME is zero 1f it is raining, so that the model
simulates acid production only when the watershed is not receiving pre-
cipitation. The single soil storage used in the Refuse Pile Model
(AMTACD) is divided into that part leached by direct runoff (AMTACU)

and that part not leached by direct runoff (AMFACL). Definition of
these storages conform to the ACDPRO subroutine; i.e., AMIACU is above
depth DO and AMTACL below DO.

In the Refuse Pile Model the acid removed by water entering direct run-
off storage is simulated by

ACDDIR = FACDIR¥SOLACD*OVFLST*CF

where ACDDIR = the acid removed in 15 minutes in 1b acidity
as CaCOgs
FACDIR = an adjustment factor,
SOLACD = the assumed value of acid solubility in 1b/ft°,
OVFLST = the water entering direct runoff storage in

inches of precipitation, and
CF = a conversion factor to convert inches of
precipitation to ft°

Essentially this definition of ACDDIR calls for the removal of acid at
a constant concentration determined by SOLACD and FACDIR.

In CRPSMM the definition of FACDIR is altered in accordance with the
equation in line 9L

FACDIR(I) = OFF(I)*(AMTACU(I)/APD(I,13))/(OVFLST*AFD(I,7)/AREA)**CO(T)
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where FACDIR(I) = the concentration of acid going to direct

runoff storage from area I in 1b/ft3,
OFF(I) = an input parameter for area I,

AMTACU(I) = the acid stored in the upper soil in

area I (1b),

APD(I,13) = the volume of upper soil in area I (ft°),
OVFLST = as defined above,
APD(I,7) = the area of area I (ft2),

ARFA = the total watershed area (ft°), and
CO(I) = an input parameter for area I.

i}

This equation was developed for two reasons: First, the New Kathleen
Refuse Pile* data indicated that the log acidity and log flow rate
followed an approximately linear relationship. This is an egquation of
the form

Y = K/x"

where Y is acidity and X the flow rate. Secondly, both fundamental
mass transfer considerations and the limited field data observed re-
quire that the acid in direct runoff decrease as the amount of acid in
the soil leached by direct runoff decrease. To reflect this the con-
stant of proportionality k is replaced by OFF(I)*(AMTACU(I)/APD(I,13)).
The ratio AMTACU(I)/APD(I,13) is an approximation of the "effective
concentration" of acid adsorbed on the soil in the upper layer. Both
OFF(I) and CO(I) are input adjustment factors used to fit the model to
actual data. Line 95 tests FACDIR(I) to see if it is greater than
SOLACD. If so, it is replaced by SOLACD, the limiting solubility input
to the model. The defining equation for ACDDIR(I) line 103 then be-
comes

ACDDIR(I) = FACDIR(I )*OVFLST*AA*DF

where ACDDIR(I) is the acid going to direct runoff storage

from area I,
FACDIR(I) replaces both FACDIR and SOIACD from the
Refuse Pile Model, and the variables are as
described above, and
AA adjusts the amount of acid removed so that

it includes the precipitation on the
specific acid producing area only.

In lines 99 and 10k FACUZ(I), the concentration of acid entering the
upper zone, and ACDUZ(I), the amount of acid entering the upper zone,
are determined in an analogous way. However, different input param-
eters are used. FACINT(I), the concentration of acid entering inter-
flow storage, and FACLZ(I), the concentration of acid entering the
lower zone, are defined as a fraction of the maximum solubility (SOLACD)
by input parameters IFF(I) and LZF(I), respectively, in lines 105 and
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107. The determination of the amount of acid removed by these two
flows ACDINT(I) and ACDLZ(I) are also analogous to ACDDIR(I).

The acid to be removed from the soil is subtracted from the layer above
DO (that washed by direct runoff) AMTACU(I) in line 111 is there is
sufficient acid there. If not, the acid removed by water going to
interflow storage and lower zone storage are removed from the lower
soil layer. AMTACL(I), in line 113, and the acid removed by direct
runoff and water going to the upper zone are set at zero, since these
flows can not contact the lower soil layer by definition. If there is
no acid in the lower soil storage, then all acid removal flows are set
equal to zero. The assumption is made in the model that acid will be
removed preferentially from the upper soil since this is the layer
leached first by incoming precipitation.

The acid removed from the soil is stored as a water solution in four
places; the direct runoff storage (EXADIR(I)), the upper zone
(EXAUZ(I)), interflow storage (EXAINT(I)), and the lower zone
(ExALZ(T)).

It is assumed that the ratio of weight of acid in direct runoff reaching
the measuring point (AREDIR(I)), to the acid stored in direct runoff
storage EXADIR(I) is proportional to the ratio of direct runoff to
direct runoff storage. This is accomplished by line 128,

AREDIR(I) = (DIRRNF/OVLDST )*EXADIR(I )*FACRED*AA

where DIRRNF = the direct runoff entering the stream in
inches of precipitation,
OVLDST = the direct runoff storage in inches of
precipitation, and
FACRED = an input adjustment factor and the other

variables are as defined above.

Again the concentration is tested in line 130 to ensure it does not
exceed SOLACD.

The acid removed from the other three storages EXAUZ(I), EXAINT(I), and
EXALZ(I) is calculated in an analogous manner. This method of calcu-
lation assumes that the water and acid in each storage are completely
mixed. The paths of acid flow from the four water storages are the
same as in the Refuse Pile Model. A block diagram of water and acid
flow is given in Figure B.1l. Acid removed by direct runoff comes first
from EXADIR(I), then from EXAUZ(I) if EXADIR(I) is depleted. If direct
runoff stops before EXAUZ(I) is exhausted the remainder is added to
AMTACU(I) in line 139. This acid is mostly in depression storage from
which the water will evaporate, thus precipitating the acid back to the
upper soil storage AMTACU(I). EXAINT(I) can only be depleted by inter-
flow., TIf this storage is exhausted the acid in interflow will be drawn
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from the acid stored in the lower zone, EXAIZ(I). The acid components

removed by baseflow and routed to deep storage are alsc drawn from the
lower zone.

Three variables, UZSN, LZSN, and ZTMP(I,J), which are obtained from the
SWM, are not used in the present form of CRPSSM. These have been re-
tained, however, to provide for future modifications of the model.
There ig a possibility that the diffusivity of the soil can be corre-
lated with UZSN or LZSN and that ZIMP(I,J) can be used to define the
soil temperature if it is found that the acid production rate should be
calculated on a monthly or daily basis due to temperature changes. The
latter modification can be made simply by calling ACDSEC when the
variable DAY = 1 if a monthly calculation is desired or when J = 1 if

a daily calculation is desired. Another possibility to account for
temperature variable acid production rate is to input and use measured
average monthly soil temperatures and call ACDSEC each month.
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COMBINED REFUSE PILE - STRIP MINE MODEL (CRPSMM) COMPUTER PROGRAM

C
— e COMBINED_REFUSE_PILE =~ STRIP_.MI M _-MODEL
C % % % 3 £ &£ %% % =% a2t 3 ¥E &L e xS &% T FE X E R

—  COMMONZANMYZAPIY APOT A1T, ALDAPD(I0, 14 N ANM__ 3
COMMON/ANM2 /21 9224P 4R 4 1,D0ZyAsD0,XAL,DEUR,DOZA,XA2, XA3, AP,API,DIFF
*,NR,APQ e e e - ANM__2
COMMON/ANM3/FACDIR(10) ,FACUZ{10},FACINTI{10),FACLZI10O) ANM 3

o COMMON/ANHM4/CO{103,CEUL10) ,OFF(10)4 IFF(10)4U2ZF(10),L2ZF{10}—ANM-— L —
COMMON/ANMS/EXADIR(10) 4EXAINT(10),EXAL2(10),EXAUZ{10),AMTACUL10),

SAMTACL (10} AN M~
COMMON/ANMO/DDYRL,FA, DAY, J AN 6
COMMONZANMI/ARDIRT(10), ARINET(10),ARBELT(10),ARDSRTI10) ANM 7
REAL L2ZS,L2SN,INTF,IFF,L2F ANM 8

————INTEGER YEARL,MONTIH] ,DAY1.,YEAR2 ,MONTH2,DAY2 YEAREDHOOY¥R Ly FA+ DAY »Ipioi—
1DD23,MCNEDy YEARPR, YEARST ,COUNT+DDAY, DAYOUT, DAYEND

——e DIBENSION.ARDL) 2431 A R 243 AR B E 293 - SAD 2 )5 A
1, TACD(12,31),STACD(12),TSTR{12,31),STSTR{12},SCRR{12,31),5SDRR{12)
24SINT(12,31) o SSINTL12),SBASL12531)+SSBAS(12)DDAY.(32)

C
£ % % & % * & & & w X % & & o~ w =+ £ o & > o X X x X X ok X X B X X &K & &
DIMENSION ACDODIR(10),ACOUZ{10),ACDINT{10),ACDLZ(10) ANM 9
DIMENSION ARFDIRLINY LAREINFIIOYLAREREL L10Y L AREDSRLI0D ANM..10
c FORMAT SECTION
c
1 FORMAT{6F12.6} ANM 11
2 _FORMAT('Y THFE INPUT DATA 1S') ANM 12
403 FORMAT('O 1 21 12 002 0QzZA A
k-3 318} Alt) ANM. 13
401 FORMAT(2110} ANM 14
_.__!:DZ_:_QRMAI(:,LLGJ_‘:Q....FW-J.FQ 03 ANM 15
FORMAT(3F12.64E12.44F12.6) ANM 16
‘rn‘e FORMATI15,4F)0.5,F12.5,F10.5,F12,0) ANM 18
240 FORMAT(&F12.1} ANM 18
3 FORMAT('O [ R XA DEOR._*) ANM 19
S5 FORMAT('0 co CEU OFF UZF IFF
L] LIFY) ANM 20
C * % % & 3 £ ¥ % 2 £ X %X T 3 &£ % % &£ ¥ % & £ & & £ & ¥ ¥ % & % £ ¥ & &
C % % % % % % & & % % & % * % * % & % ¥ % % = = x & X £ x & & &£ L & » =
(o} T ¥ FE X T EXEE XX EE X EREEEE X EEE R X R T R T D
[ INPUT DATA
& FORMAT('0 SOLACD AREA'Y) AN 21
Z_EORMAT(*O _FACRED FACRUZ FACRETL FACRY 2 FACREBR EACRDS. EACED
®FACF1 FACFB!'} ANM 22
9 _FORMAT('Q XA2 XA3 APD APl APY) ANM 23
2000 FORMAT(4I11Q) ANM 26
2001 FORMATI(2F20.2) AMM 28
2002 FORMAT(9F8.4) ANM 26
HRITE(H.2) ANM_27

READ{54+41P4R,XA1,DEQR ANM 28
HRITELH,3)

ANM_23
WRITE{(6,4)P,RyXA1,DEOR ANM 30
READLS 401 INANOPT ANM 31

<«

N=NO. OF DIFFERING ACID PRODUCING AREAS

.. _1F _NDPT=0 PROGRAM RUNS_SEVERAL .YRS. DE DATA WITH DETAILED QUTPUT _
FOR ONE TIME PERIOD PER YR, ##% JF NOPT=1 PROGRAM RUNS FOR SELECTED
PERION OM'Y WITHOUY MONTHLY OR _YFARLY SUMMARIES #x%x 1f NORI=2.PROGRAM. ..
RUN IS SAME AS NOPT=1 BUT WI1TH SUMMARIES

[alaNa¥a¥al

¥ & F T £ ¥ X E K T E R XL T EEFEE S S FE K R R T EH T EE A
e G CINFTIALING. THZ AMCUNT OFE ACID IN _THE_FOUR._ZONES.PLUS THE __TOTAL
[

AMOUNT OF ACID IN THE PILE = DEFAULT VALUES
€% & & % 3 % % & ¥ ¢t & % & & &£ &£ & % 2 % & 3 K F & F F X K £ B = % %
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K=0 AN 32

1=530. ANM .33
DD1011=1,N ANM 34
ARDIRT(1)=0,. ANM_35
ARINFT{1)=0. ANM 36
e ABBFL T(1)=0 ANM.372
ARDSRT{1)=0, ANN 38
EXANIR{1)=0 ANM_39
EXAINT{1)=0, ANM 40
EXALZIY) =0 ANM. 41
EXAUZ(1)=0. ANM 42
AMTACLL T =0, ANM.43
101 AMTACL{I)=0. ANM 44
WRITFE(H, 403} ANM 45
DD 4001=1,N ARM 46
&PD(1,7) ANM 47
400 URITE(L,404)1 ,(APDIT 0) ,u0=1,7) ANM 48
WRITE(6,5) ANM 49
DN&410Y=1 N _ - ANM_S50
READ{S541)1CO(1),CEULL)OFF(I),UZFII)yIFF(1)4LZF(1) ANM 51
E
READ(5,2001)SOLACD,AREA ANM 53
HRITELALH) ANM_S54
WRITE(6,200))SOLACD,AREA ANM 55
+EACRDSWFACEDLEACEYL .
&4 FACFB
MRITE(6,12) " ANM. 55
WRITE(S,2002)YFACRED,FACRUZ ,FACRE] ,FACRLZyFACRERB,FACRDS,FACFD,FACF1
X FALER. . . ANM_STZ
C
Lo % % % % % % f2 & f & & & & & & & & & & f & & & & & & & & o X o= B K X
C % £ 2 % = ¥ % = % x & ¥ ¥ x ¥ & £ & & & X £ £ 2% xx t ¥ 2 k&
CALL ACDSEC . : ANM. 68
C % ¢ =% % % 5 =% % % &% x = 5 &%k = £ &2 & % & Hox ¥ X 2 ¥ FE
£ B % & % & & & & & & & & = ok % ok & ok o @ & ke ok Rk @ A % o ok % A A & =
€ CHANGING SOLACD TO POUNDS PER CUBIC FEET

el EACTOR-TOCHANGE INGHES - QE - RUNDEF_QOF REFUSE PILE-TO-CUBICFEETPER oo

[ SECONO OF RUNOFF
E_INCHES OF RUNOEF EROM REFUSE PILE TO CUBIC EEET OF
[ RUNOFF {BASED ON 15 MINUTE INTERVAL)
£ & B F % & & ok o o ok A g o e ok o e ok ke e o e b e b oy g o o & % % ok k&
SOLACD= SOLACD=*2,.205/(35310)
LES=AREA%*0 . 240 26888820, 0003587
CF=CF5%60.%15.
c
C &% %% % &£ £ 3 % % &% 3 &% % &3 %% & &5 5 XL 88 & X & &%
€ THE NEXT LEAP YEAR WILL-CCCURIN-WHAT WATER_YEAR-=__LAST THO-DIGLITS
Cc DIVIDED BY 4

el THE-STARTING WATER YEAR OE.THE INPUT DATA FROM-THE-STANFORD WATERSHED — oo

[ MODEL

L% % 2 9 % & o & % & & & % % & & & % & & & & & ok f K P L & X T X &S &
YEARLP=14,75
YEARST=58

c

—_—Ct 2 A % X X £ X & 2 £ & £ X & &K X & & L K £ 2 & B T R B KD S s &
C READING IN DATA FOR SPECIFIC DAY YQU WANT OUTPUT - SET FOR ONE TIME

I PER _WATER YCADR VEART= WATCR YEAR, MONMTHI = MONTH, . 0AYL = DAY
Cc TO START CUTPUT, NDAY = NUMBER OF CONSECTIVE OAYS OF QUTPUT
C REQUES IED
Cc THE TIME IS BASED DN A WATER YEAR WHERE THE FIRST MONTH IS
C OCTOBER .
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C ¢ 2% % ¢ &+ % 283 8% 3 5% &% % % % & FEXEXTE &L LS
——9100 READRIS,20001 _YEAR1,MONTHL ,DAY1,NDAY
C
C 8 & % & % = £ 3 £ % & & £ % = B H_ X X X X ¥ T B % o+ & & ¥ % & ok ok % ¥
C CHECKING IF ENDUGH DAYA HAS BEEN OUTPUTED AS REQUESTED: IF SO
C HILL_SIOoPp : -
C % % % % £ % & % & % 2 % % % & & & ¥ X & &t &« x & I E XKL XXX &
—  IFLYEARY _EQ. 0} GO T0-9200
DAYEND=NDAY=*96
1EAK EQ. 1160 10530 ANN5Y

Dok 3 & f o e ok o ok o e o o A o N o A e X R e d e BT o Y-
FOR EACH WATER YEAR INITILIZE THE DAILY, MONTHLY, AND YEARLY VALUES.
SEI.EVERY THING EQUAL_TO-2ERD
X X £ ¥ X ¥ £ m ¥ &k % o 3 £ 2 % £ 2 %k ¥ £ £ ¥ ¥ x ¥ & X ¥ X &£ £ ¥ £ &
540 _DAYOUT=D ANM—6O
8900 DDAY(1l)=1.
DO_200-1=1,12
DD 201 J=1,31
AQn(TY }1=0
ARI(1,0)=0.
DAY LJI3Y ) =0DAY L0 4]
TACO(1,J)=0.
ISTIR{Y,J3=0
SORR{I,J)=0.
SINTILI,.3)=0
SBAS{1,J)=0.
201 ARB(I1,.1)=0
SAD(I1)=0.
SALLl)=0
STACD(1)=0.
SISTR{1}=0
SSDRR(1}=0.
SSIMNI{1Y=0D.
SSBAS(1)=0.
200 SABL1}=0
SUMAD=0.
SUMAL:=Q,.
SUMAB=0.
SUMIA=0.
SUMST=0.
SUMSB=0.
SUMS1=0.
SUMSD=0

(s NN aNal

c
Ct#t*t#ttt:zta1:::##:#::#*-‘-‘#:*Lﬁ_t__‘f_f________
C PROCEDURE SO THAT THE EXTRA DAYS IN THE MONTH WILL CREATE AN OVER~-

—C FLOW IN THE OUTPUT DATA. WIIL ADJUST FOR .THE L EAP_YEAR

C % % ¢ % 3 5 % 3 2 3 % 5 & % & % £ &£ %2 &£ =2 & % ¥ & F = % & 3 & & & %
— SIYFAR=FIDATIYEARST}/4.
COUNT=0.
J=2
7000 1=3}
ARIL.4, 11 =) 00000000
TACD{J,1)=100000000.

— 2001 ARDI(.1,11=100000000Q
ARB(J,1)1=100000000.
ISIR(J,11=100000000.
SDRR{J,11)=10C000000.

—SINT LA, 112100500000
SBAS{J,1)=100000000.
COUNT=COUNTL)

174



IF{COUNT (EQ. 1.)
JELCOUNT_.EQ. 3.1

N

An D e =d

Howmon

JF(COUNT_L,FQ, 4,)

J
N|
IF{COUNT .EQ. 2.0 J
J
G

IF{COUNT .EQ. 5.) GO TO 7004

—eee JELCOUNT_.EQ. 6. AND. SLYEAR_LEQ. YFARLP) GD_TO0 7002
IF {(COUNT .EQ. 6. } GO TO 7003
JELCOUNT .FO. 7.1 60 T0 7005

GO 70 7000
2004 1=30
GO TO 7001
7002 YEARL{P=YEFARI P 4]
GO TO 7005
2003 _1=29
G0 TO 7001
2005 _CONTINUE
K=1 ANM 61
C
C * % 2 & % % % % % % = = % % ¥ ¥ & & & F % x F & %k &k X ¥ & * ¥ & £ X F
o INPUT ERDM. STANEORD WATERSHED MODE]
C %5+ 2 % & 2 2 22 22 % 2 =322+ ¢ 3 22 3% &% ¢ & £ 3§ 2
530 IFINOPY.LELOIGO IO S8BAD ANM A2
8810 KCOUNT=0 AN 63
C INPUT. STARTING. VALUES. OF ACID STIORAGE
004201=1,4N ANM 64
420 READ(S, 240 AMIACULT) JAMTACL LT )L EXADIRLIY L EXAUZ LLYLEXAINTL I, EXALZL
%]) ANM 65
CALY ACDSIR ANM &4
8800 READ (5,129 i0DYRL,FA,DAY J,DD23,PRIENTRUZ yENTRLZ yRGX, GVFLST ANM 67
READ (5,1364)3(175,178,SRGX,AVIDSTUZSN,LZSN,ZIMP. ANM 68
READ {5,135)DIRRNF,INTF4sBASFLW,TOTFLWOUTFLW,SFX ANM 69
129 FORMAT(14,412,5F10,A) ANM_ 70
134 FORMAT(7F10.6) ANM 71
135 EORMATI(AFIN.A6]) ANM T2
T=1THMP+460. ANM 73
e LEANQRT L LE .03 GOT0..ZY ANM 26
IF{KCOUNT.GT.1}G0 TO 71 ANH 75
e JFA DD YR L EQ.YEARLIGO-TO 210 ANM_76
GO TO 8800 ANN 77
210 1E(FA.EO MONTHIIGND. 10 220 ANM_28
GO TO 8800 ANM 79
220 1FLDAY.EQ.DAYLIIGO T0 230 AN M--80.
G0 TO 8800 ANM 81
ae230CONTINUE ANM_82.
KCOUNT=KCOUNT+1 ANM 83
21 CONTINUE ANM_84
[
% % % & B & & b p B ok ok e W e b e ok A o e ok o b % e o k& ok e &
c
—_—
C # % % % x 3 & 2 & % = 5 % % % & & = 5 % % 2 & = & = & 3 3 & % x5 2
; RRESPOND WITH THE TIME
Cc INTERVAL FROM THE STANFORD WATERSHED MODEL
£ X% & % % &£ & 2 & 3 & % x & & & & F & F & % ok % & % d & & & & & & & X &
TIME=.25
IE{PR JNE. 0.0} TIME=O
c
Lo % % % & % & & % = 2 & & £ & & & > > 2 & x = & x & w o+ k& > = & k&
C CALCULATING THE AMOUNT OF ACID BEING PRODUCED
C. % £ 5 & = & = 2 & % & % % % 9 % $ = 5 & % £ £ = & & K & K & T % & & I
ARRD1IR=0, ANM 85
ARRINE=Q ANM-86
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ARRREL=0. ANM 87

ARROSR=0 — ANM .88 - ——
D04301=1,N ANM 89
=APDLLIL T ZAREA ANM_ Q0
AMTACUC 1) =APDI1 11 )}3TIME+AMTACULT) ANM 91
— AMIACLAL)=APDULI, X2+ TIME+AMTACL(L) ANM .9 2.
c
C_& % % % & ¢ £ £ % % ¢ B & %5 % 2 3 % & £ B _F K A X AEIII L LIS —
€ CALCULATING THE AMOUNT OF ACID REMOVED
[ - I N R R - S S S S TS S JE S JW0%. S -3 - e B N
1F{OVFLST.LE.0.0)GO TO B8O ANM 93
EACDIRL1I=0EE (115 (AMTACU(IL/APD Llgd 3LM/L OVFLSTSAPD Hy-7) LAREA}E2L 0t~ —- oo —
®]) ANM 94
—_— e LELRACDIR (1) GT.SOLACDIFACDIR 1) =SOLACD ANM-95.
G0 T0 82 ANM 96
RO _FACDIR(1Y=0 ANI.ST
82 TF(ENTRUZ.LE.0.0) GO TO 81 ANM 98
EACUZ L1 =UZE (1) # (AMTACUL]ILARO LT 2133} LLENTRUZFARDA 1+ 7 LAR EAISRLEU 4
%]} ANM 99
I1ELFACUZ LY GT.SOLACDYIEACUZ 1 I=SOLALCD ANM100
GO T0 83 ANM101
Bl _EACHZ(1)=0 A
83 ACDDIR({I)=FACDIR({I1)*0OVFLST*AA*CF ANM103
ACDUZ (1) =FACUZ{IIZENTRUZSAAXLE ANM104.
FACINT(1)=1FF{]1)}*SOLACD ANM105
—crreee LE L EACINT (1) . GT . SOLACDLFACINTLLYI=SOLACD ANMI10S
FACLZII)=LZF(1)*SOLACD ANM107
TR{FEACIZ (1) G . SOLACTIEACLZ LT I=SOLALD ANMIOS
ACDINT(1)=FACINT{])*RGX*:AA%CF ANM109
ACDLZA 1) =EACL 2T = ENTRL ZRAASCE ANMIIO
c TOTALS FOR UPPER ZONE AND LOWER Z0ONME
AMJACIM TN =AMTACII(])~ACDDIR(I I -ACDINTLLI)-ACOUZITI)=ACDLZLI) ANMIL1L
JF{AMTACU(I))58,58,59 ANM112
S8 AMIALY (1 31=AMTAC) L} =ACRINT({I}=ACDLZ (1) ANM113
AMTACU(1}=0. ANM114
ACDDIR{T)=0 ANM11S
ACDUZ{1)=0. ANM116
1E(AMIACL £ 1)) 69,469,582 ANIML11Z
[+

L. 2 3 & & % % 2 * 2 5 x &% % % & & & 8 % & b ok kowop L& xox ok ok L T
C STORING ACID IN FOUR ZONES ’
Lo % % % % % % &£ % = &£ & & & = & & & & % & & 2 R X & & & & & & & x ® ok &

59 EXADIR{1)=ACODIR(I}+EXADIR(I) ANM118

EXALZ (1)Y=ACDUZ LTV +EXAUZL]) ANMILG

57 EXAINT{1)=ACDINT(I}+EXAINT(I) AN41 20

EXAY Z41Y=ACDL 2033 +EXALZ LY ANMI2Y

GO TO 60 ANM] 22
e B89 _AMTACL L1 )=0 ANM123—-——

ACDINT(1)=0. ANl 24
ACDLZ2L1)=0 ANMLIZ2S. e

c
L3 % 2 & = & & & 2 & & % 3 & & & & & % & % % & ok & & & ox & om £ & R & w —
C REMOVING THE ACID
e CHECKING _TO MAKE SURE_THERE IS ACIO . TO BE REMOVED
C ® £ % £ x I & I F X FF £ 2 X X E K L & 2 ¥ E ke ok E K K KRR
AQ VE{DIRRNE. _LEQ. 0.0} GO IO 22

IF{EXADIR(I).LE.0.)GO TO 21 ANM] 26
1E(OVIDSTLLE.D,IG0 TR _2) ANM127
AREDIR{ I)=(DIRRMNF/LVLDST)*EXADIR{I }=FACRED*AA ANM] 258
e JELEXADIRALY L LELAREDIRCL) L AREDIRLI) =EXADIRLLY). ANMIZ2S. e
IF(AREDIR(I).GT.SDLACC*DIRRNF*CF*AA) AREDIR{I1)=SOLACD*DIRRNFZCF%AA ANMI 30
e EXADIR AL ) SEXADIR( T 1= AREDIR (]} ANMIAL
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GO 70 23

2) _IFIEXAU2 (1.1 E.0,160 10 22 ANM132
IF{UZS5.LE.O0,)GO TD 22 ANM]133
AREDIR(I1=(NIRRMF/UZSI=EXAUZ (1I*FACRUZZAA ANM134
IF(EXAUZ (1) LE.AREDIR{IIIAREDIR(I)=EXAVUZ{]) ANM1 35

e JE L ARED IR (1) L GT L SOLACD*DIRANFECFHAA)AREDIR (L} =SOLACO*DIRANFSCERAA ANMIZ SO e
EXAUZ (1) =EXAUZ (I )-AREDIR(I) ANM137
6N TN 23

22 AREDIR{1)=0. ANM138

HY AMIACHLII=AMTACHILIYLEXAIIZ (1) ~ANM13Q
EXAUZ(I}=0. ANM140

23 IE{SRGX .FO0, 0.0) GO TO 31 ANM141
AREINF{1)=(INTF/SRGXI*EXAINT{I)*FACREI*AA ANM1 42
IECEXAINTLIILE O0.3G0-T0 31 ANM143
IF(EXAINT(I).LELAREINF(I)IAREINF(II=EXAINT(I) ANM1 44

= =(F% = L L
EXAINT(I)=EXAINTIIJ-AREINF(I])} ANM146
£0 I0 30 )

31 IF(L2S.LE.0.)GO TO 32 ANM14T

=(LINIE/ZUZSISEXALZLIISFACRL Z2AA ANM148
IF(EXALZ(TI).LELAREINF(I))AREINF(I)=EXALZ2(]) ANM149
* -3 = = 22 -3
EXALZ(I)=EXALZ (I)~AREINF(I) ANM151
60_TI0 30

32 AREINF{I)=0 ANM1 52

30 _1F(BASEIW _.EQ, 0.0) GO IO 43
IF(LZS.LE.0.)GO TD 43 ANM1 53
ARFBEI LTI V1= {SASFIW/L ZS)EXALZLT)SFACREREAA ANML1SL
IF(EXALZ{I).LE.O.,) GD 10 43 ANM1 55

s FES EXAL T ALY L EAREBEL (1)) AREBEL LI )}=EXALZ LYY ANMLSS
TIF(AREBEL(I).GT.SOLACD+BASFLW*CF*AA) AREBFL{I)=SOLACD*BASFLW#CF=AA ANM157
EXALZIVI=EXALZ(I)=AREBFL (1]} i ANMISE
GO TO 40

4% AREBELL1)=0 ANM1SQ

40 IF(INTF .EQ. 0.0) GO 7O 51
1E0L2S . LE.0.160.T0 52 ANM16O . .
AREDSR{I)=(INTF/LZS}*EXALZ(1)*FACRDS*AA ANM161

e LEA EXALZ A1) L LELQ.1G0TO 52 ANM162
IF(EXALZ(I).LE.AREDSR{I))AREDSR(T)=EXALZ(T) ANM163
EXALZ(1)=EXALZ(I)-AREDSRII} ANM165
60 Y051

52 AREDSR{I1}=0. ANM1 66

c

51 CONTINUE ANM167
AREDIR=ARANIBSARENTIR {1} ANMIAGR..
ARRINF=ARRINF+AREINF (1) ANM169
ARDIRILIN=ARDIRTILII+AREDIRLEDY ANMN170
ARINFT{I)=ARINFT(I)+AREINF{1} ANM1T1

—_— e ARBELTIL 1) =ARSFL.TA{I)+AREBEL (1) ANM1T2
ARDSRT{I)}=ARDSRT{I)+AREDSR(I} ANM173

LA0 _ARRSEL =ARRBFLFAREREL (]} ANMYL 2o

C ® % % 2% % % % % & % % %3252 3% %% 8% 8 %% %8 585 % & T X
el EINDING. THE DAILY VALUES
C % % % 2 % 2 £ & % 2 I IFXEEEEE T HE P K E X S E XK & E K&
e LEDJ REDIRARNFECESHFACED.
CFINT=INTF*CFS*FACFI
CEBAS=BASFLYECES*FACER
CFTOT=CF3AS+CFINT+CFOIR

e ARE TN T=ARRLC IR+ ARPINF+ARRIFL ANM1Z75.....—
ARD(FA4DAY)=ARRDIR+ARDI(FA,DAY) ANM176
e AR LU E Ay DAY I =ARRINE+ARLLFA,DAY ) ANMLT T —. ..
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ARB{FA,DAY)=ARRAFL4ARB (FA,DAY) ANM1T8

e SBAS L FA S DAY ) =CFBAS+SBAS (FA,DAY)
SINT{FA,DAY)}=CFINT+SINT(FA,DAY)

e 2 PRR L FA . DAY Y= CFDIR+SORRIF A, DAY

TSTRE{FA,DAY)=CFTOT+TS TR{FA,DAY)
ANM179

e _YACDU{FA,DAY)}=ARRGCIR+ARRINF+ARRBEL+TACO(EA,DAY) ..
65 IF(YEAR]1 JEQ, DDYR1) GO TO 120

60_T0_100
Cc

C X % & B %k o o ok ok ok & & & o o o & & x & K A k& kb

C CHECKING IF THIS 1S SPECIFIC DAY TO BE OUTPUTED

—L B Sk K o & K X K K £ m_ X x & X X & & X X .& X .ok X XX
120 IF{MONTHl ,EO, FA .OR, DAYOUT .GT. 1) GO TO 130

e G070 100
130 IF(DAYl .EQ. DAY .OR. DAYDUT .GT. 1} GO TO 131

6010100

c
131 _JF{DAYOUT . EQ.0IGO T0 1322 ANM] B0

G0 TO 133 ANM1 8]
132 WRITE(6,3030)

z %

1*

C %= & & & % % 3 % % 3 % % % % & % & F & ¥ X & &Y E L T HE T
C _CHECKING 1F THIS IS _THFE END OF THE SPECIFIC DAY QUTPUT

C % % % % % 2 £ 3 £ F £ ¥ £ % F T ¥ 3 X £ X T XL &k E F X KRS S %

UI=0AYODLT+) ANM1B2
3030 FORMAT{'1',94H YR MO DY HR PD AREDIR AREINF AREBFL ARE
1707 CENIR LCEINT CFBAS CEINT)
WRITE(6,3031) DDYR1,FA,DAY,JsDD23, ARRDIRy ARRINF, ARRBFL,ARETOT+LFD
JIRSCEINT,,CERASLLETINT ANMIAZ
3031 FORMAT(!' *,5(1X,12),8(1X,F9.4))
—_— JEIDAYOUT.FO.DAYENDIGA 10 500 —r ANM134

100 YEARPR=YEARST+1
IE{YEARPR _EQ, DOYR1 _AND. E£A .EQ. 1) 60O IO 8000

GO TO 8800

*F & £ F £ X ¥ ¥ X X ¥ X K £ F¥ ¥ £ ¥ & £ % F % &L T &£ £ ¥ ¥ &£ T Xk F ¥ ¥
EINDING THE MONTHLY. VALUES .

FINDING YEARLY VALUES
% % % K T X F & o> o2 ox ok o& ok ox ok ok xR & & koA &k Ak x & f X &

POPON

8000 DO 700 I=1,12
DO 70 J=1,33

IFIARDUI,J) .EQ. 100000000.} 6O TQ 702
SADLIY=ARD{I,J)+S5A0(1)

SATI1}=ARI(I,J)+5A1(])
SAB(11=ARR (1, 13+SaR (1)

SSBAS{1)=SBAS{1,4)+SSBAS(1]}
SSINT(1)=SINT{I.J}+SSINT(I}

SSDRR{1)=SDRR(I,JI}+SSDRR{]}
SISTRLIN=TSIRLL,.L1£STSTRLL]

STACD(I)Y=TACD(I,J)+STACD!(I]}
702 _CONTINUE

701 CONTINUE
SUMAD=SAD(1])+SUMAD.

SUMALI=SAT{I)+SuUMAI

e SUMAB = SAB { L)+ SUMAB
SUMTA=STACD(I}+SUMTA
SUMSI=SISIRII}+SUMST

SUMSB=SS5BAS (I} +SUMSB
e SUMS 1 = SSTNTL LI # SUMS T

SUMSD=SSDRR(1)+SUMSD
200 CONTINUE

c
C % & % % 3 & 3 3 % & & & & &k & & & T 3o & € ¥ % X A X 2 E XS E K &
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C OUTPUTING THE *8' DAILY TABLES PLUS THE YEARLY SUMMARY

[ o} X %k T & X & k& ok ox & x ok o o 2 oK o K &k % & & & & & F ¥ & F k& & & &
CALL ACDSTR ANM1 85
WRITE(6,3012) YEARST,YEARPR

WRITE(6,3003)

— 3003 FORMATL! *',38X,48HSYNTHESIZED ACID 1OAD IN_OIRECT RUNDEE._IN.POUNDS
1)

WRITE(6,3012)

DO 300 1=1,3)
MRITE{6,3011) DOAYIT),LARDL I T13,0=1,12)

300 CONTINUE
WRIIEL6,3012) YEARSTI,YEARPR

WRITE{6,3002)

3002 _FORMATLY ' 39Xy 44 HSYNIHESIZED ACID 1OADIN-INTERFLOW—IN—POUNDS)
WRITE(6,3013)
no_3031 1=1,31
WRITE(643011) DDAY(I)4{(ARI{JyI)4d=1,12)
301 CONTINUE
WRITE(6,3012) YEARST,YEARPR
WRITE (6,3001)
3001 FORMAT{* ',39X,43HSYNTHESIZED ACID LDAD IN BASEFLOW IN POUNDS)
WRITEL6, 301 3)
DD 302 1=1,31
WRITEL(6,3011) DDAY (1) {ARBL 1,13 ,051,121
302 CONTINUE
WRITE(A,3012) YFARSTI,YEARPR
WRITE(6,3004)
3004 FORMATLY ', 42X A7HSYNTHESIZED TOTAL ACID LOAD _IN POUNDS)
WRITE(6,3013)
00 303 1=1,3)
WRITE(673011) DDAYI(I:,(TACD(Jy1)4J=1,12)
303 CONTINUE
WRITE(6,3012) YEARST,YEARPR
WRITE(6,3006)
3006 FORMAT(' *,35X,50HSYNTHESIZED DIRECT RUNOFF IN CUBIC FEET PER SECO
IND)
WRITE(6,3013)
pD0O_305.1=1,31
HRITE(6,3020) DDAY(I),(SDRR{JsI),J=1,12)
305 CONTIMUE

WRITE(6,3012) YEARST,YEARPR
WRITELE,.3002)
3007 FORMAT(' *,37X,46HSYNTHESIZED INTERFLOW IN CUBIC FEET PER SECOND)
WRITE(6,3012)
DO 306 I=1,31 .
WRITELA, 30203 DOAY LI} (ISINT{ I, ), 021,121
306 CONTINUE
s R T EL 654 3001 2] YEARS TLYEARPR
HRITE(&,3008)
——3008-EORMATIL L, 37X, ASHSYNTHES 1 ZED BASEELOWIN-CUBIC-FEET-RER--SECONB)
WRITE(6,3013)
00.307. 151,32
WRITE(6,3020) DDAY(1),4(SBAS(Js]1)yJ=1,12)
307 CONTINUE
WRITE(6,3012) YEARST,YEARPR
HRITE(64,3005) U
3005 FORMAT(' *,37X,47THSYNTHESIZED STREAMFLOW IN CUBIC FEET PER SECOND)
HRITE(A, 301 3]
DO 304 I=1,31
e AR L TEA 54 30203 _DOAY (11 o L ISTREJ 1 ) 951,121
304 CONTINUE
—eee MRITEL 65 301 2} YEARS T, YEARPR
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WRITE(6,4005)
e ’D05 EORMATLY =) 43X ¢ 3HOCT , £X, 3HNOV 46X , 3HOEC 6% y BHJAN  6X ¢ BHFEBy 6X 9 3HMAR 6 oo oo oo e
lx'BHAPR'6xp3HHAY|bX,3HJUN,6X'3HJUL,6X'3HAUG'6X'3HSEP,3X,lOHYEAR T0
2TAL)
WRITE(6,4000)
WRITEL6,4000)
WRITE(6,4001)
— 4001 _EDRMAT{LOL,4BHSYNTHES } 2 ED—AC1D-LOAD-IN -DIRECT-RUNOFF--IN-PGQUNDS}
WRITE (6,4002) (SAD{I),I=1,12),SUMAD
WRITELH,4004)
4004 FORMAT({*0',44HSYNTHESTZED ACID LOAD IN INTERFLOW IN POUNDS)
—_—  WRITE{6,40021-(SALLE) ,1=]412) y SURAL
WRITE (6,4006)
— 4006 _EORMATLIOY A3HSYNTHESIZED ACIO—LOADIN BASEFLOW—IN—POUNDS)
WRITE{6,4002) (SAB{(I),1=1,12),SUMAB
WRITE({ A, 4007)
4007 FORMAT{'0',37THSYNTHESIZED TOTAL ACID LOAD IN POUNDS}
e WRITE (6, 40021 (STACDL I}y L=1412),SUMTA
WRITE{6,4008)
4008 _FEORMATLI AL, SOHSYNTHESIZED OIRECTI_RUNOEE IN-CUBIC FEET—PER—SECOND}
WRITE(6,4009) (SS5DRR(I},1=1,12},SUMSD
MRIIELA6,4D10) :
4010 FORMAT('0*,46HSYNTHESIZED INTERFLOW IN CUBIC FEET PER SECOND)
——— HWBITELA,4009) {SSINTLI) ,I=1,12),5UMS]
WRITE(6,4011)
—— 4011 EORMATL!0! ,4SHSYNIHESIZED BASEELOWIN-CUBIC EEETPER—SECOND)
WRITE(6,4009). (SSBAS{1)o1=1,12),SUMSE
WRITELA,4D12)
4012 FORMAT{'Q',76HSYNTHESIZED TOTAL AMOUNT OF WATER ENTERING THE STREA
IM_IN _CUBIL FEFT PER SECOND) .
WRITE(644009) (S1STR{I),1=1,12),SUMST
— 3011 FORMATL' *,3X,12,121X,E£9.1)} i
3012 FORMAT('1! ,40X,32HANNUAL SUMMARY FOR WATER YEAR 19,12,1Xs1H-y1X,
12H19,12)
3013 FORMAT( '~ ,3X,3HDAY,5X,3HOCT,6X,3HNOV 6Ky 3HDEC,6X,3HJAN, 6X,3HFEB6
I HMAR « 6X 3 3HAPR , 6X v AHAAY. s 6 X 3 3HIUN 3 6X ¢ FHAUL ¢ 6X ¢ SHAUG » 6 X4 3HSER)
3020 FORMAT(' *,3X,12,12(1X,FB8.4))
4000 FORMATL' )
4002 FORMAT(' *,12(1X,F8,0),1%,F11.0)
L£009 FORMATI(' ' ,12(1X,FR.D), 11X, F11.01
YEARST=YEARST+1

K=0) ANM1BE
GO 7O 9100 ANM1 87
500 _1F{NOPT.GE.1160 T0 510 ANMLES
CALL ACODSTR ANM] 82
GO _I0 100 ANMICNH
510 1F(NDPT.GE,2)G0 TO 8000 ANM191
CALL ACDSIR ANMIS2....
GO 70 9100 ANM193
—_—9200 CALL sEXIT ANMI94G_.
END '
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APPENDIX C

OFTIMIZATION MODEL FOR RESOURCE ALLOCATION

TC ABATE MINE DRAINAGE POLLUTION

In preceding sections, models and procedures have been described for
predicting mine drainage pollution levels, stream flow quantities, and
costs to implement actions for reducing the effects of mine drainage
pollution. Several distinct methods for reducing or eliminating the
effects of mine drainage pollution have been outlined, and these methods
are as diverse as sealing and flooding to slow pyrite oxidation and
treatment to neutralize the acid in mine drainage effluent. For each
method, both the effects on stream quality and the implementation costs
will vary from site to site. Moreover, stream quality is a dynamic
phenomenon in that weather will cause large variations in stream quality.
Based upon inputs from the physical models of pollutant sources and the
cost model, the optimization model has two principal objectives in ana-
lyzing the allocation of resources to control mine drainage pollution
in a watershed:

1. Determine a least cost allocation to achieve a specified
quality level, and

2. Determine the most effective allocation for a specified
cost.

The initial research task in designing an optimization model to achieve
the above objectives was directed toward the construction of a dynamic
model of a single-stream basin having multiple sources of mine drainage
pollution. The model is dynamic in that pollutant and stream flows are
functions of time; however, these functions are regarded as determinis-
tic., The effects and costs of resource allocation to reduce pollutant
effects are represented in this dynamic single-stream model which will
be identified by the mnemonics DSS. An analysis of DSS indicates the
types of optimization models which will be required to represent the
resource allocation options available with varying levels of realism.
Two optimization models are developed and they are defined below along
with their identifying mmemonics:
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1. Deterministic "worst-case" minimm cost (DWMC) model,

2. Deterministic "worst-case" maximum effectiveness (DWME)
model,

A detailed description of the DWMC and DWME models is contained in this
appendix along with computer program flow charts and input data instruc-
tions. Because the DSS model served as a basis for the two optimization
models mentioned above, the DSS model is described first.

DYNAMIC SINGLE-STREAM MODEL (DSS MODEL)

Consider a watershed having N mine drainage pollution sourcess, and
resource allocation strategies for this watershed are to be determined
to satisfy two different objectives, viz., 1) minimum cost to maintain
a desired stream quality level and 2) maximum quality for a fixed cost
budget. Initially a model to satisfy objective 1 above is outlined and
then later this model is extended to satisfy objective 2. To illustrate
the proposed optimization methods, a simplified stream is considered
having no tributaries since the extension to include tributaries is
straightforward. The watershed is illustrated in Figure C.l.

Figure C.1. Single-stream watershed
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The first step in the model formulation process will be to define basic
flows and decision variables. Then, these variables will be used to
formulate criteria and constraint equations for the two objectives
(minimum cost and maximum effectiveness).

Basic Flow and Decision Variables

Each mine, noted as a small square in the figure, is represented as
draining into the stream at a node point, defining N node points. With-
out action to control pollutant effluent, the ith mine produces pollu-
tants at a rate of P;(t) kilograms per hour at time t (hours) where
i=1,2, ..., N. For example, the pollutant might be acid and Pi(t)
would specify the total acidity of the effluent from mine i. Negative
values of Pi(t) would specify an alkaline condition. Also the stream
carries a fluid flow, exclusive of pollutant, of Q;(t) (kg per hour) at
node point i at time t. The value of Qi(t) is assumed to be unaffected
by actions to control stream pollution levels.

In addition to pollutant inputs from mine sources, the stream has
natural pollutant inputs occurring throughout its length. These natural
inputs are assumed to be distributed continuously between nodes, but the
stream reach between each pair of nodes may have its own unique input
rate. Let Pin(t) be the natural pollutant input rate in kg per hour
occurring between nodes i-1 and i, For example, a natural acid

input rate of -.05 kg per hour between two nodes would indicate an
alkaline condition alleviating part of any potential acid mine drainage.

A survey of possible methods for controlling mine drainage pollution
indicated that these methods can be classified into three categories as
far as the optimization model is concerned. These categories are:

1. abatement at the mine site,
2. treatment at the mine site, and
3. treatment in the stream channel.

Abatement is assumed to reduce the pollutant flow but not necessarily
eliminate it. That is, site i produces a flow of Pia(t) if abatement
is performed at site i, where P;#(t) < P;(t) for all t. Examples of
abatement are flooding or sealing of deep mines; covering, leveling,
campacting, burying, or grading of gob piles; and grading, covering, or
replanting of strip mines. All of these methods have the potential for

reducing pollutant flows, but their effectiveness will vary from site
to site.

Treatment, whether in the stream channel or at a site, is assumed to
reduce pollutant flow to zero (without affecting the stream flow exclu-
sive of pollutant; i.e., values of Q;(t)), but treatment will not affect
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a condition where the stream pollutant measure is already negative.
Using our acid mine drainage example again, the treatment facility will
neutralize an acid stream until it has zero total acidity, but it will
not affect an alkaline stream. The assumption is being made here that
once the decision is made to install a treatment facility the most eco-
nomical solution is to remove all acid conditions but do not change
alkaline conditions. The effect of a treatment facility is shown
graphically in Figure C.2. The performance of a treatment facility can
be represented mathematically by a clip function, L{x),

IO it x>0
where L(x) = 1
x if x < O,

Thus, L Pi(ti] would represent the output of a mine source having a
treatment facility.

!
< °r
0
< I =
o—T
|
LS OF
- O
gi‘, - - —
5
| e Treatment
= Iv/ Facilities \1
1 } >
o A B

DISTANCE FROM STREAM HEAD

Figure C.2. Effect of instream treatment facilities

Three decision variables are used at each node to specify the pollution
control measures to be used, if any. They are:

1l if abatement is done at site 1
4.2 =
+ 0 if otherwise
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" {l if site treatment is done at site i
d.” =
* 0 if otherwise
5 1 if instream treatment is done at site i
di =
O if otherwise

Site treatment, if implemented, is regarded as being capable of treating
all pecllutant effluent before it reaches the stream. Also, the assump-
tion is made that instream treatment facilities treating all of the
fluid passing through a node adjacent to a mine site could be located

at any ncde; morecver, a mine site having an instream treatment facility
would treat the effluent from its local mine source before its effluent
enters the stream channel.

CONSTRAINT EQUATTONS AND CRITERION
FUNCTION FOR MINIMUM COST MODEL

The minimum cost model selects values for the three decision variables,
defined above, at each node in order to maintain stream quality through-
out the watershed while minimizing total cost. The constraint equations
guarantee that quality is maintained, and the criterion function speci-
fies the minimum cost objective. The constraint equations are presented
first.

The quality standard specifies that the pcllutant concentration must be
less than Q4 in parts per million (ppm) throughout the watershed., We
will regard this to mean that the standard can be satisfied by having a
quality of QS or better at each node. This assumption implies that
satisfactory quality Just downstream of node 1 together with a natural
poliutant input between nodes i and i+l will not violate the standard

so long as quality is maintained just down stream of ncde i+l. If
Pit(t) is the total pollutant flow rate at node i (after considering

all upstream sources, natural pollutant inputs, and abatement and treat-
ment procedures), then

t . &
Ps (t) - 10

P 8(t) + Qi () =

AN
;]
@]
L]

< T (c.1)

o
A
m01
o
'_l
0
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for i =1, 2, ..., N and for all values of t. Note that this quality
standard mist be met continuously throughout time.

The principal task in constructing the constraint equations is to specify
P (t). Consider the node i. Decisions with respect to the source are

specified by the variables d;% and dit. The mine pollution output rate
after considering the abatement decision is given by

d;:%P;%(t) + (L - a1*)pi(t) .

Including the site treatment decision, the pollution output rate from
a mine source is defined as P;%(t), and is given by

P;S(t) = ditL[diaPia(t) + (1 - d__-La)Pi(t)]
{1 - a¥)[as®eeB ) + (1 - as®)ps(e)]

i=1,2, ..., N (c.2)

In addition to the site decisioms, dia and dit, the pollutant flow from

node i is a result of the interaction among the pollution flow rates,
P;%(t; - 74.1) just downstream of node i-1, the natural pollutant input

rate Pin(t), and the instream processor decision dis. Ti.1 1s the time

delay for a particle of water to flow from node i-1 to node i and is
assumed to be constant for &11 values of t. The value of Pit(t) is

given by
Pi¥(t) = s SL[Pi™(t) + Pifa(t - tio) + PyS(t)]
t
#[1 - af][pP ) + Pyt - wia) + BS(8)]
i=1,2, ..., N (c.3)

where Pot(t) =0,

Substitution of C.3 into C.1 gives the complete set of constraint
equations. Notice that these constraint equations are nonlinear func-
tions of the decision variables d;2, di%, d;S.

In order to specify the minimum cost criterion function, several cost
variables need to be defined. All costs incurred by these pollution
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control measures are assumed to be equivalent annual costs which include
recovery of capital, operating and maintenance costs. If abatement is
performed at site i, a cost of C;2 is incurred. Annual treatment costs

involve two cost components; i.e., a variable cost that is directly
proportional to the annual amount of pollutant processed and the equiva-
lent annual cost exclusive of the variable cost component. An example
of the variable cost component would be the cost of chemicals for
neutralization of acid. For treatment processors the following cost
variables are used:

Cit = annual cost for a treatment processor at mine site i
exclusive of the variable cost (dollars),
C3® = annual cost for an instream treatment processor at node

i exclusive of the variable cost (dollars), and

variable cost to treat one unit of pollution (dollars

per kg).

To determine the variable annual costs for treatment, the following addi-
tional annual pollutant loads are required as input:

A; = annual pollutant load emitted from source i without
site abatement (kg),

Aia = annual pollutant load emitted from source i with site
abatement (kg)

Ain = annual natural pollutant input between nodes i-1 and 1
(kg).

Note that wvalues for Ain and Aia may Be negative indicating a flow of a

substance that can "neutralize" the pollutant. The assumption is made
that the effluent A;® from a mine site after abatement is either con-
tinuously positive or negative and does not alternate between positive
and negative values. Similarly, the assumption is made that any nega-
tive pollutant inputs to the stream for all values of d;2, dit, d; s
will not cause the stream gt a particular location to alternate between
positive and negative states., This assumption is made so that the above
annual pollutant inputs can be added at instream treatment processors to
calculate annual variable treatment costs. Recall that only positive
values of pollutant flow are treated at a treatment processor,

Using the costs and amnual pollutant flows defined above, the total
resource allocation cost, Ci, can be calculated by
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N

Cp = 2 [diacia + ‘iit[cit + Cv((l - 4;%)4; - diaL(‘Aia))]

i=1

+ a5es® - o (4] (c.k)

where Ait is the annual pollutant load passing stream node i considering
the upstream decision variables dja, djt, djs; for j =1, 2, ..., 1.

Values for A t are calculated in & mamer similar to Plt( ). First, the
annual 1nputs from individual mine sources are given by A and calcu-

lated by

Ais - ditL[ﬁiaAia + (l ~ dia)Ai] + (l _ dit)[gi&Aia + (l - dia)Ai]

=1,2, ..., N (c.5)
These values of Ai5 are inserted in the following expressipn for Ait.

Ait=diSL(Ain+AiJE1+Ais)+(l'dl)( i+ A%+ A8)
=1, 2, vv., N (c.6)
where A b 0.
0

Equations C.4 and C.1 with their inputs C¢.2, C.3, C.5, and C.6 complete
the formulation of the minimum cost version of the DSS model. Equation
C.4 is the criterion function, and the value of C¢ given by that equa-
tion is to be minimized by choice of values for d;2, dit, 435, for

=1,2, ..., N. Of course, the constraint equations given by C.1l
must be satisfied for all values of Cy considered.

CONSTRAINT EQUATIONS AND CRITERION FUNCTION
FOR THE MAXIMUM EFFECTIVENESS MODEL

The purpose of the maximum effectiveness model is to allocate a fixed
budget in the most effective manner. The effectiveness measure has been
designed to indicate the relationships between pollution levels, envi-
ronmental impact, and land use in the vicinity of the watershed. These
relationships are reflected in the effectiveness measure using two con-
cepts which are:
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1. The basic value of a stream based upon maximum pollution
concentration level.

2. The relative importance of the stream between two nodes
based upon its land use.

The above concepts are applied to individual stream reaches between
adjacent stream nodes to compute a reach effectiveness measure which is
the product of its relative importance and its basic value. Total water-
shed effectiveness is assumed to be the sum of the individual reach
effectiveness measures. These concepts are described in more detail
below and illustrated by examples. Following the examples the mathe-
matical notation is developed for the criterion function and constraint
equations.

The basic value of a stream reach is a number between zeroc and ten that
indicates the reach's value based on observable effects from pollution
concentrations. These effects include phenomena such as aquatic life,
aesthetics, and water supply processing which are assumed to be related
to the maximum pollution concentration experienced. To portray the
variation in basic value, maximum pollution concentrations are classi-
fied into intervals within which the observable effects are assumed to
be constant. Table C.l illustrates the variation of basic value with
pollution concentration.

For each stream reach between two nodes, the basic value is determined
and is weighted by the relative importance of the stream reach to give
the effectiveness measure for this same stream reach. Relative impor-
tance is a quantity varying between zero and ten that specifies the
importance of controlling pollution levels in each stream reach between
adjacent nodes, land use in the vicinity of the stream reach, and the
impact of pollution on this land use, Also, the length of the reach
can be considered in assigning relative importance values, The distri-
bution of relative importance values throughout the watershed is deter-
mined in several steps., The first step is to select the most important
stream reach (as defined by the stream between two adjacent nodes). The
most important stream reach is given a relative importance value of ten,
Then all other stream reaches are assigned values consistent with the
dlfference between their importance and the importance of the most ’
important stream reach.

The application of the above concepts is illustrated by the stream por-
trayed in Figure C.3. The predominate land uses are noted in the
figure. The most important reach with respect to the impact of pollu-
tion is the reach between nodes 1 and 2; thus, this reach is assigned

a relative importance of 10.0. The other reaches are evaluated to have
relative importances of 7.0 downstream of node h, 5.0 between nodes 2
and 3, and 2.0 between nodes 3 and 4. Using these relative importances,
the effectiveness measures for each stream reach can be obtained by
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Table C.l. ILLUSTRATIVE VARIATION OF BASIC VALUE WITH
MAXIMUM POLLUTION CONCENTRATION

(ppm)
Maximum pollution
__concentration Observable effects Basic value
> 10 Fish cannot survive, noticeable 0

odor, strong discoloration, water
treatment costs increased by 100%.

8-10 Game fish cannot survive, high 2
scavenger fish mortality, notice-
able odor, water treatment cocsts
increased by 50%.

6-8 High game fish mortality, scavenger 4
fish will not reproduce, water
treatment costs increased by 25%.

4-6 Game fish will not reproduce. 7.5

<i Aquatic life unaffected. 10

P o

Recreation
1

Agriculture

Industrial

Figure C.3. Single stream with adjoining land uses
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determining basic values for each reach and multiplying these basic
values by their respective relative importances. For specified values
of d3%, d3%, and 435, let the maximum pollution concentrations be 6.8,
5.9, 5.5, 6.1 ppm starting at the head of the stream (node 1) and pro-
ceding downstream. Then using Table C.l, the basic values for each
reach are 4, 7.5, 7.5, and L4, respectively. Multiplying by the reach
relative importances, the individual reach effectiveness measures are
40.0, 37.5, 15.0, and 28.0, respectively. Summing these reach effec-
tiveness measures, the stream effectiveness measure is 120.5.

Having presented an example, the mathematical notation necessary to use
the effectiveness measure will now be defined.

the basic value for the jth maximum pollutant concen-
tration interval, 0 < EJ < 10; j =1, 2, ..., N¥;

Let EJ

N* = total number of pollutant concentration intervals;

Qj = the upper limit on the maximum pollutant concentra-
tion for the jth interval; j = 1, 2, ..., N*;

O
(@]
1l

OF

Ri = relative importance of the stream reach between nodes
iand i+l, 1 =1,2, ..., n; 0 <Ry <10;

Ei = effectiveness of pollution control actions on the
stream reach between nodes i and i+1,
i=1,2, ..., N.

To compute the basic value of reach i, the maximum pollutant concentra-
tion over all time values 1s determined, and this value is used to
determine the pollutant concentration interval, That is, the value of
J is determined for reach i such that

t &

t 55(6) 7 0 () < QJ (c.7)

using this value of j then

E; = Ry - EJ. (c.8)
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After determining values of Ej for i = 1, 2, ..., N; then, the total
watershed effectiveness, E, is computed by

B = % Ei (099)
i=1

The above equation is the criterion function for the maximum effective-
ness model.

Since the constraint for the maximum effectiveness model is the total
annual cost budget, B, then the total resource allocation cost, C¢,
given by equation C.4 can be used in the constraint equation. It
follows that

Cy < B (c.10)

ANATYSTIS OF THE DYNAMIC SINGLE-STREAM MODEL

Analysis of the minimum cost and maximum effectiveness models formulated
in this section shows that both optimization problems have the following
characteristics:

1. set of admissable decisions is discrete,
2. number of possible decisions is &Y,

3. constraint equations and criteria functions are nonlinear
functions of the decision variables.

Note that the number of possible decisions will be overwhelming with
values of N as large as 20 or 30. Even with only 10 mine sources the
the number of possible decisions 1s in excess of one billon,

In addition to the characteristics mentioned above, another factor com-
plicating any solution procedure is the dynamic stochastic nature of
pollutant and stream flows. That is, the functions P;(t), P;R(t),
P;2(t), and Qi(t) for i = 1, 2, ..., N are time varying and stochastic.
These functions will be difficult to handle in equations such as C.l
and C.2 even if they are regarded as deterministic. Since these fune-
tions are strongly influenced by precipitation patterns, they are in
fact stochastic. One way of handling their stochastic nature is to
adopt a conservative approach by selecting very long time traces from
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the Pollutant Source and Hydrologic Models; or, even better, analyses
of the pollutant source models can be conducted to indicate which pre-
cipitation patterns give the maximum pollution concentrations. In this
way, confidence can be gained in the fact that quality constraints will
be maintained in the minimum cost model (equation C.l) and that effec-
tiveness measures will be properly calculated (eguation C.7). The
basic assumption being made is that optimizing in this manner will
yield a solution that provides quality and/or effectiveness measures

at least as good as the worst case analyzed so frequently that any
violations can be ignored.

Going one step further, a much less cumbersome and more useful optimi-
zation algorithm can be obtained by completely suppressing the dynamic
stochastic nature of the functions P;(t), P;(t), P;2(t), and Q;(t).
This approach will be called the "deterministic worst-case analysis."
The basic idea inherent in this approach is to select a set of single
values from the functions P;(t), P;7(t), P;2(t), Qi (t), i =1, 2, ..., N;
that represents the most adverse situation from a quality viewpoint.
Then, an optimal solution using these values should almost always give

better quality or more effectiveness in actual practise than considered
in the solution procedure.

Two models have been developed to evaluate the deterministic worst-case
approach. These models are the DWMC and DWME models defined in the
introduction to this appendix. Both models can analyze a basin having
multiple streams with tributaries, and the method for representing mine
sources and streams in this basin is described in the following section.
The deterministic models are described in detail in subsequent sections.

BASTN MINE SOURCE AND STREAM DESIGNATION SYSTEM

In this section, notation used to define the basin stream network, mine
sources, pollutant flows, and pollution control costs is defined. This
notation is used in both of the deterministic worst case optimization
programs, and standard FORTRAN symbols are used to designate variables
to avoid use of an additional set of mathematical notations.

The basin is assumed tc have mine sources draining into a stream net-
work having a hierarchy of at most level three. That is, the basin
outlet is a third-level stream being fed by second-level streams, and
the second-level streams are fed by first-level streams. Note that only
second-level streams can feed the third-level stream and that only one
third-level stream is permitted. Of course, basins with only a single
stream or with only a hierarchy of level two can be represented by the
optimization models. In these cases the basin outlet stream would still
be a level three stream and there would be no level one streams. In

the single stream case there would only be a single level three stream.
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A set of nodes are denoted along each stream and there exists three
different functions that can be performed at each node; i.e., a pollu-
tion source, an instream treatment site, or a stream confluence. All
nodes are source nodes or possible points at which pollutants may enter
the stream from mines. Any pollutant flow from mines is assumed to
enter the stream at the node location. In addition natural pollutant
inputs may occur between stream nodes. These natural pollutant inputs
may be positive, increasing pollutant concentrations, or negative,
neutralizing pollutant concentrations. Quality checks are made at each
node to determine whether pollutant concentrations are less than the
standard or to determine the effectiveness of a given resource alloca-
tion. These quality checks are always made just downstream of each
node.

Treatment nodes are possible locations for instream treatment facilities
removing pollutants from the entire stream flow. The DSS model per-
mitted all nodes to have the potential for an instream treatment
facility; however, economies with respect to the number of alternatives
to evaluate are achieved by evaluating only the most likely locations.
It should be noted that the models can be operated with all nodes being
treatment nodes if the additional computer time is considered worth-
while. A mine source at a treatment node is assumed to feed the in-
stream treatment facility directly, if the decision is made to implement
the facility; thus, the source at an instream treatment site would not
degrade stream quality.

In addition, some nodes, called confluence nodes, are fed by another
lower level stream. An example is shown in Figure C.4 where nodes U
on second level stream number 1, 2 on the third level stream, and 4 on
the third level stream are confluence nodes. Note that the confluence
is located between the node and the next upstream node. Also, nodes 5
on second level stream number 1 and 3 on the third level stream are
treatment nodes.

Each stream is designated by its level and streams having the same level
are numbered. Thus, for level 1 streams, the streams are numbered one
through NS(1) where NS(1) is the total number of level one streams.
Similarly, level two streams are numbered one through NS(2). There is
only one level 3 stream; i.e., NS(3) = 1. Also, the variable KL is used
to designate the lowest level stream represented in the basin. If the
basin has only two levels in its stream network, then NS(1) = O and

KL = 2. Moreover, a single stream network would have NS(1) = NS(2) = O
and KL = 3.

As depicted in Figure C.4t, the nodes on each stream are numbered start-
ing with the most upstream node. Thus, node I on stream J is upstream
of I+l on stream J. Using the three coordinates; i.e., node number I,
stream number J, and stream level K; an individual node is uniguely
specified within the basin by the ordered triple (I,J,K). The array
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Second level
stream No.|

Second level
stream No.2

First level
stream No.|

Third level
stream No.l

@® Source or confluence node

[@] Possible instream
treatment site

Figure C.4., Illustration of stream and node designation

ND specifies the number of nodes on each stream. Values for ND are
specified as input data and are defined by

ND(J,K) = number of nodes on stream J of level K.
Several arrays are employed to permit tracing from a level one stream
to the basin outlet, or backwards from the basin outlet to the stream

heads. The array JN permits tracing upstream and is prepared as input
data to the optimization models. ''Values for JN are defined by
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NF if node I on level K stream J is a con-
fluence node where NF is the level K-1
JN(I,J,K-1) = { stream feeding J, and

0 if (I,J,K) is not a confluence node
fOI‘ K - 2,3-
Also JN(I,J,0) will be defined to be zero,

Note that the last node or node ND(NF,K-1) on stream NF would be the
next upstream node feeding node (I,J,K), Also note that the first
node on any stream is not permitted to be a confluence node since there
is no need for two streams in this case.

To permit tracing downstream through the stream network, the optimization
programs create two arrays from the array JN. The array NFN gives the

nodes receiving flow from level 1 and 2 streams, and values for NFN are
defined by

NFN(J,K) = confluence node on the level K+l stream receiving
flow from level K stream J.

Since there is only one level 3 stream, all level two streams feed level
three stream number one. The array NFS gives the level 2 streams re~
ceiving flow from level 1 streams, where

NFS(J) = level 2 stream receiving flow from level 1 stream J.

Potential instream treatment sites are designated in a manner similar

to that used to denote confluence nodes. Treatment nodes are specified
by the array INT, where

NT if node (I,J,K) is a potential instream
treatment site where NT is the instream
INT(I,J,K) = { treatment site number, and

0 if otherwise

NT can take on the values between one and NINST where NINST is the total
number of instream treatment sites considered.

At each node a set of variables is used to depict the stream flow,
pollutant flows, and costs associated with each pollution control
measure. Recall that the deterministic worst case optimization models
are based on the assumption that pollutant and stream flows are selected
to represent the most adverse situation from a pollution viewpoint, It
is assumed that the worst case has been identified for the variables
defined below. The stream flow at each node is given by

Q(I,J,K) = stream flow at node (I,J,K) exclusive of pollutant.
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Input values for Q(I,J,K) are in cubic meters per second, and the pro-
gram converts these amounts to kilograms per hour for the computational

procedure. The pollutant flow rates for each mine source are given as
input by

P(I,J,K) = pollutant flow emitted from the source at node
(I,J,K) without implementation of any pollution
control measures (kilograms per hour), and

PA(I,J,K) = pollutant flow emitted from the source at node

(1,7,K) if abatement is implemented (kilograms
per hour).

Also, the natural pollutant inputs are specified as input data by

PN(I,J,K) = pollutant input to the stream between nodes
(1-1,7,K) and (I,J,K) due to natural sources
(kilograms per hour).

If I=1, PN(I,J,K) represents all of the natural pollutant input above
the first node. If (I,J,K) is a confluence node, PN(I,J,K) is the
natural pollutant input between (I-1,J,K) and (I,J,K) plus the natural

pollutant input between stream (J,K) and the last node on stream
JN(I,J,K-1).

Corresponding to these "instantaneous" pollutant flow rates given above,
a set of mean annual pollutant flows are required to calculate treatment

variable costs. These annual pollutant flows are specified as input
data by

AP(I,J,K) = mean annual pollutant load emitted by the source

at node (I,J,K) if no pollution controls are
implemented (kilograms)

APA(T,J,K)

1l

mean annual pollutant load emitted by the socurce
at node (I,J,K) if abatement is implemented
(kilograms )

APN(I,J,K) = mean annual pollutant input due to natural
sources between node (I,J,K) and the next up-
stream node (or nodes when (I,J,K) is a con-
fluence node) in kilograms.

In addition to pollution and stream flows, a set of costs for each
alternative control measure at each node is specified as input. The
array C gives the equivalent annual costs for abatement and treatment

(exclusive of variable chemical costs), and values for the array C are
defined by

199



annual costs to abate the mine source at
(I,J,K) for ID = 1 ($)

C(ID>I:J)K) =
annual cost to implement a treatment processor
for the mine source at (I,J,K) for ID = 2(3$)

The equivalent annual costs to implement instream treatment processors
are specified by the array CI, where

CI(NT) = equivalent annual fixed cost to implement instream
treatment at instream treatment site number NT ($)

for

NT

1,2, ..., NINST; and
C1I(0) = O,

The variable chemical cost for treatment processors is given by VC, in
dollars per kilogram, specified as input data.

DETERMINISTIC '"WORST-CASE" MAXIMUM
EFFECTIVENESS (DWME) MODEL

In this section, the DWME model is described, and the algorithm for
determining the maximum effectiveness solution is presented. This
algorithm is performed by program MAXEF to determine a maximum effec-
tiveness solution. To simplify the understanding of MAXEF, the same
notation is used to describe the algorithm as is used in the program.
Thus, FORTRAN variable names are employed in this section. Computer
program flow charts and input data instructions are contained in a later
section of this appendix.

Criterion Function and Constraint Equation

The DWME model is specified by its criterion function and constraint
equation. These equations are obtained simply by converting the cor-
responding equations for the DSS model to represent a network of streams
and to incorporate the "worst-case" pollutant and stream flows defined
in the previous section. '

The DWME analogue of the criterion function given by C.9 is

3 Ns(x) §p(J,K)

EFF = 3 > E(I,T7,K), (c.11)
K=KL J=1 I=1
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where E(I,J,K)

]

effectiveness of pollution control actions on
the stream reach between node (I,J,K) and the
next downstream node on stream J.

EFF = total basin effectiveness of a set of pollution
contrel actions.

If (I,9,K) is the last node on stream J; i.e., I = ND(J,K), then the
next downstream node is interpreted to be the outlet of stream J.
Individual reach effectiveness values are determined by

E(I,J,K) = R(I ,K) « EJ(1,J K) (c.12)
=1,2,3; J=1,...,88(K); I =1,...,ND(J,K)

~

where R(I,J,K)

relative importance of the stream reach between
node (I,J,K) and the next downstream node on
stream J, 0 < R(I,J,K) < 10;

basic value of the stream reach between node
(I,J,K) and the next downstream node on stream J.
0 < EJ(1,J,K) < 10.

EJ(I,J,K)

To compute the basic value of a stream reach, the pollution concentra-
tion as a result of a set of control actions is determined and compared
with a set of pollution concentration intervals and their correspond-
ing basic values, specified as input data. That is, M is determined

so that it satisfies

PLT(I,J,K)

BIR(T,T,K) + QUI,T,K) = QI (M) , (c.13)

QT (M-1) <

where QJ(M) = upper limit on the pollution concentration for the
Mth interval (input values are in parts per million
(ppm) but QJ(M) values are converted later to
decimal fractions),

QJ(0) = 0

NI

total number of pollution concentration intervals

M=1, 2, ..., NI, and
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PLT(I,J,K) = pollutant flow rate in kilograms per hour just downstream
at node (I,J,K) resulting from a specified set of control

actions,

This value of M is used to specify the individual reach basic values by

EJ(I,J,K) = BV(M), (C.14)

where BV(M) = basic value for pollution concentration interval M,

In order to determine the pollution flow from a set of control actioms,
values of PLT(I,J,K) must be determined. PLT(I,J,K) is the deterministic
"worst-case" multi-stream analogue of Pit(t) given by equation C.3, or
the total pollutant flow just downstream of node (I,J,K). Pollutant

may reach each node from one or more of the following sources:

. flow past next upstream node,

natural flow originating downstream of next upstream node,
. tributary if (I,J,K) is a confluence node, and

. mine source at (I,J,K).

Fw

The flow past the next upstream node is given by PLT(I-1,J,K), and the
case where I,J,K is at the head of a stream is handled by defining

PLT(0,J,K) = O

fOI‘ J= 13230--;NS(K);

K

I

1,2,3.

The natural flow is given by PN(I,J,K). Pollutant flow from a tributary
is represented by

PT(J,K) = pollutant output rate of stream J of level K
(kilograms per hour);
where PT(J,K) = PLT(ND(J,K),J,K) if J > 0 and X > O,

PT(0,K) = O;

il

PT(J,0) = 0;
PT(0,0) = O3
1,2,...,N8(K); and

oy
I

=
|

= 1,2,3.
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Also, pollutant output from a source is defined by

PS(I,J,K) = pollutant output rate from source (I,J,K) given
the site abatement and treatment decisions
(kilograms per hour).

In addition, pollutant may be removed from the stream by implementing
an instream processor., Decisions to do so are specified by

0 if instream processor site NT is implemented
DINT(NT) =
1 if otherwise.
NT = 1,2,...,NINST.
If the node (I,J,K) cannot have an instream processor, then
NT = INT(I,J,K) = O and DINT(O) = 1. Then necessity for defining
DINT(NT) = O if the instream processor is implemented will be apparent
when the optimization procedure is presented. Using the above relation-
ships, the pollutant flow just downstream of node (I,J,K) is given by
PLT(I,J,K) = DINT[INT(I,J,K)]-[PN(I,T,K) + PLT(I-1,J,K) + PS(I,J,K)
+ PI(JN(I,J,K-1),K-1)] + (1 - DINT[INT(I,J,K)])

- L[ (I,J,K) + PLT(I-1,J,K) + PS(I,J,K)

+ PT(JN(T,J,K-1),K-1)] (c.15)
for I =1,2,...,ND(J,K);
J=1,2,...,88(K); and
K =1,2,3.

Recall that L(X) is the clip function defined earlier.

The four equations above require values for the pollution output rate
from a mine source after allowing for the site abatement or treatment
decisions. Let these decisions be represented by

1 if abatement is performed at mine source
DA(T,T,K) = (1,J,K), and

0 if otherwise
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1 if site treatment is to be performed at site
(1,7,K), and

DT(I,J,K) =
0 if otherwise.
The deterministic "worst-case" multi-stream analogue of equation C.2
is used to compute values for PS(I,J,K). Thus,
ps(1,J,X) = DI(I,J,K) - L(DA(I,J,K) - PA(I,J,K) + [1-DA(I,J,K)] - P(I,J,K))
+ [1-p7(1,J,K)] - (DA(I,J,K) « PA(I,J,K) + [1-DA(I,J,K)]
« P(1,J,K)) (c.16)

Equations C.11 through C.16 can be used to compute values for the
criterion function of the IWME model. The cost constraint is

TTC < BUD , (c.17)
where BUD = maximum allowable annual pollution control cost ($),

and

TTC = annual pollution control cost expected as a result of
decisions represented by DINT, DA, and DT arrays.

The total pollution control cost is calculated using the multi-stream
"worst-case" analogue of equation C.,4. That is,

3 NS(K) ¥D(J,K)
T = 3 2 2 (o8(I,3,K) + [1-DINT(INT(I,J,K))]
K=XL J=1 I=1

- [cr(mT(1,J,K)) - VC - L[-APLT(I,J,XK)]1]) ; (c.18)

where CS(I,J,K) annual cost of pollution control decisions at

mine source (I,J,K) in dollars;

I

APLT(I,J,K) = annual pollutant load in kilograms passing
stream node (I,J,K) considering the upstream
decision variables given by the DINT, DA, and
DT arrays; and

APLT(0,J,K) = 0.
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Values of CS(I,J,K) are given by

cs(1,J,K) = DA(I,J,K) - ¢(1,1,J,K) + DT(L,J,K) - [C(2,I,7,K)
+ ve - ([1-pA(T,7,K)] - AP(I,T,K)
- DA(T,J,K) - L[-APA(I,J,K)])] (C.19)
Values of APLT(I,J,K) are determined in a manner quite similar to
PLT(I,J,K). That is,
APLT(I,J,K) = DINT[INT(I,J,K)] . (APN(I,J,K) + APLT(I-1,J,K) + APS(I,J,K)
+ APT[JN(I,J,K-1),K-1]1) + [1-DINT (INT(I,K,K))]
- L(APN(I,J,K) + APLT(I-1,J,K) + APS(I,J,K)

+ APT[JN(I,J,K-1),K-11) ; (c.20)

where APT(J,K)

annual pollutant output of stream J of level K
in kilograms, [APT(J,K) = APLT(ND(J,K),J,K) if
J>0and K > 0];

APT(0,K) = 03
APT(J,0) = 0;
APS(I,J,K) = annual pollutant output rate from source (I,J,K)

given the site abatement and treatment decisions
(kilograms);

I=1,2,...,ND(J,K);
J=1,2,...,88(K); and
K =1,2,3.

The values for the annual source cutputs are given by

APS(1,J,K) = DT(I,J,K) » L(DA(I,J,K) - APA(I,J,K) + (1-DA(I,J,K))
« AP(I,5,K)) + (1-DpT(I,J,K)) - (DA(I,J,K) - APA(I,J,K)

+ (1-DA(1,5,K)) - AP(I,J,K)) (c.21)

for I =1,2,...,ND(J,K);
=1,2,...,N8(K); and XK = 1,2,3.

oy
|
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Equations .18, C.19, C.20, and C.21 can be used to evaluate the DWME
cost constraint.

Optimization Algorithm

As pointed out by the DSS model, the criterion function and constraint
equations for the DWME model are nonlinear functions of discrete vari-
ables, viz., the DINT, DA, and DT arrays. Thus, available optimization
algorithms such as linear programming, nonlinear programming, game
theory, decision theory, geometric programming, and stochastic program-
ming are inappropriate. Dynamic programming is a possible solution
method, but preliminary investigations indicated that computer require-
ments for a dynamic programming would be more extensive than the method
selected. This conclusion results from the requirement to determine
the optimal resource allocation function at each node for all admis-
sible cost values. The algorithms developed as a result of this
research (for the DWME and DWMC models) are modifications and exten-
sions to the partial enumeration method for discrete optimization prob-
lems formulated by Lawler and Rell.®

The Lawler-Bell algorithm is designed to solve discrete optimization
problems of the following form:

Minimize gO(X),

Subject to gll(X) - ng(X)

v
o

ng(X) - g22(X) Z O)

gml(.X) - gy (X)

v
N

where X = (X7, X0, ..., Xp), and

Xy = Oorl; j=1,2,...,n; and

where the restriction is applied that each of the functions gO(X),
817 (X)5 ..es gm2(X) is monotone nondecreasing in each of the variables
X1s X255 eeey Xpo

The basic concept behind the Lawler-Bell algorithm involves ordering
each possible vector X and then proceeding through the list of vectors

1E. L. Lawler and M. D. Bell, "A Method for Solving Discrete Optimiza-
tion Problems," Operations Research, Vol. 14, No. 6, Nov.-Dec. 1966,
pp. 1098-1112,
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to evaluate each vector which could be optimal. Naturally, those
vectors which could not be optimal are skipped. A lexicographic or
numerical ordering is obtained by giving each vector the integer value

n=-2

_ n-1 0
l’l(X) = X12 + 2 + eee + Xn2 .

)

In addition to the numerical ordering, a vector partial ordering is
obtained by regarding

X <Y if and only if x<nyw J=1,2,...5n

where Y = (Vi, V1, eees Yn)e

Note that X < Y and Y ﬁ X are not equivalent expressions. Let X* denote
the first vector following X in the numerical ordering where

X £ X*.

Lawler and Bell show that X* can be obtained from X readily on a digital
computer by

. regarding X as a binary number,

. subtracting 1 from X,

. logically "or" X and X-1 to obtain X*-1, and
. adding 1 to obtain X*,

Fw e

The procedure described by Lawler and Bell to identify the optimal solu-
tion involves proceeding through the list of possible solutions and
keeping a record of the least costly solution currently identified. X
denotes this solution, and gO(X) is the minimum criterion function value.
Procedure starts with X = (0,0,...,0) and ends when X = (1,1,1,...,1).
Letting X denote the vector that is currently being examined, the fol-
lowing rules indicate which vector is evaluated after X:

1. If go(x) > go(%), skip to X*. Since X* is the first
vector in numerical order following X where X ﬁ X*,
then X+1,X+2,...,X*¥-1 are all greater than or equal to
X in the vector partial ordering. Also, because gn(X)

is monotone nondecreasing, none of the vectors
X+1,X+2,...,X*-1 can have values of gy(X) less than

go(X).
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2. If X is a feasible solution satisfying all copstraints
and gO(X) < gO(X), then X is substituted for X.

(v

If X is a feasible solution satisfying all constraints,
skip to X*. Because gy(X) is monotone nondecreasing,
none of the vectors X+1, X+2, ..., X¥-1 can have values
of the criterion function less than go(X).

h. If g5y(X*%-1) - g4o(X) # O for any i=1,2,...,m, skip to
X¥. Note that Y = X*-1 maximizes g;7(Y) and Y = X
maximizes -g;,(Y) for any vector between X and X*-1.
Thus, if g;;(X*-1) - g55(X) # 0, then no vector Y between
X and X*¥-1 can satisfy constraint i.

5. Skip to X+1 if conditions 1, 3, and 4 do not apply.

Lawler and Bell give representative compute times to solve typical prob-
lems to 1llustrate the potential efficiency of their method. Using the
procedure listed above, they solved problems involving as many as 30
binary variables with compute times ranging from 10 to 20 minutes on an
IBM 7090. However, third generation computers are considerably faster
than an IBM 7090. Although the increase in compute time for increasing
numbers of variables appears to be less than an exponential function,

it increases at a faster rate than a linear function. Thus, there
appears to be an upper limit on the number of nodes than can be analyzed
in a single problem, and it is important to select an algorithm that is
rapid.

With emphasis upon this efficiency objective, the following extensions
were accomplished in constructing the DWME optimization algorithm:

1. The number of possible alternatives at each mine source
to be evaluated in the optimization algorithm was reduced
from four to three. This modification saves considerable
computer time because 4 is much larger than 3" where n
is the number of possible mine sources.

2. The criterion function and constraint equations were
modified so that the criterion function is equivalent to
a nondecreasing function of each of the decision variables
that is to be minimized,

3. The decision variables for a stream network were trans-
formed so that they could be expressed as a vector X.

4., A procedure was developed for determining the next feasi-

ble solution subsequent to any point in the numerical
ordering of the decision vector X. Note that condition 4
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in the Lawler-Bell procedure defined above only allows
for a test to be made to determine if decision vector
values can be skipped and does not identify exactly the
next feasible solution.

5. The last decision vector, noted as Xy, that needs to be

evaluated in the numerical ordering to find the optimal
solution was identified to reduce the number of iterations
required. That is, decision vectors beyond X, in the
numerical ordering will not be optimal.

These extensions listed above are described next in the following dis-
cussion of the optimization algorithm.

Reduction of the Number of Alternatives at Each Mine Source -

The objective of reducing the total number of possible alternatives is
to decrease the number of iterations by the optimization program to
identify an optimal pollution. To illustrate the potential for improve-
ment, consider a basin having three sources and no potential instream
processing sites. Four alternatives exist at each source when one con-
siders all possible combinations of site treatment and site abatement.
Letting the variable MS denote these alternatives

if no pollution control actions are to be performed

if abatement but no source treatment is to be performed
if treatment but no abatement is to be performed

if both treatment and abatement are to be performed

(S o @]

Thus, direct enumeration of all possible combinations of control actions
gives 43 or 64 alternatives to be considered. However, the pollutant
output of a mine source, say (I,J,K), can have, at most, three possible
values which are P(I,J,K), PA(I,J,K), and zero kilograms per hour if
site treatmpent is performed. Thus, from a source output viewpoint there
are only 3° or 27 alternatives to be considered as opposed to 64 origi-
nally.

Zero pollutant output can be obtained in two ways; i.e., site treatment
alone and site treatment combined with abatement; and there are no

interactions to be considered in evaluating these two ways with regard

to stream quality. Obviously, the preferred alternative would be site

treatment or site treatment combined with abatement depending on which

is cheapest. Thus, the zero pollutant ocutput alternative would be both
site treatment and abatement if the annual cost of this alternative is

less than site treatment alone, That is, if

¢(1,I,J,K) + ¢(2,I,d,K) - VC. L(-APA(I,J,K)) < C(2,I,3,K) + VC « AP(I,J,K)
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select site treatment and abatement for the zero pollutant output
alternative. Otherwise, select site treatment alone.

From a mine output viewpoint, there are further potential reductions in
alternatives to be considered. Some mines may cost more to abate than
to treat. This may occur when sealing or other abatement procedures
are potentially very expensive. Thus ignore the alternative of abate-
ment alone if

c(1,1,7,K) > c(2,1,d,K) + VC « AP(I,J,K) .

The result of the tradeoffs described above to reduce the number of
basin alternatives is recorded in several arrays for ready reference
dquring the optimization procedure. In addition to no pollution control,
two control actions are considered and they are identified by the de-
cision variable ID, where

0 if no pollution control is to be implemented at a
source

1 to identify the lowest cost pollution control alter-
native (usually involving abatement alone), and

2 to identify the pollution control alternative involv-
ing treatment

Three arrays are employed to completely specify pollution control alter-
natives, their costs, and their pollutant output rates. These arrays
are RALT, CALT, Pl and APl; where

RALT(ID,I,J,K) = value of MS for pollution control alternative
ID at source (I,J,K);
CALT(ID,I,J,K) = annual cost in dollars for pollution control

alternative ID at source (I,J,K);

P1(I,J,K) = instantaneous pollutant output rate in kilo-
grams per hour for pollution control alterna-
tive 1; i.e., ID = 1; and

APl(I,J,K) = annual pollutant ocutput in kilograms for
pollution control alternative 1.

Note that the pollutant output rate for pollution control alternative 2;

i.e., ID = 2, is zero kilograms per hour and that the pollution output
rate in the absence of pollution control action is P(I,J,K) kilograms
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per hour. Values for the above arrays can be obtained by the relations
shown below:

If c¢(1,I,J,K) < VC - (AP(I,J,K)+ L(APA(I,J,K))),

then RALT(2,I,J,K) = 3
CALT(2,I,J,K) = C(1,I,J,K) + c(2,I,J,K)- VC+ L(-APA(I,J,K))
RALT(1,I,7,K) = 1
carr(1,I,J,K) = ¢(1,I,J,K)

P1(1,J,K) = PA(I,J,K)
APL(I,J,K) = APA(I,J,K) .

If ¢(1,I,J,K) > C(2,I,J,K) + VC. AP(I,J,K) ,

then RALT(1,I,J,K) = RALT(2,I,J,K)
cALT(1,I1,J,K) = CALT(2,I,7,K)

2
¢(2,I1,J,K) + VC - AP(I,J,K)

I
]

P1(1,7,K) = 0.0
AP1(I,J,K) = 0.0.
Otherwise,

RALT(2,I,J,K) = 2

CALT(2,I,J,K) = ¢(2,1,J,K) + VC « AP(I,J,K)
RALT(1,I,J,K) = 1

CALT(1,I,J,K) = C(1,I,J,K)

P1(1,J,K) = PA(I,J,K)
AP1(I,J,K) = APA(I,J,K) . (c.22)

In addition to reducing the alternatives to be considered at a mine
source, another case exists where the alternatives upstream of an active
instream processor should be limited. Recall that abatement costs might
be so inexpensive that treatment at a mine source should always be
coupled with abatement. For the same reason, sources with inexpensive
abatement costs providing influent to an active instream processor

should involve abatement (or treatment and abatement) to achieve minimum
system cost. In this case, no pollution control would be more expensive
than abatement, but treatment and abatement may be implemented to achieve
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better stream quality. This situation is identified by the array BS,
where

-1 when RALT(2,I,J,K) = 3 and the source at

(I,J7,K) provides influent to an active instream
BS(I,J,K) = { processor, and

0 if otherwise,

Modification of the Criterion Function and Constraint Equations -

Recall that the decisions at each instream treatment site are specified
by the DINT array as defined on page 203; however, the decision alterna-
tives at each mine source have been redefined in the previous section.
The decision variable ID specifies the decision at each node, but the
significance of this variable must be checked to insure that it con-
forms to the Lawler-Bell algorithm.

A requirement of the Lawler-Bell algorithm is that the criterion function
is to be minimized, and it must be nondecreasing in each of the decision
variables Xj,Xp,...,%,. Before the source and instream treatment de-

cisions are reordered to correspond to elements of the vector X, the
maximum effectiveness optimization problem must be transformed to
satisfy the above requirement. If the criterion function; 1.e.,
equation C.11, is multiplied by -1, then the maximization problem is
transformed to a minimization problem. Recognition of this "trick"
implies that the Lawler-Bell algorithm will work for a maximization
problem where the criterion function is a nonincreasing function of
each decision variable.

However, the criterion function as defined in equation C.1l1 is an in-
creasing function of the decision variable at each mine source noted by
ID as defined above. Consequently, the decision at each mine source is
specified by

2 if no pollution control is to be imple-
mented at source (I,J,K)

1 if the lowest cost pollution control
D(I,J,K) = 2-ID = { alternative (usually abatement) is imple-
mented at (I,J7,K), and

0 if the pollution control alternative
involving treatment is implemented at (I,J,K)

Note that the criterion function will be a nonincreasing function of
each element in the D array and that it already is a nonincreasing
function of the DINT array elements, defined on page 203, specifying
decisions at each instream treatment site.
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To incorporate the newly defined decision variables in the criterion
function, equation C.16 giving the pollutant output rate from source

(I,J,K) must be rewritten. Using the definitions given in equation
c.22,

p(1,3,K) if D(I,J,K) = 2
PS(1,J,K) = {PL(I,J,K) if D(I,J,K) = 1

0.0 if D(I,J,K) = O (c.23)

Thus, the criterion function is evaluated using equations C.22, C.23,
.15, ¢.13, C.14, €.12, and C.11l. The optimization program uses
Function EFFECT to evaluate the criterion function, and the procedure
for EFFECT is described in Figure C.8 starting on page 303,

The cost constraint is modified in a similar manner. That is, the cost
to control pollution at a mine source given by equation C.19 is replaced
by

CAIT(2,1,J,K) if D(I,J,K) = O
cs(1,J,K) = { CALT(1,1I,J,K) if D(I,J,K) =1
0 if D(I,J,K) = 2 (c.2h)

In addition, the annual pollution output from a mine source given by
equation C.21 becomes
AP(1,J,K) if D(I,J,K) = 2,
APS(I,J,K) = {APL(I,J,K) if D(I,J,K) = 1, and
0.0 if D(I,J,K) = O (c.25)
Hence, the cost constraint is evaluated using equations C.22, C.2k,

€.25, .18, C.19, and C.20.

Construction of the Solution Vector X and Identification of the Next
Vector to be Evaluated -

Having defined the decisions variables, the next step in developing the
DWME optimization algorithm is to define a solution vector X consisting
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of these decision variables. Note that the decision variable at each
mine source can assume three possible values; thus, the solution vector
X consists of both binary and tertiary elements necessitating a new pro-
cedure for specifying the next vector, i.e., X*, to be evaluated. Both
the solution vector X and the procedure for identifying the next vector
to be evaluated are defined in this section.

As specified before, the vector X has n elements or

X = xl’XZ""’Xm’xm-l-l""’xn 5

where n = number of instream processors plus the number of mine sources.

That is,

K)
ND(J,K) .
1

n = NINST + D

3 Ns(
K=KL J=

Xy represents the decision at an instream processor or the decision at
a mine source., Hence,

= D(1,J,K)

BN
[

or

X, = DINT(NT)

These decision variables are assigned as elements of the vector using
the following rules:

1. If x, = DINT(NT), then xp,1 = D(I,J,K); where NT = INT(I,J,K).
That is, the instream processor decision variables are
placed to the left of their corresponding mine source
nodes.

2. The decision variables for each stream always appear
together and ordered so that b Sl is upstream of Xy

assuming xp represents the decision at a mine source.
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3. If x, represents the most upstream node of stream J of
level X and J > 1, then x,,7 represents the most down-
stream node of stream J-1 of level K.

L. If x, represents the most upstream node of stream 1 of
level K and K > KL, then x4 represents the most down-
stream node of stream NS(K-1) of level K-1.

The above rules are designed to order these decision variables so that
the downstream decisions are recorded to the left of upstream decisions.

To illustrate the application of the above rules, consider a basin con-
sisting of one level -three stream, two level-two streams, and two level-
one streams. FEach stream has two nodes, and the downstream nodes of
each level-two stream have potential instream processor sites. Then

X = [p(2,1,3), D(,1,3), DINT(1), D(2,2,2), D(1,2,2,), DINT(2), D(2,1,2),
D(1,1,2), D(2,2,1), D(1,2,1), D{2,1,1), D(1,1,1)].

The Lawler-Bell algorithm examines vectors in sequence by ordering each
possible solution vector and working from the first to the last solution
vector. This order is achieved by assigning a number to each solution
vector and placing the vectors in numerical order. This numerical value
for a solution vector is given by

n(X) so

X is evaluted before Y if n(X) < n(Y).
As specified by Lawler-Bell, the elements of the solution vector must
be binary, thus n(X) is just a binary number. For the DWME optimization

model, n(X) must give a numerical value to X where some elements are
binary and some elements are tertiary. Thus,

n(X) = i Xp * gy 3
m=1

m

]

byp _n-m-b
where ny =2 7- 3 , and

by, = number of binary elements to the right of xy, l.€.,
X+l Speps®**sXn
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liote that the function n(X) assigns integral values to the possible
vectors X ranging from O to ngp. To illustrate the numerical ordering

provided by n(X), consider a system composed of a single stream having
two nodes, and the upstream node has a potential instream treatment

site. Thus,

x3 =0, 1, or 2

Oor 1

%2

X3 0, 1, or 2

A listing of each possible vector in numerical order is shown below:
X n(x) X n(X)

10
11
12
13
1L
15
16
17

~»
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» AY) » AY] » » AV}
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w» w» » w» Y] w» w» »
N ONER O N
M e e N e e
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HOOOHKFHFEFHOOO
AT I A I Y )
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In the optimizing algorithm, we must be able to take an arbitrary
vector X and find the next vector in the numerical ordering. That is,
we must be able to regard X as a number, i.e., the function n(X), and
add one to X giving Y so that n(Y) = n(X) + 1. The following procedure
is used to add one to X:

1. Starting from the rightmost element of X, i.e., x,, find
the first element noted as x, where x4 is less than its
maximum possible value. That is, x4 < 2 if x5 is tertiary
and x5, = 0 if x, is binary.

2. Add one to x4, Or yg = X5 + 1.

3. Set Yg41sVatlsesesyn all equal to zero.
Set yl = Xl, y2 = X.2,-o;, ya_l = Xa_l.

The proof that the above procedure always gives n(Y) = n(X)+1 is done
by induction on a. If x, is the rightmost element, then it is obvious

that n(Y) = n(X)+1l. If a =n-1, theny, 3 =%, + 1, v, = 0, and x
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equals its maximum possible value. Since

n-2
n(X) +1= 3 Xp-np F Xy 3-onpg +oxy L
m=1

and ny,.1 = X, + 1, then

n-2
n(X) + 1= 3 xm-0p +(n-1+ 1) -np1 and
m=1
n(Y) =n(X) + 1.

To show n(Y) = n(X) + 1 for all values of a, assume that n(Y) = n(X) + 1
for a and then show that this assumption implies n(Y) = n(X) + 1 for
a-1l, Thus we assume that

a-1 n
n(X) + 1= Y xp-np+Xgemg+ ), Xpenp+1
m=1 m=a+l

1l

a-1
2: Xpoop + (xg + L)ng
m=1

= n(Y)

when x; is less than its maximum value and xg4],Xg40s.-.,%p are all

equal to their maximum values. Note that the above expression must also
be valid for the case where Xg is equal to its maximum value if it is

true when x, is less than its maximum value. For the a-1 case assume
that xXg,Xg41,...,%n are all equal to their maximum values and xg_7 is
not. Expanding the expression for n(X),

a-2 n
n(X) + 1= ) Xp-my+ Xg1-Na 1t P Kyebp t+ L.
m=1 m=a
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Based on our assumed relationship for the a case,

a-2
n(X) + 1 = E: Xp » Oy + Xg_1 » Ng-1 + (x4 + 1)ng .
m=1

Note that (xa+l) - ng = ng_] because xg is equal to its maximum value.
Thus,

a-2

n(X) + 1= 2: Xp » Dy + (Xa-1 + 1)na-1 s
m=1

which proves that the procedure for adding one to X is valid.

This procedure for adding one to X to find the succeeding vector in the
numerical ordering must be extended to handle two additiocnal cases.
These cases occur when ¥, represents a mine source at (I,J,K), and they

are:

1. If RALT(1,I,J,K) = 2, then the decisions x, = O and
¥Xn = 1 are identical since abatement is more expensive
than treatment. Thus, the decision x, = 1 may be skipped.

2. If BS(I,J,K) = -1, then the decision represented by x, = 2

is not permitted since an instream treatment processor
downstream of (I,J,K) is active and no pollution control
at (I,J,K) is more expensive than abatement.

The extended procedure incorporating the above cases for proceeding
from X to Y, the next vector in the numerical ordering, is shown below:

1., Setm = n.

2. 8et (I,J,K) = node coordinates for x.
If x, = 2, go to step 5.
If xy = 1, %y represents a mine source, and BS(I,J,K) = -1,
go to step 5.
If xp = 1 and x; represents an instream processor, go to
step 5.
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3. Xy 1s less than its maximum value.
Set ¥y = Xy + L.
If yy = 1, %, represents a mine source, and RALT(1,I,J,K) = 2,
set yy = 2.
L. Go to step 6.
5. Xy 1s equal to its maximum value.
Set yp = O.
m-1- m. (The operation a + b — a means add b to a and
record the sum as the new value of a.)
Go to step 2.

6. Set yy = X7,V = Xpy.0.,¥p.]1 = Xp.1- The next vector in
the numerical ordering has been determined.

Regard xg, if encountered in the above procedure, as equal to zero.
In addition to the numerical ordering, the vector partial ordering is

important since X < Y implies that Y cannot have greater effectiveness
than X. The vector partial ordering is defined by

X <Y if and only if x, < yy form = 1,2,...,n.
For example, if X = (1,1,2) and Y = (2,0,0), then X £ Y and Y £ X, but
n(X) < n(Y).
As before, let X* dencte the first vector following X in the numerical
ordering where

X £ X*.

The basic procedure for determining X* is outlined below:

1. Starting from the rightmost element of X, i.e., xp, find
the first nonzeroc element. Designate this element as xj.

2. BSet x5% equal to the maximum value of x5. Also, set all
elements to the right of x % equal to the maximum values
of their respective elements. Set x;* = x, for
m=1,2,...,a-1.

3. Add one to X*.
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Note that the vector X* obtained at the completion of step 2 above
satisfies

X <X*.

This is true since there is no element of X* (as determined by step 2)
which proceeded past its maximum value in the numerical ordering between
X and X*, By adding one to X* in step three, xy* becomes Zzero and
smaller than x Thus X £ X*.

ar
More explicitly, the procedure for determining X* is outlined below:
l., Setm = n.

2. Set (I,J,K) = node coordinates for the decision variable
Xy 1f x, > 0, go to step 5.

3. Set xp* = 2 if xy represents a mine source and BS(I,J,K) # -1.
Otherwise, set xp* = 1.

L, m-1- m,
Go to step 2.

5. If xp represents a mine source and BS(I,J,K) # -1, set
Xp¥ = 2.
Set xp* = x, for b = 1,2,...,m-1.

6. Replace X* with the next vector in the numerical ordering
subsequent to X*,

7. The procedure is complete, i.e., X £ X*,
Several examples are shown below to illustrate the procedure.
Example 1:
X = (0,1,1,0,2,1,0),
where X3 represents an instream treatment facility.
Then X* = (0,1,1,1,0,0,0).

Example 2:
X = (O,l,l,l,0,0,0),
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where X3 represents an instream treatment facility.
Then X* = (0,2,0,0,0,0,0).

Example 3:
X = (0,1,1,1,2,1,0),

where x|, represents the mine source at node (2,1,3), RALT(2,2,1,3) = 3,
Bs(2,1,3) = -1,
x3 represents the mine source at node (3,1,3), and B5(3,1,3) = -1.
Then X* = (0,2,0,0,0,0,0).
Example 4:
X = (0,1,1,2,0,0,0),
where x5 represents the mine source at node (3,1,3) and BS(3,1,3) = -1.

Then X* = (0,2,0,0,0,0,0).

Determination of the Next Feasible Solution -

The value of X* obtained in the procedure described above may be more
effective than X, but X*¥ may not be a feasible solution since it could
violate the cost constraint. At this point in the Lawler-Bell algorithm,
a check is made to determine whether X¥* is feasible., If so, the pro-
cedure outlined in extension 3 above 1s repeated. Otherwise, checks are
made to determine if more vectors could be skipped to find a feasible
solution. This search for a feasible solution would involve many
iterations.

A much more efficient method is used by the DWME algorithm where a ,
procedure has been developed which identifies precisely the next feasi-
ble solution in the numerical ordering beyond an arbitrarily selected
point., Since this procedure does not require much more computational
effort than to evaluate the cost constraint, the overall efficiency of
the optimization algorithm has been clearly enhanced. Subroutine
NEFESE is used to specify the next feasible solution. The method
employed by NEFESE is outlined in this section, and a flowchart of the
subroutine is presented in Figure C.10 on page 309,

The basic idea inherent in the procedure to identify the next feasible
solution makes use of the lexicographic nature of the numerical order-
ing of possible values for X. The numerical ordering given by n(X) is
lexicographic because addition of one to an element, e.g., x5, increases
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the numerical value of X by more than the possible contribution of all
elements to the right of x5. This is true because

n
(xg + L)ng =1+ ) Xp-0m,
m=a

where Xg;1,Xg405.0.,Xp all have their maximum possible values.

Because of this lexicographic property, the next feasible solutiQn pro-
cedure can start with the leftmost element, i.e., X, determine its

value for the next feasible solution and then do likewise for elements
on the right, To specify this basic procedure, let

X = (x1,%0,...,%,) = the current solution (not necessarily
feasible)
X¥ = (x1%,x0%,...,x,*%) = the next feasible solution vector

equal to or after X in the numerical
ordering.

Note that X* = X if X is feasible. Consider the determination of x3%*

to illustrate the procedure. Compute the cost of the decision x3 under
the assumption of no pollution control costs to the right of x7, and
note this cost as TTC. If TTC is less than BUD, the maximum allowable
pollution control expenditure, then allocate TTC out of BUD and

set xy% = x7. If TTC is greater than BUD, then x;* must be greater than
X to achieve a feasible solution. If xl* is forced to be greater than
X1, no intervening feasible solutions between X and X* are skipped if

X0 ;X35 .00,%Xp are all set to zero. Setting x3* to be greater than x; if

required is permitted because of the lexicographic nature of the numeri-
cal ordering and the assumption that no pollution costs are incurred as
a result of decisions to the right of xy. After x1* is determined, xo*
is determined, but now the allowable budget is BUD - TTC. Again, the
lexicographic nature of the numerical ordering permits a serial alloca-~
tion of available budget in this manner.

The calculation of TIC when x7 is a decision variable that represents a

mine source is straightforward; however, instream treatment processor
decisions are complicated by the fact that upstream pollution control
decisions change treatment variable costs. Increasing pollution con-
trol upstream will always decrease treatment variable costs; however,
most upstream pollution actions will increase total system cost. An
exception is made when upstream abatement will decrease total cost, and
this situation is identified when BS(I,J,K) = -1. The principle that
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TTC will represent the minimal increase in total system cost will be
invoked to calculate TTC for an instream processor decision. Conse-
quently, the cost TTC when xq represents a treatment processor consists
of the sum of the following components:

1. CI(NT), the instream treatment processor fixed cost.

2. VC - APINS(NT), where APINS(NT) is the annual pollutant
flow past instream processor NT under the assumption the
only upstream pollution control actions taken will be
when abatement reduces total system cost, i.e.,
BS(I,J,K) = -1.

3. The total cost to perform abatement at each upstream node
where BS(I,J,K) = -1. This cost is computed by Function

CABAT (see Figure C.6 on page 296 for flow chart of
CABAT).

At upstream nodes, the calculation of costs to determine values of xpy*

must consider interactions with active downstream treatment processors.
Two arrays are used to determine if a decision variable is upstream of
an active downstream treatment processor. These arrays are:

1 if mine source at (I,J, K) is upstream of
KNINT(I,J,K) an active treatment processor,

0 if otherwise

1 if the instream processor site NT is up-
stream of another active instream processor,

KSINT (NT) and

O if otherwise

These arrays are maintained by subroutine TONE whenever an instream
processor is initiated and subroutine TOFE when an instream processor

is deactivated. Moreover, these subroutines maintain the array BS to
specify when abatement or treatment and abatement is required at up-
stream nodes. See Figures C.11 and C.12 for flowcharts of these
routines. If a decision variable is upstream of an active instream
processor, then function CSAVE can be used to determine the reduction
in treatable annual pollutant flow at the downstream treatment site that
can be realized by a particular decision at the upstream site. The
value returned by CSAVE can be used in determining the savings in treat-
ment costs by virtue of a pollution control decision at the upstream
site. CSAVE uses an array APST to maintain a running balance of the
annual pollution flow past each instream treatment site, where
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APST(NT) = annual pollution flow in kilograms past treatment
site NT based on the current values of X¥.

The values for APST(NT) are initially set equal to APINS (NT), and then
they are altered as values for X* are determined at upstream nodes. Of
course, CSAVE only recognizes a reduction in treatable or positive
values of APST(NT).

With the above mechanisms for handling interactions with instream pro-
cessors, the computations for determining a value for xp* can be
specified. Let TTC now represent the total allocated pollution control
cost for decisions x3*,xo¥,...,xm_1; thus, the cost calculations for xy*
determine the increase in TTC such that TTC < BUD and xyp* > xy. Also,
let TC represent the trial total allocated pollution control cost for
the decision represented by x,*, and TTC will become equal to TC if

TC < BUD.

If x, represents the decision at instream processor NT, the following
procedure is used to specify xp*:

1. If xy =1 (or DINT(NT) = 1), go to step 8.
2. Set (1,J,K) equal to the node coordinates for NT.

3. Compute the trial allocated cost, i.e.,
TC = TTC + CI(NT) + APINS(NT) - VC + CABAT(I,J,K,IS) if
APINS (NT) > O; otherwise
TC = TTC + CI(NT) + CABAT(I,J,K,IS).
(The variable IS is only used to improve the efficiency
of the computer program and is not necessary to understand
the basic computational procedure.)

4. If KSINT(NT) = O, go to step 6.

5. Set SAVE equal to the savings in treatable annual
pollution flow; i.e., SAVE = CSAVE(-1,I,J,K,IS,NX);
where NX is determined by function CSAVE and is the

active downstream site treating flow from NT.
TC - VC « SAVE —» TC.

6. If TC < BUD, go to step 9.
7. The budget will not permit NT to remain active; thus,
¥ = 1 or DINT(NT) = 1

CALL TOFE(NT,I,J,K)
CALL ZOE(I,J,K)
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Subroutine ZOE sets the decision variables
X+l s Xmi2 s« « o Xy, £O 2zero to avoid skipping any feasible
solutions. The computations are complete.

*¥p* = 1 or DINT(NT) = 1
The computations are complete.

The budget will permit NT to remain active.

TTC = TC

APST (NT) = APINS(NT)

If KSINT(NT) = 1, set APST(NX) - SAVE — APST(NX).
Xy* = 0

The computations are complete.

If x, represents the decision at the mine source located at (I,J,K),
the following procedure is used to specify xy*:

1.

If x, = 2, go to step 10.
If x, = 1, go to step 6.

TC = TTC + CALT(2,I,J,K)

If KNINT(J,J,K) = O, go to step 5.

(1,7,K) is upstream of an active instream treatment
facility. ©Set SAVE equal to the savings in annual pollu-
tion flow if treatment is implemented at this site.

SAVE = CSAV(0,I,J,K,IS,NX)

TC - VC » SAVE —» TC

1f BS(1,J,K) = -1, TC - CcALT(1,I,J,K) — TC.

If TC < BUD, go to step 8.

X% will be at least one, so set xp = 1.

Call subroutine ZOE to set xyt+1.,¥yp+2,--.5%Xn equal to

zero so that no feasible solutions are skipped.

If BS(I,J,K) = -1, go to step 10.

TC = TIC + CALT(1,I,J,K)

If KNINT(I,J,K) = O, go to step 7.

Compute the annual savings in pollution flow at the down-
stream processor; i.e., SAVE = CSAV(1,I,J,K,IS,NX)

TC  SAVE - VC - TC. |

If TC < BUD, go to step 10.

The budget will not permit pollution control action at
this site.

Xy = 2.

Call subroutine ZOE to set xpi],Xm2,...sXp to zero.
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Go to step 10.

8. 1Increase the resource allocation by
TTC = TC
If KNINT(I,J,X) = O, go to step 10.

9. Update the annual pollution flow at the downstream treat-
nment site
APST(NX) - SAVE - APST (NX).

10, xp* = xp.

Specification of the Last Decision Vector to be Evaluated -

In addition to providing for a more rapid method of searching the list
of decision vectors, savings in computational effort can be gained by
recognizing when further searching will not uncover a more effective
solution. The Lawler-Bell algorithm requires that the entire list of
decision vectors be examined; thus, the search can certainly terminate
when xp becomes greater than zero or n(X) = np. Actually the search

can terminate prior to this point, and the stop criterion is described
below.

The last decision vector in the numerical sequence would be made up of
maximum values for each decision variable. The physical significance

of this vector is that no pollution control action would be taken, and
the cost of this vector would be zero. Another decision vector exists
in the numerical sequence, called Xy, where all vectors beyond Xy, merely

reduce control action specified by X, without adding any new control
action. If Xy is feasible, there is no need to evaluate decision
vectors beyond Xy, since the criterion function or system effectiveness
will be nonincreasing at that point.

The stopping decision vector, Xi,, can be determined by allocating the

pollution control budget to the rightmost elements of the decision
vector. All other elements would be set to their maximum values. It
follows that decision vectors past Xy in the numerical sequence will

only reduce the allocation specified by X;. Let Xp = (le,sz,...,an);
and let X; be made up of decision elements at mine sources, where

DL(I,J,K) = value of the stopping decision vector element at
the mine source (I,J,K)

and decision elements at instream treatment processors, where

DINTL(NT) = value of the stopping decision vector at the
instream treatment site NT.
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The procedure for determining values of these elements is summarized

below:

1.

Set TTC = 0.0.
TTC will be used to accumulate the allocated budget.

I=1
d=1
K = KL
PUL = 0.0

PUL will be used to accumulate annual natural pollutant
flow,

If X = KL, go to step 3.

NF = JN(I,J,K-1)

If NF < 0, go to step 3.

This is a confluence node. Add in flow from the tributary.
PUL + PTL(NF,K-1) — PUL, where

PTL(J,K) = pollutant output from stream (J,K)

Set TICl = TTC + CALT(E,I,J,K)
If TTC1 > BUD, go to step 10.

DL(I,J,K) = O

TTC = TTCl

PUL + APN(I,J,K) —» PUL
NT = INT(I,J,K)

If NT < 0, go to step 6.

This node has a potential instream treatment site.
TTCl = TTC + CI(NT) + VC - PUL if PUL > O; otherwise
TTC1l = TTC + CI(NT)

If TTC1 > BUD, go to step 10.

DINTL(NT) = O

TTC = TIC1.

If 1> ND(J,K), go to step 7.
I+1-1I
Go to step 2.

PTL(J,K) = PUL

PUL = 0.0

If J > NS(K), go to step 8.
J+ 1o J

I=1

Go to step 2.

If X >3, g0 to step 9
J =1
I 1

Hn
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K+1-5K
Go to step 2.

9. There is sufficient budget to implement each possible con-
trol action in the entire basin. Computations are complete.

10. The budget has been allocated. Set the remaining decision
vector elements to their maximum values. Computations
are complete.

Note that large pollution control budgets will give lower values of Xp

in the numerical ordering. However, a large budget will also give
lower values of X for the first feasible pollution. Thus, an interest-
ing interplay exists between budget size and the set of solutions to be
evaluated.

Overall Computational Procedure for DWME Model -

Program MAXEF determines the maximum effectiveness solution for the
basin. MAXEF incorporates the extensions described above to the Lawler-
Bell algorithm in determining the optimal solution. This optimal set

of decisions is recorded in the two arrays whose elements are defined
below:

0(1,J,K) = optimal value of D(I,J,K)
OINT(NT) = optimal value of DINT(NT).

To determine the optimal solution, the most effective or maximum value
of the effectiveness function is recorded in the variable EF. As new
feasible decision vectors dre found with greater effectiveness than EF,
FF is increased, and the decision vector is stored in the O and OINT
arrays. Note that there is likely to be more than one solution that

can give the same value for EF. As new feasible solutions are uncovered
with effectiveness measures equal to EF, the lowest cost solution is
retained in the O and OINT arrays. The cost for the solution currently
recorded as optimal is recorded in the variable TC.

The procedure followed by MAXEF in determining an optimal solution is
outlined below:

1, Initialize variables

Tc = 1051

EF = -103%
Set the D and DINT arrays to zero values.
Compute the elements of the stopping vector, i.e., the
values of the DL and DINTL arrays.
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2. Call subroutine NEFESE to determine the-néxt- feasible
solution which is recorded in the D and DINT arrays.
NEFESE also sets TTC = cost of feasible solution given
by D and DINT arrays.

3. Compute the effectiveness of this solution using function
EFFECT, and record the effectiveness in EFF,

L, If EFF< EF, go to step 5.
If EFF = EF and TTC > TC, go to step 5.
Record a new optimal solution in the O and OINT arrays.
EF = EFF
TC = TTC.

5. Using the procedure outlined in extension 3, skip to the
next decision vector in the numerical ordering which
could have greater effectiveness than EF, Record this
decision vector in the D and DINT arrays.

6. Check to determine whether the decision vector in the D
and DINT arrays is past the decision vector made up of
elements from the DL and DINTL arrays in the numerical
ordering. If so, go to step 8.

7. Go to step 2.

8. The optimal solution is recorded in the O and OINT arrays.
Its effectiveness is EF and cost is TC.

A description of program MAXEF appears in Figure C.5 starting on page
258,

Deterministic "Worst-Case" Minimum Cost (DWMC) Model -

In this section, the DWMC model is presented, and the optimization
method for finding the minimum cost solution to achieve a fixed quality
standard is described. A considerable amount of the notation and method
for this optimization model is. based on the notation and equations
explained earlier for the DWME model. As much as possible, the same
variable names are used for both optimization models to facilitate the
understanding of both programs. Thus, references will be made to egqua-
tions developed earlier. :

A complete description of the model is obtained in three steps. First,
the criterion function and constraint equations are specified to present
the model. Next extensions to the Lawler-Bell algorithm are presented
and outlined. The overall procedure used by program ALCOT is then
described. Finally, computer program descriptions, input data instruc-
tions, and flow charts are contained in a later section of this appendix.
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Criterion Function and Constraint Equations

The minimum cost model uses an expression for the total pollution con-
trol cost as its criterion function and expression for the allowable
pollution concentration at each node as the constraint equations. The
corresponding expressions developed for the maximum effectiveness model
can be used with one significant modification. Recall that the partial
enumeration algorithm requires a nondecreasing criterion function of
each decision variable for a minimization problem. Since the decision
variables, as defined for the DWME model, would decrease cost as they
are increased, their meaning must be inverted for the minimum cost
model. Hence, the following definitions are used for DWMC model:

1 if instream processor NT is implemented where NT > O

DINT(NT) =
0 if otherwise
2 if the pollution control alternative
involving treatment is implemented at
(I,7,K)
if t t t llution control
D(I,7,K) = ID = 1 if the lowest cost pollution

alternative (usually abatement) is performed
at mine source (I,J,K), and

0 if no pollution control actions are taken
at mine source (I,J,K)

Incorporating the above definitions into the expression for total
system cost; i.e., equation C.18, the criterion function for the DWMC
model becomes

3 NS(K) ND(J,K)
TIC = ), 3 [CS(I,J,K) + DINT(INT(I,J,K))-(CI(INT(I,J,K))
K=KL J=1 1I=1

- VO - L(-APII(T,7,K)))]  (c.26)

The annual cost of pollution control decisions at mine source (I,J,K),
¢s(1,J3,K), is now specified by

CALT(2,1,J,K) if D(I,J,K) = 2
¢s(1,J,K) = {cALT(1,I1,J,K) if D(I,0,K) =1
0 if D(I,J,K) = 0 (c.27)
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Also, the annual pollutant load passing stream node (I,J,K) becomes

APLT(I,J,K) = (1-DINT(INT(I,J,K)))-(APN(I,JT,K) + APLT(I-1,J,K)
+ APS(I,J,K) + APT(JN(I,J,K-1),K-1)) +DINT(INT(I,J,K))
« L(APN(I,J,K) + APLT(I-1,J,K) + APS(I,J,K)
+ APT(JN(I,J,K-1),K-1)) (c.28)
The annual pollution ocutput from a mine source is an input to the above
equation and is specified
0 if D(I,J,K) = 2,
APS(I,J,K) = { APL(I,J,K) if D(I,J,K) = 1, and
AP(I,J,K) if D(I,J,K) = O. (c.29)
Equations C.26 through C.29 constitute the DWMC model criterion function
which is to be minimized. Function TCOST is used by the DWMC model to
compute values of system cost given the decision arrays D and DINT, and
a flowchart at TCOST is shown in Figure C.22 on page 436.
The constraint equations for this DWMC model are derived from the
objective of maintaining the maximum pollutant concentration below a
specified level., Let

QS = maximum allowable pollution concentration in ppm.

Thus,

PLT(I,J,K) R
BT (T,3,K) + Q(1,3,K) = & - 10

fOI‘ I = 132’--')ND(JJK);
J=1,2,...,88(K); and
K = KL, KL + 1,3 (c.30)
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Using the decision variable definitions specified above, in equation

C.30, the pollution flow just downstream of node (I,J,K) is

PLT(I,J,K) = (1-DINT(INT(I,J,K)))-(PN(I,J,K) + PLT(I-1,J,K) + PS(I,J,K)
+ Pr(Jn(I,J,K-1),K-1)) + DINT (INT(I,J,K)) -L(PN(I,J,K)

+ PL7(I-1,3,K) + PS(I,J,K) + PI(JN(L,T,K-1),K-1))
(c.31)

for I =1,2,...,ND(J,K);

J=1,2,...,N8(K); and

K=KL,KL+193-

The pollution output rate from source (I,J,K), required for the above
equation, is given by

0 if D(I,J,K) = 2
PS(IaJaK) = Pl(IaJaK) if D(IpJaK) =1
p(1,J,K) if D(I,J,K) = O.

The constraints for the DWMC model are given by equations C.30, C.31,
and C.32.

Optimization Algorithm

The criterion function and constraint equations defined above are
already in a suitable form for application of a partial enumeration
optimization algorithm. The requirement for a nondecreasing criterion
function of each decision variable in a minimization problem has been
satisfied. Also, the rules for expressing the set of decision vari-
ables, i1.e., the D and DINT arrays, as elements of a vector X can be
applied directly from the DWME algorithm.

In a manner similar to the DWME algorithm, several extensions to the
Lawler-Bell algorithm have been developed to substantially reduce com-
putation effort. These extensions include a method for specifying the
next feasible vector in the numerical ordering and a method for desig-
nating the stopping vector in the numerical sequence. Moreover, a
method for decomposing the basin system into subsystems has been
developed for the minimum cost algorithm. This decomposition permits
substantial additional reductions in the number of iterations. The
instream treatment facilities, when implemented, are natural points at
which this decomposition is made.
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Decomposition at Instream Processors

The interaction between decisions upstream of an active instream
processor and the remainder of the basin is nil. In that case the pol-
lutant output of the instream processor node is fixed at zero, and the
decisions which minimize the criterion function are those which give a
minimum cost solution upstream of the instream processor regardiess of
the decisions in the remainder of the basin., Consequently, once a
minimum cost solution upstream of an instream processor has been found,
this solution will be optimal whenever the instream processor is imple-
mented.

Implementation of this decomposition at active instream processors is
facilitated by the basic numerical order, or lexicographic order, in
which the possible solutions are enumerated. That is, once an instream
processor 1s implemented, its decision variable x, in the decision
vector X is changed from zero to one; and all decisions to the right of
Xyps L1e€es Xy sXmips -« sXpy, must cycle completely through their numeri-
cal sequence from each element having a value of zero to each element
being equal to its maximum value. More explicitly, once the instream
processor is activated, then

1. TIts decision variable x,; in the decision vector X is
changed from zero to one;

2. All decision variables to the right of Xn must cycle
through all alternatives from

(Xﬁ+l =0, Xpyo = 05.0eyxy = O) to
- m
(Xm+l = Xl ¥ = Xpeeseeeo¥p )
where xam = maximum value of decision vector element a

X0 = 1,2;

3. The remainder of the decision vector to the left of X
is held constant until

(Bl = Hils Xm2 = Xmr2seosXg)

is reached.

The least cost feasible solution occurring while the numerical sequence
from (xm =0, X1 = 0, Xy = O) to (xm+l,x%*2,...,xnm)'is being searched
is an optimal upstream solution to the instream processor. This is true
because the vector (Xm+l>Xm+2>--->xn) contains all the nodes upstream
of xy. Although this vector may have nodes in addition to those

233



upstream of Xy, all possible combinations of those nodes upstream of Xy
and those not upstream of x, but to the right of x, are searched.

To capitalize on this decomposition, the first time that an instream
processor is activated, the optimal upstream solution is determined as
each upstream decision vector is searched. Then the next time the in-
stream processor is activated, its optimal upstream solution is immedi-
ately implemented and used until the processor is deactivated.

The mechanism for implementing this decomposition by program ALCOT is
described below. Four variables are used in the process of determining
the optimal upstream solution, and they are:

1 if instream processor L has had an optimal
upstream solution calculated

0I(L) = I

0 if otherwise,

10(I,J,K,L) = optimal value of D array for source (I,J,K)
and upstream solution to the instream processor
L,
I0I(NT,L) = optimal value of DINT array for instream pro-
cessor NT and upstream solution to instream
processor L,
CIST(L) = total cost of solution recorded in IO and IOI

arrays for upstream solution to instream pro-
cessor L;

where =1,2,.,.,NINST;
1,2,...,ND(J,K);
=1,2,...,88(K);
= KL, KI+1l, 3; and
NT = 1,2,...,NINST.

1l

N 49 H B
!

When instream processor L is activated, subroutine TON is called to
prepare upstream variables. TON can determine whether L has an optimal
upstream solution calculated by the value of OI(L). The first time the
processor is activated, TON sets BS(I,J,K) = -1 for each upstream node
where abatement 1s cheaper than no pollution control due to savings in
treatment variable costs. Also, TON initializes CIST(L) to a large
number. As program ALCOT determines feasible basin solutions having
lower cost than CIST(L), then these solutions are stored in the IO and
I0I arrays; and the value of CIST(L) is adjusted. Later, when ALCOT
progresses sufficiently through the numerical sequence of the solution
vector to deactivate instream processor L, then ALCOT calls subroutine
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TOFF to record the fact that the upstream solution for L in the IO and
I0I arrays is optimal by setting OI(L) = 1. Also, TOFF resets

BS(I,J,K) = O

D(I,J,K) = O
for any upstream node where

BS(I,J.K) = -1.

Once the above procedure has been completed, subseguent activations of
the instream processor will be accompanied by immediate jumps to the
optimal upstream solution. Two additional arrays are employed by pro-
gram ALCOT to freeze the upstream solution at its optimal wvalue.

These variables are:

1 if the decision variable for source (I,J,K)
is not being varied because it is frozen as part
of an optimal upstream solution,

0 if no restrictions are being placed on the
BS(I,J,K) = { decision variable for source (I,J,K), and

-1 if abatement or treatment and abatement must
be performed at source (I,J.K) because it is
upstream of an active instream processor and no
control is more expensive than abatement.

1 if the declsion variable for instream proces-
sor NT is frozen as part of an optimal upstream
BT(NT) = solution, and

0 if no restrictions are being placed on the
decision variable for instream processor NT.

If subroutine TON is called after instream processor NT is activated
and an optimal upstream solution has been calculated, i.e., OI(NT) = 1,
then TON sets the values in the D and DINT arrays upstream of NT to the
optimal values recorded in the IO and IOI arrays. In addition, each
node upstream of NT has its values in the BS and BT arrays set to one.
The BS and BT arrays prevent any changes to elements of the D and DINT
arrays upstream of NT. Later, when NT is deactivated, the entries in
the D, DINT, BS, and BT arrays upstream of NT are set to zero.
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The procedures noted above to take advantage of possible decompositions
at active instream processor sites necessitate changes in the procedure
to skip solutions that are obviously nonoptimal. Recall that a proce-
dure is specified on page 219 for skipping from an arbitrary vector X
to a vector X* which is the first vector subsequent to X in the numeri-
cal ordering which could be optimal. That is, X¥* is the first vector
subsequent to X in the numerical ordering where

X £ X*.

This procedure requires another procedure to determine the next vector
in the numerical ordering in which blocked and redundant sclutions are
skipped. The amended procedure for finding Y the next vector in the
mumerical ordering subsequent to X is outlined below:

l. Set m = n.

2. If x, represents an instream treatment facility, go to
step 7.

3. Set (I,J,K) = node coordinates for x.
If BS(I,J,K) = 1, go to step 6.
If %y = 2, go to step 5.

b, X, is less then its maximum value.
Set Y = Xp T 1.
If yp = 1 and RALT(1,I,J,K) = 2, set yp, = 2.
Go to step 10.

5. Xy 1s equal to its maximum value.
If BS(I,J,K) = -1, set yy = 1; otherwise set ¥m = O.
m-1-—- m,
Go to step 2,

6. xp is frozen at its current value.
Set yyp = Xm.
m-1l-m
Go to step 2.

7. Set NT = the instream treatment number for xp.
If BI(NT) = 1, go to step 6.
If x, = 1, go to step 9.

8. %y is less than its maximum value.

Set xn = 1.
Go to step 10.
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10.

Xy is equal to its meximum value.
Set xy = 0.

m-1l-om

Go to step 2.

Set y1 = X1,¥2 = X0ye0e¥pel = Xpol-
The next vector in the numerical ordering has been deter-
mined,

The procedure for determining X*, which is the first vector subsequent
to X in the numerical ordering that could be optimal, is listed below.

Set m = n.

If x;, represents an instream treatment site, go to step 7.
Set (I,J,K) = node coordinates for the decision variable
Xy o

If BS(I,J,K) = 1, go to step 6.

If BS(I,J,K) = ~1 and x; = 1, go to step 5.

If x5, = 0, go to step 5.

Xy 1s greater than its minimum value.
Set xy = 2.
Go to step 10.

Xp equals its minimum value.

Set xp = 2.
m-lom
Go to step 2.

Xm is frozen at its current wvalue.
Set xz = Xp.

m-1l-m

Go to step 2.

Set NT = the instream treatment site number for decision
variable xp.

If BT(NT) = 1, go to step 6.
If %y = 1, go to step 9.

X%y is equal to its minimum value.
Set x) = 1,

m-lom

Go to step 2.
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9. X is greater than its minimum value.
*

Set Xy = 1.

10. Set xp = x, for b = 1,2,...,m-1.
Replace X* with the next vector in the numerical ordering
subsequent to X¥*,

Determination of the Next Feasible Solution -

For the same reasons as implemented in the DWME algorithm, a procedure
has been developed for the DWMC algorithm to determine the next feasible
solution in the numerical ordering given an arbitrary decision vector

X. A considerable number of iterations can be saved by proceeding
directly to the next feasible solution in one step. Let,

X = X1,%Xps...,%X; = the current solution (not necessarily
feasible); and
X*¥ = xX3%,%x0%,...,X,* = the next feasible solution vector
equal to or after X in the numerical
ordering

The vector X* is determined in the algorithm by subroutine NEXFES (see
Figure C.17 for a flowchart of NEXFES).

The procedure for determining the next feasible solution relies heavily
upon the lexicographic nature of the numerical ordering and is illus-
trated by considering the problem of determining x;*. Let QMAX be the

maximum pollutant that can be emitted from the node represented by Xy
without violating the quality constraint. In calculating QMAX, assume
that treatment is being performed at all upstream nodes. If the
decision implied by x; emits pollutant at a rate less than or equal to
QMAX, then x;* must equal Xy because intervening feasible solutions in

the numerical ordering would be skipped otherwise. For example, the
solution with treatment being applied at each upstream node would be
skipped if x73*¥ > x3. The other cases occur when the decision implied

by x; emits more pollutant than QMAX. When this occurs, x1* must be
greater than x;, but x;* is set to the smallest value such that the
pollutant output is less than or equal to QMAX. Also, if x3* is forced
to be greater than xj, then XD 3X35.0.,Xy are all set to zero for subse-
quent computation in the procedure. Setting these wvariables to the
right of x; to zero when xy* is greater than x; is required because of
the lexicographic nature of the numerical ordering and to avoid skipping
intervening feasible solutions. Subroutine 70, flowcharted in Figure
€.25, is used to set decision variables to zero.
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After x * is determined, then xo* is determined in the same manner but
based upon the value of x1*. Thus, QMAX must be calculated considering
the quality standards at the nodes for xp and x7 and the node for xp
receives pollutant at the rate specified by x7*. The lexicographic

nature of the numerical ordering permits this sequential solution pro-
cess.

A minor change in the previously defined variable PN(I,J,K) simplifies
calculations performed by subroutine NEXFES considerably. Recall that
the calculation of QMAX for a specified node is based upon all upstream
decision variables having treatment specified. Then the only pollutant
input to the specified node would be natural pollutant that was not
removed by instream treatment processes. Let this natural pollutant
input be

PN(I,J,K) = natural pollutant input to node (I,J,K) in kilo-
grams per hour from all upstream sources assuming
all instream treatment processes are activated.

Note that this definition implies that PN(I,J,K) is the natural pollutant
flow just upstream of (I,J,K). The definition of PN(I,J,K) has been
changed solely for the convenience of the program and all subseguent
references to PN(I,J,K) will conform to the revised definition unless
input data formats are being discussed. Natural pollutant input data
values will be the incremental inputs between nodes as defined previously.

Using the above definition, the value of QMAX can be readily calculated.
QMAX represents the maximum input from a specified node that can be
tolerated at the node and at all downstream nodes. Thus, a relationship
for determining the maximum additional pollutant flow that can be
accepted at a node without violating the quality standard is used. Let
PLT(I,J,K) be the total pollutant flow including natural pollutant that
exists just downstream of node (I,J,K) and let PM(I,J,K) be the maximum
additional pollutant flow that can be accepted at the node. Using these
variables and Q(I,J,K), one obtains the equation,

pLT(I,J,K) + PM(I,J,K)

— . -6
PLT(I,J.K) + PM(T,J,K) + Q(I,d,K) Qs - 10 or
5 -107°
PM(I,J.K) = 7 % 1o * A(1,3,K) - PLT(I,7,K),

(C.33)

if the node does not have an active instream treatment facility. With
an instream treatment facility, PM(I,J,K) can be as large as desired.
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As outlined earlier, the procedure for determining the next feasible
solution involves a recursive procedure starting with x;* and working

toward x,*. The method for performing one step in the recursive pro-
cedure; given the results of computations defining xl*,x2*,...,xm_l*3
is outlined below. The procedure operates more efficiently when x
represents an instream processor if both xp* and xp1* are determined
in the same recursive,step. In this case, note that x,,3* will always
represent the mine source decision for the same node as Xp*.

1. Set (I,J,K) equal to the node coordinate for xp

NT = INT(I,J,K)
PC = PN(I,J,K)
PE = additional pollutant that could be released if an

instream treatment facility were not used.
PE = 0.0
If NT = O, go to step 3.

2. xy represents an instream treatment facility.
If PC < 0, go to step 3.
If x, =1, X = 0.0
If %y = 0, PE = PC,

3. PLT(I,J,K) = PC
If this decision variable is frozen, i.e., if BS(I,J,K) = 1
or BT(NT) = 1, go to step 11. If this mine source already
has treatment specified and pollutant would not be released
by an inactive instream treatment facility, i.e., if
D(I,J,K) = 2 and PE = 0.0, go to step 11.

4. TInitialize QMAX to a large number. Examine each node be-
tween (I,J,K) and the basin outlet to determine QMAX
using equation C.33.

5. 1If natural pollutant would not be released by an inactive
instream treatment facility; i.e., PE = O, go to step 6.
If QMAX > PE, go to step 6.
Activate NT by
a. calling subroutine TON,
b. setting x* = 1.
c. setting x 1% = 0 if BS(I,J,K) = O
d. calling subroutine 70.
Stop, the procedure is complete.

6. QMAX - PE — QMAX

If x* represents an instream treatment facility,
set Z = xp415 Ootherwise, set 72 = xy.
If Z > 0, go to step 8.
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PL = P(I,J,K)

If QMAX > PL, go to step 10.
PL = P1(I,J,K)

Call subroutine ZO

If QMAX > PL, go to step 7.
Z =2

PL = 0.0

Go to step 10.

7. Z=1.
If RALT(1,I,J,K) > 1, 2 =2
Go to step 10.

8. If z =2, go to step 9.
PL = P1(I,J,K)
If QMAX > PL, go to step 10.
Call subroutine Z0O
7 =2

9. PL = 0.0

10. If x* represents an instream treatment decision,
Xpm* = Xy and Xy * = Z3; otherwise, xp* = Z.
Set PLE = pollutant released from this node based upon
x* (and xpq if NT > 0). Adjust downstream values of

PLT(I,J,K) for this value of PLE,
This procedure is complete.

11. BSet xy* = xp.
If x,* represents an instream treatment decision,
*
X+l = Xmtle
This procedure 1s complete.

Determination of the Stopping Vector -

The stopping vector, X1, is the last vector in the numerical ordering
of X that needs to be evaluated in searching for the optimum decision
vector. In the cases evaluated by the DWMC model, extending the
Lawler-Bell algorithm by efficient selection of a stopping vector per-
mitted reductions in computer effort by several orders of magnitude.

The basic concept behind the calculation of elements of the stopping
vector is based upon calculating the maximum admissible pollutant flow
at a node; i.e., the maximum possible pollutant flow from all feasible
decision vectors. Let POUT be this maximum possible pollutant flow at
the next upstream node from the basin outlet, and let PLTMAX be the
maximum allowable flow based on the quality standard QS. Consider the
following relationship to illustrate the potential economies of a
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stopping vector. If (I,J,K) are the coordinates of the basin outlet
node, then x3U = 0 if POUT + P(I,J,K) < PLIMAX, where x1 is the first

element of XU, The above relationship is based upon the observation
that the optimal solution would certainly not include expenditures for
pollution control if they were not required to meet the quality standard.
In addition the above relationship states that no feasible decision
vector would merit pollution control expenditures at this node. The
potential for making substantial cuts in computer effort is also illus-
trated by the above relationship since setting le to zero cuts the
number of possible decision vectors into one third of its previous

value.

To extend the above illustration, several additional relationships are
employed., First, inequalities are needed to specify the situations
where le = 1 and le = 2, Also, procedures are used to specify the
stopping vector elements at upstream nodes and at instream treatment
facilities. In going to upstream nodes, the definition of the upper
limit on the allowable pollution flow must change to account for the
value of downstream stopping vector elements. For example, setting

le = 0 implies that the outlet node will emit pollutant at the rate of

P(I,J,K); thus, the maximum allowable pollutant at the next upstream
node must be sufficiently low so that an effluent of P(I,J,K) from the
last node will be feasible.

The maximum allowable pollutant is, of course, affected by natural
pollutant flows. In this procedure for determining the stopping vector,
the natural pollutant flows are more readily used in the following form:

PNT(I,J,K) = total natural pollutant flow past node (I,J,K)
assuming no instream processors are activated
upstream.

In fact all pollution flows used in this procedure are computed relative
to the natural pollution flow of PNT(I,J,K) as an origin., That is, the
absolute flows are POUT + PNT(I,J,K) and PLTMAX + PNT(I,J,K).

The stopping vector X; is actually recorded by program ALCOT using the
following array elements:

DL(I,J,K) = value of the stopping decision vector at mine
source (I,J,K)

DINTL(NT)

Il

value of the stopping decision vector at instream
treatment site NT.

The relationships presented below are employed by program ALCOT in

determining elements of the arrays DL and DINTL. These relationships
are used to determine the stopping vector element at the node (I,J,K);
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thus, (I+1,J,K) is the next downstream node and its stopping vector
element or elements have already been determined. Let PLTMAX be the
maximum allowable pollutant flow that was used in determining the
stopping vector elements at node (I+1,J,K). Then, PLTMAX at node
(I,7,K) is determined by

Qs « 107
>1 -Q8.10°°

MnEEHMX—I? .QH,LK)-ImTu,gKﬂ—amﬂwm,

(c.34)

where PP = pollutant produced at node (I+l,J,K) based upon stopping
vector decisions at that node.

Note that the pollutant flows are regarded as being relative to the
natural pollutant flow which would occur if no upstream instream pro-
cessors were employed. Subroutine PTMX takes an allowable pollutant
flow at a node, such as PLTMAX, and computes the maximum flow less than
or equal to the allowable flow which would occur. In the procedure,
PTMX computes POUT, the maximum admissible flow at node (I-1,J,K) that
is less than or equal to PLTMAX. If (I,J,K) is the head of a stream,
POUT is regarded as zero. Assuming that (I,J,K) is not a potential
instream processor site, then

DL(I,J,K) = O if POUT + P(I,J,K) < PLTMAX;

DL(I,J,K) = 1 if POUT + PL(I,J,K) < PLTMAX < POUT + P(I,J,K) and
RALT(1,I,J,K) < 2, and

DL(I,J,K) = 2 if otherwise. (¢.35)

If (I,J,K) is a possible instream processor site, then a check must be
made to determine whether the maximum pollutant flow will merit the con-
sideration of an instream processor. To perform this check, compute
POUT without restrictions from upstream decisions; i.e., without con-
sidering PLTMAX as computed by equation C.34; then the only restriction
on POUT is that it is an admissible flow at node (I-1,J,K). Assuming
that mine source treatment is always cheaper than instream treatment,
the only case in which the maximum flow will merit activating the in-
stream processor is when POUT > PLTMAX, where PLTMAX is determined by
C.34. This is true because in any other case a feasible solution can
be obtained by mine source treatment.

In order to initiate the above procedure at the outlet of a stream,
some special rules need to be invoked to obtain an initial value of
PITMAX, and they are discussed below, If the stream is the basin out-
let stream; i.e., the level 3 stream, then PLTMAX can be based purely
on the quality standard. That is,
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PLTMAX = % -Q(1,5,K) - PNT(I,T,K), (¢.36)

where (I,J,K) is the basin outlet node. PLTMAX is not based purely on
the quality standard if the stream is a level 2 or a level 1 stream.
Designate this stream as stream (J,K) where K equals 1 or 2. Then,
PLTMAX is determined from calculations made by subroutine PIMX to deter-
mine the maximum allowable flow POUT at the confluence node receiving
flow from stream (J,K). As requried, PTMX records the flow to a con-
fluence node in the variables POD, the input from the tributary, and
PJD, the input to the confluence node from upstream; thus,

POUT = POD + PJD.

Then, program ALCOT sets PLTMAX equal to PJD for calculations upstream
to a confluence node, and ALCOT stores POD for later use by setting
PLT(J,K) = POD.

The reader can refer to the flow chart of program ALCOT, Figure C.1lh,
for a detailed presentation of the computational procedure for deter-
mining values of the DL and DINTL arrays given maximum admissible flows.
The method for determining the maximum admissible flows is presented in
the following discussion.

Subroutine PTMX is given an upper limit, PLTMAX, on pollutant flow past
a particular node, (IM,JM,KM), and the subroutine is to calculate the
maximum pollutant flow, POUT, which meets quality standards and is less
than PLTMAX. PTMX uses a recursive procedure to determine POUT starting
from the head of level one streams and working downstream to (I,J,K).
The procedure employed treats confluence nodes in a completely different
manner than it treats nodes vold of stream confluences. The procedure
for nodes not having stream confluences is described first, and then
the method is extended to account for stream confluences.

The basic method for determining POUT at nodes without stream confluences
involves calculating a maximum pollutant flow, called PMAX, and using
the value of PMAX to determine the corresponding value of PMAX at the
next downstream node. The following relationships are used to specify
PMAX at node (I,J,K) given the value of PMAX at node (I-1,J,K). Let

Qs - 1076
>1 - QS .10°®

QST = Min[PU -Q(1,J,K) - PNT(I,J,K)] R
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where PU is initially set equal to PLTMAX. QST represents the upper
limit on pollution flow at node (I,J,K). Also, let

QSN = QST + PNT(I,J,K) - PN(I,J,K),

where QSN is the upper limit on pollution flow which can be emitted
from node (I,J,K) when maximum control actions are exerted upstream.
Recall that PN(I,J,K) is the natural pollution flow under the assump-
tion that all upstream instream processors are activated.

If P(I,J,K) > QSN, then PMAXO = PMAX
If P(I,J,K) + PMAX < QST, then PMAXO = P(I,J,K) + PMAX (€¢.37)
If P1(I,J,K) > QSN, then PMAXO — PMAXO

If P1(I,J,K) + PMAX < QST, then Max[?MAxo, P1(I,T,K) + PMAX]-e PMAXO
(c.38)

after evaluating the above expressions,
Max (PMAX ,PMAXO) — PMAX . (c.39)

The above relationships, if satisfied, clearly lead to a new value of
PMAX and they must be evaluated in the order shown. However, the
result is unclear if one or more of the three conditions listed below
exist:

1. P(I,J,K) < QSN

and P(I,J,K) + PMAX > QST, : (c.4o)
or 2. PL(I,J,K) < Q8N

and P1(I,J,K) + PMAX > QST, (c.h1)
or 3. PMAX > QST (c.k2)

In other words, there may exist a pollution flow less than PMAX at the
next upstream node which could result in a larger maximum flow rate at
(I,7,K). The three cases depicted by C.40, C.4l, and C.L2 are called
uncertain maxima until the existence of pollution flows less than PMAX
is known.
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Once an uncertain maximum is encountered, the procedure is halted tem-
porarily until the uncertain maximum can be clarified, Clarification
of the uncertain maximum is performed by setting PU in the equation for
QST to a new value and restarting the procedure at the stream head.

The new value of PU is

PU = QST - P(I,J,K) (Cc.43)
if equation C.40O generated the uncertain maximum or

PU = QST - P1(I,J,K) (C.hh)
if equation C.41 generated the uncertain maximum or

PU = QST (C.k45)

if otherwise. When the uncertain maximum is first encountered, sub-
routine PTMX calls subroutine PTMAX in an attempt to resolve the uncer-
tain maximum. Assuming that PTMAX can determine the maximum flow less
than PU without creating a new uncertain maximum, then PTMAX sets PTML
equal to this maximum flow. The uncertain maximum is resolved by one
of the three relationships below.

1. If equation C.LO generated the uncertain maximum, then
PMAXO = Max[PTM1 + P(I,J,K), PMAX] (c.Lh6)

and the procedure is restarted at equation C.38.

2. 1If equation C.41 generated the uncertain maximum, then
Max[PMAXO, PTML + P(I,J,K)]— PMAXO (Cc.47)

and the procedure is restarted at equation C,.39.

3. If equation C.L42 generated the uncertain maximum, then

Max (PMAXO, PTML) — PMAX (C.48)
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The procedure described above may generate a number of uncertain maxima,
and information concerning these uncertain maxima is recorded on an
uncertain maximum list. That is, in the event PTMAX encounters a new
uncertain maximum, an entry on the uncertain maximum list is created.
This entry records the situation as it existed when the original uncer-
tain maximum was. created. The values stored are:

(MUI(L), MUT(L), MUK(L)] = objective coordinates for entry L
on the uncertain maximum list.

PUL(L) = upper limit on pollution flow rate to be used in
formula for QST for entry L on the uncertain
maximum 1ist.

PMAL(L) = maximum pollution flow rate for entry L on the
uncertain maximum list.

- PMALO(L) = maximum pollution flow rate corresponding to
PMAXO for entry L on the uncertain maximum list.

MU = number of entries on the uncertain maximum list.

The objective node for each entry is the node to which the procedure
was directed when the Lth uncertain maximum occurred; thus,

MU (1), MUT(1), MUK(1)] is always the node for which PTMX is computing
the maximum pollution flow less than or equal to PLTMAX. That is,
MUT(1) = IM, MUJ(1) = JM, and MUK(1) = KM. Note that [MUI(L+1),
MUJ(L+1), MUK(I+1)] is the node at which the Lth uncertain maximum
occurred. After storing an entry on the uncertain maximum list, PTMX
then calls PTMAX again in an attempt to resolve the newest uncertain
maximum. Once PTMAX is successful in resolving an uncertain maximum
by equation C.46, C.47, or C.L8, PTMX then restarts its basic procedure
in an attempt to resolve the last entry on the uncertain maximum list
using equations C.37, C.38, and C.39.

In the event (I,J,K) is also a potential instream processor, then checks
are made to determine whether activating the instream processor will
increase the value of PMAX. 1In any event, PMAX must be less than or
equal to PU, the upper limit on pollution flow rate. Recall that PMAX
and PU are relative to an origin at PNT(I,J,K). Thus, the output of an
instream processor would be -PNT(I,J,K) regardless of the input so long
as the input is positive. The assumption is made that proper selection
of upstream decision variables can always be made to yield a positive
input. The following relationship is used at an instream processor to
determine a new value for PMAX.

If PMAX < -PNT(I,J,K) and QST > -PNT(I,J,K), then -PNT(I,J,K)— PMAX
- (c.k9)
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Calculation of PMAX values downstream of a confluence node is a more
complex process. The confluence node is characterized by the fact that
there may be a large number of possible pollution flowrates from both
the tributary and the main stream. Accordingly, subroutine PIMX builds
a list of the possible flow rates that are input to a confluence node.
Fach confluence node is designated in the list by the tributary stream
feeding the confluence node, and each tributary stream is either a
level 1 or a level 2 stream. The variables used to tabulate the list
of possible inputs to confluence nodes are defined below.

POIDIS(I,J) = Ith admissible output pollutant flow from
level 1 stream J.

PO2DIS(I,J) = Ith admissible output pollutant flow from
level 2 stream J.

PJlDIS(I,J) = Ith admissible pollutant flow from the main
stream and input to the confluence node
receiving flow from level 1 stream J.

PJ2DIS(I,J) = Ith admissible pollutant flow from the main

stream and input to the confluence node
receiving flow from level 2 stream J,.

Each of the above arrays is ordered so that the Ith admissible pollut-
ant flow 1s greater than the I+lst admissible flow. In understanding
the procedure, it 1s important to note that the first value computed
as output from a stream and as input from the main stream to a con-
fluence node will always be the most unconstrained value or largest
value. The computational procedure already provides for calculating
values of POIDIS(1,J) PO2DIS(1,J), PJIDIS(1,J), and PJ2DIS(1,J).
Smaller flow values, or values for values of the subscript I greater
than 1, have to be computed by special request as needed.

Subroutine CONO is used by PTMX to determine the output value of PMAX
from a confluence node. If insufficient values for the node input dis-
tribution values are available, then CONO generates an entry to the
uncertain maximum list and restarts the computational procedure for
PIMX with a value of PU slightly lower than the last tabulated value
of an input distribution array; i.e., POIDIS, PO2DIS, PJIDIS, or PJ2DIS.
Thus, PTMX will compute the next lower input distribution value.
Assuming that the confluence node (I,J,2) in question receives flow
from level 1 stream N¥F, then the procedure used by CONO to determine
if sufficient node input distribution values have been calculated is
summarized below:

1. Set QST = upper limit on pollution flow from confluence
node (I1,J,2)

QSN = QST - PN(I,J,2) + PNT(I,J,2)

i
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CHK = lowest possible input from stream J to the
confluence node

CHK = QST - QSN
CHO = lowest possible output from stream NF
CHO = PN[ND(NF,1), NF, 1] - PNT[ND(NF,1), NF, 1]
PP = P(1,J,2)

If PP < QSN, go to step 2
PP = P1(1,J,2)

If PP < QSN, to to step 2
PP = 0.0.

2. Set NO = number of values tabulated in the array POI1DIS

for stream NF
number of values tabulated in the array PJIDIS
for stream NF
PCK = Q3T - PP
If PO1DIS(NO,NF) < CHO, go to step 4
If PO1DIS(NO,NF) + PJIDIS(1,NF) < PCK, go to step k.

1l

NU

3. Set POIDIS(NO,NF) - EPSN — PU, where EPSN is a small number
Go to step 6.

4. If PJIDIS(NU,NF) < CHK, go to step 7
If PJIDIS(NU,NF) + POIDIS(L,NF) < PCK, go to step 7.

5. Set PJIDIS(NU,NF) - EPSN — PU, where EPSN is a small number.

6. Return to subroutine PTMX.
Record current situation in uncertain maximum list.
Restart procedure to calculate another value for the
PO1DIS or PJIDIS array.
Procedure is complete.

7. Sufficient values have been computed for the POLDIS and
PJ1DIS arrays.
Compute maximum output from this confluence node.

The basic elements of the procedure to compute the stopping vector Xi

include the above method for determining the maximum output from a con-
fluence node and the maximum output from nodes not having stream con-
fluences. When the procedure finally reaches the node (IM,JM,KM), then
PIMX has completed the calculation of the maximum flow at this node;
thus, POUT is set equal to PMAX, and the computations are complete.
Then, program ALCOT uses this value of POUT in determining the elements
of the stopping vector or the DL and DINTL arrays. See the flowcharts
of program ALCOT and subroutines PTMX, PTMAX, and CONO in Figures C.1h,
€.20, C,19, and C.15 for more details concerning this procedure.
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Overall Procedure of the DWMC Algorithm -

The basic computational procedure followed by program ALCOT in deter-
mining the least cost solution for satisfying the quality constraint of
QSppm is described in this section. The optimal set of decisions is
recorded in the two arrays whose elements are defined below:

optimal value of D(I,J,K)
optimal value of DINT(NT)

0(1,J,K)
OINT(NT)

1l

il

To identify when a better solution is found, the least cost value of

the currently recorded optimal solution is recorded in the varilable TC,
As new feasible decision vectors are found with less cost than TC, the
value of TC is updated, and the decision vector is stored in the O and

OINT arrays.

The procedure followed by ALCOT in determining an optimal solution is
summarized below,

1. Initialize variables
TC = 1031

Set CIST(NT) = 10°% and OI(NT) = O for NT = 1,2,...,NINST.
Set D and DINT arrays to zero values.

Compute the elements of the stopping vector; i.e., the
elements of the DL and DINTL arrays.

2. Call subroutine NEXFES to determine the next feasible
solution which is recorded in the D and DINT arrays.

3. Call function TCOST to compute the total cost for the
decision vector given by the D and DINT arrays. Record
the result in the variable TTC.

L. If TC < TTC, go to step 5.
Record a new optimal solution in the O and OINT arrays.
Set TC = TTC.

i

5. Set NT = 1,

6. If OI(NT) # O or DINT(NT) # 1, go to step 7.
If CIST(NT) < TTC, go to step 7.
Record a new optimal upstream solution for instream pro-
cessor NT in the IO and IOI arrays.
Set CIST(NT) = TTC.

7. If NT > NINST, go to step 8;
otherwise, NT + 1— NT, and go to step 6.
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8. Using the procedure outlined in extension 2, skip to the
next decision vector in the numerical ordering which
could have less cost than TC., Record the decision
vector in the D and DINT arrays.

9. Check to determine whether the decision vector given
by the D and DINT arrays 1s past the vector given by
the DL and DINTL arrays in the numerical ordering,
If so, go to step 11.

10, Go to step 2.

11, The optimal solution is recorded in the O and OINT arrays,
and its cost is TC.

PROGRAM MAXEF

Purpose

Program MAXEF determines the maximum effectiveness resource allocation
to control mine drainage pollution within a watershed for a specified
budget constraint,

Method

A stream network is defined and decision nodes indicated. At each mine
source decisions can be made to treat or not to treat, to abate or not

to abate; and all possible combinations of these decisions are considered.
At each potential instream processor site, the site may be implemented or
not used. The cost and effectiveness of each decision at each node is
determined, For a given maximum budget allocation, the most effective
feasible pollution control scheme for the network is then determined
using a modification of the Lawler-Bell alogrithm, Effectiveness is
calculated as a function of the maximum pollutant concentration along
each reach between decision nodes,
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Definition of Variables

AP(I,J,K) = Annual pollutant load emitted from source I on stream
J of level X (kg).
AP1(I,T,K) = Annual pollutant load emitted from source I on stream

J of level X when source allocation alternative 1 is
selected (kg).

APA(T,J,K) = Annual pollutant loading emitted from source I on
stream J of level K after abatement (kg).
APN(I,J,K) = Anmual pollutant load at node T on stream J of level

K due to natural sources (kg).

APINS(NT) = Annual pollutant flow at potential instream treatment
site NT under the assumption all upstream sources have
no pollution control measures (kg). Exception is made
at those sources where cost to abate is less than
variable cost of treatment.

APST (NT) = Anmmual pollutant flow just upstream of potential
treatment site NT (kg).

-1 if abatement or treatment must be performed at

BS(I,J,K) = site (1,J,K),
0 otherwise.

BUD = Maximum allowable resource cost.

BV(J) = Basic value for the Jth maximum pollution concentra-
tion interval.

¢(1,1,J,K) = Cost to abate source I on stream J of level K.

c(2,1,J,K) = Fixed cost to treat at source I on stream J of level
K.

CI(NT) = Fixed cost to perform instream treatment at instream
treatment site NT.

CALT(ID,T,J,K) = Cost of resource allocation alternative ID for source
(1,J3,K).

D(I,J,K) = Allocation alternative selected for source (I,J,K).

2 1f no mine drainage control measures are to be
performed at source (I,J,K).

D(I,J,K) = 1l if cheapest control measure is to be performed at
source (I,J,K).
O if treatment is to be performed at source (I,J,K).
0 if instream treatment i1s to be performed at instream
DINT (NT) = {treatment site number NT,
1l if otherwise.
DINTL(NT) = Value of DINT(NT) in stopping vector.
DL(I,J,K) = Value of D(I,J,K) in stopping vector.
{True if next solution vector is to be written out.
DOUT = False if otherwise.
EF = Optimal value of pollution control effectiveness.
EFF = Trial value of pollution control effectiveness.
NT if node (I,J,K) is a treatment node where NT is
INT(I,J,K) = {the treatment site number.
0 if otherwise.
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0 if node I on level K+1 stream J is not a confluence
node.

IN(I,d,K) = NF otherwise where NF is the stream of level K feeding
node I on level K+1 stream J.

KBW = KU - KL + 1,

KL = Level of the lowest level stream represented.

KLA = KL + 1.
1 if node (I,J,K) feeds an active instream treatment

KNINT (I,J,K) = site.
0, if otherwise.

KNT = Number of times the criterion function has been
evaluated.

KNTLIM = Upper limit on the value of KNT for this run.

KOPT = Value of KNT when the optimal solution was evaluated.

KOUT = The interval between output of solution vectors.
1 if instream treatment site NT feeds an active

KSINT(NT) = instream site, and
0 if otherwise.

KU = Level of the highest level stream represented.

MNINST = Dimensioned value of all arrays subscripted by instream
treatment site number,

MNO = Dimensioned value of the node number subscript in all
arrays subscripted by node number,

MNOS = MNO-MNS .

MNS = Dimensioned value of the stream number subscript in
all arrays subscripted by node number.
O if neither abatement nor treatment is to be performed.
1 if abatement but no source treatment is to be per-
formed.

M = 2 if source treatment but no abatement is to be per-
formed.
3 if both abatement and source treatment is to be
performed.

ND(J,K) = Total number of nodes on stream J of level K.

NFN(J,K) = Confluence node on level K+1 stream receiving flow
from level K stream J.

NFS(J) = Level 2 stream receiving flow from level 1 stream J.

NI = Total number of pollution concentration intervals.

NINST = Total number of possible instream treatment site
locations.

NS(K) = Total number of streams of level K.

NSO = 3-MNOS .

0(1,J,K) = Optimal allocation alternative selected for source
(I,J,K).

OINT (NT) = Optimal value of DINT(NT).

P(I,J,K) = Pollutant loading emitted from source I on stream J

of level X (kg/hr).
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P1(I,J,K) = Pollutant output for resource allocation alternative
1 for source (I,J,K) (kg/hr).

PA(I,J,K) = Pollutant loading emitted from source I on stream J
of level K after abatement (kg/hr).

PL(I) = Level of Ith stream to process.

PN(I,J,K) = Natural pollutant incremental flow occurring at node
(I,7,K) (xg/nr).

PS(I) = Ith stream to process.

PT(J,K) = Pollutant input from stream J of level K, K = 1,2,

Q(I,J,K) = Stream flow at node (I,J,K) excluding the pollutant,
(Input as cubic meters per second converted to
(ke/br)).

QI(T) = Upper limit on the maximum pollution concentration for
the Jth interval (ppm as input-converted to decimal
fraction).

R(I,J,K) = Relative importance of the stream reach between nodes

(I+1,7,K) and (I,J7,K).

RALT(ID,I,J,K) = Value of MS for source (I,J,K) for rescurce allocation
alternative ID (ID = 1 for lowest cost alternative,
ID = 2 for alternative involving source treatment).

TC = Cost of maximum effectiveness solution.

TTC = Trial total cost wvalue.

Ve = Annual variable cost to treat one unit of pollution
($/ke).
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Input Data:

Card Number Variable Name Columns Used Format
1 Ns(1) 1-5 Integer
1 Ns(2) 6-10 Integer
1 NS(3) 11-15 Integer
1 A\ 16-25 Real
1 MNO 26-30 Integer
1 MIS 31-35 Integer
1 Note: Columns 36-45 are blank
1 NINST 46-50 Integer
1 MNIST 51-55 Integer
1 KOUT 56-60 Integer
2 NI 1-5 Integer
2 BUD 6-15 Real
3 BV(1) 1-10 Real
3 QJ(1) 11-20 Real
NI+2 BV(NI) 1-10 Real
NI+2 QJ(NI) 11-20 Real
NI+3 ND(1,1) 1-5 Integer
(see note 1) ND(2,1) 6-10 Integer
ND(3,1) 11-15 Integer
. Integer
ND(NS(1),1) (5NS(1)-k) —5N8(1) Integer
NI+5-KL ND(1,2) 1-5 Integer
NI+6-KL ND(1,3) 1-5 Integer
(see note 2) .
ND(NS(3),3) (5Ns(3)-4) —5ms(3) Integer
NI+7-KL JN(1,1,1) 1-5 Integer
JN(2,1,1) 6-10 Integer
JnN(3,1,1) 11-15 Integer
JN(ND(1,2),1,1) (58D(1,2)-4)—5ND(1,2) Integer
NI+8-KIL, JN(1,2,1) 1-5 Integer
JN(2,2,1) 6-10 Integer
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(see note 3)
NI+8+NS (2 ) -KL

NI+9+NS (2)-KL

NI+10+NS(2)-KL

NI+11+NS(2)-KL

(see note 4)
NI+7+NS(2)-KL

+2W

NI+7+108 (2) -KL

+2W+NIN

(see note 5)
NI+8+NS(2)-KL

+2OW+NIN

(see note 6)

NI+O+NS(2)-KL

+2WHNIN

(see note 7)

JﬁT(ND(l,3 ),1,2)

P(1,1,1)
PA(1,1,1
AP(1,1,1
APA(1,1,
Q(1,1,1)

CT(NINST)

KOPT
KNT
KNTLIM

EF

TC

D

BS

0
KNINT
DINT
KSINT
OINT

(10 NINST-80 NIN)-(10 NINST-80 NIN)
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(50D(1,3)-4)—5ND(1,3)

1-10
11-20
21-30
31-40
41-50
51-60
61-70
71-75

1-10
11-20
21-30

1-10
11-20
21~30
31-40
41-50
51-60
61~70
7175

1-10
11-20
21-30

1-10
11-20
21-30

71-80

1-10

1-10
11-20
21-30

Integer
Real
Real
Real
Real
Real
Real
Real
Integer
Real
Real
Real
Real
Real
Real
Real
Real
Real
Real
Integer
Real
Real
Real
Real
Real
Real

Real

Real

Real

Integer
Integer
Integer

Integer
Integer
Integer
Integer
Integer
Integer
Integer
Integer
Integer



Notes:

lo

2.

7.

The number of the first ND array card depends upon the value
of NI

The number of ND array cards is variable, depending on the number
of stream levels, For s 3-level network there are three ND
array cards; for a 2-level network there are two ND array cards;
for a 1-level network there is one ND array card. These input
data instructions assume a 3-level network.

The number of JN array cards depends upon the total number of
streams of all levels, JN array cards are seguenced numerically
according to the lowest level streams, next lowest level, ete.
Note that if there is only a level-three stream in the network,
this sequence of cards is skipped. If there are only level-two
8treams and a level-three stream, there is only one JN array

card, If there are level-one streams, a JN array card is provided
for each level-two and level-three stream, The above input data
instructions assume three stream levels exist.

There are two cards entered for each node using the format speci-
fied for the following inputs: P(I,J,K), PA(I,J,K), AP(I,J,K),
APA(1,d,Kk), @(I,d,K), PN(I,J,K), APN(I,J,K), INT(I,J,K), C(1,I,J,K),
¢(2,1,J7,K), and R(I,J,K). The nodes are entered in sequence start-
ing with the first node on the first stream of level KL, Nodes for
this stream are entered, the next stream of level KL is entered,

one node at a time, After recording the data for all level KL
streams, then level KL + 1 streams are entered. The last node
entered is the last node on the level 3 stream. A total of

3. Ms(K)
W= Y, 3. ND(J,K) nodes are entered on 2W cards.
K=KL. J=1

1 if NINST > 8
NIN =
0 if otherwise

For the initial run of a basin to be analyzed, set KOPT and KNT
to zero.

This sequence of cards is not used on an initial run and is only
used when a run restarts after KNT solution vectors have been
evaluated, If an optimal solution is not realized within KNTLIM
iterations, a sequence of cards will be punched. The first card
punched contains current values of KOPT and KNT, to which a value
of KNTLIM must be added for subsequent runs. The remaining cards
are placed behind the one containing the new values of KOPT, KNT,
KNTLIM to restart the run. The previous KOPT, KNT, KNTLIM card
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is removed and the program may be restarted using the new data.
The new data give values for the D, BS, O, KNINT, DINT, KSINT,
OINT arrays as shown,

Common Areas and Contents

COMMON/KST/KNINT, KSINT, APINS, BUD, APST
COMMON/ ZER/MNS
COMMON/EFF/BV, QJ, NI

COMMON/NEX /MNOS, MND, NS, ND, D, INT, DINT, BS, R, NFN, NFS, PN, Pl,
Qs P, KL, KU, KBW, KIA

COMMON/TCO/JN, PT, AP, APl, CALT, CI, VC, APN
COMMON/TONN /NSO, RALT

Subroutines Reguired

Function CABAT - calculates cost to perform abatement at all nodes up-
stream of (I,J,K) where abatement is cheaper than treatment variable
cost,

Function CSAV - determines the savings in annual pollutant load at a

downstream instream processor if decision ID is implemented at source
(1,7,K)., If ID < O, then the decision is to implement a new instream
processor is activated at (I,J,K).

Function EFFECT - determines the effectiveness of the solution vector
given by the D and DINT arrays.

Subroutine ERROR - used to abort the run, operate a traceback in the
sequence of routines called, and force a core dump when an error is
detected in the program.

Subroutine NEFESE - used to determine the next feasible solution. The
current solution provided by the DINT and D arrays is obtained if it
is feasible.

Subroutine TOFE - processes upstream decision and status variables
when an instream treatment processor is deleted.

Subroutine TONE -~ processes upstream decision and status variables
when an instream treatment processor is implemented.

Subroutine ZOE - zeroes out all decision variables that are lower
order than (I,J,K).
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Set KU = 3
Set KL

I
=

y

Read Ns(1), Ns(2), NS(3), VC, MNO, MNS, NINST, MNIST, KOUT
Read NI, BUD

Read BV(I), QJ(I) for I = 1, e« NI

Is NS(2) = 07 Mo k-3
Are there level 2 streams?

Yes

\

Is NS(1) = 07 No KL =
Are there level 1 streams? -

KBW

B &

Figure C,5 Program MAXEF
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T Set KK = Ns(K),

!

Read ND(J,K),

for J = 1,KK

Number of nodes on stream J of level K,

(69

- (IsK:KU?)

Yes
Y

Is KL = 3%
Is level 3 the lowest level?

No
A 4
Set K = KL
O 7
y
M = NS(K+1)
Set J=1
Y
L = ND(J,K+1)

Figure C.5 Program MAXEF
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)

JN(I,J,K) = O unless (

Read JN(I,J,K), I = 1,L
I,J,K) is a confluence node

@

No
1 4—————-——-(:7 Is J

;
\_/

P Y

No

Yes

y

Initialize variables 6
¢ = 1030 mr = -103°  cFaCc = 3.6 x 10
Set  DOUT = ,TRUE., LOUT = O

Y

Convert QJ array from parts per million to
a decimal frgction

QI(I) = 107 & QJ(I), I = 1,eeeNI

Figure C.5 Program MAXEF
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Read P(I,J,K), PA(I,J,K), AP(I,J,K), APA(I,J,K),
Q(1,J,K), pn(1,J,K), APN(I,J,K), INT(I,J,K),
¢(1,1,J,K), ¢(2,1,J,K), K(I,J,K)

No
< Is I = ND17% )
Yes

Figure C.5 Program MAXEF
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No

e

=dJ + 1 Is J = NS1
,Yes

- K+ 1 No Is K= KU )
¥y Yes

Read input data for instream
treatment sites

Read CI(NT), for NT = 1, NINST

l
O,

Figure C,5 Program MAXEF
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Determine values for arrays
NFS and NFN

Y

No
|
Set = KIA
A 4
NS1 = NS(K)
Y
Set J=1
O, -
A

Figure C.5 Program MAXEF
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@ ]

NF = JN(I,J,K - 1)

Y

v Is NF € O?
@ €8 Is node I on level K stream J
not a confluence node

No

y

Node (I,J,K) is a
confluence node

¥
NFN(NF, K -~ 1) = I

Is K # 27
Yes Are we looking at a confluence
node on a level 3 stream?
No
A
NFS(NF) = J

Figure C,5 Program MAXEF
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H
Il

I+1

J+ 1

=
I

K+ 1

\J1
4
<t
[]
1]

276

\ 4

Initialize decision arrays at each node
D(1,J,K) = 0, BS(I,J,K) = O,

KNINT(I,J,K) = O, o(1,J,K) = 0
I = 1,eeeND(J,K)

J = 1,ee+NS(X)

K = KL,eesKU

\ 4

Initialize decision variables for instream treatment
sites.,

DINT(NT) = O, OINT(NT) = O, KSINT(NT) = O, NT = 1,«MNIST

Figure C.5 Program MAXEF



STOP = ,FALSE,
STOP is .TRUE, when stopping vector
elements will specify no pollution
control
TTC = 0,0
TTC is the total cost expended in
calculating stopping vector elements
HEF = 0.0
HEF is the highest possible effec-
tiveness

y

Determine values for APINS(NT) at each potential
treatment site, determine last feasible solution
to be evaluated, and determine the decision
alternatives for each source.

& ©

y
Set K = KL
'U
Set J=1
i’

PU = 0,0
PUL = 0,0

PUL is annual natural pollutant flow with all in-
stream processors active, PUL is only used in
calculating the value of TTC, PU is total annual
pollutant flow with no pollution control measures
(with exception of abatement when it is cheaper
than variable treatment cost),

Figure C.5 DProgram MAXEF
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7

O

Yes (" Does K = KL? :)
\

72

®

A

Yes /’ ‘:>
Is NF £ 07
\_

PU + PT(NF,K-1)
PUL = PUL + PTL(NF,K-1)

d

PT(J,K) is pollutant output from stream J of level
K corresponding to PU. PTL(J,K) is pollutant output
from stream J of level K corresponding to PUL.

Figure C.5 Program MAXEF
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@

Yes

AAPA = Max(0,0,APA(I,J,K))

¥

Is
¢(1,I,J3,K) ) vCc+[AP(I,J,K) - AAPA ,
i.e., is cost of abatement and site treatment
at (I,J,K) greater than cost of site treat-
ment alone?

No

Y

Site alternative 2 will involve both treat-
ment and abatement

\

RALT(2,I,J,K) = 3
CArT(2,I1,J,K) = ¢(1,1,J,K) + ¢(2,1,J,K)
+ VC « AAPA
IRALT = 3

Site alternative 2 will involve treatment only

\ 4

Figure C.,5 Program MAXEF
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RALT(2,I,J,K)
CALT(z,I,J,K) = C
+ VC « AP(I,J
IRALT = 2

Is
¢(1,1,J,K){CALT(2,I,J,K), i.e.,
is cost of abatement less than cost
of pollution control alternative
involving treatment?

No
\

Site alternative 1 will involve treatment
RALT(1,I,J,K) = 2

CALT(1,I,J,K) = CALT(2,I,J,K)

P1(1,J,K) = 0O, AP1(I,J,K) = O

Site alternative 1 will involve abatement
RALT(1,I,J,K) = 1, CALT(1,I,J,K) = ¢(1,I,J,K)
AP1(I1,J,K) = APA(I,J,K), P1(I,J,K) = PA(I,J,K)

Figure C.5 Program MAXEF
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PU = PU + APN(I,J,K)

Accumulate annual natural pollutant

load
A
No Is IRALT = 3, i.e., is abatement
cheaper than treatment variable cost?

Yes

4

PU = PU + APA(I,J,K)

abatement

Accumulate annual pollutant load after

Figure C.5 Program MAXEF
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PU = PU + AP(I,J,K)

Accumulate annual pollutant load from
source (I,J,K)

S >
Y

HEF is the highest possible effective-
ness,
HEF = HEF + BV (1) * R(I,J,K)

NT = INT(I,J,K)

Y

1o (Is NT D 07 j

APINS(NT) = PU

>,

Y

DL(I,J,K) is the element of the stopping vector
at source (I,J,K), DINTL(NT) is the element of
the stopping vector at instream treatment site
NT. The procedure below computes values for
these elements,

y

@: yes (Is STOP = TRUED

No

Figure C.5 Program MAXEF

272



TTC1 = TTC + CALT(2,I,J,K)

Y

Is TTCl1>»BUD, i.e., is
budget exceeded in calculating
stopping vector elements?

Yes

/)

No

A

TTC = TTCl

DL(I,J,K) = O
Stopping vector element at this
source will specify maximum
pollution control.
PUL = PUL + APN(I,J,K)
Accunulate annual natural
pollutant load.

S @

STOP = ,TRUE,
Recalculate TTC1l for a lower cost alter-
native at source (I,J,K)
TTCl = TTC + CALT(1,I,J,K)

\

Yes Is TTCl ) BUD, i.e.,
is budget exceeded in calculating

stopping vector elements?

No

Figure C.5 Program MAXEF
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Il
=

DL(I,J,K)

DL(I,J,K) =

fo CNT)O? )«——-

]
N

No

y

TTC1 = TTC + CI(NT)

Figure C.5 Program MAXEF
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Yes

PUL € 07
N

No

A

TTC1l = TTC1l + VC , PUL
PUL = O

y

budget exceeded in calculating stopping

TTC1l ) BUD, i.e., is

vector elements?

No
y

TTC = TTCl

DINTL(NT) = O

DINTL(NT) = 1

STOP = .TRUE.

Y

Figure C.5 Program MAXEF
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Les Is K= 37 )

d

Yes

Write stopping solution wvector

y

Write HEF, maximum possible
effectiveness

FPigure C,5 Program MAXEF

276




180

Yes

Read KOPT,KNT, KNTLIM

A 2

[Is EKNT # 0, i.e., i§:>

\\Ehis a restart case?

No

L

Initialize KNINT and KSINT arrays
by the following procedure

AC

) (2

AC

A 4
Set K= KL
7
Set J=1
Y
Set I =1
ﬁr
NT = INT(I,J,K)

Figure C.5 Program MAXEF
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Yes

Call subroutine TONE(NT,I,J,K), KSINT

and KNINT arrays are adjusted by
subroutine TONE to specify that all nodes

upstream of NT are upstream of an active
instream processor

y
N
I=1+1e—{Ts I=1\]D(J,K)9
Yes

No
J=dJ+ 1‘4—-<:E§ J = Ns(K) ? :)

I

Yes
\ i
No
K=K+1<—-Qs K= KU ¢ )
Yes
\ 4
200

Figure C.5 Program MAXEF
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200

Read EF, TC

Read D(I,J,K), BS(I,J,X),
¢(1,J,K), KNINT(I,J,K)
1,#*ND(J,K)
1,°°*NS(K)

I
J
K KI,,...KU

b

Read DINT(NT), KSINT(NT),
OINT(NT) NT = 1, MNIST

P

y

Determine whether the Etopping vector
has been reached by the following
procedure

Set K= 3

Set J = NS(K)

AF

Figure C.5 Program MAXEF
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AG >

H
w
|
lw)
Py
H
»
oy
»
ol

Is IL ID, i.e., is the allocation
alternative selected for source (I,J,
K) greater than the allocation alter-
native for (I,J,K) in the stopping
vector?

¥ No
@ Tes Is IDC IL, i.e., is the stopping
still beyond the current solution
vector?
No
A
<——I=I-1 o {15 1-17)
Yes
No [/
e J=J - 1 | Is J=12¢
Yes

Figure C,5 Program MAXEF
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=K -1 ~b—§2——<:?s K = KL {:)
Y

204 »] £ €S
A 4
KNT = KNT + 1

J

Yes
1‘EHI’N———-———(:%S KNT > KNTLIM ?:>

No

Y

Call NEFESE(TTC)
Determine next feasible solution
and store this solution in the D
and DINT arrays. The coat of
this solution is recorded in TTC

Y

Compute effectiveness
Call function EFFECT(X)
EFF = EFFECT(X)

\ 4

Is the effectiveness of this solution greater
than +that of the best solution previously

computed ?

Figure C.5 Program MAXEF
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Is the effectiveness of this solution
vector less than all previously computed
solution vectors; i.e., is

EFF < EF ?

No

Y

Is
EFF = EF and TTC 2 TC, i.e., is the
effectiveness of this solution vector
equal to the maximum effectiveness
value computed and is the total cost
of this solution vector at least as
great as the cost of the previously
determined maximum effectiveness
gsolution?

yNO

Record new maximum effectiveness solution

EF = EFF
TC = TTC
KOPT = KNT

bOUT = ,TRUE,

Figure C.5 Program MAXEF
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Write out maximum effectiveness
solution vector number KNT

2

Set 0(1,J,K) = D(I,J,K)

for T l,oco, ND(J,K)
J= 1,0, NS(K)
K= KlLyeee, KU

H

1

Set OINT(NT) = DINT(NT)
NT = 1, se+, NINST

y

Is EF { HEF ?
Yes Is optimal value of pollution control

\\\iffectiveness less than highest possible

effectiveness?

No

Y

Write out optimal solution vector number

KOPT

Figure C.5 Program MAXEF
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LOUT = LOUT + 1
Accumulate count of solution vectors
computed since previous writing of a
solution vector

Yes Is LOUT { KOUT and
is DOUT = ,FALSE.?

No

Write out the solution vector, DINT values are
noted by the symbols TO, Tl; D values by the
symbols MO, M1, M2, // separates streams of
different levels, / separates streams of the
same level, DOUT is a flag which forces the
next vector to be written. Thereafter every
KOUTth vector is written.

bAUT = ,FAISE,

Y

()

Figure C.5 Program MAXEF
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206

No Is TLOUT ZKOUTD

Yes

Skip solutions which have
less effectiveness than EF
by the following procedure.

ZERO = ,TRUE,

Set K= KL

AR

Set I =1

A

©

AP

Figure C.5 Program MAXEF
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Yes

240 )

No

Is ZERO = .FALSE.?

¢

No

Y

Yes
Is D(I,J,K) # ?:>

No

Y

NT = INT(I,J,K)

y

| Is (I,J,K) a potential treatment site,

i.e,, is NT 2 02

Yes

Instream treatment
is being performed

at site NT

2 1s pINT(NT) - oi:>

ZERO = ,FALSE,
DINT(NT) = O

A

Call TONE(NT,I,J,K) to perform necessary
bookkeeping at nodes upstream of NT as a
result of activating NT

260

Figure C.5 Program MAXEF
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Is BS(I,J,K) # -1, i.e., is the
source at (I,J,K) permitted to

Yes exist without abatement after con-

sidering downstream treatment
facilities?

No
¥

Is D(I,J,K) =2, i.e., is no mine
drainage control to be performed at
(I,J,K)?

> NoO
\ 4

First nonzero decision variable
encountered

a
>

A 2

D(1,J,K) = O
ZERO = ,FAISE,

Figure C.5 Program MAXEF
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Yes

-

Is BS(I,J,X) # -1, i.e., is the source
at (I,J,K) permitted to exist without
abatement after considering downstream
treatment facilities?

No
y

Is D(I,J,K) =1, i.e., is the lowest
cost alternative to be implemented at
(1,J,K)?

No

}

Set D(I,J,K) =1

(o)
®

Yes

Y

/Is D(1,J,K) 2 22

@

Is no pollution control to
be implemented at (I,J,K)?

No

Figure C.5 Program MAXEF
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n(1,J,K) = D(I,J,K) + 1

Y

200 es GS D(1,J,K) ),@

'No
Yo Is RALT (1,I,7,K)= 2, i.e., is the
lowest cost pollution control alter-
native to include treatment?
'Yes
D(I,J,K) = 2
>
200

Figure C.5 Program MAXEF
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250

p(1,J3,K) = O

>

y

NT = INT(I,J,K)

\

Is node (I,J,K) a potential
treatment site, i.e., is
NT > 07

'Yes

Is DINT(NT) # O, i.e., is
instream processor site NT
not implemented?

No

y

DINT(NT) = 1

Call TOFE(NT,I,J,K) to deactivate the
instream processor and perform necessary
bookkeeping for upstream nodes

Figure C.5 Program MAXEF
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DINT(NT) = O

y

Call TONE(NT,I,J,K) to initiate
the instream processor and per-
form necessary bookkeeping.

260 >
y
No
I =1+ 1 Is I=ND(J,K)D
¥y Yes
No
T =J+ 1 Is J:NS(K)?)
,Yes
Ke K+ 1 ey Is K - KU? )
1
All feasible solutions have
been evaluated, vector KOPT
is optimal
280 1 Yes

Y

Punch EF, TC, and the following arrays
to permit restarting at this point: D,
BS, 0, KNINT, DINT, KSINT, OINT, Write
out effectiveness of best solution to
this point by the following procedure.
PU will be used to accumulate the pol-
lutant flow under the optimal solution.
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Set K= KL
AZ o
Set J=1
@ "
Set I =1
AX >
No [/
1 Is I = 1%
Yes
\
=0
>y
Yes{/> Yes Ts
Is 0(1,J,K) # 22 0(1,7,K) # 1 ?)
L
No No
y Y
= PU + P(I,J,K) PU = PU + PL(I,J,K)
(0 )
U A 2
AT

Figure C.5 Program MAXEF
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No Is (I,J,K) a confluence node, i.e.,
is NF > 0 ?

LYes

PU = PU + PT(NF,K-1)
Add in the flow from the tributary NF

380 >

4

Add in the natural pollutant
PU = PU + PN(I,J,K)

A 4
NT = INT(I,J,K)
y
Yes Is there an instream treatment site
at this node, i.,e.,, is NT >0 ¢
No

Figure C.5 Program MAXEF
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Does the optimal solution specify

AU

No

that NT should be activated, i.e.

3
is OINT(NT) = 0% -////

Yes

\ 4

No positive pollution
is possible

y
N\ Y
Is PU £ O7 -
-

Yes

y

Is ND(J,K) # %:>
or K+# 379

No

y

Store the accumulated pollution
at the end of the stream, i.e.,
PT(J,K) = PU

y

CONC = PU/(PU + @(I,7,K)
QUAL = CONC ., 10
Calculate concentration
and stream quality for
this node

It
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Calculate effectiveness by
the following procedure

\d
Set JS = 1
Yes
(E} QJI(JS) 2 CONCjE}————-
No
A 4
I8 = g8 + 1 2 {15 g8 = 1T 7=

y

EFFF = BV(JS)-R(I,J,K)
Optimal value of effectiveness at
each node
JS 1s smallest integer such that

QJ(Js) > conc
JS = NI if QJ(L) < CONC for
L=1, ees, NI

y

Find optimal decision for the mine
source at (I,J,X) using 0(I,J,K) and
RALT(ID,I,J,K)
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Write out quality and effec~-
tiveness for optimal decision
at node (I,J,K).

N
I =TI+ 1 e 2 Qs I=ND(J,K) ?
 Yes
No f
| J = J+ 1 | Is J = Ns(K) 2
\
: Yes
No
K=K+ 1 |« <:}s K= KJ ? )

Figure C.5 Program MAXEF

296




10

Function CABAT(II,JJ,KK)

CABAT calculates cost to perform abatement at all
nodes upstream of (II,JJ,KK) where abatement is
cheaper than treatment variable cost., This

cost is accumulated in TC, NN is the number of
entries on the tributary list,

TC = 0.0, =0, I=II,

XX

H

=JJ, K

20

A /

y

Is BS(I,J,K) = -1, i.e., is
abatement cheaper than treat-
ment variable cost at this
node?

Yes
A

TC = TC + CALT(1,I,J,K)
Add in cost of abatement

Yes

NF = JN(I,J,K-1)

Figure C.6 Function CABAT
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No /’is this a confluence node,
\i.e., is NF > 0 ?

Yes

Y

NN = NN + 1
increment the length of the
tributary list

No (15 mw »30 ¢
,Yes
call ERROR

The program permits only
30 storage locations for
the tributary 1list

Y

PS(NN) = NF

PL(NN) = K - 1
NF is the tributary stream
number
K -1 is the stream level

Figure C.6 Function CABAT
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Yes ///rr Is NN < 07

Have all tributaries been
examined?

No
y

Remove a stream from the
tributary list.

CABAT = TC
J = PS{NN)
) / K= PL(NN)
::::::::::::: I = N(J,K)
Return NN = NN - 1

Figure C.6 Function CABAT
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Function CSAV(ID,II,JJ,KK,IS1,NX)

IA = ID, I = 1II,
CSAV = 0.0,

ID is implemented at

J=dJJ, K=KK
X =1

CSAV = savings in annual pollutant load
at downstream processor NX if decision

(I1,JJ,KK), If

ID < 0, then a new instream processor
is implemented at (II,JJ,KK)

Y

Yes

is an instream

Is TA< 0, i.e.,
processor activated at (I,J,K) ?

NT = INT(I,J,X) J

y

No

PS = APINS(NT)

PSS =

0.0

A

the source a
an active in
and is some

Is BS(I,J,K) = -1, i.e., is

t (I,J,K) feeding
stream processor
form of pollution

control required at (I,J,K) ?

Yes
4
PS = AP1(I,J,K)
’V
PO = AP(I,J,K)
Figure C,7 Function CSAV
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PO = AP1(I,J,K)

.
o

Y

PS = PO - PS
PS is actual saving in
pollutant
20 >y

A J
No . .
e Is (I,J,K) a potential instream
treatment site, i,e,, is NI > O ¢

v Yes

N0  Is NI active, i.e., is DINT(NT) = éE)

Yes

Figure C,7 Function CSAV
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NX = WI', NX is the downstream processor
number.

PCK = APST(NT); APST(NT) is annual pollu-
tant flow just upstream of potential
treatment site NT.

CSAV = min {PCK,PS}
CSAV 1s annual savings in pollutant load
at a processor downstream of (I,J,K)

( Return ’

Figure C.7 Function CSAV
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as

Yes

o Gs K= KU ? >
Yes
Call ERROR

Not possible to move to
level K+ 1 stream

[

I = NFN(J,K)

NFN(J,K) is confluence node on level
K + 1 stream receiving flow from
level K stream J.

. ——

No

i Is K=127

Yes

4

J = NFS(J). NFS{J) is level 2 stream
receiving flow from level 1 stream J

Figure C,7 ZFunction CSAV
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Function EFFECT(X)

EFFECT computes the effectiveness of

the decision vectors D and DINT, The
variable EFF will be used to accumu-

late the effectiveness

EFF = 0,0
Set K = KL
H i'
Set J =1
G i 7

PTC will be used to accumulate the
pollution flow in stream J
PTC = 0,0

Set I =1

Yes

No
| ¥ = oN(I,7,K-1) |

Y
10 y 1o ’/,;

« s(I,J,K) a confluence node,
k\\}.e., is NF >0 2

Yes

Figure C.8 Function EFFECT



10

PTC = PIC + PT(NF,K-1)

Add in pollutant input from the tribu-
tary stream NF of level K-1

No

>

\

PTC = PTC + PN(I,J,K)

Add in natural pollutant load occurring
at node (I,J,K)

\ 4

Is D(I,J,K) 22, i.e.,
is no control measure to be performed
at (I,J,K) ?

\ Yes

PTC = PIC + P(I,J,K)

Add in pollutant load emitted from
source (I,J,K).

No

>

\

Is D(I,J,K) =12

Is cheapest control alternative to be
performed at I,J,K)?

Yes

Figure C.,8 Function EFFECT
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20

PTC = PTC + PL(I,J,K)

Add in pollutant output for resource
allocation alternative 1 at source

(I’J’K)
C .
\ 4
NT = INT(I,J,K)
i
No Is NI >0, i.e., is (I,J,K) a

potential treatment node?

Yes

. No //igé DINT(NT) = O, i.e., is instream

K\\ireatment to be performed at (I,J,K)?

Yes

Figure C.8 Function EFFECT
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Determine the pollution concentra-
tion at node (I,J,K)
CONS = PTC/(PTC + Q(I,J,K))

Y
Set Js =1

! >y

Is QJ(JS) 2 CONS, i.e., is interval

JS the maximum pollution concentra-
tion interval containing CONS?

L 7 Yes

JS = NI >

A

EFF = EFF + BV(JS)-R(I,J,K)
Increment effectiveness for
this reach

Figure C.8 Function EFFECT
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EFFECT = EFF |«

J

J+ 1

No

Store the output of this stream
PT(J,K) = PIC

{Is J = NsS(K) D

Yes

\4

K=K+ 1

Figure C.8 Function EFFECT
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Subroutine ERRCR

Write
ERROR DETECTED IN EXECUTION

Call ERRTRA

A

Write
BUFFERS ARE CLEARED
ten times

y

Force an ABEND with a traceback
J = 60 000
L = K(J)

A 4

‘ STOP ’

Figure C,9 Subroutine ERROR
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Subroutine NEFESE(TCOST)

NEFESE determines the next feasible
solution., If the current solution
provided by the DINT and D arrays is
feasible, that solution is obtained.
TCOST is the total cost of the next
feasible solution.

ZERO = ,FALSE.
TTC = 0
A 4
Set K= 3
I >
Y
Set J = NS(K)
H >
Set I = ND(J,K)
G i
A

Figure C.,10 Subroutine NEFESE

310



No
Is ZERO = .TRUE.iE)

{Yes

Call ZOE(I,J,K).
Zero out all decision
variables of lower order
than node (I,J,K). Zero
out node (I,J,K)

£

ZERO = ,FAISE.
NT = INT(I,J,K)

Y

//’Is (I,9,K) a potential instream

\\\treatment site, i.e.,, is NT > 07

Yes

4

Is DINT(NT) = 1, i.e., is instream
processor NT not implemented?

No

Figure C.10 Subroutine NEFESE
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No

Determine whether we can afford
to keep NT active by the follow-
ing procedure.

y

TC = TTC + CI(NT)
CI(NT) is fixed cost to perform
instream treatment at site NF.

¥

Is APINS(NT) > 0 ?
Is annual pollutant flow past NT
without treatment by NT positive?

y

TC = TC + VC+APINS(NT)
Add in variable cost to treat by NT

>

y

C

Figure C.10 Subroutine NEFESE
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- Is KSINT(NT) = 1, i.e., is there
2 an active instream processor down-
stream of site NT?

'Yes

ID= -1
SAVE = CSAV(ID,I,J,K,ISI,NS)
Determine annual savings in pollutant
load at downstream instream processor

if decision ID is implemented at node
(I,7,K).

TC = TC - SAVE * VC

ey

4

O,
TC = TC + CABAT(I,J,K)
Add in cost to perform abatement at all nodes

upstream of (I,J,K) where abatement is cheaper
than treatment variable cost.

Figure C.10 Subroutine NEFESE
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Is TC < BUD, i.e., is
budget constraint satis-
fied?

No

y

Cannot afford to keep NT active

y

DINT(NT) = 1
Call TOFE(NI,I,J,K)
Delete instream treatment
processor at NT and perform
necessary bookkeeping on up-
stream variables

y

7ZERO = ,TRUE.
D(1,J,K) = O

Set D(I,J,K) to zero to avoid skipping
feasible solutions., Setting ZERO to
.TRUE. will set all decision variables
to the right of (I,J,K) to zero.

-

Figure C.10 Subroutine NEFESE
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30

No

TTC = TC

APST(NT) = APINS(NT)
Annual pollutant flow just upstream
of potential treatment site NT
equals annual pollutant flow past
NT without any upstream pollution
control other than abatement where

it is cheaper than treatment vari-
able cost.

Y

Is KSINT(NT) = 1, i.e.,
is there an active instream processor
downstream of NT?

Yes

y

APST(NX) = APST(NS) - SAVE
NX is instream processor downstream
of node (I,J,K)

KNI = KNINT(I,J,K)

Figure C.10 Subroutine NEFESE
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Pollution control alternative involving
treatment is implemented at (I,J,K)

\

ID=20
ID = O denotes that treatment is to be
performed
TC = TTC + CALT(E,I,J,K)
Add in cost of control alternative in-
volving treatment.

 J

Is KNI =1, i.e.,
is there an active processor downstream
of (1,J,J)?

Yes

Y

SAVE = CSAV(ID,I,J,K,IS,NX)
TC = TC - SAVE . VC

]

Figure C.,10 Subroutine NEFESE
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Is BS(I,J,K) = -1, i.e.,
No is pollution control in-

volving at least abatement

required at (I,J,K)?

Yes
¥
TC = TC - CALT(1,I,J,K)

Subtract cost of lowest cost

alternative
Yes Is TC < BUD, i.e.,
is budget constraint met?

No

A 2

Cannot afford treatment, Zero out
decision variables to the right of
(I,J,K) to avoid skipping feasible
solutions. Examine possibility of
performing lowest cost pollution
control,

ZERO = ,TRUE,

D(I,J,K) = 1

Figure C.10 Subroutine NEFESE
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il Gs BS(I,7,K) = -13

lYes

D(1I,J,K) = 2 means that no control is
being implemented. BS(I,J,K) = -1
implies that abatement of treatment
should be performed at (I,J,K).
Logical contradiction

call ERRCR

e |

Yes
Is BS(I,J,K) = -17

No

A 4

ID=1
TC = TTC + CALT(1,I,J,K)

Figure C,10 Subroutine NEFESE
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Is KNINT(I,J,K) = 0, i.e.,
is (I,J,K) upstream of an
active instream processor?

No

Yes
\

CSAV(ID,I,J,X,JS,NS)
TC - SAVE.VC

SAVE
TC

il

Y

Yes Is budget constraint met,
i,e., TC < BUD ?

No

A

Cannot afford lowest cost pollution
control alternative., Zero out
decision variables to the right of
(1,7,K) to avoid skipping feasible
solutions.

ZERO = ,TRUE., D(I,J,K) =2

Figure C.10 Subroutine NEFESE
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Expend the cost TC
TTC = TC

Y

Is (I,J,K) upstream of an active
instream processor, i.e., is
KNINT(I,J,K) = 1

No

Yes
\ /

APST(NX) = APST(NS) - SAVE

-

>

Y
IT=T1 -1 el { T
J

I
I

S
T2T -1 e ( 1s
yYes
N
K=K-1 |« 2 Qs K=LL-KBWD
Yes
Y
TCOST = TTC
A

‘ Return }

Figure C.10 Subroutine NEFESE
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Subroutine TOFE(NT,II,JJ,KK)

Subroutine TOFE performs bookkeeping on all
states and decision variables as a result
of deactivating instream processor NT at

(I1,J37,KX).
NN =0, I=1II, J=JJ, K= KK
DINT(NT) = 1
5 —>
{ Is K= 172
,No
KL =K-1
10 —
C ‘V
NR = INT(I,J,K)
\
No Is node (I,J,K) a potential instream
treatment site, i.e., is NR > 07

Yes

Figure C,11 Subroutine TOFE



20

Yes

Record that NR is no longer upstream
of an active instream processor, i.e.,
KSINT(NR) = O

A

Is DINT(NR) = O, i.e., is instream
treatment to be performed at site
NR?

] No

117

A 4

Set BS(I,J,K) =0
KNINT(I,J,K) = O
Record that (I,J,K) is no longer
upstream of an active instream
processor

No

Yes
Is K< KL 7
( )

Is this node a confluence node,
i,e,, is NF > 0?

Yes

y

Create an additional entry on
the tributary list
NN = NN + 1

Figure C.11 Subroutine TOFE
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No

Is NN > 30 °
,Yes

No more than 30 tributaries can be
stored by the program

4

‘Call ERRCOR ,

y

PS (W)
PL{NN)

it

tributary stream number
Stream level

Il

nF
K1

117

Yes

y

Is NW€0 ?
all tributaries
examined?

wNo

Remove an entry from the tributary list

J = pPs(NN)
K = PL(NIV)
I = ND(J,K)
NN = NN - 1

Figure C.11 Subroutine TOFE
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Subroutine TONE(NT,II,JJ,KK)

Subroutine TONE performs bookkeeping

on all upstream status and decision

varisbles as a result of implement-

ing instream processor NT at (II,JJ,

KK)

NN = 0, I=11, Jd = Jd, K = KK
FIRST = ,TRUE,

110

A
les {1s K< 1°

<

Record that (I,J,K) is upstream of an
active instream processor
KNINT(I,J,K) = 1

@ "
Y

tes Is FIRST = .FALSE.D

yNo
FIRST = ,FAILSE,

NR = INT(I,J,K)

Figure C.12 Subroutine TONE
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No ‘AJ///;S (I,J,K) a potential in-

\stream treatment site, i.e.,

A

is NR > 07?

Yes

\ 4

Record that NR is upstream

of an active instream pro-
cessor

KSINT(NR) = 1

A 4

No Is DINT(NR) = 1, i.e., is instream
processor NR site not implemented?

125 Yes

[
>

v Is RALT(2,I,J,K) # 3 ?
€8 Is control alternative involving
treatment not to include abatement?

No

Figure C.1l2 Subroutine TONE
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Is D(I,J,K) =2, i.e., is
no pollution control to be
implemented at (I,J,K)

Yes

Y

D(I,J,K) =1
Revise decision. Choose
abatement at (I,J,K) to
reduce cost

Y

BS(I,J,K) = -1
to note that pollution
control involving abate-
ment must be performed
at (I,J,K)

res Is KSKL?>

No

Y
NF = JN(T,J,K1)

Figure C.12 Subroutine TONE
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No

No

Is (I,J,K) a confluence node,
i,e., is NF > 0O¢

Yes

/

NN = NN + 1
Increment the count of the
number of tributaries remain-~
ing to be evaluated.

Y

Is NN > 30 ?
The program permits only
30 storage locations for
tributary streams

Yes

PS(NN) = NF

PL(NN) = K1
WF is the tributary stream number
K1 is the stream level

Figure ¢ .12 Subroutine TONE
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es
Is NN<O?

Have all tributary streams

been examined?

No
Y
J = PS(NN)
K = PL(NN)
I = ND(J,K)
NN=DNN -1

Remove an entry from
the tributary stream

list

Figure C.12 Subroutine TONE
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Subroutine ZOE(I,J,K)

ZOE zeroes out all decision variables
in the solution vector to the right
of (I1,7,K)

¥
Set KB = K
4>"
JH = NS(KB)
L 4
No Is KB = K 2
y res

JH = J, i-en,
skip all streams to the
left of (J,K)

Set JB = JH

Figure C.13 Subroutine ZOE
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Yes

Y

NPl =TI, i,e.,
skip all nodes to the left
of (I,J,K)

No

Set IB = ND1

@ :
Y

Figure C,13 Subroutine ZOE
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ﬂs this node a potential

o treatment site, i.e., is
\\\§?> 0?
Yes
A 4
Yes
Is DINT(NT) = 0 ?
o

Zero out the decision
at this processor

DINT(NT) = O

) /

Call TONE(NT,IB,JB,KB)
to process upstream vari-
ables since NT is acti-
vated

y

Zero out the decision at
this node
D(IB,JB,KB) = O

IB=1IB - 1 |
JB = JB -~ 1
XKB= KB -1

Figure C.13 Subroutine ZOE
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PROGRAM ALCOT
Purpose

Program ALCOT determines the least cost resource allocation to control
mine drainage pollution for a fixed quality standard within a water-
shed,

Method

A stream network is defined and decision nodes indicated., At each mine
source decisions can be made to treat or not to treat, to abate or not
to abate, and all possible combinations of these decisions are con-
sidered., At each potential instream processor site, the site may be
implemented or not used, The cost and effect on stream gquality of each
decision at each node is determined, For a given level of maximum
allowable pollution concentration at each node, the least cost feasible
pollution control scheme for the network is then determined using a
modification of the Lawler-Bell algorithm,
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Definition of Variables

AP(I,J,K) =

AP1(I,J,K)

APA(I,J,K)

APN(I,J,K)

BS(I,J,K) =

BT(NT) = {
¢(1,1,J,K)
¢(2,I1,J,K)
CI(NT) =

CALT(ID,I,J,K) =

CIST(NT)

i

Il

D(I,J,K)

It

D(1,J,K)

DINT(NT)

il

D =
INT(I,J,K) = {

10(1,J,K,NT) =

I0I(NT,I)

Annual pollutant load emitted from source I on stream
J of level K(kg).

Annual pollutant load emitted from souce I on stream
I of level K when source allocation alternative 1 is
selected (kg).

Annual pollutant loading emitted from source I on
stream J of level K after abatement (kg),

Anmual pollutant load at node I on stream J of level
K due to natural sources (kg).

1 if source (I,J,K) is not being examined,

-1 if some form of pollution control must be performed
at this source

O otherwise,

1 if treatment site NT is not being examined.

0 if otherwise,

Cost to abate source I on stream J of level K,

Fixed cost to treat at source I on stream J of level K,
Fixed cost to perform instream treatment at instream
treatment site NT.

Cost of resource allocation alternative ID for source
(1,7,K).

Minimum total cost for solution upstream to treatment
processor NT,

Allocation alternative selected for source (I,J,K).

1 if lowest cost pollution control alternative is to
be performed at source (I,J,K).

0 if no pollution control measures are to be performed
at source (I,J,K).

{2 if treatment is to be performed at source (I,J,K).

treatment site number NT,

0 if otherwise,

1 for lowest cost alternative,

2 for alternative involving source treatment.

NT if node (I,J,K) is a treatment node where NT is
the treatment site number,

0 if otherwise,

Optimal values of D array for source (I,J,K) and
upstream solution to instream processor NT,

Optimal values of DINT array for treatment site NT
and upstream solution to instream treatment processor
Il

0 if node I on level K+l stream J is not a confluence
node,

NF otherwise where NF is the stream of level K feeding
node I on level K+l stream J.

XU-Ki+1

Lowest level stream represented, (KI=1 if 3 stream
levels are used, KI=2 if 2 stream levels are used,

{l if instream treatment is to be performed at instream
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KI=3 if 1 stream level is used).

KIA = Ki+1.
KNT = Number of times the criterion function has been
evaluated,
KOPT = Value of KNT when the optimal solution was evaluated.
KOUT = the interval between output of solution vectors
1 if instream processor site NT is upstream of an
KSINT(NT) = active instream processor.

0 if otherwise.
KJ = Highest level stream (must be 3)

MDIS(I,X) = Maximum number of pollutant flows that can be stored
for confluence nodes receiving flow from level K
streams, I = 1 for output from the level K stream,
I = 2 for upstream flow on the level K+l stream.

MNIST = Dimensioned value of the first subscript of the ICI
array.

MNO = Dimensioned value of the node number subscript of all
arrays subscripted by node number.

MNS = Dimensioned value of the stream number subscript of
all arrays subscripted by node number,

(0 if neither abatement nor treatment is to be per-
formed,
1l if abatement but no source treatment is to be per-

MS = formed.

2 if source treatment but no abatement is to be per-
formed,

3 if both abatement and source treatment are to be
performed.,

ND(J,K) = Total number of nodes on stream J of level K

NDIS(I,J,K) = Number of admissible pollutant flows calculated for
the confluence node receiving flow from level K
stream J, I = 1 for level K stream J output flow,

I = 2 for upstream flow on level K+l stream receiving
flow from level K stream J,

NFN(J,K) = Confluence node on level K+l stream receiving flow
from level K stream J,

NFS(J) = Level 2 stream receiving flow from level I stream J.

NINST = Total number of possible instream treatment site loca-
tions,

NS(K) = Total number of streams of level K,

0(1,J,K) = Optimal allocation alternative selected for source
(1,3,K).

OINT(NT) = Optimal value of DINT(NT),

1 if this instream treatment has had an optimal up-

OI(NT) = stream solution calculated.

0 if otherwise,

P(1,J,K) = Pollutant loading emitted from source I on stream J
of level K (kg/nr ).

P1(1,J,K) = Pollutant output for resource allocation alternative
1 for source (I,J,K) (kg/hr ).

PL(I) = Level of Ith stream to process.,
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PLT(I,J,K) = Total pollutant load just downsteam of node I on
stream J of level K given resource allocation speci-
fied by D and DINT arrays (kg/hr).

PN(I,J,K) = Cumulative natural pollutant load occurring at node
(I,7,K) without mine drainage assuming all instream
processors are used (kg/hr). Note that input values

are incremental flows between (I,J,K) and the next
upstream node,

PNT(I,J,K) = Natural pollutant flow at node (I,J,K) assuming no
instream processors are used,

PS(I) = Ith stream to process.

PT(J,K) = Pollutant input from stream J of level K,K=1,2

Q(1,J,K) = Stream flow at node (I,J,K) excluding the pollutant
(input as cubic meters per second converted to kg/hr).

Qe = Quality standard expressed as maximum pollutant con-

centration (ppm).
RALT(ID,I,J,K) = Value of MS for source (I,J,K) for resource allocation
alternative 1D,

TC = Optimal value of total cost,

TTC = Trial total cost wvalue

VC = Annual variable cost to treat one unit of pollution
($/xke).
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Input Data:

Card Number Variable Name Columns Used Formal
1 Ns(1) 1-5 Integer
1 Ns(2) 6-10 Integer
1 NS(3) 11-15 Integer
1 Ve 16-25 Real
1 MNO 26-30 Integer
1 MNS 31-35 Integer
1 Qs 36-45 Real
1 NINST 46-50 Integer
1 MNIST 51-55 Integer
1 KOoUT 56-60 Integer
2 ND(1,1) 1-5 Integer
2 ND(2,1 6-10 Integer
2 ND(3,1) 11-15 Integer
o wo{Ns(1),1) (S5NS(1)-L4)-5NS(1)  Integer
L-xT, ND(1,2) 1-5 Integer
4 -XT, ND(NS(2),2) (5Ns(2)-U4)-5Ns(2) Integer
5-KL ND(1,3 1-5 Integer
(see note 1) . .
5-KL ND(NS(3),3) (5NS(3)-4)-5N8(3)  Integer
6-XL JN(1,1,1) 1-5 Integer
JN(2,1,1) 6-10 Integer
JN(3,1,1) 11-15 Integer
6-KL JN(wp(1,2),1,1) (58D(1,2)-4)-5ND(1,2) Integer
JN(1,2,1) 1-5 Integer
JN(2,2,1) 6-10 Integer
(see note 2) .
6+]S (2) -KL Jn(yp(1,3),1,2) (5ND(1,3)-4)-50D(1,3) Integer
7+NS (2) =KL P(1,1,1) 1-10 Real
PA(1,1,1) 11-20 Real
AP(1,1.1) 21-30 Real
APA(1,1,1) 31-40 Real
Q(1,1,1) 41-50 Real
PN(1,1,1) 51-60 Real
APN(1,1,1) 61-70 Real
T+NsS(2)-KL INT(1,1,1) 71-80 Real
8+Ns (2) -KL ¢(1,1,1,1) 1-10 Real
8+Ns (2)-KL c(2,1,1,1) 11-20 Real

336



NS (2)-KL p(2,1,1) 1-10 Real
PA(2.1,1) 11-20 Real
AP(2,1,1) 21-30 Real
APA(2,1,1) 31-40 Real
Q(2,1,1) 41-50 Real
pN(2,1,1) 51-60 Real
APN(2,1,1) 61-70 Real
INT(2,1,1) 71-80 Real
10+NS (2)-KL c(1,2,1,1) 1-10 Real
10+NS (2)-KL c(2,2,1,1) 11-20 Real
(see note 3)
6+2w+Ns (2)~KL cI(1) 1-10 Real
CI(2) 11-20 Real
6+2wtNS (2)-KI+NIN  CI(NINST)  (1ONINST-9-80NIN-1ONINST-8ONIN) Real
(see note 1)
T+2w+NS (2)-KI+NIN  KOPT 1-10 Integer
(see note 5) KNT 11-20 Integer
KNTLIM 21-30 Integer
8+2w+NS (2)-KI+NIN  DL,DINTL,TC,
(see note 6) D,BS,0,I0,I0T,
DINT,BT,OI,
KSINT,OINT,CIST
arrays
Notes:
1. The number of ND array cards is variable, depending on the number

of stream levels., For a 3-level network there are three ND array
cards; for a 2-level network there are two ND array cards; for a

1-level network there is one ND array card, These input instruc-
tions assume a 3-level network.

The number of JN array cards depends upon the total number of
streams of all levels, JN array cards are sequenced numerically
according to the lowest level streams, next lowest level, etc.

Note that if there is only a level~three stream in the network, this
sequence of cards is skipped. If there are only level-two streams
and a level-three stream, there is only one JN array card, If there
are level-one streams, a JN array card is provided for each level-two
and level-three stream, The above input data instructions assume

three stream levels exist.

There are two cards entered for each node using the formal speci-
fied for the following inputs: P(I,J,K), PA(I,J,K), AP(I,J,K), A
APA(IaJ:K)a Q(IaJ:K)a PN(IaJaK)a APN(I,JaK)a INT(IaJ:K): C(laIaJ’K>3
and ¢(2,I,J,K). The nodes are entered in sequence starting with
the first node on the first stream of level KL. After the nodes
for this stream are entered, the next stream of level KL is entered
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one node at a time. After recording the data for all level KL
streams, then level KI+1 streams are entered. The last node
entered is the last node on the level 3 stream, A total of

3 NS(K)
w= 3 Y ND(J,K) nodes are entered on 2w cards.
K=K, J=1

1 if NINST > 8
O if otherwise
5. For the initial run, KOPT and KNT should be set to zero.

6. This sequence of cards is not used on an initial run and is only
used when a run restarts after KNT solution vectors have been
evaluated, If an optimal solution is not reached within KNTLIM
iterations, a sequence of cards will be punched. The first card
punched contains current values of KOPT and KNT, to which a value
of KNTLIM must be added for subsequent rumns, The remaining cards
are placed behind the one containing the new values of KOPT, KNT,
KNTLIM to restart the run. The previous KOPT, KNT, KNTLIM card
is removed and the program may be restarted using the new data.
The new data give values to the TC, D, BS, O, I0, IOI, DINT, BT,
0I, KSINT, OINT, CIST arrays as shown.

Common Areas Referenced

COMMON/ZER/MNS, BT

COMMON/NEX /MNOS, MNO, NS, ND, D, INT, DINT, BS, PLT, NFN, NFS, PN, P1,
Q, P, KL, KU, KBW, KIA

COMMON/TCO/JN, PT, AP, AP1l, CALT, CT, VC, APN
COMMON/ PTT/PNT, MAXMU, KFN

COMMON/TOF/0I, CIST, KSINT

COMMON/TONN/NSO, RALT, 10, IOI

COMMON/DIS/NDIS, PO1DIS, PO2DIS, PJ1DIS, PJ2DIS, MDIS
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Subroutines Required

Subroutine CONO - determines whether sufficient input pollution values
to a confluence node have been determined to specify the maximum output
from the node that is less than or equal to a specified upper limit.

If so, the maximum node output less than the specified upper limit is
calculated.

Subroutine ERROR - used to abort a run when undesirsble conditions
occur, and FRROR generates a traceback calling sequence.

Subroutine NEXFES - determines the next feasible solution.

Function NON - returns a one if node (I,J,K) is upstream of node (IM,
JM,KM), and a zero otherwise.

Subroutine PTMAX - attempts to resolve an uncertalin maximum at the node
(18,J8,K3) by determining the maximum flow less than or equal to PU, If
anocther uncertain maximum is encountered, processing is stopped. PIMAX
only examines the flow along the stream (JS,KS).

Subroutine PIMX - computes the maximum pollution flow rate past a given

node which is less than or equal to PLTMAX, PIMX resolves uncertain
maxima.,

Subroutine STORE - stores confluence node pollution distribution values
in array PDIS.

Function TCOST -~ computes the total resource cost.

Subroutine TOFF - processes upstream decision and status variables when
an instream treatment processor is deleted,

Subroutine TON - processes upstream decision and status variables when
an instream treatment processor is implemented.

Subroutine ZO - zeroes out all decision variables that are lower order
than node (I,J,K).

339



Program ALCOT

Ki=3, KL=1

Read input data

Read NS(L), NS(2), Ns(3), vC, MNO,
MNS, QS, NINST, MNIST, KOUT

Yes Is NS(2) # 0, i.e.,
are there level 2 streams?

y
No
Is NS(1) # 02 A
Are there level KL = 3
\\\;? streams?
[ No
KL, = 2
* x
KBW= KJ - KL + 1
KlA = XKL, + 1

Figure C.14 Program ALCOT
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1250

Read ND(J’K)’ J = 1,0.+KK

No

G K:'m)

Yes
/ = 3, l.e.,

are there no level
\\\‘and 2 streams?

No

Set K= KL

Figure

341

\

M = NS (K1)

Set J =1

C.14 Program ALCOT




ol

L = ND(J,K+1)

y

Read JN(I,J,K), I

l’cnoL

A 4

(E%Z} Yes
y

Compute constants and initial values
MNOS = MNO.MNS, NSO = 3+MNOS, MN4 = MNO + L,
MIQOI = MNIST.MNIST, MIO = MNIST.NSO

It is assumed that there are no more than L
instream treatment sites per stream,

y

Initialize variables 6
TC = 1030, CFAC = 3.6 x 10
DOUT = .TRUE., LOUT = O

¥

TC is used to record the minimum pollution
control cost for solutions satisfying the
quality standard. DOUT is true when the
next solution vector will be printed.

LOUT is used to count the number of solu-
tion vectors computed since the last out-
put of a solution vector.
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° Initialize MDIS and NDIS

arrays

1l
[

Set I

o

' .

Set K

1l
-

-

\ i

MDIS(I,K) = 30

It

]

1l

50

Set K=

Figure C.14
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J
2% 2
. Read ©P(I,J,K), PA(I,J,K) AP(T,
J,K
I

K).
J.K),
),

J,K),

Read input data for node (I

APA(I,J,K), Q(T,Jd,K), PN(I,
APN(1,J,K), INT(I,J,K), C(1,I,
¢(2,I1,J,K)

Y

Convert stream flow from cubic meters
per second to kilograms per hour
Q(I:J:K) = CFAC ‘Q(I:J’K)

(7]

y

1l

1o Is I = ND1 ?
lyYes

—2 {15 7= w512
Yes
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1 No Is K= KU 2

Yes

A

Read input data for the instream
treatment sites
Read CI(NT), NT = 1,.+NINST

\

Is KL = 3 °
Are there no level 1 and
2 streams?

Yes

No

NSl = NS(K) Compute values for NFN
and NFS arrays

"}
ND1 = ND(J,K)
L

Set I =1
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-

Y

NF = JN(I,J,K-1)

y

NO IS N—.F > O, i.e.,
“\\\is (1I,J,K) a confluence node?

A

Yes
\ 4

NFN(NF,K-1) = T

Y

Yes Is K# 272
Is this a level 3 stream

No
y

NFS(NF) = J

[

y

IT=T+1 ‘Nof1s1=m)1?>

N

&Yes
@ﬁ——J J+l4N—O—GSJ=NSl?>

Yes

y
_ No
@—K-K+l Is K=KU?>

Yes

i
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120

110

Convert QS from parts per million
to a decimal fraction

Qs = qs -+ 10-6
QS = QS/(1.-@8)

Y

Compute the maximum allowable pollutant
gquantities at each node and determine

the decision alternatives for each source
by the following procedure.

Set K= KL
:V

NS1 = IS (K)
) J

Set =1
I

Figure C.14 Program ALCOT

3T




100 >

By the following procedure, convert input
incremental natural pollutant flow to total
natural pollutant flow under the assumption
that all instream treatment processors are
used. Value computed for node (I,J,K) is
flow just upstream from the node, and FU is
used to accumulate this value, PUL is the
total natural pollutant flow assuming in-
stream treatment processors not used.
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Is NI > O and PU > 0, i.e,,
is the upstream node a potential
instream treatment site and is
the natural pollutant input to
that node positive?

fes CIS K=KL?>

NF = JN(I,J,K-1)

y

No Is NF >0, i.e.,
is this a confluence node?

Yes

Y

FU = PU + PT(NF,K-1)
L = PUL + PTL(NF,K-1)

P

PU
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TPN = PN(I,J,K)
PU = TPN + PU

PUL = TPN + UL
PN(I,J,K) = FU
PNT(I,J,K) = PUL
NT = INT(I,J,K)

\ J

No Gs Iszla
L
,Yes
« les fIs K=KU‘D
K‘
No

PT(J,K) = PN(I,J,K)

Store the natural pollutant out-
put from this stream,

y

Is NT >0 and PU >0, i.e., is
(I,J,K) a potential instream treat-
ment site and is PU > 0 ¢

Yes
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Yes

AAPA = Max(0.0,APA(I,J,K))

Is
c(1,1,3,K) > VC«(AP(I,T,K) - AAPA), i.e.,
is abatement cost greater than variable cost
of treatment?

o

y

Site alternative 2 will involve both treatment
and abatement

RALT(2,I,J,K) = 3
carr(1,1,J,K) = ¢(1,1,J,K) + c(2,1,7,K)
+ VC*AAPA

K 2

Site alternative 2 will involve
treatment only.

) =2
) = ¢(2,1,7,K)
+ VCAP(I,J,K)
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Yes
Is c(l,I,J,K)<:GALT(2,I,J,§Z)

No

Site alternative 1 will involve treatment
RATT(1,I,J,K) = 2
carr(1,I1,J,K) = CALT(2,I,J,
Pl(I,J,Ks =0, AP1(I,7,K)=0

4

Site alternative 1 will
involve abatement
RATT(1,I,J,K) =1
AP1(I,J,K) = APA(I,J,K)
CALT(1,I1,J,K) = ¢(1,I,J,K)
P1(I,J,K) = PA(I,J,K)

"IIII}*--—- T=T1+1 59{:%s T = NDlQE)
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Record the natural pollutant output
of this stream (assuming no instream
processors implemented)

PTL(J,K) = PUL

O¢

Read KOPT, KNT, KNTLIM

Yes Is this a restart case, i,e.,
is KNT # 0 ¢

No

Set K= KL

O
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Initialize stopping vector
DI(I,J,K) = O

Y

il

I

T+1 Hof1s 1 NDli{)

L Yes

e "U

No
J+ 1 Is J = NSlﬁi)

vy Yes

1l

K+ 1 -JEQ(:%S K= KU f:)

Yes

Determine the last feasible solution
that needs to be considered by the
following procedure. This solution
is known as the stopping vector,
DI(I,J,K) is the mine source deci-
sion at node (I,J,K) for the stopping
vector, Similarly, DINTL(NT) is the
instream processor decision for pro-
cessor NT, Initialize variables.

FINITY = 10°

MAXMU = O
MAXMU is the maximum number of entries
in the uncertain maximum list.
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PLTMAX is the
allowable upper
limit on pollu-
tion flow.

PLITMAX = FINITY

Y

Is

Set K= 3
1400 >
A
NSl = NS(K)
J = NS1
@ —
A
ND1 = ND(J,K)
T = ND1
—I\E—C Is K= 3 ? )
Yes
No (

PLIMAX

Figure C.1k
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PLTMAX = min{PLTMAx, Q(1,J,K) - PNT(I,J,K)}
NODE = ,FALSE.

NODE is used to communicate to subroutine
PIMX that (I,J,K) is a confluence node

Y

Yes

<:; Is K =<KL ? :)

No

y
NF = JN(I,J,K-1)

y

No [ Is node (I,J,K) a confluence node, i.e.,

is NF > 07
Yes
\
NODE = .TRUE,

No

y

NT = INT(I,J,K)

Y

Is NT > O, i,e.,
is (I,J,K) a potential in-
stream processor site?

Yes
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POUT = 0.0 Y5 (15 1o 10 )
g

| No

Call PMMX(I-1,J,K,FINITY,POUT)
POUT is the maximum possible flow
past (I-1,J,K)

No Is POUT > PLIMAX, i,e.,
will maximum flow merit activating
the instream processor?

‘Yes
DINTL(NT) = 1
DL(I,J,K) = RALT(2,I,J,K) - 2
NT = 1, PLTMAX = FINITY

@ | pouT = 0.0 = Is I=17)
. No
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Call PIMX(I-1,J,K,PLIMAX,POUT)
POUT is the maximum flow past (I-1,J,K)
that is less then or equal to PLTMAX

PCK = PLTMAX-POUT
PO = P(1,J,K)

A 4

Is PCK < PO, i.e.,

is difference between upper bound
at (I,J,K) and maximum admissible
flow at (I-1,J,K) less than un-
controlled pollution at mine from
(1,J,K) ¢

No

A

DL(I,J,K) = O
No action required in the stopping
vector

PLTMAX = PLTMAX-PO
Decrease upper bound by PO

X
PP = P1(I,J,K)
Y

Is PCK < PP, i.e.,
is PCK less than flow with moderate
cost treatment alternative?
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DL(I,J,K) = 1

L 4

Is RALT(1,I,J,K) > 1), i.e.,
does the moderate cost alternative
involve treatment?

No

Yes
A

DL(I,J,K) = 2

[

Y

PLIMAX = PLIMAX-PP

- 3

DL(I,J,K) = 2

@ ‘
Yes Is X = KI? )

No
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Is NF > 0, i.e., No
is (I,J,K) a confluence

node?
yYes
Yes Is NT >0, ?.e.e
is (I,J3,K) an active in-
stream treatment site?
A
PTL(NF,K-1)
= FINITY 4 No
y

PTL{NF,K-1) = POD
PLTMAX = PJD
POD and PJD are determined by subroutine
PIMX 1f NODE is true to specify the split
in pollution reaching (I,J,K) that comes
from the tributary and upstream on stream
(7,K)

Y

I=1-1 <-Ni-CIs I=l?)
'Yes
No
——] T = J-1 Is J=12
,Yes
@ K= K1 e { 15 K= KL *
Yes
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Write out MAXMU and the NDIS array

Read the DL and DINTL arrays

Y

Write out the stopping vector,
i,e,, the DL and DINTL arrays
Write out KOPT, KNT, KNTLIM

Yes Is this a restart case,
i.e., is KNT # O 7

LNO

Initialize decision arrays 1f starting

from seratch

p(1,J,K) = 0; BS(I,J,K) = 0; O0O(I,J,K)=0
K=1,33 J = 1,¢¢MNS; I=1,«MNO

10(I,J,K,NT) = 03 I = 1,-++ MNO
J = 1,e¢eMNS; K= 1,2,3;3 NI = 1,eeeMNIST
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Initialize decision variables for instream
treatment sites
DINT(NT) = O, BT(NT)
OINT(NT) = 0, OL(NT)
NT = e *MNIST

0, CIST(NT) = TC
0, KSINT(NT) = O for

i

Read interim solutions from cards, Cards are
obtained as output from previous run of the
program in case an optimal solution has not been
achieved, A new value of KNTLIM must be punched
on the first card of the output of the previous
run. The new value of KNTLIM gives the last
value of KNT for the succeeding run,

Read TC

Read D(I1,J,K), BS(I,J,X), O(I,J,K) for
I=1, '--MNO J = 1l,¢+«MNS; K= 1,2,3
Read IO(I J, e ,NT) for I = 1,eeeMNO

J = 1-~mm K= 1,2,3 NTz.L’“MMET
Read IOI(NT,I) for I = 1,eesMNIST;

NT = 1,e MNIST

Read DINT(NT), BT(NT), OI(NT), KSINT(NT),
OINT(NT), CIST(NT) for

NT = 1,¢MNIST
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Determine whether the stopping
vector has been reached by the
following procedure,

Set KB=1
202 >
y

K= U4 ~ KB

NS1 = NS(K)

J = NS2 - JB
ND1 = ND(J,X)

Set IB=1

(ND1-IB+1,J,K)
L(ND1-IB+1,J,K)

Figure C.14 Program ALCOT
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Is IL < ID, i,e.,

is the value of the stopping
decision vector at (I,J,K)

less than the value of the
allocation alternative selected
for (I,J,K) or has the stopping
vector been passed?

'No
Yes <:é§ ID < IL 2
¥ No
(:::::}«-- IB = TB+1 |=ii Is IB = ND1 ?
l Yes
_ No —
<:EE:><—- JB = JB+1 Is JB = NSlii>
l Yes
1‘!!!'%—-— KB = KB+l |e—ee{ Is KB = KBW?Z)

y

Increment the count of the number
of rotation wvectors evaluated

KNT = KNT + 1

On

A 2

Is KNT > KNTLIM, i.e.,
has the number of times the criterion
function has been evaluated exceeded
the maximum permitted for this run?

No
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Call NEXFES
to find the next feasible solution.
NEXFES records the solution in the D
and DINT arrays

y

Compute total resource cost
TTC = TCOST(X)

Is TTC < TC, i.e.,
is the cost of this solution less
than the previous minimum cost?

Yes

Record the new optimal solution
TC = TTC, KOPT = KNT, DOUT = .TRUE,
DOUT being set to ,TRUE, forces this
solution to be written out

A 4

Write out that solution KNT is optimal

i

(1,7,K) = D(I,J,K) for I = 1,«eeMNO;

0
J = 1,.0.MNS; and K = 1,2,3
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DINT(NT)
MNIST

!

Determine whether a lower cost
upstream solution to an in-
stream processor has been found
by the following procedure.

OINT(NT)
NT = 1,

o

Set NT = 1

205

N Is OI(NT) = O and DINT(NT) = 1, i.e.,
Q is an optimal upstream cost for this

instream processor being computed?

Yes

y

No Is TTC < CIST(NT), i.e.,
is this solution lower cost than pre-

viously recorded?

Yes
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and

Write out KNT, NT

Record this lower cost solution

CIST(NT) = TTC

DOUT = ,TRUE,
I0(1,3,K,NT) = D(I,J,K) for
I f=1 l,"'MNO J = l,-ocN_[NS
K=1,2,3
I0I(NT,I) = DINT(I) for
I = 1,+««NINST

220

NT = NTH1 |jedi

Is NT = NINST D
. Yes
LOUT = LOUT + 1

A

()
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Is LOUT =2KOUT or DOUT = ,TRUE.?

This is an output test which guarantees that
every KOUTPh solution vector will be written
out, as well as the next vector when DOUT is
true,

Yes

Write out the solution vector., DINT values
are noted in the program printout by the
symbols TO, Tl; D values by the symbols MO,
M1, M2, // separates streams of different
levels; / separates streams of the same level

Write KNT, TTC

"

DOUT = .FALSE,

y

<:%s LOUT > KDUT_E:} No

Yes

A\ 4

Reset the counter of solution
vectors computed since the last
KOUTPR vector was written

LOUT = O

221
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Skip to the next solution vector
which may have lower cost than
TTC by the following procedure.

¥
ZERO = ,TRUE,
A 4
Set X = KL
270 >
NS1 = NS(X)
¥
Set J = NS1
265 >
ND1 = ND(J,X)
4
Set I =1
Yes/ 1s ZERO = ,FALSE., i.e., has a nonzero
decision been encountered?
4 No

Is this mine source decision free to
vary and is the current decision specify-
ing some pollution control action, i,e.,

1ls

D(I,J,K) # O and BS(I,J,K) # 12

No
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NT = INT(I,J,K)

A 4

No Is NT >0, i.e.,
is node (I,J,K) a potential
instream treatment site?

Yes

4

Is DINT(NT) = O or BT(NT) = 1 2

Is treatment not to be performed at site
NT, or is the decision variable for in-
stream processor NT frozen as part of an
optimal upstream solution?

No

A

ZERO = ,FALSE,
The first nonzero decision has been encountered
DINT(NT) = O
Call TOFF(NT,I,J,K)
to perform necessary bookkeeping on upstream
variables since NT is deactivated.
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o KIS BS(I,J,K) = -1, i.e.,
1s

some form of pollution con-
rol required at (I,J,K)?

Yes
Yes Is D(I,J,K) =172
Is the lowest cost alternative
to be implemented at (I,J,K)?
rNO
D(I,J,K) = 1

ZERO = ,FAISE,
First nonzero decision
has been encountered

o2 1

p(1,J,K) = O

ZERO = .FALSE.
First nonzero decision
has been encountered

Pigure C,14 Program ALCOT
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First nonzero decision variable has already
been found.

J

250 Tes ——Gs BS(I,J,K) = 1 ?)
A
‘No

Yes Qs BS(I,J,K) # -1 D

No

Y

/ Is D(I,J,K) = 1, i.e.,
No is lowest cost control alterna-

tive to be performed?

|

D(1,J,K) = 1
D(1,J,K) is equal Yes
to its maximum
value. Set
D(I,J,K) to low-
est possible value

D(I,J,K) = 2
@ D(1,J,K) is not equal to its
paximum value. Increase

b(1,J,K) by one

200

(62)

Yes Is D(1,J,K) 227
Is control alternative involving treatment to

be implemented?

No
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D(I,J,K) = D(I,J,K)+ 1

Use the decision alternative with the next
highest value

No
Does the lowest cost alter-
native involve treatment?

Yes

b(1,J,K) = 2

200

D(I,J,K) = O

250 >

NT = INT(I,J,K)

No Is NT >0? Is node (I,J,K) a
potential treatment site?

Yes
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Is BT(NT) = 1, i.e.,

is the decision wvariable for in-
stream processor NT frozen as
part of an optimal upstream solu-
tion?

No
A
Yes Is DINT(NT) # 0 ?
Is instream treatment to be per-
. formed at site NT?

DINT(NT) = 0
Call TOFF(NT,I,Jd,K)
TOFF performs book- No

keeping on upstream
variables required
since NT is deacti~
vated DINT(NT) = 1

Call TON(NT,I,J,K)
TON performs hook-
keeping on upstream
variables reguired
since NT is activated

)

Y

260 >
J = J+l
s
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Write KOPT
A1l feasible solutions have
been evaluated, and the optimal
solution ig printed out,

Punch solution onto cards to enable pickup
from this point.
Write KOPT, KNTLIM, TC
Write DINTL(NT), NT = 1,¢+NINST
write DL(I,J,K), D(I J,K), Bs(I,J,K),
0(I,J,K) for T = 1l,eee,MNO; J = 1,eee MNS;
and K = 1,2,3,
Write IO{I,J,K,NT) for I = 1,...,MNO;

= 1,eeeMNS; K= 1,2,3; NT = 1, MNIST
Write TOI(NT,I) for I = 1,se,MNIST; and
NT = 1,e¢MNIST A
Write DINT(NT), BT(NT), OI(WT),
KSINT(NT), OINT(NT), CIST(NT) for

NT = 1,-+<MNIST
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Write out optimal solu~
tion vector., Calculate
and write out optimal
decigsion at each node and
resulting stream quality.

Y
Set K= KL
620 ~
NSl = NS(X)
y
Set J=1
600 <!
ND1 = ND(J,K)
A
Set I =1
580 - >
AY
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No

FU will be used to accumulate

stream flow
U = 0,0
Initialize PU

Is IOD # 07

L No

y

I0D = 0(I,J,K)

PU = PU + P(I,J,K)

380

T {50)

NF = JN(I,J,K-1)

Y

\ Yo /Ts (I,7,K) a confluence nod
i.e., is NF> 0O ?

e)

Yes
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PU = PU + PT(NF,K-1)

380 »

A

Add in natural pollution
POUT = PU + PN(I,J,K)

A

NT = INT(I,J,K)

]

Is NT >0, i,e.,
INSIND = OINT(NT) |ie is there an instream treatment
OINT(NT) is the site at this node?
value of the T
optimal decision ©
vector at site NT @
l
Y
@ Yes Is INSIND = O, i,e.,
is the instream treatment site
not active?

No
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No positive pollution possible

\

420 |Je—iES Gs POUT < OD
No

A |
Is PN(I,J,K)<0 ¢
Yes Is natural pollutant load
at (I,J,K) negative?

PU:min{PU,-PN(I,J:K» No

PU = 0.0

COMMENT

All natural pollutants were previousl; Yes

accumulated Ender the assumption thaty Is PN(I,J,K)< é;)
all instream processors were turned on. y No
Must now retrieve the natural pollu- PU = POUT
tion quantity which was zeroed at the
instream processor.

L20
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Yes
1 1s I#NDlorK=39

No

A

Store the accumulated pollution
at the end of the stream
PT(J,K) = POUT

Y

Convert from allowable pollutant flow to
pollutant stream flow in ppm

QT = Q(1,J,K)/Q8
QUAL = (POUT - 10°)/(POUT + QT)

1l

A

Find optimal MS values at
each node by the following
procedure

y

Ye
Is I0D > 1% Is IOD >0 ?
! ‘No
MS = RALT(1,I,J,K) MS = 0O
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MS = RALT(2,I,J,K)

520 >

\ 4

Write out optimal MS value
and quality at the node (I,J,K)

Y

H
Il
i
+
|_J
Jz\
o
H
w
H
i

N’Dl?}

y Yes

NSl ? )
Yes

K=K+ 1 |le—md 1s K=K ? )
Yes

]

ey
il
ey
+
I_.l
=
O
H
w
ey
i

Figure C.1l4t Program ALCOT

381



Subroutine CONO(QST, PO, P1, NDIS, POLDIS, PJ1DIS,
NREP, PL™M, PUS, QSN, CHO)

CONO determines whether sufficient input pollu-
tion values to a confluence node have been de-
termined to specify the maximum output fram the
node that is less than or equal to a specified
upper limit. If so, the maximum node output
less than the specified upper limit is calcu-
lated,

Calculate the lowest possible pollutant flow
to the node from the main stream,
CHK = Q3T - Q3N

|

Is QN <0, i,e,,

is upper limit on pollution flow
from (I,J,K) with maximum control
exerted upstream negative?

f{No

PP = PO
PO is pollutant flow without abatement
SMALL = 1030

!

Is PP =< @SN, i.e.,

can the source at this conflu-
ence node emit pollutants
without control and still
satisfy the upper limit QST?

lNo

PP = P1
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600

Is PP < QSN, i.e.,

can the source at this confluence
Yes node emit pollutants with lowest
cost control alternative and still

satisfy the upper limit on flow from
from the node, QST?

No
A 4
PP = 0,0
r!
NO = NDIS(1)
NU = NDIS(2)

NO = number of values tabulated in array PO1DIS
for stream NF

POIDIS is an array of input pollutant flow to

the node from the tributary

WU = number of wvalues tablulated in the array
PJ1DIS for stream NF

PJ1DIS is an array of pollutant input flows to

the node from sources upstream of the main

stream

A

PCK = QST - PP

PCK is the max pollutant flow to the confluence

node from the main stream and/or the tributary

QST = upper limit on pollution flow from conflu-
ence node (I,J,K)

Figure C.15 Subroutine CONO

383




Is POLDIS(NO) < CHO, i.e., is
the NO admissible output pollutant
flow from the tributary no greater
than lowest possible output for

the tributary? If so, all possible
values of flow from the tributary
have been computed,

le

Yes Is POIDIS(NO) + PJIDIS(1l) = PCK,i.e.,
is a lower wvalue of PO1DIS unnecessary?

No

y

Note that a lower input pollution value to the
confluence node from the tributary is needed.

KFN = 1
Calculate the upper limit on the required value
PUS = PO1DIS(NO) - EPSN
Set flag to note that additional inputs to the

confluence node are required
NREP = 1

Note: the arrays PO1DIS
and PJ1DIS are
ordered so that
larger values
appear first
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Is
PJIDIS(NU) < CHK, i.e.,
have all possible values of flow
from the main stream been computed?

No

Is
PJ1DIS(NJ) + POIDIS(1) < PCK, i.e.,
is a smaller value for PJ1DIS unnecessary?

1No

Note that a lower input pollution value to the
confluence node from the main stream is required.

KFN = 2
Compute the upper limi£ on the required wvalue
PUS = PJIDIS(NU) - EPSN
Set flag to note that additional inputs to the

confluence node are required
NREP = 1

625

Figure C¢15 Subroutine CONO
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SUM = PO1DIS(IB) + PJ1DIS(TA)

Is
No SUM < PCK and SUM > SMAX, 1,e.,
does a larger upper bound satis-

fying PCK exist?

Yes

SMAX = SUM

Y

Is CON = ,TRUE., i.e, is this
confluence node the node being
analysed by the main program to
determine the stopping vector
value?

'Yes

Record the input from the tributary
POD = PC1DIS(IB)

Record the input from the main stream
PJD = PJ1DIS(IA)

(Note that the last values recorded for
these inputs will be when

PP = 0)
G e IB = IB+1 NO\IS IB=1\TO>
yYes

IA = TA+1 ‘ﬂcs IA=NU§
Yes

Pigure C.15 Subroutine CONO
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No (Is SMAX = SMALL§

VYes

There are no flow values downstream
of the confluence node less than PCK

\ 4

<:» Call ERROR i:)

-

A 4

SMAX = SMAX + PP

Y

Is SMAX D>PLTM ?
No Is the current value of SMAX greater than
the previously calculated maximum output
from the confluence node?

Yes

y

Record the new maximum

PLTM = SMAX

.
o

¥

Figure C,15 Bubroutine CONO
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Set the flag to indicate
maximum output from this Yes e
. - Is PP =< 0 ?
node has been determined \\¥
EP =
NREP 0 No
A
No Is PP >P1L ?
PP = 0O Is this the no pollution
control case?
VYes
PP = P1

]

PCK = QST ~ PP

Figure C.15 Subroutine

388



Subroutine ERROR

Error is used when logical inconsistencies are
discovered in the program execution. An error
message 1s generated and the run is terminated,
Write

ERROR DETECTED IN EXECUTION

Call ERRTRA

}

Write ten times
BUFFERS ARE CLEARED

:

600000
K(J)

Figure C.16 Subroutine ERROR
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AG

AF

Subroutine NEXFES

NEXFES determines the next feasible solution.
If the current solution specified by the D
and DINT arrays is feasible, that solution is
obtained, ZERO is true when all lower order
decisions are to be set to zero,

ZERO = ,FALSE,

Set K= 3
‘V
NSl = NS(K)
J = NS1
y
ND1 = ND(J,X)
I = ND1

Figure C.1l7 Subroutine NEXFES
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No
-—-—-—-—-(:%s ZERO = .TRUE, ? )

Yes

¥

Call 7Z0(I,J,K)
Zero out decisions at (I,J,K)
and all lower order decisions

ZERO = ,FALSE,

2=
>

y

PC = PN(I,J,K)

NT = INT(I,J,K)
PE is the additional pollutant that would be
released if a stream treatment site were not

used, Only natural sources are used in cal-
culating PE.

PE = 0,0

Is NT >0, i.e.,
is (I,J,K) a potential instream
treatment site?

No

Yes

Figure C.17 Subroutine NEXFES
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._EEL___<::IS PC > O and DINT(NT) = 1:5)

Yes

y

PC = 0,0. Instream treatment is to
be performed at site (I,J,K).
Natural pollutant load bécomes zero,

—

A

No Is PC > O and DINT(NT) = O é:)
 Yes
PE = PC

Instream treatment not to be performed
at site (I,J,K)

pLT(I,J7,K) = PC
PLT(I,J,K) is total pollutant load just down-
stream of the site, but PN(I,J,K) is the
natural pollutant load just upstream. Initi-
alize PLT(I,J,K) to account for natural
pollutant flow

Figure C.1l7 Subroutine NEXFES
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Is BS(I,J,K) =

or is D(I,J,K) = 2, PE = 0, i.e.,
is site (I,J,K) not being examined,
or is no additional pollutant to be
emitted by (I,J,K)?

No
y
Quax = 103°
/- The arrays II and JJ
N Is K= 12 define a path from
k___ (I,J,K) to the basin
outlet,
Yes
y
JI(1) = J, JJ7(2) = I\TFS(J),
JJ(3) = 1, II(1) =
I1(2) = NrN(J,1), 11(3 NFN(JJ(2),2)

6

Figure C.17 Subroutine NEXFES
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JJ(2

II1(2 _ Nf‘l\T(J,2)

S
1l
H
»

il

J3(3) =1, II(3) =1

4

Determine maximum allowable pollution load
from this site and record the result in
GMAX, OStart at the basin outlet.

KK = 4

@ 7'

KK = KK - 1
IH = ND(JJ(KK),KK)+1, NI = IH - II(KK)

Figure C.17 Subroutine NEXFES
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51

Set MM =1

v

Nz

QE

KK)

QE:

Il

INT(IH~IM, JJ(KK), KK)
PLT(IH-IM, JJ(KK), KK)

is the total pollutant flow
just downstream of (IH-IM,JJ(KK),

\

Is this node an instream treatment site,

i,e., is

Nz > 0%

A

Yes

Is instream treatment being performed at
this site, i.e., is

DINT(NZ) = 1%

Yes

S

{ Is GE

L__T

y

Yes
>0 7

No

QE:

QR

Figure C.17 Subroutine NEXFES
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(:EE:)f Yes

@

QF = Q(IH-IM,JJ(KK),KK) - QF

A 4
Yes
o

QMAX = QF

@

M = IM+1

y

No Is IM:NI'?)

Yes

Figure C.17 Subroutine NEXFES
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AB

Ho CIS KK=K?>
‘Yes
Yes /1s PE=O?>
NS

lNo

Yes (1s QMAXEPED
-

yNo

Call TON(NT,I,J,K) to process upstream

variables as a result of implementing an
instream treatment facility.

L 4

DINT(NT) = 1
Zero out all lower order decision variables
so that intervening feasible solutions are
not skipped.

ZERO = .TRUE,

y

No —GS BS(I,J,K) = O D

sYes

Abatement or treatment is not required
at this site
p(1,J,K) = O

Figure C.17 Subroutine NEXFES
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60

- les C[s D(I,J,K) > OD
No
PL = P(I,J,K)
4
70 Yes C[s QMAX = PL ? )
| No
PL = P1(I,J,K)
ZERO = .TRUE,
Zero out all lower order decision
variables to avoid skipping a
feasible solution
y
Yes
Is QMAX 2 PL ? D(I,J,K) =1
No \
No
D(I,J,K) = 2 Is RALT(1,I,J,K) >1 2
v Yes
90 res ( Is PE= 0 D D(I,J,K) =
yNo
PL = 0.0
< Y

Figure C.17 ©Subroutine NEXFES
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Yes

ZERO = .TRUE,
Zero out all lower order decision
variables to avoid skipping a
feasible solution

D(I,J,K) = 2
Y
90 Je—lES ( Is PE=07? )
} No
PL = 0.0
70 !

Adjust downstream pollutant load for

this decision
PLE = PL + PE

Figure C.17 Subroutine NEXFES
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82

AD

No

No

Set KK = K

'\
IL = II(KK)
IH = ND{JJ(KK),KK)
A
Set IM = IL
AC ’
PCK = PLT(IM,JJ(KK),KK)
NT = INT(IM,JJ(KK),KK)
\
Is NT > 0, i.e.,
is node (IM,JJ(KK),KK) an instream treatment
site?
Yes
Is DINT(NT) = 1, i.e.,
is instream treatment being performed at
this site?
Yes
less than O Is PCK greater than O >
equal O

FPigure C.17 Subroutine NEXFES

koo

call ERROR



PLE = min{P‘LE,-PCK}

PP 96

81 >
y
PLT(IM,JJ (KK),KK) = PCK + PLE
¥
IM = TM+1 4—NO—C[S M = IHD
,Yes
KK = K+l o (1 KK:3D
Yes
90 ¥ Yes
T = T-1 No /15 I=l?>
,Yes
J=J-1 JE—CIS J = 1?)
'Yes
K = K-1 <_15°—<Is K = KL ?)

150 »] Yes

4

Return )

Figure C.17 Subroutine NEXFES
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Function NON(I,J,K,IM,JM,KM)

NON returns a one if the node I,J,K is up-
stream of the node (IM,JM,KM); otherwise,
a zero is returned

IS = IABS(IM)

JS = IABS(JIM)

KS = IABS({KM)
IT=1I, JJ=J, K=

e Tes Is KK= KS 2 )

Yes [ 1g kx-1:9 )
T\

Increment to the third level stream
II = NFN(JJ,KK)

JJ = 1
es ¥
Is KS =279 i:)
No

JJ = WFS(JJ), KK= 2

Figure C.18 Function NON
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25

25

Increment to the second level stream
IT = NFN(JJ,KK)
JJ = NFS(JJ)

Stream levels are now the same

®
No Gs JJ = JS D
L
Yes
Les J\Is II > IS D
No

NON =

C Return )

NON = O

( retun )

Figure .18 Function NON
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Subroutine PMMAX(IS,JS,XsS,IT,JJ,KX,1S,PU,PM,
PIMO, QST,QCK,QSN,PZ,FUL)

Subroutine PIMAX attempts to resolve an uncertain maximum aYt the node
(15,35,KS) by determining the meximum flow less than or egual to FU,
PIMAX only examines the flow along the stream (JS,kS). If another un-
certain maximum is encountered, processing is stopped, LS is set to
one, and (II,JJ,KK) is set to the node coordinates where the uncertain
maximum occurred. QCK is the admissible pollution at that point, QST
is the minimum of QCK and PU, PZ is the source pollution being evalu-
ated at the uncertain maximum and PUL is the new upper pollution limit
to resolve the uncertain maximum, PTM is the maximum pollution leas
than or equal to PU. LS is zero when PIM applies to node (18,J8,%3).
Both (IS,JS,KS) and (II,JJ,KK) are coded to show where the uncertain
maxima occurred, If IS is less than zero or II is less than zero, then
alternative zero caused the uncertain maximum, Similarly, JS less then
zero or JJ less than zero implies alternative one, and K5 less than
zero or KX less than zero implies alternpative two, If all node coor-
dinates are positive, the uncertain maximum is at a confluence node,

IE=JS , I=1
JE= §8 , J= |JE
KE= KS K= |KE|
KL= |k -1
RL = B
PMAX = 0.0

O,
PNT1 = PNT (I,J,K)
qc = q(1,J,K) ~ PNT1

QS is the maximm allowable pollu-
tion flow at this node

QN = QS + PNT1 - PN(I,J,K)
QN is the maximum permissible load=~
ing et this node with complete up~
stream control

Confluence node reached.
PO = P(I,J,K)
PA = P1(I,J,K)
IL = ND(NF,K1)
CHO = PN(IL,NF,K1) - PNT(IL,N¥,K1)

0o

Figure C.19 Subroutine PTMAX
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Call CONO(QS, PO, PA, NDIS(1,NF,KL), PO1DIS(1,NF),
PJ1DIS(1,NF), NREP, PLTM, PU2, QN, CHO)
PLTM will be the maximum flow past the con-
fluence node if NREP = O

Y

Call CONO(QS, PO, PA, NDIS(1,NF,KL), PO2DIS(1,NF),
PJ2DIs(1,NF), NREP, PLIM, FU2, QN, CHO)
NREP will be the maximum flow past the con-
fluence node if NREP = O.

100 >

Figure C.19 Subroutine PIMAX
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—H
]

~I

Yes

Has the uncertain maximum at (IS,J8,KS) been
encountered, i.e., is
I =TE ¢

No

Is
P(1,J,K) > @GN, i.e.,
does pollutant loading with no control imply
that the upper limit will be exceeded regard=-
less of upstream flow?

Teo

PCK = P(I,J,K) + PMAX

¥

Is PCK > QS, i.e.,
has another uncertain maxi-
\\:g&é been encountered?

No

BMAXO = PCK

Yes

Has the uncertain maximum at (IS,JS,KS) been
encountered, i.e., is

I=1T1Eand ~J = JE ?

No

y

P= P1(1,7,K)
Evaluate low cost alternative by the follow=-
ing procedure

Figure C.19 Subroutine PTMAX
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Can the upper limit QS be satisfied with
maximum upstream control, i.e., is

P <QN ?

Yes
y

lPCK=P+ PMAX l

Has another uncertain maximum been
Yes . .
J ==J | encountered, i,e., is

PCK > QS ¢

lNo

Détermine the maximum flow satisfying the
upper limit QS
PMAXO = min{PCK,mAxo}

120 >
Y

Has the uncertain maximum at (IS,J8,KS) been
150 reached, i.e.,
I=1IEand -K= KE ?

} wo

No Has another uncertain maximum been encountered,
i,e,, is
PMAX=DIMAXO PMAX >Q5 ?
I = I+1
lYes

Record the necessary variables for
the uncertain maximum

II=I, dI=J, KK=K

Is = 1, PM = PMAX

PTMO = PMAXO, QST = QB

QCK = QC, QSN = QN

PZ=P, Wl=Q5 -P

Figure C.19 Subroutine PIMAX
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.

Record the necessary variables for resolving
the uncertain maximum

LS = 0, PIM = PMAX
PTMO = PMAXO

y

( Return }

Figure C.,19 Subroutine PIMAX
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Subroutine PMMX(IJ,JJ,KK,PLIMAX,POUT)

PIMX computes the maximum pollution flow rate past node (II,JJ,KK)
which is less than or equal to PLTMAX. PIMX resolves uncertain maxima.

KCW(J,K) = Value of KFN for confluence node being fed by stream (J,K)
KCN(J,K) = O if admissible pollution values for the confluence
node are not being calculated,

-
1 if admissible pollution flow to a confluence node from a lower
level stream is being calculated,

KFN = ‘2 if admissible pollution flow to a confluence node from the
node's stream is being calculated.

0 if pollution flow to a node that is not a confluence node is
<being calculated,

MDIS(I,K) = Maximum number of pollutant flows which can be stored for
confluence nodes receiving flow from level K streams, Set I =1
for output from level K stream, I = 2 for upstream output on
level K+1 stream receiving flow from level K streams,

MU = Number of entries on the uncertain maximum list.

(MUI(I),MUJ(I),MUK(I)) = Objective node coordinates for the Ith entry
on the uncertain maximum list.

WDIS(I,J,K) = Number of admissible pollutant flows calculated for con-
fluence node receiving flow from level K stream J, Set I = 1
for level K stream J output and I = 2 for upstream output on
level K+1 stream receiving flow from level K stream J.

PJlDIS(I,J) = Ith admissible output pollutant flow Jjust upstream from
confluence node receiving flow from level 1 stream J. (Note that
PJIDIS(I,J) = PJ1DIS(I+1,J).

PJ2DIS(I,J) = Level 2 analogue of PJIDIS(I,J).

PMAL(I) = Maximum pollution flow rate at the time the ith entry on
uncertain meximum list was encountered.

PMAX = Maximum flow rate less than or equal to PLTMAX, (PMAX is used
in determining POUT).

Pollution flow rate returned as maximum value at node (II,JJ,KK)

less than or equal to PLTMAX,
1

POUT

1]
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POIDIS(I,J) = Ith admissible output pollutant flow from level 1 stream
J. (Note that POLDIS(I,J,) is greater than or equal to
PO1DIS (I+1,J).)

PO2DIS(I,J) = Level 2 stream analogue of PO1DIS(I,J).

PT™M = Maximum pollution flow rate less than or equal to PU. (PIM
is used in resolving uncertain maxima).

Upper limit on pollution flow rate currently being used,

d

PUM(I) = Upper limit on pollution flow rate at time iR entry on un-
certain maximum list was encountered,

10



KCN(J,K) = O,
KFN = 0, 1IM
K= KK, ™

Initialize variables

J = 1,+«<MNS,
M= JJ,

11,

it

PLIMAX,

MU =

K=1,2

0

Is the main program evaluating a

No confluence node, i.e,, does
NODE = ,TRUE, ?
rYes
™M = IM+1
5 .
K=K, J=1, I=

No

Figure C.20 Subroutine PIMX
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No Is (I,J,K) upstresm of IM, JM, KM, i.e., is
NON(I,J,K,IM,JM,KM) = 1 ?

Yes

30 >

A

PNT1 = PNT(I,J,K)

QCK = (1,J,K) - PNT1

QST = min QCK,PUZ
QST is the upper limif on pollutiocn
flow at this node

QSN = QST + PNT1 - PN(I,J,K)
QSN is the maximum pollution input
from this node when complete control
is implemented upstream

¥

Tes Is K= KL ? )
¢ No

K=K-1
NF = JN(I,J,K1)

y

No / Is this a confluence node, i.e.,
is NF >0 ¢

i Yes

Have admissible flows been previously computed
Yes at this node, i.e., is

NDIS(2,NF,KL) # 0 2

L No

NDIS(2,NF,K1) = 1

Y
4——{ Is KL=12? )
Yes
No PJ1DIS(1,NF) = PMAX
»{ B

Figure C,20 Subroutine PTMX
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PJ2DIS(1,NF) = PMAX

A

No Is I=IMand J=JM and K= KM, i.e.,
has an objective node been reached?
l Yes
es Is the uncertain maximum 1list
empty, iaeo, is
MU= 0 ?
No

KFN = KCN(NF,K1)

32/ >

Maximum uncertainty node has been reached

™ = MUI(MU), IM = MUJ(MU)
M = MUK(MU), PU = PUL(MU)
MU=MJ -1

KCN(NF,KL) = O

Call STORE(PIM,P01DIS(1,NF), MDIS(1,1),
NDIS(1,NF,1))
Fnter the value PIM into the array PO1DIS

Figure C.20 Subroutine PMX
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Call STORE(PIM,PJ1DIS(1,NF),
MDIS(2,1), NDIS(2,NF,1))
Enter the value PIM into the array PJ1DIS

Is KFN =2 ?

No

Call STORE(PTM,PO2DIS(1,NF),
MDIS(1,2), NDIS(1,NF,2))
Enter the value PTM into the array PO2DIS

Call STORE(PIM,PJ2DIS{1,NF),
MDIS(2,2), NDIS{2,NF,2))
Enter the value PTM into the array PJ2DIS

540 >

5’

IL = ND(NF,K1)

CHO = PN(IL,NF,K1) - PNT(IL,NF,K1)
CHO is the decrease in natural pollu-
tion at the tributary outlet due to
the use of instream processors

it

Figure C,20 Subroutine PTMX
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Is this n9de the confluence node being examined
Yes by the main program, i.e,, is

NODE = .TRUE. and MU =0 and I = IM and
J=JdM and K= KM %

No

CcCOoN
PO
PA

558 K

PO = P(I,J,K)
PA = P1(I,J,K)
CON = ,FALSE,

1l

.TRUE.

)

[eNe]
L2

i

1l

Call CONO(QST,PO,PA,NDIS(1,NF,KL),
PO1DIS(1,NF), PJIDIS(1,NF),
NREP, P1TM, PU2, QSN, CHO)
to determine the maximum output from this
confluence node less than Q8T. The desired
value is returned in PLTM

Figure C.20 Subroutine PTMX
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Call CONO(QST,PO,PA,NDIS(1,NF,KL),
PO2DIS(1,NF), PJ2DIS(1,NF),
NREP, PLTM, PU2, QSN, CHO)

to determine the maximum output from

this confluence node less than QST.

The desired output is returned in PLTM

a Y

Was CONO unable to determine PLTM
because of insufficient known pollu-
tion distribution values at the node,
i.e., is NREP = 17

l Yes

Create another maximum uncertainty
entry to cbtain another distribution
value by the following procedure

i)

Is MU >NMU ?
No NMU is the maximum length of the
uncertain maximum list.

Figure C,20 Subroutine PIMX
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KCN(NWF,K1) = KFN
KFN is determined by subroutine CONO

MUJ(MU) = M
MUK(MU) = KM
MAL(MU) = BMAX Tes Is MU< 12 )

[No

MMAL(MU) = PTM

<

t

3
El

)

1

NQHEE

roloM ki

L(Is MU:O)

¥ Yes
PMAX = PLIM
£0__< Is W0 >0?)
Yes
PIM = PLTM
T

Figure C.20 Subroutine PTMX
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QST = min {QCK,PU}
QST is the upper limit for pollution flow
at this node
QSN = QST + PNTL - PN(I,J,K)
QSN is the maximum possible pollution to
be emitted from this node with complete
upstream control
PO = P(I,J,K)

¥
No ( Is MU <0 2 )

{‘ Yes

BMAXO = PMAX
PMAXO is the temporary recording of the
new maximum flow for FMAX

>

No f
Is MU >0 7?

AN
¥ Yes
PTMO = PIM

PTMO is the temporary recording
of the new maximum flow form PTM

re

Y

1es {1 PO > QSN ? )
{No

e les Is MU # 02 )

J,No

e fes [ 1s PO+PMAX>Q_ST'.>

1N0

PMAXO = PO + PMAX

Figure C,20 Subroutine PTMX
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I=-1I
Setting I to a negative value
note that the uncertain maxi-
mum occurred while evaluating
the no control option,

PU1l = QST - PO
PU1l is the upper limit on

pollution flow for resolving
the uncertain maximum

y

Call PmMAX(I,J,K,IS,JS,Ks,IU,
PUl, PIM1, PTM10, GST, QCK,
QSN, PO, PU2)

Attempt to resolve the uncertain

maximum by calling PTMAX

Y

Can the uncertain maximum be resolved,

Yes i,e., is
=07

> No
% ) }
Create new entry on uncertain max list
MU=MU+ 1
_N_O_GS MU > MAXMU)
. Yes
MAXMU = MU
|

P

Is MU >IMU ?
Maximum length of the uncertain

maximm list in MU
Yes
Call ERROR
.

®

Figure C,20 Subroutine PTMX
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MUI(MU) = IM
MUT(MU) = IM
MUK(MU) £ RM
%
Yes
[ { Is MU < 1 'P)
PMAL(MU) = No
PMAX
PMALO(MU) = PMAL(MU) = PIM
PMAXO PMATLO(MU) = PTMO
{ >
A
PUL(MU) = PU
M=1I, JIM=J, K =K,
I=18, J=J95, K= KS,
JS = IABS(JS), = TABS(KS)

2
ND1 = ND(JS,KS), NS1 = NS(KS)
PIM = PIM1, PIMO = PTM10
U = PUl, PULl = PU2

Yes
50 Is I <0 ?*
() (o

N

]
@: Yes [ Is J <03
No

Figure C.20 Subroutine PTMX
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Resolve the maximum uncertainty
PCK = PO + PIM1

}

Is PCK >QST ?

PTM1 is previously determined
largest value smaller than
QST-PO. Thus adding PO to PTM1
should produce a value smaller
than QST. Error otherwise

L Yes

Call ERROR

2

4

Yo (1s MU= 0 and PCK >PMAXD

Yes

BPMAXO = PCK

i 7
No

Is MU > O and PCK > PTMAE)

Yes

PMO = PCK

o

Figure C.20 Subroutine PIMX
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I=-I
Return the coordinate to a positive value

Cases where uncertain maxima exist are
analyzed by the following procedure.

y

N
@ ° [  1s —I:IMandJ:JMandK=KM‘?)
lYes

The current maximum uncertainty can
now be resolved

PCK = PO + PIM

PU = PUL(MU)
QST = min QCK,PU}
M = MUT(MU)
JM = MUJT(MU)
KM = MUK(MU

PTM = PMAL(MU)
PIMO = PMALO(MU)
MU =MJ - 1

Figure C,20 Subroutine PTMX
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—§°—<Is PIM < PCK < QST)

R

,L 1€8

PMMO = PCK
N

BMAX = PMAT(1)
PMAXO = PMALO(1)
MU = O
Y
No
‘—-Gs BMAX < PCK =< QST
— 4
J, Yes
MAXO = PCK
1

PCK = PO + PIM

Is PCK >QST ? )

No

Figure C,20 Subroutine PIMX
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PMMO = PCK

200

y

Evaluate alternative 1
PO = P1(I,J,K)

A

Y >
= Is PO >QSN ?

§-No

res Is MU# 07 )

No

[
PCK = PO + PMAX

A 4

Qg PCK > QST ?
‘No

MAXO = max {PCK, MMAXO }

@‘

<
[t
n

J = -J, setting J to a negative value notes that
the uncertain maximum occurred while evalu-
ating alternative ]

PULl = QST - PO, RU1 is the upper limit on pollu-

tion flow for resolving the uncertain

maximum

Figure C,20 Subroutine PIMX
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Call PMAX(I,J,K,IS,JS,KS,IU,PU1,PTM1, PIM1O,
QST, QCK, QSN, PO, FU2)

Attempt to resolve the uncertain maximum by

calling PTMAX

No

230 >

A 4

Can the uncertain maximum be resolved,
i.e., is ’
IU=07?

Yes

4

Resolve the uncertain maximum
PCK = PO + PTM1

No [Is PCK > QST ?
L

PTM1 is previously computed largest value
smaller than QST-PO, Thus adding PO to
PIM1 should produce a value smaller than
QST. Error otherwise.

Call ERROR

No

-1

Y

Is MU = 0 and PCK >IMAX ¢

PMAXO = max {PCK‘,‘}MAXO}

No

—

Is MU >0 and PCK > PTM ?)

{ Yes

PTMO = max:PCK,PIMO}
i

O

Figure C.20 Subroutine PIMX
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No

()

Return the coordinate to a positive value

Jd = «J

<(® O

Cases where uncertain maxima exist
are analyzed by the following pro-

cedure,
¥

Is

I =IMand -J = JM and K= KM ¢ :)

v Yes

Current maximum uncertainty can
now be resolved

PCK = PO + PIM
PU = PUL(MU)
QST = min {QCK,PU}
M = MUI(MU), M = MUJ(MU),
KKM = MUK(MU)
' 7
<:; Is MU =1 ?:)
y No

PTM = PMAL{MU)
PTMO = PMALO(MU)
MU =MU - 1

Figure C.20 Subroutine PTMX
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__El_<:1s PIM < PCK < QST {)

Yes

PIMO = max

——

PCK, PIMO |

y

19l6,

PMAX = PMAL(L)
RMAXO = PMALO

PMAXO

MU = O
max{PCK,Bwao}

PCK = PO + PIM

Y

Is PCK > QST ? )

yNO

PTMO = max{PCK, P']MO}
Evaluate alternative 2

Figure C.20 Subroutine PTMX
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Evaluate alternative 2 or the
treatment alternative

PO =0

@: res J\Is M:?!o>

l No
9\ Yes
J

310

K= «K, setting K to a negative value notes
that the uncertain maximum occurred
while evaluating alternative 2

P01 = Q3T, PUl is the upper limit on pollu-
tion flow for resolving the uncertain
maximum

P

320 ]

Call PMMAX(I,J,K,IS,JS,KS,LU,PU1,PIM1,PTM10,
QST, QCK,QSN, PO, PU2)

Attempt to resolve the uncertain maximm by

calling PIMAX

Yes Can the uncertain maximum be. resolved?
Is IU=02?
No

Figure C,20 Subroutine PTMX
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Is PIML > Q,S‘I'g

No

Yes
v

Call ERROR
PIM1 is determined by PTMAX
to be the largest previously
computed value less than or
equal to QST

\ 4
=
o]

§ Yes
= PIM1
7
.—&—-CIS MU '> 0 ?)
¥ Yes
PTM = PTML
rw
K= =K

Return the coordinate to
a positive wvalue

Figure C.20 Subroutine PIMX
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cedure

Cases where uncertain maxima exist
are analyzed by the following pro-

v

<ES I=IMand J = JM and -K = KM?

lYes

M =
QST

The current maximum uncertainty can
now be resolved,

PUL(MU)
MIN{QCK,PU)

PTM = MAX(PTM,PTMO

Y

( Is PTM > QST ? }_N_O__

l Yeé

Call ERROR since upper limit on

pollution was set to prevent this
case in resolving the maximum un-
certainty
‘1
IM = MUI(MU)
JM = MUJ(MU)
KM = MUK(MU)
Y
Is MU = 1 7 }—tSS BMAX = PIM
MU = O
¥ No
MU = MU-1
LOo )

Figure C,20 Subroutine PIMX
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Does an uncertain maximum Yes
exist, i.e., is
PTM > QST

No

Y

PIM = MAX(PTM,PTMO)

Loo >

NT = INT(I,J,K)

k 4

Does a potential upstream
processor exist at this
node, i.e.,

NT >0 %

Y

Process the instream treatment site
PNT1 = -PNT(I,J,K)

Figure C.20 Subroutine PTMX
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NOC Is MU = O, PMAX < PNTL < QST ? )

§ Yes

Tmplementation of the instream processor
would permit higher pollution flow

MMAX = PNTL
g
No //' Is
\\\_ MU > 0, PTM < PNT1 < QST ?
3 Yes

Implementation of the instream processor
would permit higher pollution flow
PIM = PNT1

v ¥

410

Yes Are computations complete, i,e,, is
I=IM,J=JM, K=K, MU= 0?
, No
uzo/ <

Y
Yes /
Is I = ND1 ?
A )

: L No

I=I+1

N DA Is K 2KJ ?

No

Figure C.20 Subroutine PIMX
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Yes <:;Is NDIS(1,J,K) # oE)

——§9———{:: Is K= 172 <j>

PO1DIS(1,J) = PMAX

=
v

LQM

PO2DIS(1,J) = PMAX

N

—
v

v
NDIS(1,J,K) = 1

Y
KFN = KCN(J,K)

\ 4

Is a pollution distribution value from
this stream to its confluence node
being computed, i.e., is KFN = 17%

Yes

KC= K+ 1

Figure C,20 Subroutine PIMX
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No

Yes
JC = NFS(J)
i
NO{IS K=2 9)
Yes
JC = 1
r\(
I1C = NFN(J,K)
A

Is (IC,JC,KC) the objective point currently

being computed, 1.e., is
IM = IC and JM = JC and KM = KC ?

Yes

A

Skip to the confluence ncde
=J, K=K, I=1IC, J=JC,
KC, NSl = NS(K), ND1 = ND(J,K),
1 = PN‘?(I,J,K?, QCK = Q(1,J,K) - PNT1

L=

=

T
T = min{QCK,PU
N = QST + PNT1 - PN(I,J,K)

B %

Figure C.,20 Subroutine PTMX
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S NSl:€>
yNO
J=J+1
I=1
<:§%:>
430 >
K= X+ 1
J=1
I=1
Call ERROR
All possible nodes have
been investigated and
node (II,JJ,KK) has been
passed
450 >
POUT = PMAX
\

C Return )

Figure C.20 Subroutine PTMX
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Subroutine STORE(PLT,PDIS,MDEM,NDIS)

STORE stores confluence node pollution
values in array PDIS., Successive values
in PDIS are nonincreasing. The input
pollution value to be stored is PLT.

PLTM = PLT
NDIS is the current nuwnber of values in
PDIS

ND = NDIS

No

o

y
PLTM > PDIS(ND)LE)
Yes

Call ERROR. Successive values
stored in PDIS must be nonincreasing.

ND

il
&
+
[

No

Will the allowable length of the
PDIS array be exceeded, i,e.,, is

ND >MDEM ¢
Yes
v
Call ERROR

Record the new entry

PDIS(ND) = PLTM
NDIS = ND

a
-

y

()

Figure C.21 Subroutine STORE
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60

50

40

Function TCOST(X)

Function TCOST computes the total resource
cost for the solution represented by the D

and DINT arrays. This cost is accumulated
in the variable TTC.

TTC = 0.0

PTC will be used to accumulate the
annual pollution flow in stream J
PIC =0
ND1 = ND(J,K)

Figure C.22 Function TCOST
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No

NF = JN(I,J,K-1)

A\

Is NF > 0, i.e.,
is node (I,J,K) a confluence node?

y Yes

PTC = PTC + PT(NF,K-1)
Add pollutant input from stream
(WF,K-1)

101

b
P

Y

PTC = PTC + APN(I,J,K)
Add in annual natural pollution at
(1,7,K)

No

A 2

ID = D(1,J,K)

PTC = PTC + AP(I,J,K)
Add in annual pollu-~
tion with no pollution

control

y

Is ID >0, i,e.,
is pollution control to be
performed at this node?

Yes

Figure C.22 Function TCOST
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Yes Is ID =12
Is lowest cost alternative to
be implemented?

No
A

TTC = TIC + CALT(2,I,J,K)
Add in fixed cost of treatment
alternative 2

¥

PTC = PIC + APL(I,J.K)
Add in pollutant load with lowest
cost alternative implemented

103

y

TTC = TTC + CALT(1,I,J,K)
Add in annual cost for lowest cost
alternative

105

>
Lan

NT = INT(I,J,K)

Y

No Is NT >0, i.e., is node (I,J,K)
a potential instream treatment site?

‘LYes

No Is DINT(NT) = 1, i.,e., is instream
treatment being performed at this
site?

Yes

Figure C.22 Function TCOST
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Is PIC >0, i,e,, is the
No stream providing any pollu-
tant to treat?

Yes

¥
PT1 = PTC
PTC = 0,0

|
75
PT1 = 0.0

"

TTC = TTC + CI(NT) + VC*PT1l
Increase total cost by fixed and
variable costs of operating in-
stream treatment processor.

I=I+l L—Gi=um?)

Y

es
4
Yes
Is K =23 7?
No
PIC

PT(J,K) =

y
50 J=J+ 1 No Is J = NSL ?
Yes

Figure C.22 Function TCOST
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No

Is K= KJ ?

-

TCOST = TTC

Y

( Return )

Figure C.22 Function TCOST

L1



Subroutine TOFF(NT,II,JJ,KK)

TOFF processes upstream decision and status
variables when an instream processor is de-
activated, NT is the processor number and
(I1,JJ,KK) is the node at which NT is
located. NN is the number of tributary
streams on the tributary 1list

NN =0
I =1T
J = JJ
K= KK

KEEP = KSINT(NT)

No

10

A\ 4

Is the upstream solution for this
treatment processor frozen at the
optimal value, i.e., is

OI(NT) = 1 2

Yes
A 2

Reset the upstream solution
and allow it to vary by the
following procedure

>3

Is this node a potential instream
treatment site, i.e., is NR > 0 ¢

Yes

Figure C,23 Subroutine TOFF
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KSINT(NR) = O
DINT(NR) = O
BT(NR) = O
20 , >
C Is K <KL ? > Les >
\ Yo
NF = JN(I,J,K-1)
y
Is this node a confluence node, No
i,e,, is NF >0 ?
¥ Yes
Increase the length of
the tributary list
NN =DNN+ 1
¥
C Is NN >30 ? ) Xo
| Yes

Call ERROR +to abort the run
since the tributary list is
limited to 30 entries

Y

Enter the tributary on the
tributary list

PS(NN) = NF
PL(NN) = K-1
B

Figure €,23 Subroutine TOFF
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Are there entries on the
tributary list, i.e., is
W >0 ?

VYes

Remove an entry
J = PS(NN)
K = PL(NN)
I = ND(J,K)
NN = NN-1

il

No

Y

Is NT upstream of an active instream

processor, i.e.,, 1s KEEP >0 ?

Yes
Y

KSINT(NT) = 1

OI(NT) = O
Call TON(NT,II,JJ,KK) to perform
necessary bookkeeping since NT is
still upstream of an active in-
stream processor OI(NT) = 1

N

RETURN

h

Figure C,23 Subroutine TOFF
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Has a feasible solution been computed
since NT was activated, i,e., is

CIST(NT) < .9-1030 ¢

No

Yes
A 2

Record that the low cost upstream
solution recorded for NT is an
optimal upstream solution

OI(NT) = 1

<
-«

y

Is NT upstream of an active
instream processor, i.e., 1is RETURN
KSINT(NT) = 1 2

VNO

Y

Zero out the upstream solution
up to the next active instream
treatment facility by the follow-
ing procedure. FIRST is true
during the first iteration to
avoid the treatment processor NT.
FIRST = .TRUE,

120 >y

Y
CIS FIRST = .TRUE. ? == @

Figure C.23 Subroutine TOFF
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Has a potential treatment site
been reached, i.e., is

R >0 ?

y Yes

Is this treatment processor Yes
active, i,e, is
DINT(NR) = 1

N¢o

130
Zero out the decision at
this node
p(1,7,K) = 0
BS(I,J,K) = O
FIRST = ,FALSE,
y
Yes {::ﬁ Is K< XL ¢ ;:)
# No
NF = JN(I,J,K-1)
No Has a confluence node been encountered,

i.e., is NF >0 ?

L Yes

Increase the length of the
tributary list

NN =NN+ 1

Figure C,23 Subroutine TOFF
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140

160

CIs N]\T>30?\ No
J

y Yes

Call ERROR +to abort the run
since the length of the tribu-
tary list has been exceeded

<
.

Y

Enter the tributary on the

tributary list
PS ()
PL(NN)

Il

NF
K-1

il

>

Y

( 1s Izl?)N_°>

>"r Yes

Are there any more entries on
the tributary list, i.e., is
NN >0 ?

Yes
A 4

Remove an entry

J = PS(NN)
K = PL{NN)
I = ND(J,K)
NN = NN-1

Figure C.23 Subroutine TOFF
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No

Subroutine TON(NT,II,JJ,KK)

TON processes upstream decision and status
variables when an instream processor is
implemented, (II,JJ,KK) is the node at which
the instream processor is located, and NT is
the processor number, Initialize NN, the
number of upstream tributaries encountered.

NN =0
I=1I
Jd = JdJ
K = KK

Y

Is OI(NT) = 1, i.e.,
has an optimal solution been ob-
tained for this instream trestment
processor?

>] Yes

Y

Record optimal upstream solution by the
following procedure,

Figure C.24 Subroutine TON
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BS(I,J,K) = 1
Record that the decision is
frozen at this node

)

Record the optimal upstream solution
for this source
o(L,J,K) = 10(1,J,K,NT)
NR = INT(I,J,K)

Is NR >0, i.e.,
is this node a potential instream
treatment site?

Yes

A 4

Record the optimal upstream solution
for this processor

DINT(NR) = IOI(NR,NT)
Note that this processor decision is
frozen

BT(NR) = 1

Record that NR is upstream of an active
instream processor

KSINT(NR) = 1

Figure C.24 Subroutine TON
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e No Is NF > 0, i.e.,

is this node a confluence node?

Yes

Y

NN = NN + 1

A

Is NN > 30 *®
There is only room for

30 tributaries to be
stored by the program

Yes

No

\

Call ERROR

.
o

4

Record the tributary on the tribu-
tary list

PS(NN) =
PL(NN) =

=

|

=
]

=

116

\

No Is NN > O ?

Are tributaries remaining
to be processed?

Yes

Figure C.24 Subroutine TON
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Remove the next tributary from the
tributary list

J = ps(nm)

K = PL(NN)

I = ND(J,X)

NN = NN-1

BT(NT) = O

KSINT(NT) = O
Treatment site NT is free to vary
Site NT is not upstream of an
active instream processor

}

cIsT(nT) = 103°

FIRST = ,TRUE.
FIRST is true when processing
the node containing the newly
implemented processor

121

Figure C.24 Subroutine TON
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..EEEE...(Z%f .NOT. FIRS%:>

false

FIRST = ,FALSE,

NR = INT(I,J,K)

Y

No Is NR > 0, i.e., is
(I,7,K) a potential treatment node?

Yes

y
KSINT(NR) = 1

Site NR is upstream of an

active instream processor

Y

No Is DINT(NR) = 1, i.e., is instream treatment
to be performed at site NR?

Yes

Figure C.24 Subroutine TON
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No

Is BRALT(2,I,J,K) = 3, i.e., is
abatement and treatment cheaper
than treatment alone at this

node?

Yes

y

D(1,J,XK) =1
BS(I,J,K) = -1
Require some form of pollution control
to be performed at (I,J,K).

NF = JN(I,J,XK-1)

y

Is Wr > 0, i.e.,
is this a confluence node?

Yes

Figure C.24 Subroutine TON
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Increase the number of entries on
the tributary list

NN =DNN+1

y

No Is NN 230 ¢
There is storage capacity for only
30 tributaries in this program

Yes
4

Call ERROR

A 4

i

Record the tributary on the tributary list

PS(NN) = NF
PL(NN) = K-1

oy

@4——1:1-1 o Is I=171

Are there tributaries left
to be examined, i.e., is
NN >O7?

Return

Yes
Y

Remove a tributary

J = PS(NN)
K = PL(NN)
. I = MND(J,K)

NN = NN-1

i

I

Figure C.24 Subroutine TON
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Subroutine z0(I,J,K)

ZO zeroes out all decision variables that
are lower order than node (I,J,K). Node
(I,J,K) is also zeroed out

KB=K+ 1

-

Set JJ =1

Figure C.25 Subroutine ZO
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No Is KK = KI and JJ = 1:€>

Yes
¥
WDl = I
“r‘r
IB=NDL + 1
A 2
Set ITI =1
C >
IB = IB-1
NT = INT(IB,JB,KB)

No Is NT > 0, i.e., r
is node (IB,JB,KB) a potential
instream treatment site?

\ Yes

No Is DINT(NT) = 1, i.e.,
is the instream processor active?

Yes

Figure C,25 Subroutine ZO
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10

No

Is BT(NT) = 0 7
Is treatment site being
examined?

Call TOFF(NT,IB,JB,KB)
to deactivate the instream processor
and process declision variables

L.

No

-
»

\ 4

NBSC = BS(I,J,K)

Y

Is NBSC # 1, i.e.,
is this source being examined?

Yes

Figure C.25 Subroutine Z0
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100

Yes Is NBSC = -1 7

Must abatement be per-
formed at this site?
D(I,J,K) =1 No
k
D(I,J,K) = O
Y o
A 2
II = IT + 1 «&—-Cls II=ND1§
yYeS
IJT = JT + 1 |ee=i® GSJJ =JH?>
Yes
KK = KK + 1 <—N—O<Is KK:K?)
Yes
A 4

Figure C.25 Subroutine 70
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APPENDIX D

COST OF DRATNAGE TREATMENT

INTRODUCT ION

In the allocation of resources for the control of acid mine drainage
effects, the preferred allocation is strongly dependent upon the specific
treatment and abatement methods allowed, as well as the specific costs
involved for each allowable method. At each mine source or instream
treatment site, an engineering analysis will choose the cheapest
(according to an economic criterion and desired effect on acid flow)
treatment or abatement methods. Moreover, the specific treatment or
abatement costs will influence the global or basin-wide selection of
treatment and/or abatement control actions at each site, Realizing
that input cost data will be required at each site to operate the opti-
mization models described in Appendix C, an effort was made to generate
cost functions for several treatment and abatement techniques which
would be representative of observed costs, have relatively high confi-
dence levels, and be amenable to extrapolation beyond the limits of the
data base from which they were derived.

Table D.1 is presented to set the context in which these cost functions
must perform. Table D.1l describes, in various systems of units, treat-
ment and abatement cost ranges for a variety of techniques. It should
be noted that these data are abstracted from a 1968 publication based
on 1951 to 1966 cost figures. These numbers are presented to show the
relative cost levels on a per gallon basis for treatment methods and
relative cost for abatement methods.

Predesign cost estimates are extremely important for determination of
the feasibility and applications of a proposed treatment project. The
basic costs which are of interest to the designers are the per gallon,
per acre or yearly treatment and abatement costs. To construct
parametric relationships for accurately estimating these costs requires
large amounts of data, since the total product costs are complex func-
tions of a number of variables and the costs are also changed with
locations and time due to different economic conditions. Usually, in
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Table D.1. COST AND EFFECTIVENESS OF VARIOUS TECHNTIQUES
FOR CONTROLLING ACID MINE DRAINAGE

Effectiveness Cost

Technigue (% acid removal) ($)
Treatment
Neutralization 80 to 97 .10 - 1.3/kgal
Distillation 97 to 99 Lo - 3.25/kgal
Reverse Osmosis 90 to 97 .68 - 2.57/kgal
Ion Exchange 90 to 99 .61 - 2.53/kgal
Freezing 90 to 99 .67 - 3.23/kgal
Electrodialysis 25 to 95 .58 - 2.52/kgal
At-Source Control
Water Diversion 25 to 75 300 - 2000/acre
Mine Sealing 10 to 80 1000 - 2000/acre
Surface Restoration 25 to 75 300 - 3000/acre
Revegetation 5 to 25 70 - 350/acre

Note: The above table is outlined from J. Martin and R. D. Hill,
"Mine Drainage Research Program of the Federal Water
Pollution Control Administration,'" Paper presented at the
Second Symposium on Coal Mine Drainage Research,
Pittsburg, Pennsylvania, May 14-15, 1968.

order to account for time effects upon costs, time correcting cost

indexes should be incorporated.

As suggested by different researchers (12,13), the total treatment
process costs should be divided into manufacturing costs and general
expenses. In order to evaluate each of the items, the total capital
costs should be considered first. For the sake of elucidating the
basic principles of the cost estimates, Tables D.2 and D.3 itemize the
important costs that should be considered in the economic studies.
These two tables are summarized from Reference (12).

TREATMENT COST MODEL

From Table D.1, it could be concluded that neutralization would be the

crucial first target for economic modelling.

Accordingly, several cost

model structures are presented and evaluated for this treatment process.
These models are derived from data of the estimated costs of lime
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Table D.2. ESTIMATION OF CAPITAL INVESTMENT COST

Direct Cost:

Material and labor involved in actual installation of complete
facility, about 70 to 85% of the fixed capital investment.

A, Equipment + Installation + Instrumentation
B. Building + Process + Auxiliary
C. Service Facilities + Yard Improvements
Indirect Cost:
Expenses which are not directly involved with material and labor
of actual installation of complete facility
A. Engineering and Supervision
B. Construction expense and Contractor's fee
C. Contingency.
Fixed-capital Investment = Direct Costs + Indirect Costs

Working Capital (10 to 20 percent of total capital investment)

Total Capital Investment = Fixed-capital Investment + Working
Capital.

Lé1



Table D.3. ESTIMATION OF TOTAL PRODUCTION COSTS

I. Manufacturing Cost = Direct Production Cost + Fixed Charge +
Plant Overhead Costs

A. Direct Production Costs {(about 60% of total product cost)

Raw Material

Operating Labor (10 to 20% of total product cost)
Utilities (10 to 20% of total product cost)
Maintenance and Repairs (2 to 10% of fixed capital
investment cost)

5. Laboratory Charges (10 to 20% of operating labor)

Fw -

B. Fixed Charges (10 to 20% of total product cost)

1. Depreciation (about 10% of fixed capital investment
depends on life periods)

2. Local Tax, Insurance and Rent (about 5 to 10% of fixed-
capital investment).

C. Plant Overhead Costs (about 5 to 15% of total production
cost including general plant upkeep and overhead, payroll
overhead, packaging, medical services, recreation, salvage
and so on.

IT. General Expenses = Administrative Costs + Distribution and Selling
Costs + Research and Development Costs

III. Total Production Cost = Manufacturing Cost + General Expenses

Le2



neutralization of acid mine drainage obtained by West Virginia University,
Morgantown, West Virginia in 1967. The original data are shown in

Table D.4. The total costs are assumed to be the sum of plant costs
(except sludge removal), lime costs, labor costs, cost of sludge dis-
posal, maintenance costs, and contingency costs. The cost of hydrated
lime is taken at $24/ton bagged, $22/ton bulk. The data which are used
for the basis of the model includes the following items:

Description 9, of Total Costs

A. Direct Production Costs

1. Raw material (1lime) 25 - 50

2. Labor costs 8§ - 12

3. Utilities (for sludge disposal) 8 -11

4. Maintenance 6 -8
B. Fixed Charges and Plant Overhead 12 - 30
C. Contingency and Miscellaneous 5 - 12

Because of limitations in the data displayed in Table D.4, the cost
model analysis is limited to two independent variables and relatively
simple relationships. A reasonable relationship should show total
treatment costs on a unit volume basis increasing with decrease in
plant size and increase in acidity concentration. Therefore, it was
first proposed that:

T = a(8)2(B)P (0.1)

where A is input acidity concentration in ppm,
B is the plant capacity in gal/day,
T is the treatment cost in cents/kgal, and
®, a, b are constant.

In order to estimate the values for o, a, and b, a plot at log T versus
log B while holding A constant was generated. Since four sets of data
are given in Table D.4, four different values for the slope b using
estimates from a least squares regression analysis, were obtained, and
then these values were averaged to estimate a mean value of b. 1In the
same manner by holding B constant, and plotting log T versus log A, a
mean value of a was obtained. From the results, Equation (D.1) becomes

T = 0.5293 (A)°7(B)™©-0°® (D.2)
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Table D.4. ESTIMATED COSTS OF LIME NEUTRALIZATION OF ACID MINE DRATNAGE
(all costs in cents/1000 gallons)

"Plant Approximate Approximate Plant cost Sludge
Capacity acidity iron (except sludge Sludge accumulation
(gal/day) concentration content removal) Lime** Labor disposal Maintenance Contingencies Total (acre-ft/yr)

300,000 6500 2000 12.0 53 14.0 11.0 6.0 5.0 101 13

900,000 6500 2000 11.2 51 12.6 10.5 5.8 5.0 96 39
2,700,000 6500 2000 10.h4 49 11.8 10.5% 5.5 5.0 R 117
8,100,000 6500 2000 9.8 48 11.0 10.5% 5.3 5.0 89 351

300,000 3400 1000 9.5 28.0 10.0 8.0 4.0 3.0 62.5 9.8

900,000 3400 1000 8.5 26.0 5.0 7.0 3.0 3.0 52.5 30.1
2,700,000 3400 1000 7.5 25.5 2.5 7.75% 2.5 3.0 48.5 91.0
8,100,000 3400 1000 7.25 25.5 2.0 7.50% 2.5 3.0 L7.74 273.0

300,000 1400 650 9.5 12.9 8.0 4.0 3.0 3.0 34.8 4.9

900,000 1400 650 8.5 11.5 4,0 3.5 2.5 3.0 33.0 15.4
2,700,000 1400 650 7.75 11.0 2.0 3.75% 2.0 3.0 29.5 Ls.4
8,100,000 1400 650 7.25 11.0 1.6 3.75% 2.0 3.0 28.6 136.5

300,000 650 325 8.5 6.1 6.0 2.0 2.5 2.5 27.60 2.8

900,000 650 325 7.5 5.7 3.0 1.8 2.0 2.5 22.50 7.7
2,700,000 650 325 6.75 5.5 1.8 1.9% 1.5 2.5 19.95 23.1
8,100,000 650 325 6.5 5.5 1.0 1.9% 1.5 2.5 18.90 68.6

*These costs allow for excavating some hard rock
**Cost of hydrated lime taken at $2L.00/ton bagged, $22.00/ton bulk



Hovever, the problem of solving for the annual treatment cost is always
raised. In order to do so, Equation (D.2) must be converted from
cents/kgal to dollars/yr. This procedure follows:

Since T is in ¢/kgal and B is in gal/day,

Hence,

G $/year = ($/100 cents)(T cents/1000 gal)- (365 days/year)(B gal /day)
G = 365 - 1075(T)(B) (p.3)

Substituting Equation (D.3) into Equation (D.2), we obtained
G =1.9323 - 107 . (A)O-7(B)o-932 (D.L)

The comparative results from the data and the model are tabulated in
Tables D.5 and D.6. Table D.5 shows the treatment costs expressed in
terms of cents per 1000 gallons; whereas Table D.6 indicates the results
of the total annual costs for a given size of plant. The deviations
between model and actual results are less than 25% of actual values,
which is reasonable for predesign cost estimates. '

However, in order to pursue a better model, an additional coefficient
was incorporated. Several models were evaluated, and the best fit for
the entire set was determined to be Equation (D.5).

G = 365 x 1075 (36.54 + 0.03224)(B)0-93% (p.5)

Tables D.7 and D.8 present comparisons between data and actual results,
and these tables show a maximum error in predicting the actual results
of 11.6% of actual values.

In comparing the two models represented by Equations (D.4) and (D.5),
significant improvement is achieved by using Equation (D.5). The maxi-
mum deviation of the predicted results from the data is less than 129
compared to 25% deviation obtained by Equation (D.4). A 12% error in
predicting costs before a detailed system design is performed should

be acceptable is most applications. However, one might note that these
models were derived by finding the best fit to the same data that were
used to estimate predictive errors; thus, a new data set may give larger
errors. Also, the linear relationship between the annual costs and the
acidity seems to fit the data better than using 0.7th power as suggested
by Equation (D.4). The linear relationship is strongly suppo?ted by
Figure D.l where lime cost is plotted against acid concentration for the

data listed in Table D.h4.
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Table D.5. ESTIMATED COSTS OF LIME NEUTRALIZATION OF
ACID MINE DRAINAGE BASED ON EQUATION (D.4)
(all costs in cents/1000 gallons)

Plant capacity Acidity Data Model Deviation
(gal/day) (ppm) result result (%)
300,000 6500 101 104.80 3.76
900,000 6500 96 101.27 5.49

2,700,000 6500 » 90.25 -1.90
8,100,000 6500 89 83.75 -5.90
300,000 3400 62.5 66.59 6.54
900,000 3400 52.5 61.79 17.70
2,700,000 3400 48.5 57.34 18.22
8,100,000 3400 L7.75 53.21 11.43
300,000 1400 34.8 35.78 2.82
900,000 1400 33.0 33.21 0.64
2,700,000 1400 39.5 30.81 L.k
8,100,000 1400 28.6 28.56 -0.03
300,000 650 27.6 20.91 -2L.2
900,000 650 22.5 19.41 -13.7
2,700,000 650 19.95 18.01 -9.6
8,100,000 650 18.90 16.71 -11.6
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Table D.6. ESTIMATED COSTS OF LIME NEUTRALIZATION OF
ACID MINE DRAINAGE BASED ON EQUATION (D.L)
(all costs in dollar per year)

Plant capacity Acidity Data result Model result Deviation

(gal/day) (ppm) ($/yr) ($/yr) (%)
300,000 6500 110,593 114,208 3.30
900,000 6500 315,360 319,497 1.31

2,700,000 6500 906,660 889,495 -1.89
8,100,000 6500 2,631,285 2,476,397 -5.87
300,000 3400 68,437 72,911 6.54
900,000 3400 172,463 202,987 11.08
2,700,000 3400 L77,968 565,125 18.20
8,100,000 3400 1,411,729 1.573,337 11.45
300,000 1400 38,106 39,179 2.81
900,000 1400 108,405 109,075 0.62
2,700,000 1400 390,723 303,671 4.45
8,100,000 1400 845,559 843,435 -0.01
300,000 650 30,222 22,898 -24.2
900,000 650 73,913 63,748 -13.75
2,700,000 650 196,607 177,480 -9.73
8,100,000 650 558,779 Loh,112 -11.37
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Table D.7. ESTIMATED COSTS OF LIME NEUTRALIZATION OF
ACID MINE DRAINAGE BASED ON EQUATION (D.S5)
(all costs in cents/1000 gallons)

Plant capacity Acidity Data Model Deviation
(gal/day) (ppm) result result (%)
300,000 6500 101 1044 3.26
900,000 6500 96 96.9 0.9

2,700,000 6500 92 89.93 -2.250
8,100,000 6500 89 83.43 -6.23
300,000 3400 62.5 62.02 -0.78
900,000 3400 52.5 57.55 -8.620
2,700,000 3400 48.5 53.40 9.620
8,100,000 3400 47.75 49.53 3.791
300,000 1400 34.8 34.65 +1.59
900,000 1400 33.0 32.16 -2.54
2,700,000 1400 29.5 29.84 +1.15
8,100,000 1400 28.6 27.69 -3.18
300,000 650 27.6 2L . 4o -11.59
900,000 650 22.5 22.64L 0.62
2,700,000 650 19.95 21.00 5.26
8,100,000 650 18.90 19.49 3.12
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Table D.8. ESTIMATED COSTS OF LIME NEUTRALIZATION OF
ACID MINE DRAINAGE BASED ON EQUATION (D.5)
(all costs in dollars/year)

Plant capacity Acidity Data Model Deviation
(gal/day) (ppm) result result (%)
300,000 6500 110,593 114,323 3.37
900,000 6500 315,360 318,282 0.93
2,700,000 6500 906,660 886,112 -2.23
8,100,000 6500 2,631,285 2,466,979 -6.24
300,000 3400 60,477 67,897 -0.76
900,000 3400 172,463 189,019 9.60
2,700,000 3400 477,968 526,238 10.10
8,100,000 3400 1,411,729 1,465,073 3.75
300,000 1400 38,106 37,938 -0.4k
900,000 1400 108,405 105,624 -2.56
2,700,000 1400 290,723 294,062 1.15
8,100,000 1400 845,559 818,685 3.18
300,000 650 30,222 26,708 -11.63
900,000 650 73,913 4,346 0.60
2 ;700,000 650 196,607 207,010 5.29
8,100,000 650 558,779 576,327 3.1k
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The annual treatment costs are exponentially increased with plant
cap?01ty. At all levels of acidity, the annual costs increase the most
rapidly in the data set from 1 x 10° to 3 x 10° gallons per day.

In order to apply the model represented by Equation (D.5) to arbitrary
process environments, the following factors which influence the cost
estimates should be considered with great care. As indicated by the
data given in Table D.4, the cost of limestone contributes 25 to 50% of
the total cost. Limestone costs may be an essential factor affecting
the determination of the total costs. Limestone costs vary with loca-
tion of the treatment plant with respect to the nearest lime producer,
and they also change from time to time. 1In order to obtain a reasonable
estimate of the treatment cost, a correction factor for limestone costs
dependent on location and time, should be taken into account. Construe-
tion costs also vary with location and the type of excavation required,
but this factor 1s hard to predict. Other costs, such as labor costs,
plant costs, costs for sludge disposal, maintenance and contingency
costs are relatively constant with locations, and each of them contrib-
utes only a relatively small percentage to the total costs compared to
the limestone costs. Therefore, only the time effect on the construc-
tion costs should be considered. This can be done simply by incorpo-
rating the cost indexes, which are available in the literature, into

the cost estimates.

EXAMPLE APPLICATION
An example application is presented in order to illustrate the applica-
tion of the cost model and the inclusion of the corrections mentioned

above.

Sample Problem

A treatment plant was built in Morgantown, West Virginia, in 1967.
This plant could handle 300,000 gallons of water with an acid concen-
tration of 6500 ppm per day. The following problems are posed:

(a) If the same plant was to be used in 1970, what would the
annual total cost be?

(b) 1If a treatment plant which could handle 900,000 gallons
of water with an acid concentration of 3400 ppm per day
were to be built in Central Ohio, what would the approxi-
mate annual cost be in 19702 The total cost for treating
1000 gallons of water with an acid concentration of
3400 ppm in Central Ohio is estimated to be $.30.
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Sclution to the Problems

Problem (a): Choosing 1967 as the base year, its cost index is assumed
to be 100. From the literature, the cost index for 1970 is found to be
114 (this is only a hypothetic wvalue).

The annual cost for the plant can be computed from Equation (D.5):

365 x 107> (36‘5L|_ + O.O322A)(B)O'982

@]
!

365 x 1075 (36.54 + 0.0322 x 6500)(300000)° 932

H

$114,188.
The annual cost for the plant in 1970 would be

G -G Cost Index in 1970
1970 © Y1967 ° Cost Index in 1967

114,188 x 1.1k

$130,17L.

1l

Problem (b): From Equation (D.5):

[®}
11

365 x 1075 (36.54 + .0322 x 3400)(900000)°-25=

$188,82L

i

Since the annual cost, G, is the sum of lime cost, labor cost, sludge
disposal cost, plant cost, maintenance cost and contingency cost, all
these costs are based on the data obtained in West Virginia. In order
to correct for the location effect on lime cost, one must calculate:

(1) From Figure D.2, with acid concentration of 3400 ppm,
the treatment cost for 1000 gallons of acid water is
about $0.26 in West Virginia; thus, the difference be-
tween the total lime costs in West Virginia and Central
Ohio is,

(0.3 - 0.26)($/kgal) (365 day/yr)(900 kgal/day) = 0.04 x 365 x 900

il

I

$13,150
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(2) TFor the treatment plant in Central Ohio, the true annual
cost in 1967 should be corrected to

188,824 + 13,150 = 201,97u*

(3) 1In 1970, the total annual cost would be

[®]
|

= 201,974 x (114/100)

It

230,250

SUMMARY

This type of mathematical analysis permits the estimation of treatment
costs based on information concerning acidity and plant size. The re-
sults predicted by the model should only be used as preliminary cost
estimates. As one may note the original data given in Table D.4 do not
provide sufficient information for detailed cost estimates that are
sensitive to individual situations. However, by utilizing the cost
model, designers should be able to determine preferred plant sizes and
treatment plant locations.

As pointed out by Peter and Timmerhaus, a "Study Estimate" or "Factored
Estimate” based on the knowledge of major items has a probable accuracy
of +30% (12). Based upon this standard, the cost estimating relation-
ship, Equation (D.5), describes the observed results well in that the
maximum error in the predicted result is less than 129. Therefore,
this cost estimating relationship should be used by considering how
significant factors affect the individual cases in a particular appli-
cation.

*¥If the lime cost difference between two locations is less than 20%,

the correction for location effect is unnecessary. As shown in the
above case, the correction term only contributes to less than 5% of the
total costs.
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