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FOREWORD

The Environmental Protection Agency was established to coordinate admin-
istration of the major Federal programs designed to protect the quality of our
environment.

An important part of the Agency's effort involves the search for informa-
tion about environmental problems, management techniques and new technologies
through which optimum use of the Nation's land and water resources can be
assured and the threat pollution poses to the welfare of the American people
can be minimized.

EPA's Office of Research and Development conducts thfs search through a
nationwide network of research facilities.

As one of these facilities, the Robert S. Kerr Environmental Research
Laboratory is responsible for the management of programs to: (a) investigate
the nature, transport, fate and management of pollutants in groundwater; (b)
develop and demonstrate methods for treating wastewaters with soil and other
natural systems; (c) develop and demonstrate pollution control technologies
for irrigation return flows; (d) develop and demonstrate pollution cantrol
technologies for animal production wastes; (e) develop and demonstrate tech-
nologies to prevent, control or abate pollution from the petroleum refining
and petrochemical industries; and (f) develop and demonstrate technologies to
manage pollution resulting from combinations of 1ndustr1a1 wastewaters or
industrial/municipal wastewaters.

This report contributes to the knowledge essential if the EPA is to meet
the requirements of environmental laws that it establish and enforce pollution
control standards which are reasonable, cost effective and provide adequate

protection for the American public.
CL/4;2!2;L4~uJ Z. ¢4%¢Lék1rx4J

William C. Galegar

Director

Robert S. Kerr Environmental
Research Laboratory

iii



PREFACE

This report is the first in a series of two reports resulting from U.S.
Environmental Protection Agency Grant No. S-800687, "Irrigation Practices,
Return Flow Salinity and Crop Yields." This report focuses upon the prediction
of subsurface irrigation return flow salinity. The second report, "Potential
Effects of Irrigation Practices on Crop Yields in Grand Valley," focuses upon
the impact of various irrigation practices in determining crop yields, with
particular emphasis on corn and wheat. These reports have been used as input
“to another research project conducted in Grand Valley and largely funded by
the U.S. Environmental Protection Agency under Grant No. $-802985, "Implementa-
tion of Agricultural Salinity Control Technology in Grand Valley."

Three reports have been produced under Grant No. S-802985. The first
report, "Implementation of Agricultural Salinity Control Technology in Grand
Valley," describes the design, construction and operation of a variety of
salinity control technologies implemented on farmers' fields. The second report,
"Evaluation of Irrigation Methods for Salinity Control in Grand Valley," is
concerned with the evaluation of furrow, border, sprinkler and trickle irriga-
tion as individual salinity control alternatives. The third report of this
series, "'Best Management Practices' for Salinity Control in Grand Valley,"
develops the methodology for determining the cost-effectiveness of individual
salinity control measures, as well as a complete package of salinity control
measures that should be implemented in the Grand Valley.
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ABSTRACT

This study was undertaken to evaluate the effects of the volume of leach-
ate on the quality of the leachate. A numerical model of salt transport
developed by Dutt et al. (24) was used in the study. Field data were collected
on 63 research plots located in the Grand Valiey and used to test and cali-
brate the model. The model was used in a series of hypothetical simulations
designed to provide the required information.

From the calibration of the moisture flow model using infiltration data,
water content profiles, and storage change data, it was concluded that water
flow could be adequately modeled for the Grand Valley. The functional rela--
tions used-for hydraulic conductivity and soil-water diffusivity and the
method of averaging the values of the hydraulic parameters were developed
during the course of the study.

From comparisons of simulated and field data used in evaluating thechem-
istry model, it was concluded that total dissolved solids (TDS) concentrations
were adequately modeled but that individual ionic species concentrations were
not. Comparison of calculated and measured data indicate that the
CasSoO -CaCO3-Ca(HCO3)2,system is not properly modeled for the soils in the
Granﬁ Valley. . . :

Data for single growing season simulations using 7- and 14-day irrigation
schedules and 2%, 5%, 20% and 40% leaching increments, coupled with data from
a 6-year simulation using a 14-day irrigation interval and 20% leaching incre-
ment, indicate that the salt concentration of the leachate at the bottom of
the soil profile is independent of the volume of leachate. The TDS profile
calculated at the beginning and end of the growing season show the concentra-
tion of salt in the profile below the root zone to be relatively constant.
This region acts as a buffer and caused the salt concentration of the return
flow to be relatively constant. This means the reductions in salt loading
are directly proportional to reductions in the volume of return flow.

This report was submitted in fulfillment of Grant No. $-800687 by Colo-
rado State University under the sponsorship of the U.S. Environmental Protec-
tion Agency. This report covers the period of February 18, 1974 to June 17,
1977 and was completed as of August 31, 1978.
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SECTION 1
INTRODUCTION

BACKGROUND

] The Colorado River Basin typifies the problems and the future needs for
river management. The Colorado River currently provides irrigation water to
seven states: Colorado, Wyoming, Utah, Arizona, New Nexico, California, Nevada,
as well as to the Republic of Mexico. In addition to agricultural uses, the
Colorado River also provides water to the cities of Los Angeles, San Diego,
Denver, and many others.

Holburt (40) estimates that unless salinity control measures are insti-
tuyed, the salinity levels at Imperial Dam, the lTowest diversion point in the
United States, will have increased from their current 870 parts per million
(ppm) to over 1300 ppm by the turn of the century. To maintain the current
concentration of salinity, roughly 2.7x109 kilograms (kg) of salt will have
to 2ﬁ rsmoyed yearly from the Colorado River to offset the projected growth
in the basin. ~ :

These growth projections were made before the energy shortage raised the
spectre of supplying large quantities of water to various energy complexes;
water which would be taken from the headwaters of the Colorado River and be
of the highest quality possible. The challenge facing agriculture in the
@olorzdo River Basin is to minimize return flow while maintaining a productive
industry.

PROBLEM

The Colorado River Basin lies in the arid and semi-arid west and exem-
plifies the problems of production faced by irrigated agriculture in arid
areas. As irrigation was introduced to virgin lands and an irrigated agricul-
ture developed, leaching of salts from the soils occurred. As new irrigation
projects were developed, the return flows increased and the salinity loading
of the river increased due to two factors. The first, salt-loading, is due
to the mineral dissolution occurring in the soil profile. The second effect,
concentration of salts, is the result of the consumption of pure water through
evaporation and transpiration.

In the Colorado River Basin there are several irrigated valleys which
contribute large salt loads to the river. One of the largest of these is the
Grand Valley located in western Colorado. Irrigation started in the Grand
Valley in the 1880's and developed over the years until roughly 30,350
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hectares (ha) were developed for irrigation. Of the total developed land,
about 12,000 ha have been damaged due to salinization and urbanization.

As irrigation developed on the higher lands away from the river, excess
water from deep percolation, low soil hydraulic conductivity and a soil of
marine origin combined to destroy the productive capability of the land.

High water tables near the river contributed to the upward movement of water
which evaporated from the soil surface leaving a deposit of salt, thus taking
the land out of production.

Studies have been conducted in the Grand Valley since 1908 on methods to
alleviate the high water tables and restore the land to a productive state.
The most recent series of studies began in 1968 with the Grand Valley Salinity
Control Demonstration Project. In this study, seepage of water from the
canals and laterals in the demonstration area was investigated. The resulting
seepage data; along with hydraulic and hydrologic data for the region, were
used to estimate salt loading of the Colorado River due to irrigation in the
Grand Valley. Skogerboe : and Walker (75) found that the diversion of water
into the gana]s of Grand Valley's irrigation system amount to 27,420 cubic
meters (m°) of water diverted for each hectare under cultivation of which
10,050 m3 was spilled. They estimated a salt loading of 6.35x10% to 9.07x105
metric tons of salt annually from the Grand Valley. The salt originates in
the marine soils of the valley and in salt lenses found in the Mancos shale
which underlies this region. It is dissolved by percolation water from irri-
gation and seepage from canals and laterals and is carried to the river. The
final step in the investigation was to line portions of the canals studied
and again estimate losses due to seepage. From these data, the effect of a
program of canal lining was evaluated and estimates of the cost of control

were made.

On-farm water management practices were studied next. These studies
included installing drainage for salinity control and irrigation scheduling
to improve water management. It was believed that drainage would intercept
return flows from irrigation before they reached chemical equilibrium with
the underlying shale. Since concentrations of deep percolation beneath the
soil profile are about 3000 ppm salt while salinity levels leaving the shale
are as high as 9000 ppm salts, it was theorized that a significant reduction
in salt load could be made by intercepting the subsurface return flow before
it picked up additional salt from the underlying shale. Due to the low
hydraulic conductivities of the soil, the required spacings for the subsurface
drains are 30 meters (m). This means that parallel relief drains as a salin-

ity control measure are quite expensive (1).

Irrigation scheduling was investigated to evaluate the effect of supply-
ing water as needed to meet crop needs plus the required leaching fraction.
These studies indicated that, at the time of the study, irrigation scheduling
for salinity control had only a marginal effect because of poor on-farm con-
trol of water. However, irrigation scheduling was found to be essential in a
program of total water management in the valley which has as- its goal the
reduction of saline return flows- (81).



PROJECT OBJECTIVES

Previous studies conducted on methods of salinity control in the Grand
Valley assumed that the concentration of salt jn the subsurface return flow
was dependent of the volume of the return flow. This implied that any method
which reduced the volume of return flow would effect a similar reduction in
the salt load. The current study was designed to evaluate the validity of
this assumption. '

A total of eight objectives were outlined for this research project:

1. Evaluate the effects of various irrigation practices
and chemical quality of return flows.

2. Evaluate the effects of various irrigation practices on crop yields
and fertilizer requirements.

3. Demonstrate that improved farm management of irrigation water can
reduce the mineral content of return flows.

4. Demohstrate that improving the chemical quality of irrigation
return flows through better farm irrigation practices is profitable due to
increased crop yields and reduced fertilizer expense.

5. _ Provide a better understanding of the manner in which water quality
degradation takes place as a result of irrigation.

6. Develop recommendations regarding irrigation syStems, methods, aqd
practices which will minimize the chemical quality of return flows while main-
taining a good crop environment and maximum benefits from the consumed water.

7. Develop procedures for projecting the findings of this study to
basin-wide evaluations. » :

8. Provide useful information for future salinity studies concerned
with farm management. :

This particular report addresses -objectives 1, 3, 5, 7, and 8. An
accompanying report, “Potential Effects of Irrigation Practices on Crop Yields
in Grand Valley," will address the remaining objectives. The results of tbese
two reports were utilized in preparing the reports, "Evaluation of Irrigation
Methods for Salinity Control in Grand Valley" and "'Best Management Practices'
for Salinity Control in Grand Valley" under EPA Grant No. S-802985. The
results of this particular report regarding the methodology for soil moisture-
.chemistry simulation has been incorporated into an "Evironmental Planning
Manual for Salinity Management in Irrigated Agriculture" under EPA Grant No.
R-804672.

SCOPE

Before a valley-wide action salinity control program can be implemented
in Grand Valley, it becomes essential that salt load reductions occurring in
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the Colorado River can be predicted as a result of reducing subsurface irriga-
tion return flows by constructing physical facilities and improving water
management practices to insure that the program will be cost-effective.

In order to relate chemical quality to reduced subsurface return flows,
this particular study focused upon the adaptation and evaluation of a numerical
model which could be used to characterize the salt transport occurring in the
soils of the Grand Valley. A numerical model developed by Dutt et al. (24),
which is currently being used by the Bureau of Reclamation, USDI, was selected
for use in the study. The method of calculating the value of hydraulic con-
ductivity and diffusivity used in the difference equation of the soil-water
flow program was changed from that found in Dutt's model (24). Also, the
functional relationships used to calculate hydraulic conductivity and diffus-
ivity were changed. The soil-water flow and soil-chemistry data used in the
evaluation of the model were collected as part of an on-going study in which
the effect of irrigation on crop yields and salinity of deep percolation was
investigated.

The research was conducted on 63 research plots located on a 9.3 ha site
in the Grand Valley. Eight irrigation treatments, four crops, and two fertili-
zation treatments were used to generate the moisture flow and salt transport
data required to calibrate the numerical model. :

Once the evaluation was completed, the model was used to simulate a
series of hypothetical irrigation treatments. The irrigation schedules in the
hypothetical simulations used either 7- or 14-day irrigation intervals and a
depth of irrigation equal to the evapotranspiration in the interval plus a
leaching increment which ranged from 1% to 40% of estimated evapotranspiration.
The evapotranspiration for the simulations was estimated using meteorological
data collected in the Grand Valley in conjunction with the irrigation schedul-
ing program of the Agricultural Research Service (42). Data from these simu-
lations were used to evaluate the effect of the volume of return flow on the
concentration of ionic species in the soi] solution, both in the soil profile
and leaving the soil profile. If the soil solution became saturated with a
particular ionic species, then further salt pickup could be prevented as the

return flow moved over the shale bed.

Data from these studies were used to evaluate the effects of on-farm
irrigation water management on return flow quality and quantity. These results
could then be used in conjunction with the field data collected under the
Grand Valley Salinity Control Demonstration Project in order to predict the
impact of constructing new irrigation facilities and improved irrigation prac-
tices upon the salt load reaching the Colorado River. In turn, sufficient
field data has been collected throughout the Grand Valley under EPA Grant No.
S-802985 to allow the results found in the demonstration project area to be
expanded to valley-wide predictions. The final objective of the research
reported herein was to develop an irrigation return flow model (1ater referred
to as soil moisture-chemistry simulation) which can be used as a tool in
water resources planning and management.



SECTION 2
CONCLUSIONS

1. From the calibration of the moisture flow model using infiltration data,
water content profiles and storage change data, it was concluded that the
water flow through the soil profile could be adequately modeled for the Grand
Valley. Several modifications were made to Dutt's original program before the
above conclusion could be made.

2. The functions originally used to calculate hydraulic conductivity, K(e),
and soil-water diffusivity, D(e), in the model did not permit accurate compu-
tation of soil-water flux at water contents close to full saturation for the
conditions of this study. A functional relationship developed by Brooks and
Corey_(9) was used in the program to calculate hydraulic conductivity. The
fuqctton used in the model to calculate soil-water diffusivity was developed
using the Brooks-Corey (9) relationship for K(8) and the Su-Brooks (78)
relationship for the soil-water characteristic.

3. The method used to compute the average values of hydraulic conductivity,
K(e), and soil-water diffusivity, D(e), required to solve the difference form
of R1chgr§s' equation was also changed. The average values of K(e) and D(e6)
were'or1g1na11y computed using the average water content of the two nodes being
considered. The averaging in the flow model was modified so the conductivity
is now calculated by using the moisture content at each node and then the cal-
culated conductivities are averaged. The diffusivity is now calculated as an
integrated average diffusivity between thc water contents at adjacent nodes.

4, After making the changes described above, it was possible to predict
infiltration, water content distributions and changes in storage that agreed
satisfactorily with field measurements. Since the model assumed a homogeneous
profile, it was necessary to calibrate the flow model so as to incorporate

the variability of field properties into the simulations. The soil-water
characteristic was calculated as an average from water-content pressure head
data gathered through the entire depth of the soil profile in a small area of
the test site. This average characteristic was then used to calculate K(e)
and D(8) in the calibration simulations.

5. From comparisons of simulated and field data used in evaluating the
chemistry component of Dutt's model, it was concluded that TDS concentrations
were adequately modeled but that individual ionic species concentrations were
not. The simulations used to compare computed and field chemistry data were
made using field data for initial and bourdary conditions in both the chemistry
and flow models. Field data on the chemical composition of the soil solution
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extracted at a depth of 1.1 m for a 30-day period was used to compare with
calculated salt concentrations.

6. Comparisons of calculated and measured data indicate that the CaSO -CaC03-
Ca(HC03) system is not adequately modeled for the soils in the Grand Vglley.
The mode? computed calcium ions (Catt) concentrations at a depth of 1.1 m that
were greater than theoretical maximum values expected for this soil system. A
study of the CaS0,4-CaC03-Ca(HC03), equilibrium equations indicated that the
solubility product of Ca(HCO3)» calculated using ion activities was incorrect.
The solubility of calcium bicarbonate [Ca(HCO3)2] was then calculated based on
the partial pressure of carbon dioxide (COZ). A reasonably good agreement
between computed and measured total dissolved solids (TDS) was obtained using
a value of 7 milli-atmospheres (matm) for the partial pressure of CO2 in the
simulations.

7. Data for single growing season simulations using 7- and 14-day irrigation
schedules and 2%, 5%, 20%, and 40% leaching increments, coupled with data from
a 6-year simulation using a 14-day irrigation schedule and 20% leaching incre-
ment, indicate that the salt concentration of the leachate is independent of
the volume of leachate. TDS profiles calculated at the beginning and end of
the 6-year simulation show the concentration of salt in the profile below a
depth of 122 centimeters (cm), which is the bottom of the root zone in the
simulation, to be relatively constant.

8. Since chloride ions (C1-) are relatively inert in soils, C1- concentration
profiles were used to evaluate the calculation of salt transport by the model.
Concentration profiles for the hypothetical simulations indicate that salt
transport is modeled adequately at least on a qualitative basis.

9. Simulations were made for a winter condition which included the addition
of pure water. The C1- concentration profiles calculated from this simulation
show the effectiveness of pure water in reducing C1- concentrations. This
simulation also shows the necessity for properly accounting for precipitation
when computing leaching fractions based on C1~ concentrations. The simulation
shows that the leaching fraction would be overestimated if precipitation is

not included in the computation.

10. These studies showed that: the salinity concentration of the deep percola-
tion Tosses were independent of the volume of deep percolation, because the
concentration of salt below the root zone produces a saturated gypsum and 1ime
condition which is relatively constant. Groundwater chemistry data also show
that the concentration of salt in the cobble aquifer, although double the con-
centration of deep percolation immediately below the crop root zone, is still
relatively constant owing to the solubility limits of the major salts. Thus,
the salt loading due to irrigation return flow can be calculated from a know-
ledge of water balance for the Grand Valley. The reductions in salt loading
which reach the Colorado River will be directly proportional to reductions in
subsurface irrigation return flows (seepage and deep percolation losses).

11. The results of this study show that a strong emphasis should be placed on

achieving high irrigation application efficiencies in a salinity control pro-
gram for the Grand Valley in order to minimize deep percolation losses. Also,
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improvements in present irrigation methods and practices in the valley should

be sought that will result in more uniform irrigation applications. Consequent-
ly, advanced irrigation methods such as sprinkler or trickle irrigation, or
automation of surface irrigation methods, are highly desirable because of their
potential for more uniform irrigation applications while reducing deep percola-
tion losses. '

12. These research results can be incorporated into the detailed water budgets
(hydro-salinity model) for the Grand Valley Salinity Control Demonstration
Project, which in turn can be used in combination with the inflow-outflow
analysis for the entire valley, in order to predict the impact of any proposed
salinity control technologies upon the salt load in the Colorado River.

13. Based upon the results of this study and EPA funded research conducted in
Ashley Valley by Utah State University (93), it is expected that other irri-
gated areas in the Upper Colorado River Basin having soils derived from
erosion and weathering of the Mancos shale formation would also exhibit a
nearly constant salinity concentration of the deep percolation Tosses immedi-
ately below the crop root zone.

14. The soil moisture-chemistry model used in this study has general utility
and can be used in other irrigated areas. This model has been incorporated
into an "Environmental Planning Manual for Salinity Management in Irrigated
Agriculture" under EPA Grant No. R-804672.



SECTION 3
RECOMMENDATIONS

1. Although it has been shown that the groundwater (subsurface) return
flows to the Colorado River are in chemical equilibrium, this research was

not able to describe the higher level (second order) chemical reactions that
are taking place during the movement of water through the shallow groundwater
aquifer. To describe such complex phenomena will require the best expertise
available in the fields of soil chemistry and water chemistry. Such knowledge
would be beneficial in extending our capability to model and predict the
chemical changes occurring during the movement of subsurface irrigation return

flows.

2. These research results should be incorporated into the development of
best management practices for the Grand Valley. The effectiveness of each
proposed salinity control technology in reducing the salt load in the Colorado
River can now be evaluated using the results of this study.

3. A strong emphasis should be placed on achieving high irrigation applica-
tion efficiencies and more uniform irrigation applications in the salinity
control program for the Grand Valley to be implemented by the U.S. Bureau of
Reclamation (USBR) and the Soil Conservation Service (SCS). Advanced irriga-
tion methods, such as sprinkler or trickle irrigation, or automation of surface
irrigation methods, should be incorporated into the best management practices
because of their potential for more uniform irrigation applications while
reducing deep percolation losses.

4. These research results should be incorporated into the irrigation sched-
uling program presently being conducted by the USBR in the Grand Valley. The
irrigation scheduling program should make every attempt to minimize deep per-
colation losses through improved irrigation methods and practices, as well as
insuring that irrigation is terminated as soon as possible so as to maximize
the available soil moisture storage for winter precipitation.

5. The economic advantages to farmers in adopting more advanced irrigation
methods, such as sprinkler or trickle, should be documented in a style that

is meaningful to farmers. These irrigation methods have definite advantages
for reducing the salt loads reaching the Colorado River. Salt loads will be
reduced primarily because of significant reductions in deep percolation losses
early in the season. Increased fertilizer use efficiency resulting from
reduced deep percolation losses should also be included in this documentation.



6. The results of this study, and EPA funded research conducted in Ashley
Valley by Utah State University (93), show that other irrigated areas in the
Upper Colorado River Basin having soils derived from erosion and weathering

of the Mancos shale formation should be investigated to determine whether they
also exhibit a nearly constant salinity concentration of the deep precolation
losses immediately below the crop root zone. If this is the case, then the
development of best management practices for each irrigated area in the Upper
Colorado River Basin will be a much simpler task.



SECTION 4
EXPERIMENTAL DESIGN

STUDY AREA

The geologic formations throughout the Colorado River Basin were laid by
an inland sea which covered the area. After the retreat of the sea, the land
masses were uplifted and subsequent erosion has created the mountains and
plateaus as they are today. As shown in Fig. 1, the upper formations are
sandstones and marine shales which are underlain by the marine Mancos Shale
and the Mesa Verde formations. These formations occur in about 23% of
the basin in such locations as the Book Cliffs, Wasatch, Aquarius and Kaipar-
owits Plateaus, the cliffs around Black Mesa and areas in the San Juan and
Rocky Mountains. The Grand Valley was created by erosion, which cut through
the upper formations creating the valley in the Mancos Shale. This formation
is the main source of the salt contribution to the Colorado River. Due to
its marine origin, the shale contains lenses of salt which are easily dis-
solved as water moves over the shale beds. Water moving over and through the
shale originates as leakage from the canals, laterals and over-irrigation.
Since the overlying soil is derived from the shale, it is also high in salts
and contributes significantly to the salinity of return flows.

The desert climate of the area has restricted the growth of native vege-
tation, thereby causing the soils to be very low in nitrogen content due to
the absence of organic matter. The mineral soil is high in lime, carbonates,
gypsum and sodium, potassium, magnesium and calcium salts. Although natural
phosphate exists in the soils, it becomes available too slowly to supply the
needs of cultivated crops. Other minor elements such as iron are available,
except in areas where drainage is inadequate. The soils in the Grand Valley
are of relatively recent origin and contain no definite concentration of lime
or clay in the subsoil as might be expected in weathered sofls.

The climate is marked by a wide seasonal range of temperature with sud-
den or severe weather changes occurring infrequently. The ring of mountains
around the valley moderates weather changes but also contributes to the rel-
atively low annual precipitation of approximately 20 cm. Moisture is removed
from the air masses originating in the Pacific Ocean or Gulf of Mexico as
these air masses move over the mountains. Precipitation during the growing
season is minimal and comes from thunderstorms which develop over the western
mountains. The valley location, coupled with west to east valley breezes, pro-
vides some spring and fall frost protection resulting in an average growing
season of 190 days from April to October. Temperatures range as high as 40°C,
with summer temperatures normally in the middle to Tow 30's in the daytime

10



p—
—_

UNCOMPAHGRE UPLIFT

ORR: SON T -
bl Y]
EERLE NT] ”""h

sooul TAS : -
SHing o

/

V'S¢~

I\
< “AMPH®OLITE, ETC

"

% N FORMITY

T, _'(/u.c\o!‘/‘i’,\_, y I

i & & @& %y g 8. 3
. -

T DN
l"\ \-‘

e v ¢, TR _ \ " ‘w«{/{///////lﬁ{(ﬂ%//l///////////l/////l/l///m/é/é/n////

GRAND MESA

A —gfm CENOZOIC
RER. . 244 mm TERTIARY
B3 m (EOCENE)

7~ (PALEOCENE)

-~
883M L esozoc

(TR e Feedirs
)
// (CRETACEOUS)

j219m
T (JURASSIC)

~
cri-ma e :*."’\.v BSYONED 'I:‘;‘VIH“ XD EXXEXIXE 38m
; 2= l ATE _ SANOS TONE 4+ susans I%Sm (TRIASSIC)
!\,/:‘IIT\!\_.’“—I ’\/‘ / ’\!.m
AN LY LN \-‘\, \1:‘-
* S . PROTERZOIC

A
- . hot
MR 1] - wrd
) |

/ ~/ e
RS W WA
‘-' \"‘ \—| ! ‘!\ll,‘\ . -
ORMITY) Y, / ° 2798m

. taflane L - e
Tl s SIS T A AT N2 T L 2l ety suphiseTre,
PLAT NG i\-_.i,\/\'\. IS ,\/’ 5 v/ N3V seRanire ,agsus‘s')mrmoqu\f':.\scr (JNCONFORM(T
iy -~ ol - L) s -ty \ » > s - Ls >
e S N N N A N e
N L L) - N, o N -
T N 5 5% I\J\' ,‘\\.: ;l_"|l-\\;' \.\‘\,‘_I/_'/\/\!\ }T‘l\l\'.
v e T ’.’.\7’»/‘?’-.'.\\.“:\!_
ARCWEZOIC

Figure 1. Geology of the Grand Valley.



and about 20°C at night. Relative humidity is usually Tow during the growing
season, which is common throughout the semi-arid Colorado River Basin.

LOCATING A PROJECT SITE

The effects of an ancient sea are evident from the large amount of Mancos
shale prevalent in the area. Nearly all of the valley is underlain by this
shale at varying depths below the present shallow alluvial soil surface. The
shale is at or near the ground surface in the area along the north side of
the valley and along the south bank of the Colorado River. The lands along
the north side of the valley were considered desirable for a possible project

site (Fig. 2).

The site requirements for the project were quite restrictive. An area
of approximately 10 ha was required for the research plots and buffer zones.
The field had to be Tocated in an area such that all subsurface flows pres-
ently crossing the area could be intercepted and removed. A smooth, fairly
level topography over the farm land with slopes not exceeding 1% was necessary
for furrow irrigation to be used successfully. However, a drainage channel,
either natural or man made, was needed nearby and of sufficient depth to allow
the water removed by the subsurface drains to leave the area under gravity
flow. For construction purposes, a continuous layer of shale under?ying the
area at a depth of between 6 and 12 feet was required. Preferably the slope
of the shale would not exceed the slope of the ground surface.

The first step in the location procedure was to carefully study the aer-
ial photographs of the valley to locate fields of suitable size that were con-
tained in the desired area. Land lying above and below the Government High-
Tine Canal was considered. Virgin, as well as cultivated, lands were initially
considered; however, it was soon decided that, due to the lack of soil devel-
opment and the possibility of higher salt levels in the unfarmed lands, the
virgin lands would not be suitable for the study area.

Having thoroughly studied the photographs, a field survey of the area
was undertaken. Starting at the upper end of the valley, each field was
located and evaluated using the criteria previously mentioned. Many of the
possible sites were eliminated because they lacked suitable drainage outlets,
sufficient water supplies, or were too saline to grow the required crops.
Changes in land use since the date of the aerial photos also eliminated some
of the possibilities. Several possible sites were found during the field
survey that had not been evident on the photos. Following the field survey,
the sites which met the surface requirements were probed to determine the
depth to the underlying shale layer. This was accomplished using the Giddings
Soil Sampling Rig shown in Fig. 3. The Giddings unit consists of a small
gasoline engine which powers a hydraulic pump. The unit is capable of oper-
ating either a 4-inch screw auger or a 2-inch coring tube to depths of 8 m.
Since the primary interest at this time was in determining the depth to shale,
the 4-inch screw auger was used. These preliminary holes were dug mainly on
public rights-of-way such as in borrow pits or on canal banks beginning in
mid-March. The purpose of this was twofold: first, the severity of the winter
(one of the coldest on record in Grand Valley) did not allow access to the
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fields as early as planned; and secondly, contact with the owners was not
considered desirable until it could be ascertained that the field might be
suitable for this project. Initially, many of the sites were thought to be
suitable. However, as the drilling process was’ begun, it was soon discovered
that in most areas the shale layer was more undulating than had been expected.
Approximately 100 holes were drilled to depths ranging from 1 to 8 m before a
site was located.

Upon locating the site which was ultimately used, the process of mapping
the shale elevations in detail was begun. The field was staked using a stand-
ard 30.5 m by 30.5 m (100 ft by 100 ft) pattern. Using an engineer's level,
the ground surface elevation above mean sea level at each stake was determined.
These elevations were also used in preparing topographic maps of the area.

The depth to the shale layer was then determined using the jetting technique.
Since the shale is similar to a layer of soft rock material, the pipe, which
is being jetted into the ground, cannot penetrate the shale layer. Therefore,
by measuring the length of the pipe which entered the ground and subtracting
this from the ground surface elevation, the elevation of the shale layer can
be determined. The pipe is then removed from the ground and the process
repeated at the next station. The jetting technique is more accurate than
drilling because it is difficult to tell exactly when the shale is encountered
using a drill rig. Having completed the topographic maps of both the shale
and the ground surface, a preliminary design of the project was prepared.

This not only included a tentative layout of the plots, but also the tentative
location of the drains and the irrigation lines. Upon deciding that the site
was suitable, negotiations were begun on March 28, 1973, with the land owner
for a lease agreement.

DESIGN OF IRRIGATION AND DRAINAGE SYSTEMS

The intensive study area was constructed on 9.3 ha of land owned by
Kenneth Matchett. The farm is located north of the city of Grand Junction and
just below the Government Highline Canal. (Fig. 4). A natural waste channel
known as Indian Wash runs along the east boundary of the area, then turns to
the west and cuts diagonally across the top of the land which was used for the
study area (Fig. 5). The wash averages approximately 8 m in depth and is cut
into the shale, thereby effectively intercepting any subsurface flows origina-
ting in the lands above and seepage losses from the Government Highline Canal.

Water is supplied to the area by a lateral which is operated by the
Grand Valley Water Users Association. Because of this lateral, the required
acreage is divided into three fields instead of one as was originally planned.
However, having three fields does have the advantage of better accessability
to the plots. Also, there are four points of water diversion, thereby pro-
viding more flexibility in the supply of irrigation water.

The depth to shale over the fields ranged mostly between 2 and 4 m with
isolated areas as shallow as 0.4 m and as deep as 7 m. The deep areas were
not used for plots. The plane of the shale slopes to the southwest with some
undulation. However, it was possible to construct the system with all of the
perforated drain 1ines 1ying on top of the shale with only a minimum of
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excavation into the shale for the main outlet lines.

Having located a suitable site for the project and upon the closing of
the lease agreement, work was begun on the final design of the system. Since
the area was divided into three fields because of the lateral, the first prob-
lem was to lay out the plots to use the ground most effectively and to avoid
the areas of deep shale. The final drawings showing plot boundaries for the
three fields are shown in Fig. 6, 7, and 8. The reader should note that these
figures show the proposed boundary locations. The final curtain locations are
offset slightly because the curtains were attached to the trench walls. Also,
due to higher than anticipated construction costs, only plots 11, 12, 13, 14,
15, and 16 were constructed on Field I during the spring of 1973, with plots
1 to 10 being constructed during the early spring of 1974.

The plots on Field III which are 12.2 m (40 ft) wide and either 61, 91.5,
or 152.4 m (200, 300, or 500 ft) long were constructed to evaluate the effects
of long period contact with shale on the chemical water quality of subsurface
irrigation return flows. In these areas, the depth to shale ranges from 0.4

to 1.2 m (1.3 to 4 ft).

Plastic barriers were installed between each of the plots and "sealed" to
the shale as indicated in Fig. 9. A drainage line was installed across the
lower end of each plot as indicated in Fig. 10. Water applied to these plots
percolated normatly through the soil until it encountered the shale. The flow
path was then along the top of the shale until the drain was reached, which
collected and conveyed the water from the field to a collection box where
quality and quantity samples could be taken. The variations in plot lengths
allowed comparison of the change in water quality with the distance the water
traveled in contact with shale. These data were then compared with that col-
lected from the standard plots.

Drainage System

The drainage system for this project was unique in that the usual factors
of depth, spacing, and size of the drains were not the limiting constraints
in the design of the system. These factors were adequately met by the criteria
required for the plots. The depth of the drain was dictated by the fact that
the drain must be placed on the shale barrier (Fig. 9). The spacing and size
of the lines were limited by the plot size. In a 30 m by 30 m plot, the
greatest distance that water must travel to.a drain was 15 m and the drainage
pipe had the capacity to convey the water draining from such a small area.

The deciding factors in the choice of the type of pipe used for the drain
lines were ease of installation and cost. The fact .that a plastic curtain had
to be used to divide the plots (Fig. 9 and 10) pointed to the need for a pipe
that was easy to install because of congestion in the trenches, while the
large footage of pipe required that the material be low in cost. The new
plastic drainage pipe materials were found to fit both requirements. The
10-cm (4-in) diameter pipe came in 75-m (250 ft) rolls which made it easier to
install than short lengths of tile or cement pipe would have been. The price
for this material was 59 cents per m (18 cents per ft), which was considerably

less than the cost of clay or cement pipe.
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Originally, plans called for using polyethylene film for the membrane to
divide the plots. However, upon further research into the materials available
it was found the PVC vinyl was much better suited to the requirements of this
project. The PVC is much stronger than the polyethylene film with the same
thickness. The problem of connecting the sheets of material in the field was
also solved since the PVC material could be bonded together using solvent
cement, whereas the polyethylene had to be taped. Furthermore, the cement
bond on the PVC was much stronger and more water tight. After considering the
suitability and cost of the various materials, the decision was made to use
PVC vinyl membrane with a 10 mil thickness.

Selection of the proper gravel filter material for encasing the drain
Tines was possibly the key to the successful operation of the entire drainage
system. The soils in the project area are classified as Billings Clay loam,
which is a very fine-grained soil. The filter material surrounding the per-
forated drainage pipe had to be selected so that a minimum amount of these
fine materials would be permitted to pass through the filter and into the
drain line. Five gravel sources of sufficient volume were found in the valley:
(a) 2-cm (0.75 in) washed crusher waste; (b) 4-cm (1.5 in) washed crusher
waste; (c) pit run; and (d) two different sources of unwashed 2-cm (0.75 in)
crushed material. The pit run, or uncrushed, gravel in the Grand Valley con-
tained a large percentage of very large cobble rocks ranging from 15 to 30 cm
(6 to 12 in) in diameter. Samples were taken from each of the sources and a
standard mechanical analysis performed on each sample. After carefully com-
paring the particle size distribution curves of the filter material with that
of the soil, a 2-cm (0.75 in) unwashed crushed material located at the upper
end of the valley was selected.

The slope of the drain lines was dictated by the slope of the shale layer.
However, the minimum slope required to prevent salt accumulation was calculated
to be 0.5 m per 100 m. Whenever the slope of the shale exceeded the minimum
slope required, which was the case at most locations, the drain lines were
laid at the slope of the shale. When the slope of the shale was less than the.
minimum required slope, the trenches were excavated at a slope of 0.5%.

Since the only barrier between adjacent plots was the vinyl membrane,

when the drain line from one plot passed through the membrane it was in another
plot and, therefore, had to be a closed conduit to prevent water from moving
either in or out of the conduit. Original plans called for a pipe of reduced
size to be used to carry the water from each plot to a centrally located water
monitoring station. After considering the total length of pipe required and
its cost, the use of a number of smaller monitoring stations was found to be
the most desirable method.* Since the Indian Wash waste channel runs close to
the east boundaries of Fields I and III, a number of control box structures

were used along the wash.

The location of Field II presented a different problem. A system for
using concrete manholes was developed to cope with this problem (Fig. 11).
By setting the base and the outlet of the manhole below the grade of the incom-
ing drain lines, as shown in Fig. 11, the water entered the manhole and fell
freely to the floor. This free outfall made it possible to collect both qual-
ity and quantity samples of the water being removed from each plot. The water
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then entered a 15-cm (6 in) diameter pipe which collected the water from each
manhole and transported it to Indian Wash. The use of the manholes eliminated
the need for several miles of pipe. The manholes chosen for use were standard
concrete sewer manholes 122-cm (48 in) in diameter, which provided ample room
in which to conduct the sampling procedures.

Irrigation System

The furrow method of irrigation was used in the study area. Due to the
nature of this study, the delivery system used had to meet certain requirements,
which included: (a) the water applied must be accurately measured; (b) tail-
water runoff must be minimized or eliminated; (c) the water application must
be carefully controlled; (d) there must not be any water applied to the plots
that is not measured including seepage losses, leakage, or water running from
the plot above; and (e) flow rates in the furrows must be small due to the
short length of run (30 m). The delivery of water to each plot with zero
losses required.that a system of lined or closed conduits be used. A network
'of lightweight aluminum gated pipe was found to be ideally suited to this
purpose. ’

The system was designed so that a line of gated pipe was laid across the
upper end of each plot. Since none of the fields were more than four plots
wide, the ability to water one plot on each line per day allowed a complete
irrigation every four days, which was more than sufficient. Calculations from
previous studies conducted by the authors showed that a flow rate of 4 Titers
per minute (1/m) [1 gallon per minute (gpm)] in each furrow was adequate for
runs of 30 m. Using row spacings of 75 cm (30 in), which are fairly standard
in this area, a total of forty furrows on each pipeline could be irrigated at
once. Therefore, the design capacity of the system in liters per minute '
equaled forty times the number of lines served. It was found that 15-cm (6-1n)
diameter pipe was needed for the gated pipe lines since pipes of smaller
diameters have a tendency to leak around the gates. Supply lines of 20-cm
(8-in) diameter were required to carry the needed flows under the available
hydraulic head.

The ability to control the flow rate entering each line of gated pipe
from the main supply line was very critical. This was accomplished by using
a hydrant valve assembly to connect the gated pipe to the supply line as
shown in Fig. 12. A "butterfly" valve placed immediately downstream from each
turnout was used to control the amount of head available at the hydrant.

Flow Measurement

!

The accurate measurement of the irrigation water applied to each plot
was of utmost importance. This measurement also posed one of the more diffi-
cult problems encountered on this project. * During the first year, the flow
rate into each furrow was determined volumetrically using a 2-1 (0.5 gal)
container and a stop watch. While this method was highly accurate, the time
needed to perform this task for approximately 400 to 500 furrows daily became
enormous.
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Figure 12. Irrigation system control valves.
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Prior to the 1974 irrigation season, flow measurement structures were
constructed. As mentioned earlier, a 20-cm aluminum main line was used to
deliver water along one side of each field. At the upper end of a series of
plots, a combination control valve and riser were used, with the water dis-
charging from the riser into a weir box. The weir box contained a gravel-
filled screen which reduced the flow turbulence. The water then passed over a
30° V-notch weir which had been rated. After flowing over the weir, the
water discharged into a lateral of 15-cm gated pipe which conveyed the water
across the top of a series of plots (usually four). This system of flow
measurement is illustrated in Fig. 13.

CONSTRUCTION OF PLOTS

After completing the design and obtaining the materials, construction on
the drainage system was begun on May 9, 1973. In order to gain experience in
handling the plastic curtains, the 12 m by 30 m plots in the shallow portions
of Field III were undertaken first. A small bucket type wheel trencher was
used in this shallow area. The trench was dug so that the bottom was slightly
below the top of the shale layer. The loose material in the bottom of the
trench was removed by hand to provide a smooth flat surface. The curtain was
then secured inside the trench. Sufficient curtain material was left at the
bottom of the trench to be laid across the trench floor and covered with the
moist clay soil. Workmen compacted this soil to "seal" the plastic curtain
to the shale layer. The trenches were then backfilled, making certain that
the curtain remained in place. Two large hydraulic crawler backhoes were
required to excavate the deeper trenches. Since most of the trench work was
to depths of 2 to 5 m, the trenches had to be "shelved" so that the top was
much wider than the bottom in order to prevent the banks from caving.

To obtain the proper grade to the trenches, lines of hub stakes were set
ona3m (10 ft) offset from the center line of the trench. The elevation of
the hubs was then determined using an engineer's level. A grad rod, consisting
of two boards, a hinge and a carpenter's level, as shown in Fig. 14, was used
to determine when the trench had been excavated to the proper depth. The
trenches were cut 15 cm (0.5 ft) below the depth specified for the drain
invert placement. This was necessary to provide for a clay layer of 7.5 cm
(0.25 ft) on top of the curtain and a 7.2 cm (0.25 ft) layer of gravel filter
material underneath the drain. After placement of the 10-cm diameter plastic
drainage pipe, additional gravel was placed on the sides and over the top of
the pipe to ensure that the drainage pipe was completely surrounded with the
gravel filter.

Upon completion of the trenching operation, wooden stakes were driven
into the side of the trench at the elevation of the invert of the drainage
pipes (Fig. 15). The plastic curtain was then laid in the bottom of the trench
and a strip about 30 cm wide along the bottom edge covered with compacted clay
soil. The entire curtain was coiled and placed on the floor of the trench as
shown in Fig. 15. The gravel and pipes were then laid into position with the
gravel completely surrounding the pipeline. Upon completion of the drain
installation, the curtain was then unrolled upward from the bottom of the
trench (Fig. 16) and secured to the wall of the trench, opposite from the soil
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(a) Watering of corn plots using gated pipe.

_ gt 4':;
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(b) Measurement of water applied to the plots using a V-notch weir.

Figure 13: Flow measurement structures containing 30° V-notch weir for
measuring quantity of irrigation water applied to each plot.
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Figure 14. Pictures showing use of the grade rod.
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Figure 15. Placement of grade stakes in trench.

Figure 16. Placement of rolled curtain on the trench floor.
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bank, using large nails (Fig. 17). A means of supporting the curtains across
the open ends of the trenches while completing the backfilling operation was
needed. This was accomplished by suspending the curtain with baler twine

which was connected to wooden stakes driven into the wall of the trenches as
shown in Fig. 18. This method also provided a means of holding the curtains

in position during the glueing operation.

The drainage lines, used to convey the water from the plots to the mea-
suring stations, had to pass through the plastic curtain upon leaving the plot.
Since this required making a hole through the curtain, a possible point of
leakage of water between plots was introduced, which had to be sealed. This
was solved by glueing another piece of PVC material around the hole through
the curtain and allowing it to extend perpendicular to the curtain, forming
a "boot" around the pipe (Fig. 19). By wrapping this boot around the pipe and
securing it with plastic materials, a virtually leak-proof seal was formed.

Whenever possible, the pipes running from the plots to the measuring
stations were installed using a continuous section of pipe. However, this
was not always possible since the distance was sometimes greater than 75 m
(250 ft). In standard drainage systems, a water-tight conduit i$ not needed;
therefore, the couplers used with the Certiflex pipe are not water tight.
When water-tight joints were required, the couplers were coated with a tar-
1ike asphaltic mastic that completely sealed the joint.

The backfilling operation was performed in much the same manner as on
the 12-m plots except that the deeper trenches produced much larger soil banks.
This larger bank required that a D-8 dozer be used to backfill the trenches.
The curtain was again held in place by a workman until the fill dirt was in
place. The corner areas of the plots, where the curtain was exposed from
all sides, presented a special backfilling problem. Unless dirt was evenly
deposited on all sides of the curtain, the weight of the soil would tear the
curtain material. The use of a small tractor-mounted backhoe proved very
successful for this purpose. A laborer assisted in the careful placement of
the backfill material against the curtain. The dirt was placed carefully on
all sides until the curtain was completely buried. The remainder of the
trench was then filled using the dozer.

INSTALLATION OF VACUUM SOIL MOISTURE EXTRACTORS

To aid in modeling the ground water and salt movement in the soil, data
were required on the total flux of solute and soil solution leaving the root
zone, as well as that Teaving through the drains. Since the root zone is an
unsaturated zone, the soil-water is under suction and a vacuum is required to
collect a soil moisture sample. This can be accomplished by applying a vacuum
to a ceramic tube which has been isolated from the total soil mass by a box
which is open only to percolation from the ground surface. The total flux of
soil-water can be collected and measured. Knowing the vertical contribution
of flow, a more accurate water balance can be computed for the entire ground-
water system. Sources of salt contribution are also more accurately identi-
fied by knowing the solute concentration leaving the root zone. The vacuum
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Figure 18. Sealing the PVC curtain at corners.
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Figure 19. Method of sealing the curtain around the drainage pipe.
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lysimeter used in this study was patterned after the equipment developed by
Duke and Haise (21).

The equipment represents an extension of the techniques used for on-site
collection of the soil solution described by Reeve and Doering, (67) and Brooks
et al. (8). The early studies simply used porous ceramic cups connected to
vacuum lines. The intent of these investigators was to extract soil water at
various depths to investigate soil salinity variations with depth. Since ’
total flux was not being measured, the pan required to collect percolating
water was not required. In the current application, the cups were replaced
by a 135-cm (4.5 ft) "string" of porous ceramic tubes which were enclosed
within a pan. These "strings" were made by joining four 30-cm (1 ft) long by
1.27-cm (0.5 ft) diameter tubes with 5 cm pieces of polyethylene tubing. Glue
inside the tubing and clamps on the outside insured that the joint would not
leak when a vacuum was applied [Fig. 20(a)]. Each "string" had a fitting on
each end which was used for connecting the tubing needed to collect samples
and to flush the ceramics with chemicals in order to prevent the growth of
microorganisms. The ceramic strings were treated with 0.1 N hydrochloric acid
and flushed with deionized water prior to being installed for use in the field.

Two ceramic strings were placed in each lysimeter pan which was construc-
ted of sheet metal and measured 150 cm long by 12.7 cm wide and 17.8 cm deep.
When ready for installation, the ceramics were placed in this pan and covered
with soil. The candles were placed 5 to 8 cm above the bottom of the pan so
that they were surrounded by soil. The soil was mounded above the upper edge
of the pan. :

A heavy gauge rectangular rubber pillow was glued to the bottom of the
pan. Inflating the pillow after installation of the unit in the field pushed
the pan up against the soil above it and the mounded soil ‘in the pan ensured
a positive contact between the lysimeter and soil matrix above. A schematic
of a completed lysimeter pan is given in Fig. 20 (b). Four pan lysimeters
were placed in each of two test plots. They were located at the corners of
a 3(m)by 4 m rectangle which had been centered in the plot as shown in Fig.

- 20 (c).

The pan lysimeters were installed during the construction of the test
plots. First, a rectangular pit (3m by 4.5 m by 1.5 m) was excavated in the
center of the plot. Then, holes to house the lysimeter pans were augered
into the sides of this pit roughly 1 to 1.3 m below the ground surface. These
holes were augered using a hydraulic ram (Fig. 21) which was mounted on a
steel frame. The ram was then used to push a box-shaped bit into the soil
which formed a shaped hole the size of the lysimeter pan (Fig. 22). After
the four holes were shaped and the pans inserted, the flush lines, air pillow
lines, collector lines, vacuum lines and collection bottles were placed two
to a well, which was 0.6 m in length and made of 30-cm diameter plastic pipe.
Various sizes of polyethylene and plastic tubing were used to make the con-
nections of the lysimeter pans to the collection bottles, to the vacuum unit,
to the flushlines and to the air supply. Vacuum, air, flush and dump lines
running to the edge of the test field were housed in 3-cm polyethylene tubing.
After completing the installation, the site was backfilled.
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Figure 21. Hydraulic ram used to auger and shape holes for lysimeter pans.

Figure 22. Construction of lysimeter pans.
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Vacuum was applied continuously to the ceramics and samples were collec-
ted weekly or more frequently as required. The proper operating vacuum was
attained by using two tensiometers; one placed in the lysimeter pan and one in
the soil at the same depth in a region close to the pan. The vacuum was then
adjusted so approximately the same soil suction was present on each tensiometer

The ceramic strings were connected to a 4-1 (1-gal) jar which collected
and held the soil solution between sampling periods. There were collection
bottles for each pan. The 4-1 (1-gal) jar was connected to a vacuum Source
located at the edge of the test field (Fig. 23). A vacuum unit (Fig. 24)
consisted of a vacuum pump, vacuum tank, manometer and pressure switches to
control and maintain the vacuum in the collectors. One vacuum unit was used

to run a set of four pans.

TREATMENTS

Crops

The agricultural industry in the Grand Valley is comprised mainly of
fruit crops, pears, peaches, cherries, and field crops such as corn, small
grains, sugar beets, alfalfa, and other hay crops. The crops selected for use
in the experiment were corn, alfalfa, wheat, and a crested wheat grass. These
were selected because they represent the predominant crops and require a min-
imum amount of special equipment for production. The alfalfa was planted as
@ permanent stand in Field I (Fig. 6), corn was planted in Field II (Fig. 7),
and wheat in the horth one-half of Field III (Fig.‘8). The south one-ha}f of
Field III was planted with a permanent stand of Jose Tall Wheat grass.

Fertilization Treétment

The fertilization treatments were designed to ensure a good stand of the
crop and to evaluate nutrient losses due to excess irrigation. After an
initial fertilization to establish the crop, the alfalfa received no additional
fertilizer. The wheat crop received the recommended quantities of nitrogen,
potassium and phosphate based on a nutrient analysis of the surface soils in
the test area. The recommendation was based on a yield goal of 32.656 mg/ha
for wheat and comes from the Colorado State Publication, "Guide to Fertilizer
Recommendation in Colorado" (51). The Jose Tall Wheat grass in Field 1II-S
received a uniform application of fertilizer based on soil analysis and yield
goals found in the fertilizer guide.

The corn test plots received fertilization such that two levels of nitro-
gen were achieved in the soil. The goal was to achieve an equivalent of
either 100 ppm nitrogen or 50 ppm nitrogen in the surface soils on a plot.

To do this, the surface soils were analyzed for nutrients and then, based on
existing nitrate levels, one-half of the plots was selected to be fertilized
to 50 ppm nitrogen, while the other one-half was fertilized to 100 ppm nitro-
gen. By using the approximation (51) that 10 ppm nitrogen is roughly equiva-
lent to 40 kg/ha of nitrate-nitrogen in the top 30 cm of soil, the nitrogen

required to achieve a specified fertilization level was computed. The potas-
sium and phosphate fertilizations were based on the surface soil analysis and
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Figure 23. Housing for vacuum units.

Figure 24. Vacuum units.
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recommendations found in the fertilization guide [Ludwick and Soltanpour (51)].
The treatment design was random in that no specific pattern of plots within
the test area was chosen for the fertilization treatment.

Irrigation Treatment

- The irrigation treatments were developed based on the levels of depletion
and replenishment of available water in a plot. The available water, as used
in this stgdy, was defined as the soil water stored betwgen 33 kilopascals (kPa)
and 1.5x10° kPa. The water content at 33 kPa and 1.5x103 kPa was computed as
a percentage of the dry soil weight. The levels of depletion selected were
70% and 50% of available moisture. Four levels of replenishment, 75%, 100%,
150%, and 200% of the depleted moisture were used. This resulted in a total
of eight irrigation treatments. Specific irrigation treatments assigned to a
plot depended on both plot location and fertilizer treatment. For operation
purposes, replicate plots were irrigated using the same schedule. This meant
that replicates could not be supplied by the same lateral.

In Field I, the irrigation treatments were replicated because there were
sixteen test plots. The plot assignments were made based solely on the oper-
ational requirements. In Field II, all eight irrigation treatments were replj-
cated four times, twice on the plots containing 50 ppm nitrogen and twice on
those plots containing 100 ppm nitrogen. This design used all available test
plots in Field II. Field III-N contained only ten plots and each irrigation
treatment was used once. Two treatments were replicated using the remaining
plots. The plots in Field III-S were used to evaluate the pickup of salts by
water moving over the shale layer. The irrigation treatment for. these plots ‘
was different from the rest of the research area. Irrigation water was applied
when the crop required moisture and was run for either 24 or 48 hours on a plot.

Initiation of Irrigation

Since the design of the irrigation treatment was based on depleted soil-
water, a method was established to monitor this depletion. Because of the
large number of test plots, it was impossible to monitor all plots for their
existing water content. Plots having the same irrigation treatments were
paired and one plot of each pair was monitored for depletion. Monitoring was
accomplished using a neutron probe. The decision to irrigate was based on the
depleted water computed as the difference between the 33 kPa water content
(field capacity) for that plot and the existing water content. Depletions
- were computed from graphical plots of soil moisture with depth, using a plan-
imeter to measure the area on the curves between the field capacity moisture
and the existing moisture profile. Once a monitor plot was depleted to the
desired level, both plots were irrigated.

DATA COLLECTION AND INSTRUMENTATION

Data needed as input to the model and for use in calibrating the model
were collected. This included irrigation depths and timing, soil-water stor-
age, soil-water fluxes, drainage, chemical.ana1ysis of soil-water, evapotran-
spiration data and chemical analysis of soil profiles. Other data needed to

40



extend the results of this report to predicting changes in salinity of sub-
surface irrigation return flows in the Grand Valley Salinity Control Demon-
stration Project area and the entire Grand Valley are presented in Section 8.

Irrigation

The depth of irrigation for a specific plot was computed based on the
assigned irrigation treatment and the available moisture on the plot. After
the decision to irrigate was made, the irrigation was scheduled as soon as
practicable. Irrigation water was delivered to the plots via 20-cm aluminum
pipe strung along one edge of a field. From the 20-cm line the water came up
through a riser into a weir box containing a 30° V-notch weir; where the flow
was measured. After flowing over the weir, the water dropped into a lateral
of 15-cm gated pipe which conducted the water to the upper end of the plot.
Plots were isolated by constructing an earthen berm around the perimeter of
each plot. As a practical matter, the rate and duration of flow for an irri-
gation treatment were specified for a plot prior to initiating the irrigation.

Soil Moisture Measurements

Soil moisture measurements were required to monitor moisture levels for
jrrigation, compute water stored with each irrigation and estimate soil
hydraulic properties. These measurements were made gravimetrically and with
neutron attenuation equipment, see van Bavel et al. (87).

Neutron probes used in the study were field-calibrated to the soils and
access tubes used in this project (87). Neutron access tubes centered in each
quadrant (4 tubes per plot) of all the test plots were used to establish an
average moisture profile. Neutron readings taken at 6 in intervals beginning
at 6 in.below the soil surface over the entire soil depth were taken in each
quadrant of a plot and then averaged to give a single profile. A count inter-
val of 0.5 min per reading was used instead of the 1 and 2 min counts usually
preferred. Rogerson (72) found that for practical purposes 0.5 min counts are
adequate for probe systems with 100 millicuries (mc) Americium-Beryliium (AmBe)
sources, which were the sources used in this study. Moisture profiles of each
plot were made the day before irrigation and four days subsequent to an irri-
gation with the difference in moisture profiles being the water stored from
that irrigation.

Vacuum Extractors

Data on the total flux of soil solution leaving the root zone was gathered
using two sets of vacuum extractors developed by Duke and Haise (21). Since
the root zone is generally a partially saturated zone, the soil water is under
suction and vacuum is required to extract it from the soil. The vacuum was
applied through a ceramic tube that was isolated from the total soil mass by
a box that could only receive percolation from the ground surface.

Four lysimeter pans (comprising one unit) were placed in each of two test
plots in Field II and located at the corners of a 3 m by 4 m rectangle centered
in the plot as shown in Fig. 20. The pans were installed during the construc-
tion of the test plots and were connected by polyethylene tubing to control
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units housed at the edae of Field II. The polyethylene tube was used to supply
vacuum, air pressure and provide dump lines to collect accumulated samples. '

Extracted water was held in 3.9 1 jars buried in wells in the test plots which
were emptied as required. Each pan was equipped with a separate collection
bottle.

The control unit consisted of a vacuum pump, vacuum tank, manometer and
pressure switches to control and maintain the vacuum at a specific level on
the ceramic tube. One vacuum unit was used to run a set of four lysimeter
pans. MWater samples collected were used to estimate total flux below the root
zone and as samples for water quality analysis.

Drainage

The collection boxes for the drains from Fields I and III-N were located
in Indian Wash on the east side of the test area. These boxes were compart-
~ mentalized (one drain per compartment) and fitted with 30° V-notch weirs )
discharge from each drain could be measured. The depth and duration of flow
were measured. The drains were checked daily and depth of flow was measured
twice each day if flowing. The drains from the plots in Field II and their
outfall in the manholes in Field II also were checked each day and flows were
measured twice each day as required. Water for quality analysis was collected
at the same time that flows were being measured. -

Evapotranspiration

A weather station consisting of a Class A evaporation pan, a tipping
bucket rain gage, an anemometer, a recording hygrothermograph, two grass
lysimeters and a pyranometer were located in Field I1I-S for use in evapo-
transpiration studies. These instruments provided daily values of humidity,
max imum and minimum temperature, net daily solar radiation, evaporation from
free water surface, rainfall, and daily evapotranspiration from a well-watered
grass. By using the pan evaporation and a crop coefficient (84), the daily
loss of soil moisture was estimated and used in scheduling irrigations.

The grass lysimeters consist of a 1.2 m by 1.2 m by 0.5 m box containing
a layer of coarse gravel covered by a layer of soil on which sod was grown.
Water was supplied to the sod in the box lysimeter from a reservoir. A con-
stant water level was maintained in the sod box using a float valve. The drop
in water level in the reservoir supplying the sod box was recorded using a

water stage recorder. :

Soil and Water Chemistry

Soil chemical profiles were determined annually for each plot by taking
soil samples at 30-cm intervals through the first 1.8 m of the profile and
then at 60-cm intervals from 1.8 m until shale was encountered. Within each
plot, samples were taken from the center of the upper and lower one-half of
the plot, composited by depth, and prepared for laboratory analysis.

In addition to the water samples gathered from.the vacuum extractor and
drains, water samples were taken daily from the irrigation supply lateral for
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chemical analysis. Analyses conducted by the project laboratory included
determinations of pH, electrical conductivity (EC), total dissolvgd solids
(TDS), and the concentration of the following ions: Calcium (ca’™), Magnesium
(Mg**), Sodium (Na‘*), Potassium (K*), carbonate (C03~), bicarbonate (HCO3-),
chloride (C1-), sulfate (S04™), and nitrate (NO;~). Additional chemica?
studies were done at the Colorado State Universigy Soil Testing Laboratory to
determine soil texture, percent of organic matter, lime, total nitrogen,
cation exchange capacity, and concentration of gypsum in the soils in the
study area.

Soil Properties

Soil-water characteristic curves for the research plots were developed
from undisturbed soil samples using a pressure plate apparatus. Two undis-
turbed samples were taken at 30-cm intervals through a 2.1-m soil profile.
New samples were taken for use with each value of pressure used to compute -
the characteristic curves. Fourteen values of moisture content were averaged
at_each value of pressure head (ranging from 29 cm of water pressure to 1.5x
103 kPa) used to construct the characteristic curves. Saturated flow through
short columns of undisturbed soil and values of hydraulic conductivity from
previous studies (1) were used to estimate saturated hydraulic conductivity.
Bulk densities for the soil in the research area were calculated from the
dried soil samples used to develop the soil moisture characteristic curves.
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SECTION 5
SOIL MOISTURE AND SALT TRANSPORT MODELS

Salt transport studies should include not only a consideration of the
movement of salts or dissolved constituents, but also the displacement of the
solvent as well. Biggar and Nielsen (3) have stated that "such considerations
become particularly important in irrigated agriculture when it is desirable to
know the concentration and location of a dissolved constituent in the soil
profile, the reactions of constituents with each other, and the soil matrix
during the displacement and transport of water and solutes to plant roots."

The research described in this report considered salt transport and
solution displacement. A field study was conducted in the Grand Valley of
Colorado where data were collected to calibrate a numerical model which
describes the salt and solvent transport process occurring in the soils in
the Grand Valley.

To meet the objectives of the research, the solution flow segment of the
mode] simulated transient one-dimensional infiltration and redistribution,
and evapotranspiration by crops. The boundary condition in the field at the
soil surface was that imposed by intermittent irrigation from a gravity sys-
tem. It was also required that the model calculate the dissolution and pre-
cipitation of salts and cation exchange of ions commonly found in soils and
compute the transport of these ionic species in response to the solution
displacement computed in the solution flow segment. In the remaining portions
of this section the literature pertinent to each of the components of the
model is reviewed.

SOLUTIONS OF WATER FLOW EQUATION

The equation describing the vertical flow of water in soils is

36 3 3H
- T K(e) E + S (])

where 6-is volumetric water content, t is time, z is depth, H is piezometric
head, and K(6) is hydraulic conductivity as a function of water content. This
formulation without the sink term is attributed to Richards (70) and is com-
monly called the Richards' equation. The equation is valid for flow in
saturated and unsaturated flow regimes. Water is added or subtracted from

the soil at "points" in some problems and a sink or source term (S) is used

to handle these cases. Many investigators have found it more convenient to
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write Equation 1 with 6 as the dependent variable, a form known as the water
content form, i.e.,

30 .3 30 |, aK(e)
ot 3z [ D(e) 3z ] * 9z +S (2)

where D(6) is the diffusivity. (However, the water content form is applicable
to par?ia]]y saturated flow only because D(e) is not defined in saturated
soils.

Analytic Solutions to Richards' Equation

Analytic solutions have found considerable application as tools for inves-
tigating and understanding particular aspects of flow phenomena. However,
they have a very limited applicability for direct use in this study because of
their lack of generality imposed by limiting assumptions. These assumptions
are not generally satisfied in the field problem of interest in this research.
The analytic solutions do, however, play a role in model studies because they
provide a standard for comparison against which numerical models can be checked.
It is for this reason that several solutions for one-dimensional flows are
described briefly.

Few exact solutions to the Richards' equation exist due to the nonlinear-
ity of the equation. The water content form of the equation for horizontal
and vertical infiltration has been studied extensively, experimentally and
mathematically. Philip (65), Brutsaert (13,15) and Parlange (62,63) have
developed analytic solutions for Richards' equation.

Philip (65) developed numerical solutions for horizontal imbibition and
vertical infiltration of water. For vertical infiltration, the solution is
given as an infinite series

2= 1 f,(0) tV2 (3)

n=1

where Z is depth to a particular water content, t is time. The coefficient
fo(8) is calculated from a knowledge of diffusivity and conductivity functions.

Brutsaert (13,15) also used Richards' equation which had been transformed
into an ordinary differential equation using the Boltzmann transformation to
arrive at his solutions. He developed functional forms for the conductivity
and soil moisture characteristic and substituted an approximation for the
transformed terms on the right-hand-side of the equation. He was then able
to integrate the equation and arrive at an analytic solution for & versus
depth. ‘

Parlange (62,63) transformed the water content form of Richards' equation
into an equation with Z as the dependent variable and approximated the water
content profile by integration while neglecting the unsteady-state term. The
unsteady-state term was calculated using this approximation and was reinserted
into the differential equation which was then integrated to derive a second
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approximation (52). Numerical comparisons of water content profiles calculated
using Parlange's method with Philip's analysis were quite good as was Brutsaert's
comparison for cumulative infiltration.

Gardner et al. (33) developed an approximate solution to the Richards'
equation for redistribution behind a wetting front. By assuming functional
forms for conductivity and diffusivity as power functions of water content,
and assuming that the matric potential is proportional to exp(-Be), where B is
a constant, they solved the equation by separation of variables with the solu-
tion assumed to be of the form 6 = T(t)Z(z) where t is time and z is depth.
Solutions were given for cases of redistribution with and without gravity terms
included, and good agreement was attained between the theory and experimental
results for stored water and drainage from column studies.

Numerical Solutions to Richards' Equation

Because the complexity of the flow system often makes an analytic solution
to the Richards' equation impossible, recent investigators have turn to numer-
ical methods to study flow systems. The object of a numerical method is to
solve a differential equation using an equation which approximates the original
equation. Numerical methods to solve Richards' equation were developed many
years ago (44), but only with the advent of high speed digital computers did
they become feasible as a method to solve complex problems. Currently, finite
difference techniques are probably the most widely used numerical method. The
finite element method and dynamic simulation languages have been investigated
and, due to their versatility, will probably gain more acceptance in the future.
A finite difference technique was used in this investigation to model soil-

water flow.

When using finite differences, the derivatives in the equation are approx-
imated by Taylor series expansion of the dependent variable as a function of
the independent variable. Depending on the expansion used, the differencing
is known as a "forward-difference," "backward-difference," or "central-
difference." When the function f is expanded into a Taylor series about x in
the positive direction, f(x+ax), the expression for df/dx is

+ -
df - Fe2)-T(x) 4 o(ax) (4)
where o(4x) represents the remainingterms in the series. The forward approx-
imation for df/dx is given by dropping the o(ax) term. The backward approx-
imation is derived in the same fashion as the forward approximation except
that the function is expanded in the negative direction f(x-aAx). When the
Taylor series expansion for f in the negative direction is subtracted from the
Taylor series for f in the positive direction, the resulting expression is the
central-difference approximation for the derivative. A geometrical interpre-
tation can be given to these differences. The approximation can be represented
by the slope of the line connecting the two values of the function used to
describe the difference. If the approximation of the function is being made
at a point x, then the "backward-difference" is represented by the slope of
the line between x and x-Ax. The "forward-difference” is represented by the
slope of the line between x and x+Ax, and the "central-difference" is
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represented by the slope of the line between x-Ax and x+ax. Approximations
for both first and second derivatives can be made using Taylor series '
expansions.

To apply a numerical technique, the algebraic equations which approximate
the differential equation are solved at a series of points or nodes which
denote the time and space domains. For instance, in one dimension, domains
are represented as a rectangular grid system with the indices i and j (Fig.
25) denoting the principal axes of the system. The j index indicates the time
domain and the i index corresponds to the space domain.

j ———7——-

Figure 25. Grid system used for one-dimensional finite differencing.

The difference equations for the nodes between the boundaries, along with
the equations for the boundary conditions, create a system of n algebraic
equations in n unknowns. The series of algebraic equations used to approxi-

mate the Richards' equation in one-dimension form a tridiagonal matrix for which
many solution schemes' have been developed (69).

The solution techniques which have been developed are classified as
either implicit or explicit. The implicit methods solve the equations simul-
taneously for each new time interval using a value of the variable at each
node from the previous time interval. The implicit method provides a stable
but not necessarily accurate solution regardless of the size of the time
interval used to advance the solution.

Because of the approximation, the unknown in the "forward-difference"
equation is given explicitly in terms of three known values for a previous
time step. Thus, the terminology explicit arises and the solution is capable
of being marched forward in time. For this technique to be convergent and
stable, the time increments can be no larger than one-half the square of the
space increments (69). In many practical situations this criterion can be
very restrictive and can require large amounts of computer time for very short
simulation periods. However, it also requires less storage than implicit
techniques and solution methods for problems in subsurface hydrology, the
reader is referred to Remson et al. (69).

One of the earliest and most widely known numerical solutions of the
Richards' equation was developed by Hanks and Bowers (37). They solved the
pressure head form of the equation, including a gravity tem, for infiltration
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into a layered soil using a Crank-Nicholson numerical technique. They con-
sidered the critical part of the solution of the system of difference equa-
tions to be the selection of the hydraulic parameters, K (conductivity), and C
(specific moisture capacity), and At, the time interval. The parameters K and
C were considered constant for a given time interval but were allowed to vary

with time.

The time interval varied and was dependent upon the infiltration of a
constant volume of water. The relationship was:

(1t)3*172 IT?T/? (5)

where Q is a constant volume approximated as Q = 0.035Az, where Az is depth
increment and 1J-1/2 is the infiltration rate from the previous time step.
The superscript j indicates the time step being used in the computation.

The hydraulic conductivity at each grid for each time step was estimated
from a difference form of the definition of diffusivity

k(e) = D(s) I (6)

where the diffusivity had been estimated as an integrated average. This
averaging was done to minimize the effect of water content changes on the com-
puted value of K(8), since small changes in water content can cause large
changes in hydraulic conductivity. Since the diffusivity D(e) does not vary
as widely as K(8) with moisture content, they found that better results in
their simulation were obtained when using an average D(6) to compute an aver-

age K(e).

Hanks and Bowers (37) obtained better results when the specific moisture
capacity was calculated using a value of moisture content estimated at the end
of the time interval. The expression used for this estimation is

eJ+] (estimated) = (e% - eg']) B + eg (7)
where B is a constant equal to 0.7 or t/(t+3-1/3), whichever is greater. The
moisture content, pressure head and diffusivity data were entered as tabular

data. Good agreement .was achieved between calculated and experimental water

content profiles for horizontal infiltration when compared with Philip's (66)
work. The work of Hanks and Bowers has been used extensively in the develop-
ment of the flow model used in this investigation.

Hysteresis of the soil moisture characteristic has been considered by
several investigators (25,38,73,77,92) and has been found to be a significant
factor in calculating all phases of flow, i.e., infiltration, redistribution
and drainage. Also air entrapment by infiltrating water has been shown to
significantly affect the advance of the water front (70). The effects of
hysteresis and air entrapment were not included in the current study since
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such a detailed description of flux was not needed to complete the analysis
for this research project. :

Characterization of soils is a major problem encountered in modeling
soil-water systems. In most studies (39,62,73), it has been assumed that the
soils were homogeneous and isotropic throughout the profile. If layered soils
were to be modeled, then the properties were considered uniform through each
layer (36). Wang and Lakshminarayana (90) used numerically averaged field data
for the entire profile for the conductivity water content relationship and the
soil-water characteristics. Comparisons between computed and field measured
water content profiles in a nonhomogeneous soil were good.

Freeze (26,27) investigated saturated-unsaturated flow systems in both
one and three dimensions. The models were used to analyze the interaction
between surface water and groundwater as influenced by partially saturated
flow in basin-wide hydrologic response studies. For the one-dimensional case,
the pressure-head form of Richards' equation was solved using a recurrence
relation developed by Richtmyer (71). The solution was initiated at the
bottom boundary and proceeded to the surface boundary. The procedure applies
as long as the soil is partially saturated. At saturation the recursion
relationships are no longer defined and an alternate solution is required.
The functional relationships for the hydraulic parameters and soil-moisture
characteristic, including hysteresis, are entered as tabular values.

Bhuiyan et al. (2) and van der Ploeg (89) have used a dynamic simulation
language to model vertical and horizontal infiltration in one-dimension as
well as two- and three-dimensional infiltration problems. Using this method,
the flux is calculated through a series of soil layers with conservation of
mass principles and Darcy's law. Water content is calculated by integrating
net flux using a fourth order Runga-Kutta scheme (2). The method gave excel-
lent comparisons for horizontal infiltration studies when compared to Philip's
numerical studies. The method is easily programmed and mathematically
straight-forward which makes it easy to use.

Soil Moisture Extraction

The models discussed have not included the sink term as part of the
solution. In investigations where a sink was included, the focus of the study
was the sink, its functional form, and how it could be incorporated into the
numerical solution for moisture flow. Plant roots are the most important
water sink in the soil profile. The first approach to simulating water extrac-
tion by roots, termed microscopic, considers flow to a single root while the
second approach, labeled macroscopic, considers evapotranspiration as a sink
distributed over the total depth of the root zone.

Gardner (31), Molz et al. (57), and Cowan (16) have used a microscopic
model to study the effect of soil water availability on transpiration by
plants. Gardner's (31) idealized root model consists of an infinitely long
cylinder of uniform radius and water absorbing properties placed in an infinite
two-dimensional medium in which flow occurs in the radial direction only.
Studies of root models such as the one proposed by Gardner (31) are necessary
in developing an understanding of the microscopic aspects of flow in soil-water
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systems. However, the description of the macroscopic or bulk flow of the soil
solution is required for the research in this study.

The next type of model to be considered treats the root-zone extraction
process as a whole without considering flow to individual roots. Molz and
Remson (56) have labeled these macroscopic extraction models. A macroscopic
root model developed by Gardner (32) distributed the roots through the soil
profile and determined the water uptake pattern based on soil hydraulic proper-
ties. To apply the model, the root zone was segmented into layers, osmotic
effects were neglected, and gravity was accounted for in terms of head. The
total withdrawal (q) is computed for a cross-sectional area. Other macroscopic
models are constructed from the Richards' equation coupled with a sink term
and the resulting equations are solved with the sink included. Molz and Remson
(56) and Nimah and Hanks (59) have developed models of this type which differ

in the functional expression of the sink.

Molz and Remson (56) developed a model which was a function of a fixed
rooting depth and pattern and plant transpiration rate. They approximated the
distribution of root extraction as 40%, 30%, 20%, and 10% of the total tran-
spiration coming from each successively deeper quarter of the root zone. The
depth of the root zone remained fixed throughout the simulation. Soil moisture
flux computed with the model compared well to experimental values of flux
measured in a steady-state system, in which Birdsfoot trefoil (Lotus conicul-
atus var. Temnuifolius) was being grown in Pachappa fine sandy loam. Molz and
Remson (56) and Nimah and Hanks (59) have proposed macroscopic models which
are functions of moisture content, root depth and distribution, and crop
transpiration rate. In each of the above models, the sink term was finite
differenced and solved as part of the Richards' equation. Al1l the models
mentioned require that the magnitude of the sink (rate of withdrawal of water’

by the root system) be specified.

SINK STRENGTH

The magnitude of the sink strength is usually correlated with a value of
evapotranspiration. The measurement of evapotranspiration was divided into
three categories by Tanner (80) and provided convenient groups for considera-
tion of the methods used to calculate evapotranspiration. .

The first method considers a water balance for the region to be studied.
Mathematically the balance is given as:

ET =P - (vr+v1.+v +AVW+AVS)/A (8)

L

where P is the volume of precipitation or applied water per unit area, and V
represents volume elements of moisture accounting for intercepted water (i),
leakage (L), runoff and drainage (r), stored water above the water table (s),
and ground-water storage (w), and area of interception (A). The size of the
region which can be studied varies from an entire watershed to a lysimeter.
In general, as the area under investigation is reduced, the accuracy of the
estimates improves because the measured variables begin to more closely
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reflect the environment of a specific area. Lysimeter studies are very precise
since the variables in the water balance can be controlled and measured accu-
‘rately. Field studies have less precision because several of the variables
must be estimated. The problem in field studies is to accurately estimate
changes in storage and total drainage losses. Soil moisture changes can be
estimated using either gravimetric methods or neutron scattering techniques;
the second method is preferred since the same soil mass is measured each time
and relatively large masses are considered. This ability or inability to
measure or estimate accurately the drainage component from the profile can
seriously affect the accuracy of the evapotranspiration estimate. Soil-water
depletion studies, coupled with measurements of soil suction, have been used
by Reicosky et al. (68) to estimate the uptake of water by plant roots.

The second classification of equations are those which use micrometeor-
ological data. In this group are the equations which have been developed
using mass transfer and wind profile theories or energy balances. Also
included in this category are the equations which combine profile and energy
balance methods. The assumptions basic to all the equations are steady-state
adiabatic conditions, one-dimensional transport (no horizontal gradients),
and a homogeneous surface. These conditions are difficult to achieve, and
factors have been developed to account for deviation from the assumed condition.
There still is the problem of deciding where to measure the variables and how
many measurements to make. This becomes particularly difficult when measuring
the environment around agricultural surfaces. Combination equations by Penman
and van Bavel (64,86) are used frequently in evapotranspiration studies.

The remaining methods are empirical equations which have been developed
by relating specific climatological parameters to evapotranspiration. Param-
eters ‘used in the development of these equations include radiation, tempera-
ture, vapor pressure, humidity and percentage of monthly daylight hours. _
These equations have been developed for specific climatic conditions and their
applicability is limited to these conditions. The Jensen-Haise and Blaney-
Criddle equations (41), which are examples of empirical formulas, were devel-
oped in the western United States and are best suited for use in regions with
a climate similar to this area. Correlation of pan evaporation and crop
evapotranspiration is another method for estimating E{ (evapotranspiration).
Again, this is site-specific, but has the advantage o¥ being easily measured
and applied. The equations mentioned predict potential evapotranspiration,
thus requiring an adjustment for actual evapotranspiration. This adjustment
can be made using crop coefficients which account for crop growth stage.

SOIL PROPERTIES

Characterization of the soil hydraulic properties and soil moisture char-
acteristics is probably the most difficult part of modeling, particularly in
a field study. :Stable (77) attributed much of the error in his comparison
between field data and computed results to the difficulty inherent in measuring
conductivity and diffusivity over the entire range of moisture content occur-
ring in the field. One alternative is to create a hypothetical soil with
"reasonable" properties and use this data to conduct a theoretical study (92).
Since the current research was a field investigation, the collection of soil
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data from the research plot was part of the study. A knowledge of the conduc-
tivity versus moisture content relationship and the soil moisture character-
jstic is sufficient to develop the parameters needed for a flow model. The
techniques which are currently used to measure these properties fall into one
of two categories: In-situ or laboratory.

In-Situ Method

To calculate soil properties using in-situ methods, water flow and soil
water suction data are collected in the field and used to solve the Richards'
equation in one dimension. The hydraulic conductivity can be calculated once
the soil-water flux and head are known. In-situ methods are attractive con-
ceptually since the properties are measured in conditions which are representa-
tive of the soil profile and in large volumes of soil which are relatively
undisturbed. In-situ methods have been used by several investigators (18,39,
58), but were of no use in the current investigation. The inability to measure
small changes in water content and suction occurring in the soils in the test
plots prevented the use of these methods in characterizing the soils.

Laboratory Methods

Extensive literature exists on laboratory methods to measure hydraulic
conductivity, diffusivity and soil moisture characteristics. The hydraulic
properties are measured by experiments which have been devised to collect
data to solve Richards' equation (11,12,30) or Darcy's law (9). Other inves-
tigators have explored the use of the soil moisture characteristic as a means
to estimate hydraulic conductivity from the implied pore-size distribution.
data (9,10,35,55). Bruce (10) and Green and Corey (35) have evaluated these
equations and found them acceptable provided a matching factor is used to
match the computed value of conductivity to a measured value of conductivity
at a specific moisture content, usually at or near saturation. -Brutsaert (14)
applied probability laws to the pore-size distribution to arrive at permeabil-
jties, while Brooks and Corey (9) developed a power relationship for the
permeability as a function of capillary pressure based on extensive experimen-

tal data.

Pressure plate (85) and hanging water column devices (45) have been used
to develop the moisture characteristic needed to complete either of the above
studies. Sample sizes and the use of disturbed samples are the major criti-
cisms of laboratory methods. Collection of a number of samples sufficient to
characterize a field is particularly important since, as Nielsen et al. (58)
concluded, "The most important laboratory measurements for predicting the
soil-water behavior in the field are the soil-water characteristic curve and
a steady-state hydraulic conductivity." Steady-state methods for measuring
hydraulic conductivity using short columns and other techniques have been

discussed in detail by Klute (45).

SALT TRANSPORT

Salt transport occurs in soils as part of a misgib]e'Qisplacement process
resulting from irrigation water or precipitation 1nf11tratqu and displacing
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the soil solution. The salt transport process can be described using the
diffusion convection equation. The equation in one dimension is

a(ec) _ 3 ac y _ afve)
at Y4 (oD Y4 ) 3z *s (9)

where D is an apparent diffusion coefficient which accounts for diffusion and
dispersion, ¢ is solute concentration, v is volumetric flux given by Darcy's
law, and S is a sink term for the chemical species. The other parameters have
the same definition as in the Richards' equation. When solute concentration
changes occur at "points" in the system as the result of precipitation, dis-
solution or cation exchange, the source or sink term on the right-hand side of
equation (9) handles these cases. As the displacement occurs, mixing of the
two solutions occurs and a zone develops which is a mixture of the solutions.
Within this zone in nonreactive porous media, mixing is the result of two
phenomena which occur simultaneously. The first effect, mechanical dispersion,
occurs because of the nonuniform velocity distribution in soils due to the
variation in the shape and size of the pore spaces. The second effect, dif-
fusion, is the mixing due to random motion of ions occurring in response to
chemical potential gradients (3, 28). Even though the processes occur simul-
taneously, the effects of the processes cannot be superimposed and are generally
treated as a single process because each is affected by the geometry of porous
media, the properties of the fluid and water flux. Ion exchange between the
soil solution and soil matrix, and dissolution and precipitation of species
occur in soils and complicate the mathematical description of the transport
process.

Chromatographic Theories

Initially, investigators tried to adapt the chromatographic theories used
in column separations in the chemical industry to soil systems. Frissel and
Poelstra (29) have discussed these theories and their application in much
detail. The theories can be broken into two classifications; rate and plate.

The rate theories were developed assuming a kinetic exchange process.
Theories of de Vault and Hiester and Vermeulen have been used to study trans-
port in soils (29). Generally, rate theories have not been satisfactory for
use in soil systems and all the flow and exchange parameters are required for
the successful application of these methods.

Plate theories have been used by several investigators (24, 83, 88) with
varying degrees of success. Dutt's model (24), which is used in the current
study, is based on plate theory. The plate theory uses the height of the
plate as the unit of calculation. The plate height is defined as the distance
required for the mobile phase to come to equilibrium with the stationary phase.
Application of plate theories requires an experiment to determine the plate
height for each flow system. This is a limitation since each flow rate
requires a different plate height. In some cases (24), the plate height has
been fixed for convenience' sake to complete the computations.

Thomas and Coleman (83) investigated the leaching of fertilizer salts in
soils using a chromatographic equation. They found poor agreement between
concentrations of fertilizer salt found in the soil and those predicted by the
model. They attributed the poor agreement to the lack of adequate data to
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describe the soil characteristics. Van der Molen (88) studied the reclamation
of Dutch soils which had been inundated with sea water using Glueckauf's (34)

theory and found good qualitative agreement.

Lai and Jurinak (50) developed a numerical solution of a material balance
equation which included a nonlinear exchange function. The isotherms were
developed from column studies. They found from comparisons of numerical
results with column studies that better agreement was obtained using nonlinear
exchange isotherms. They also found that applicability of the equilibrium
assumption used in the analysis depended on the flow velocity of the fluid and
the cation exchange properties of the soil.

Bresler (5) and Terkletaub and Babcock (82) have developed plate models
for use in investigating the movement of non-interacting solutes in response
to irrigation water. Bresler (5) developed a linear model based on conserva-
tion of mass principles which he used to study the vertical downward flow of
non-adsorbed ion species. Input data required for application of Bresler's
model included the soil moisture characteristic, initial salinity and water
content in each layer and the quantity and quality of applied water. Bresler
(5) found good agreement between measured and predicted C1- profiles for a
series of field experiments using varying irrigation treatments.

Terkletaub and Babcock (82) developed an algebraic expression to model
the mixing process occurring during infiltration of a solution containing a
non-interacting ionic species. They found a reasonably good prediction of
concentration profiles when compared to column studies using ten sections.
They also found that increasing the number of sections used in the computation
had a marginal effect in improving the accuracy of the simulation.

The mixing cell concept is another technique which has been used to model
dispersion in porous media. It is assumed that the solution in the cell is
completely mixed and has a uniform concentration. The simple cell model is
developed using the material balance equation

dC

S i=
C'i—] - c_i b d’[' 1 ],2,3,.--,N (]0)

where C; is the concentration of a component, is dimensionless time, and N

is the number of cells. The advantages of.the model are: (a) a serial solution
of ordinary differential equations is required rather than a solution of a
boundary-value partial differential equation; and (b) transport phenomena,
chemical reactions or flow profiles can be easily added without changing the
mathematical form or difficulty (19). It does not predict the observed tail-
ing and asymmetry for pulsed systems. To account for this behavior, more
complex models which include stagnant zones have been developed (49).

Numerical Solutions

In addition to the methods previously discussed, many investigators (6,7,
76,91) have attempted to solve the diffusion convection equation. These
solutions are generally numerical solutions. Analytic solutions are possible,
i.e., when pure diffusion is considered (28).
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Warrick et al. (91) arrived at an approximate analytic solution for the
diffusion-convection equation which describes the simultaneous transfer of a
non-interacting solute and water during infiltrdtion. He assumes one-
dimensional steady flow in homogeneous soils. The finite difference method of
Hanks and Bowers (37) was used by Warrick (91) to simulate the water infiltra-
tion. Warrick felt that comparisons of predicted moisture contents and con-
centration profiles and field measured data were reasonable considering the
lack of homogeneity in the field.

Bresler and Hanks (7) combined the flow model of Hanks and Bowers (37)
and the salt model of Bresler (5) to develop a new model capable of describing
salt transport of non-interacting solutes in unsaturated soils under transient
conditions. They found that the computed concentration profiles had shapes
which were similar to profiles found in the experimental columns used for
comparison.

In the solution of the diffusion convection equation, the magnitude of
diffusion-calculated by the solution is often much smaller than the dispersion
(numerical dispersion) due to differencing of the convective term. Bresler
(6) eliminated the numerical dispersion by including higher than second order
differences. He found agreement in the shape and concentration values between
calculated and field measured water and salt profiles. Bresler (6) concluded
that the apparent agreement suggests that macro-scale theoretical approaches
were generally satisfactory for analysis and prediction.

Davidson et al. (17) solved the transport equation including a sink term
for simultaneous transport of water and exchangeable solutes through soil
under transient flow conditions. Water movement was simulated using an
jmplicit-explicit technique and the salt transport equation was solved using
an explicit method. Dispersion was calculated using the methods described by
a Freundlich relation. Separate equations were used to describe either adsorp-
tion or desorption. Equilibrium conditions were assumed to exist between
exchanging phases.

In addition to Dutt et al. (24), whose model is used in this study and
discussed in detail in Section 6, King and Hanks (43) have also developed a
salt transport model. King and Hanks (43) developed a detailed transport
model which combined the water and salt flow model of Bresler and Hanks (7)
and the inorganic chemistry model of Dutt et al. (24). The moisture flow
model of Hanks et al. (38) was modified to include a plant root extraction
A(Z) term. The moisure flow equation solved by King and Hanks (43) was

3 -2 ko) 1+ AD) (1)

where 6 is volumetric water content, K(8) is hydraulic conductivity, 7 is

distance, t equals time, H is piezometric head and A(Z) is plant root extrac-
tion term. '
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The transport of salts in one dimension was expressed as

= 3(v
A (12)

where 6 is volume water content, c is concentration of solute, v is solution
flux, Z equals depth and t equals time.

In the derivation of Eq. 12, it was assumed that dispersion was absent
and no sources or sinks existed. The sink or source was treated implicitly as
a change of concentration of the salts present at each depth due to chemical
reactions occurring at that depth. The dispersion, which occurred in the
results of the simulations, was due to the method of computing salt flow.

The change in salt concentration within a depth increment was calculated using
the net solution flux. The concentrations of the influent and the solution
remaining in the depth increment were averaged to give the concentration for
the space and time increment. ‘

Reactions included in King and Hanks' model (43) were: (a) the dissolution
or precipitation of gypsum; (b) the formation of undissociated calcium and
magnesium sulfates (CaSOg and MgSOg); (c) the dissolution or precipitation of
lime; and (d) cation exchange reactions for Ca*t and Mg** and Na*. The shapes
and values of field measured moisture profiles and computed moisture profiles
beneath an established stand of alfalfa compared quite well. The comparisons
of the profiles for computed and measured values of concentrations of ionic
species were found to be better for TDS than for individual species. With the
exception of King and Hanks' model, most of the transport models: discussed
considered either the transport of non-interacting solutes or adsorption of a
single solute. For the research in this investigation, it was required that
the chemistry portion of the transport model calculate: (a) the dissolutions
or precipitation of gypsum and/or lime; and (b) cation exchange reactions for

cat*, Mg** and Nat.

The fundamental chemical reactions and the stoichiometric relations
describing the aforementioned reactions have been known and studied for some
time. The application of computers to solve a system of equations which
describe a combination of these reactions has occurred only recently. Several
researchers (22,23,60,61,79) have investigated the chemistry of soil systems
which included gypsum and lime equilibria and cation exchange reactions.

Dutt (22) predicted the equilibrium concentration of Mg*t and Ca** in the
soil solution and adsorbed phase in a Ca**-Mg**-soil containing excess gypsum.
The concentration of Mg+t and Ca*t were predicted for the case of wetting the
s0il with either distilled water or a solution containing Mg** and/or Ca**
salts. The equations used to describe the exchange of the cation and the dis-
solution of gypsum were solved by a computer using a series of successive
approximations. Comparisons of measured and calculated values of Ca** and
Mg*t concentrations in the soil solution were generally goqd. Dutt and
Doneen (23) used a computer to solve the equations to predict the concentra-
tions of Ca**t, Mg** and Na* in saturated extracts of soils undergoing salini-
zation with waters containing C1~ and 504= salts and one or more of the

cations, Ca**, Mg*t™ and Na*.

56



Tanji (79) developed a computational scheme to predict ion association
and solubility of gypsum in simple and mixed aqueous electrolyte systems.
This computed model accepted as input data nonequilibrium solute concentrations
and considered simultaneously the Debye-Huckel theory, the solubility product
of gypsum and the dissociation constant of CaSOg, MgSO4, and sodium sulfate
(NaS04) to predict equilibrium concentrations without prior measurement in
the equilibrium state (79). Predicted cation activities and solubility of
gypsum were in agreement with values found in the study.

Oster and McNeal (60) used three models to compute the variation of soil
solution composition with water content for partially saturated soils. The
calculation began using laboratory data on the composition of the soil-
saturation extract, the cation exchange capacity of the soil, the percent water
at saturation, the field water content and the estimated partial pressure of
carbon dioxide in the laboratory atmosphere during the analytical determina-
tions. These data were used to calculate the concentrations and activity
coefficients of jon and ion pairs and the degree of supersaturation with
respect to calcite and gypsum. Sulfate-gypsum equilibria and HCO37-CO3=-pH
equilibria were computed as subgroups. Cation exchange was not included. The
composition of the exchange phase was then initialized. Saturation-extract
data were related to field-water contents by multiplying the calculated dis-
sociated concentrations of each dissolved species by the ratio of the water
content at saturation to the field water. The calculations used to calculate
the concentrations in saturation extract were then repeated with cation
exchange included. Calculated values of electrical conductivity compared well
with field measured values.

Oster and Rhoades (61) used irrigation water compositions, leaching
fractions, aragonite and gypsum solubilities and the partial pressure of CO;
to calculate drainage water compositions. The model assumed: (a) steady
conditions for chemical equilibria; (b) soil solution was saturated by Time;
(c) water was in equilibrium with 0.13 atmospheres (atm) COz; and (d) the
Debye-Huckel theory applied to mixed salt solutions when ion pair chemistry
was considered. The initial input to the model was the concentration of salt
in the drainage water obtained by concentrating the salts in the irrigation
water using the experimental leaching fractions. Equilibrium drainage water
compositions were determined by successive calculations of the concentrations
of each chemical species using appropriate equilibrium constants (61). Com-
parisons of measured and calculated concentrations of salts in drainage water
from lysimeters maintained at steady-state leaching were reasonably good. The
model was used to predict the salinity, sodic and pollution hazards of irriga-
tion waters in terms of minimum leaching fractions needed to maintain satis-
factory salinity and sodic levels. ‘

In each of the models presented, the major problem encountered in the
simulation was developing the set of chemical reactions and constants which
properly described the soil system under investigation. Many of the reactions
discussed in the review of literature were included in the Dutt et al. (24)
chemistry model, i.e., Cat*-Nat exchange, dissolution and precipitation of "
gypsum and lime.
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SECTION 6
MODEL DESCRIPTION

The salt transport model used in this study was developed by Dutt et al.
(24) and has subsequently been modified by the Bureau of Reclamation, USDI.
Salt transport is computed by assuming that soluble species move freely with
water contained in the segment. The mass of salt moved into a segment from
adjacent segments is computed by multiplying solute concentrations (assumed
constant for any segment) by the appropriate flow volumes (24). The model
is composed of two primary components. The first component computes soil
solution flux using the Richards' equation. The flux from the first component
is input to the second section and is used to compute the .flow volume in the
chemical transport model. The second submodel computes the concentration of
the solution with depth needed to complete the transport calculation.

The spatial division of the soil-plant water system used in the computa-

tions is shown in Fig. 26. The segment sizes used in the simulations differ
between models; and an interfacing program has to be written to adjust for

these differences.

MOISTURE FLOW PROGRAM

Mathematical Basis

Soil homogeneity, air entrapment, hysteresis, thermal and chemical gra-

dients all affect the flow of water through soil. Incorporation of these
factors into a model requires extensive data and a degree of complexity not

warranted in a study of the scope being considered here.

In the flow program, the Richards' equation was used to solve one-dimen-
sional flow assuming a homogeneous soil profile, isothermal conditions, no

air entrapment and no hysteresis.

For the one-dimensional case with distance measured as positive downward,
Richards' equation is

96 _ 3 _ 3H
3T " 52 [K(e) 33 . (13)

Substituting the sum of suction head (h) and e1evati9n head (z) for the
piezometric head (H) and completing the differentiation, Eq. 13 becomes
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B keyd-ny . (14)

Equation 14 is transformed to an equation with 6 as the dependent vari-
able by first applying the chain rule of differentiation to the gradient of
suction, .

ah _ dh a6
0z de6 3z (15)

and defining the diffusivity D(e)

K(e) g—g . (16)

D(8)
After substitution of these expressions into Richards' Eq. 14, the result is

-2 (o) 2 - ko)) . (17)

A sink term (S) was added to the right-hand side and the equation used in the
model is

! 08

5= 2= [D(6) 22 - K(e)] - s (18)

where 6 is volumetric moisture content, D(6) is soil moisture diffusivity,
K(s) is hydraulic conductivity, S is a sink term (volume of water consumed
per unit volume of soil per unit time), t equals time, and z is the space
coordinate in vertical direction.

Solution Technique

The finite difference approximation used in the model is

i i-1

Jd d - pi-1/2 4,0 i-1 1 _i-T, _ -1 _qi-1/2 |
T [DJ._]/2 (ej+]+ej+] 65 =8 ) 2AzKJ.+V2 D172
i, i=1 1 =1y _ i-1 2 _ i
(ej+ej 0517051 ) 202K5_q /p1/202 S (19)

where the superscript "i" specifies the time step used to evaluate the vaki-
able and the subscript "j" specifies the depth increment used to evaluate the
variable.

Using the grid system in Fig. 27, the combination of superscripts and
subscripts in Eq. 19 specifies the node and the value of water content used
in the calculation. The value of water content being calculated is specified
as 61 and integer or fractional values of the indices specify the step size

used” to se]§$t the values of water content needed for the calculation. For
example, e} specifies the value of moisture for the next time step atdepthj.
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Figure 27. Grid system used for finite differencing of Richards’ equation.

The finite difference approximation used for Richards' equation computes
the moisture content for the center of the grid as the average of the moisture
content occurring at the nodes of the grid, ABCD and CDEF in Fig. 27. The
approximation is backwards in time, which means that values of moisture con-
tent from the previous time step are used to calculate values for the present
time.

When the algebraic Eq. 19 is applied to each grid point, along with the
equations for the boundaries, a system of n equations in n unknowns is formed.
When the system of equations is put into a matrix, a tridiagonal matrix is
created which can be solved efficiently.

An implicit solution method developed by Richtmyer (71), which is a
special adaptation of the Gauss elimination procedure, uses a series of recur-
sion relationships and is the solution method used in the model. The algebraic
Eq. 19 to be solved by the model can be written in the form

+B.g, - Cje = Dj (20)

-Ai%541 * B35 7 B30
where A, B, and C are the coefficients of the water contents given on the left-
hand side of the matrix equation. D is the right-hand side of the matrix
equation and contains known values of moisture content. Richtmyer (71) pro-
vided a solution to the system of equations as

ej = Ejej+] + Fj (21)
where . A.
5T E e, 2! (22)
J JJ-

61



D. + C.F.
F,o= ol 3=l 5 (23)
i By - GE, = -

Equations 22 and 23 and the condition Ey=0 and F,=0 are used to complete the
solution. E; and F; can be calculated inductive?y in order of increasing j
(j=0,1,...,ki. The“value of Uj+1 s given for j=k by the right-hand boundary
condition (in the model this corresponds to the lower boundary). The value
for 65 in Eq. 21 can be calculated inductively in order of decreasing j

(i=k,k-1,...,1).

Initial and Boundary Conditions

The previous discussion shows that the initial moisture content distri-
bution and the upper and Tower boundary conditions must be specified. The
initial soil moisture profile can be uniform or nonuniform. The saturated
water content and lower 1imit of available water are also required.

Attempts to accurately simulate the boundary conditions in the field
resulted in a modification by the authors of the original program. The bottom
boundary was originally specified as a constant moisture content. If water
content at complete saturation is used, then the boundary condition represents
a water table fixed at that position. If no water table exists, the moisture
content can be specified. In any case, to complete the solution, the moisture

content must be known at the lower boundary.

Little or no drainage water from tile drains located in the test area was
evidence that a water table condition did not exist in the area being modeled.
Neutron probe data indicated that the moisture content at the lower boundary
was not constant. Plots of the moisture profiles showed that relatively
uniform values of moisture content existed below a depth of 1.5 m. This
indicated that the gradient of piezometric head was near unity in this region.

Dutt's program was modified to permit the moisture content at the bottom
boundary to vary in response to flow through the soil profile by forcing the
gradient of piezometric head to be unity. This was done by adding a node
below the bottom boundary of the profile and assigning the moisture content
of the bottom node to the extra node. The moisture content of the bottom node
is now computed using the same recursion relations as are used in the solution
of the remaining internal nodes. As a result, the moisture content can fluc-
tuate in response to the drainage and redistribution occurring in the soil

profile.

The upper boundary condition can be specified to simulate infiltration,
evaporation and zero flux. The evaporation and zero flux conditions can be
simulated by applying the sink term to the first node inside the upper bound-
ary. Infiltration is calculated as the flux between the boundary node and
second node using the diffusivity form of Darcy's equation:

q = K(8) - D(e) de/dz (24)
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In the model, when infiltration is calculated, the upper boundary is
given as moisture content until the water ponded on the surface has been infil-
trated. Dutt et al. (24) stated that the use of the moisture content boundary
condition was not expected to introduce significant error in the infiltration
computation. Philip (66) found that an error in' the calculated values of
infiltration rate and cumulative infiltration of 2% /cm of ponded water
resulted if the depth of ponding was not considered. If the model is used to
simulate the infiltration under conditions where the depth of ponding is min-
. imal, or ponding does not occur, then the approximation of Dutt et al. (24)
is adequate.

Time Step

The simulation is advanced in time using time increments selected in two
ways. When infiltration is not occurring, the-time interval is specified as
input data. When infiltration is occurring, the time interval used is computed
internally using a relationship suggested by Hanks and Bowers (37), i.e.,

At1+] - O.lO:gSAZ (25)
where At1+] is the interval for the next time step, Az is the segment size,
and FR' is the largest value of flux occurring between any two nodes for

the previous time step. Flux (FR') is calculated using the diffusivity form
of Darcy's law.

Hydraulic Parameters

The hydraulic parameters used in the model are assumed to be single
valued functions of moisture content (no hysteresis). Data available for
computing the soil hydraulic parameters included a soil moisture characteris-
tic and an estimate of saturated hydraulic conductivity. Attempts to collect
in-situ field data and laboratory studies of steady flow in short columns
were unsuccessful. As a result, the Brooks-Corey (9) relationship for con-
ductivity was selected for use in this study. The relationship used is

243\

A

K(Sg) = K¢(Sg) (26)

where K$ is the saturated hydraulic conductivity, X is the pore-size distri-
bution index, and Se is the effective saturation. The effective saturation

(Se) is defined by
06-6
R
S = ~ s (27)
e <es o )

where 0p is water content at residual saturation and 6. is water content at
saturation. Substituting Eq. 27 in Eq. 26, the expres§ion for the conductiv-
jty becomes
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8-6
K(e) = Ks <'e R ) A » 8, < 8 < B¢ (28)

K(e) =0 , 6 <6,

which is the form used in the model. The pore-size distribution index (1) is
the negative slope of the straight line drawn through a plot of log Se as a
function of log Pc/v, where P. is the capillary pressure and y is the specific
weight of water.

The value of conductivity in the difference Eq. 19 is given by Kj4y/2.

The value indicated is that which occurs midway between nodes j and j+1. The
value for K was calculated by evaluating the function at each node (j and j+1)
and then averaging the computed values, i.e., Ki+1/72 = (Kj+K509)/2. This
method of computing the value for the conductivity is ano%her modification

the authors applied to Dutt's model.

During the preliminary testing of the moisture flow model, it was found
that accurate simulation of field infiltration data and water content profiles
was not possible for the case under consideration. The functions K(e) and
D(6) used to compute flow were studied to determine their effect on the cal-
culation of infiltration and flow. Originally in Dutt's (24) model, the con-
ductivity function (Eq. 28) was computed using the average value of water
content of adjacent nodes. For example, if the conductivity is calculated
for two nodes which have volumetric water contents of 0.45 and 0.20, using the
average value 0.325, the conductivity is 0.075 cm/day. If the conductivity is
calculated as the average of the values of conductivity at each node, the con-
ductivity is 10 cm/day. Because of the nonlinearity of the conductivity-water
content relationship, averaging water contents before computing conductivities
gives too much weight to the lower water contents.

Infiltration is computed in the model using the diffusivity form of
Darcy's law. One can expect, therefore, that the time of infiltration will
be sensitive to the flux computations. Using the above example of nodes with
water contents of 0.45 and 0.20 and Ax=15 cm, there is a 17% difference in
the calculated value of flux, assuming the same value for the term [D(e) 36/5x]
in the flux calculations. If K(8) is 0.075 cm/day, the flux equals 53 cm/day
and if K(e) is 10 cm/day, the flux equals 63 cm/day. Therefore, the method
of computing K(e) has a significant effect in the flow computation. After
the method of computing K(e) and D(e) (which will be discussed later) was
changed, it was possible to more nearly simulate field data. Computed infil-
tration times and water content profiles were roughly equal to measured values.

Hanks and Bowers (37) found, in their model studies, that better results
for horizontal infiltration into homogeneous soil were obtained when compared
to Philip's work, if the specific water capacity (C) was selected using a
value of moisture content estimated to occur at the end of the time step.
This procedure was adopted to calculate the diffusivity. Hanks and Bowers'

(37) water content equation is
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i+ 1 i-l i
Ooct = (ej - 0y Yy Y+ 8 (29)

where Y equals 0.7 or t/(t+3-1/2), whichever is larger.

The diffusivity has been previously defined as

Do) = +k Ih (30)

where K is the conductivity and dh/de is the derivative of the capillary pres-
sure head with respect to water content. For the diffusivity to be consistent
with the theory used to develop the conductivity relationship, the value for
the derivative dh/de should also be computed using Brooks-Corey theory. Pres-
sure head can be derived from the Brooks-Corey theory using the functions:

< P

- A
Se = (Pb/Pc) Py = Pe

e
(31)

Se = 1.0 Py 2 Pe

where P, is bubbling pressure, P. is capillary pressure and Sp is effective
saturation. The equation for capillary pressure head is

P P

€. b gy 1/A
o = g (se) Py < P. . (32)

Without modification, these functions cannot be used to define dh/de, since

the derivative of the function is not continuous over the entire range of
pressure. A functional relationship proposed by Su and Brooks (78), which
gives pressure head as a function of saturation over the entire pressure range,
was used therefore instead of the Brooks-Corey relation.

The relation proposed by Su and Brooks (78) is a combination of two
Pearson Type VIII distributions that were found to match a soil moisture
characteristic. The function is

5.5 1M bm/a
PC = P1. [ 3 Y‘:| []—;_S‘} (33)

where P. is capillary pressure, P; is capillary pressure at inflection point,
S is wa%er content saturation, S, is residual saturation, m is shape factor
of the curve, a is the domain of saturation associated with concave portion
of the curve and b is the domain of saturation associated with convex portion
of the curve. The relation of the domains specified by the constants a, b,
and S, is given in Fig. 28. If b in Eq. 33 goes to zero, Eq. 33 becomes

5-S., -m
PC = P'I —a'—' . (34)
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Figure 28. Saturation domains used for fitting Su and Brooks' parameters.

For this case, a = 1-Sps m = 1/a, Pc = P, and Eq. 33 reduces to

PP
c_._ b -1/
o9  pg [Se] (35)

which is the Brooks-Corey equation for capillary pressure head.

Values of moisture content, not saturation, are calculated by the model.
It becomes necessary, therefore, to make Eq. 33 a function of moisture con-
tent (6). This conversion was accomplished by defining the saturation as

0
S = (36)
%

where 6. is the moisture content at saturation. This expression was substi-
tuted ifto Eq. 33 to give the pressure head as a function of moisture content.
The resulting equation was differentiated with respect to & to give dh/ds, i.e.

- -m _a Jbm/a
Qh=_i__m_ 8 er 656 esb +esa (37)
de pg 6.a | 6.2 oD 6,-6 ~ 6-6 '

Equations 28 and 37 for conductivity and the gradient of pressure head
are substituted into the definition for diffusivity. The resulting relation-

ship defining diffusivity is
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2+3) . m -m bm/a
D(e) = K 1 A p_1_ 1 1
S Zes-eri pg [ase bes

S

2430
X 0-0
[(e-er) (es-e)bm/a] [( 5;:%-) §-+ 1] . (38)

The value for diffusivity (Dj+%) used in the difference form of
Richards' equation corresponds to”a value of moisture midway between nodes.
The method used to calculate the value of diffusivity is another modification
of the Dutt et al. (24) program. Originally, the model of Dutt et al. (24)
computed an average water content between 2 nodes and used the average value
of water content to compute the diffusivity. We replaced Dutt's average D(s)
with an integrated average value. The change was required to properly model
infiltration. Hanks and Bowers (37) found that cumulative infiltration was
changed markedly for small changes of diffusivity computed at water contents
near saturation. Their infiltration studies showed the need for weighted
diffusivity values which include the effect of the diffusivity at saturation
on the average value of diffusivity. Since the diffusivity - water content
relationship is also nonlinear, averaging the water contents at two adjacent
nodes prior to computing D(8) does not properly weight the value of D(e) at
higher levels of saturation. Using the example for two nodes at water con-
tents 0.45 and 0.20, the integrated average value of D(g) is 3194 cm?/day,
while the value of D(e) for o equal to 0.325-is 6.35 cmé/day. Calculating
flux without considering the contribution from gravity (q=D de/dx) with Ax=
15 cm, for water content equal to 0.325, the computed flux is 0.1 cm/day and
with D(g) computed as an integrated average, the computed flux is 53 cm/day.

For this example, using water contents of 0.45 and 0.20 at adjacent
nodes, if the average value of water content 0.325 is used to compute K(e)
and D(8), the calculated values of flux between these two nodes will be 0.175
cm/day. Using the K(e) and D(6) functions included in the model by the
authors, the computed value of flux is 63 cm/day. Even though the example
used shows an extreme case, it serves to point out the importance of properly
accou?t;ng for the water content when computing the hydraulic functions K(s)
and D(e).

The integrated average diffusivity was computed using the expression

0.
+1
o(e) =/ DAelde (39)
ave ej AR BN

fa form used by other investigators (37, 77)]. The integration is completed
numerically, using Simpson's rule, between the values of moisture content

6 and 0:y occurring at adjacent nodes. If the moisture content is less
tﬂan the vl1ue of moisture content at residual saturation (er), the integra-
tionis divided into two parts. For 6<6 the integrated average diffusivityis
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J/ D(e)de + 5 D(s)ds
01 6.
(o) = e (40)
ave 2 1

and the value of the integral for water contents below residual saturation is
zero. The diffusivity is not defined at saturation (6=65). Therefore, the
upper limit of the integration is a value of s = 6s - A6 where A8 is small.

Subroutine CONUSE

Subroutine CONUSE is called by the main program described above to provide
values for the sink term (S). The value of evapotranspiration (ET) used for the
sink is either input data given as semi-monthly or daily (ET), or semi-monthly
values computed within the program using the Blaney-Criddle formula. The sink
is a macroscopic root model which is distributed according to a user supplied
distribution. In this work, the distribution of the sink was given as 40%, 30%,
20%, and 10% in 30 cm increments. Water is withdrawn from the root zone in
Proportion to the fixed distribution. Extraction is assumed to occur accord-
ing to this fixed distribution until the lower limit of available water content
s reached. The 1imit simulates the water content below which extraction by
roots cannot occur. The model has no mechanism to increase withdrawal from
wetter portions of the root zone as do the models of Nimah and Hanks (59),
“Gardner (32), and Molz and Remson (56), and thus, it lacks some realism avail-
able in other models. For studies which include the presence of a water table,
this could represent a serious weakness. There are two other subroutines
included in this program which are used as bookkeeping routines to record the
results of the simulation and control the flow of data required for the simula-
tion. The generalized program is given in block form in Fig. 29.

BIOLOGICAL-CHEMICAL PROGRAM

This section is a summary of the work of Dutt et al. (24) and is provided
as source material. For a complete discussion of the chemistry and related

works, the reader is referred to Dutt et al. (24).

The biological-chemical model, as constructed, includes two major areas
of soil chemistry. The first area, nitrogen chemistry, was developed using
reaction kinetics so that the nitrogen transformations, including microbial
activity, could be included. While nitrogen is an important element affecting
soil fertility and plant nutrition, it will not be considered as a pollutant
in this study. The major pollutants in the Grand Valley are salts, and for
this reason only the salt chemistry is considered.

‘The other area of chemistry considered, inorganic chemistry, includes
reactions involving ion exchange, solution-precipitation of slightly soluble
salts and formation of undissociated fon-pairs. In contrast to the nitrogen
species, the equations describing these reactions are based on equilibrium
chemistry, since the reaction times involved are assumed to be on the order

68



< START MOISTURE
FLOW PROGRAM

(EACH DAY)
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PROGRAM MOISTRE

READ CONTROL AND INPUT DATA
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SUBROUTINE THEDATE

Figure 29.
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Generalized block diagram of Moisture Flow model.

(After Dutt et al.,24).
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of minutes or seconds (times which are less than the residence time of water
in a soil segment).

The chemical component of the Dutt et al. (24) model was developed
assuming that water flow and content are independent of any chemical process.
However, chemical process (dissolution, precipitation, etc.) depended on water
flow and water content in a soil segment. From a computation standpoint, the
water flow can be simulated independent of the chemistry and the results of
the simulations used in the chemical component. The mixing cell concept is
used with the water flow data to simulate solute dispersion and movement. It
is assumed that: (1) complete mixing occurs at each increment in time and
space; (2) each chemical process is independent of other processes over a time
step with respect to availability of component masses; and (3) the rate of
change of mass for each component is constant over a time step.

A generalized block diagram of the biological-chemical program is given
in Fig. 30. The program consists of three control routines (MAIN, EXECUTE,
COMBINE), five computational subroutines (TRNSFM, UPTAKE, XCHANGE, FL, EQEXCH)
and several subroutines which serve as accounting and input-output devices.
The routines of interest in this discussion include, MAIN, EXECUTE, COMBINE,
XCHANGE, FL (flow) and EQEXCH (equilibrium exchange). '

The program sequence begins with program MAIN reading control and input
data and printing the same data, if desired. From MAIN, control is transferred
to routine EXECUTE which initiates the computations in the biological-chemical
program for each-time step, monitors application of fertilizer and organic mat-
ter and reads daily moisture flow values which were computed by the moisture
flow program. EXECUTE calls the COMBINE subroutine which controls the computa-
tion of chemical analyses for each depth increment and updates the masses of
salt in storage in a segment using moisture flow data from routine FL.

Routine XCHANGE includes chemical reactions in base saturated soils which
affect the solute composition of percolating waters. The primary assumptions
used in this routine are: (1) that the reaction rates of the chemical process
considered are much less than the residence times; and (2) that water entering
a segment equilibrates with any remaining solution, the slightly soluble salts,
and exchangeable ions on the exchange complex. A generalized block diagram of
the Togic of this routine is included as Fig. 31. During the initial time step,
the subroutine EQEXCH calculates the exchangeable ion concentration from the
initial soil analysis. The iteration process implied in Fig. 31 represents a
method of successive approximations which is used to solve the equations de-
scribing the chemical reactions. The computation is initiated with an approxi-
mation of the concentration of an ionic constituent and is completed when the
equilibrium constants of the involved reactions are satisfied within a
tolerance established by the program user.

The chemical constituents and the mathematical relationship used to
describe the chemical reactions included in the program are given below. The
Justification and development of these relationships can be found in Dutt

et al. (24).
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SUM CHEMISTRY CHANGES AND
UPDATE VALUES IN STORAGE

PRINT OR WRITE SPECIFIED VALUES

STOP BIOLOGICAL-
CHEMICAL PROGRA

Figure 30. Generalized block diagram of Biological=Chemical Program.
(After Dutt et al., 24)
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ENTER CALL EQEXCH (FIRST TIME)

CALCULATE CaoCOz SOLUBILITY CONSTANT AT
SPECIFIED MOISTURE CONTENT

CONSIDER SOLUBILITY REACTION CaSO, x2H,0 =
Ca**+50; + 2H,0

CONSIDER UNDISSOCIATED ION PAIR REACTION
CaS04 =Ca**+5s07

|

CONSIDER THE EXCHANGE REACTION
2Na*+ Co-R =Co** +2Na-R

CONSIDER THE EXCHANGE REACTION
Mg**+ Ca—-R == Ca**+Mg-R

CONSIDER THE EXCHANGE REACTION
NHZ + Na—-R == Nao* + NH,~R

CONSIDER UNDISSOCIATED ION PAIR REACTION
MgSO, = Mg**+ S03

CONSIDER THE SOLUBILITY REACTION

CaCO, +H,CO = Ca** + 2HCO;

Figure 31.

RETURN TO COMBINE IF EQUI-
LIBRIUM CONSTRAINTS SATISFIED

Generalized block diagram of subroutine XCHANGE.
(After Dutt et al., 24)
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Subroutine XCHANGE

Solubility and Precipitation of Gypsum -- . ‘
Gypsum is a slightly soluble salt found in many soils in the western
United States and often included as a soil amendment in reclaiming sodic soils.

It is found in the soils of the Grand Valley and is of interest in this study.
The equilibrium equation for gypsum is

Cas0, x 2H,0 2 catt + S0, + 2H,0 . (41)

The equilibrium concentrations for Eq. 41 in soil-water systems given

either initial concentrations or approximations of the constituent concentra-
tions are calculated using

x2 +Bx +C =0 (42)

where x equals the change in concentration of Ca++ and 504= to reach equilib-
rium. The coefficients are given as

B = C;

Ca +C

S0,

C=C.C.n =K 2
Ca”S0, SP/v,

where C' is initial or approximate concentration of the_ion indicated by sub-

scripts, Kgp is the solubility product equal to 2.4x10~° and Y, is the diva-
Tent activity coefficient. :

Undissociated (:a++ and Mg++ Sulfate --

Since the chemistries for undissociated CaSOg and MgS0O4 in solution are

similar, the reactions will be considered together. The chemical reactions
occurring in water are

CaS0, 2 ca*t + S0, (43)

++ =
Mgso, = Mg~ + SO, . (44)

The equation used to calculate equilibrium concentrations of the above reac-
tions is

A2 + Bx +C = 0 (45)

where x is the change in SO4= and Ca't or Mg++ concentrations to reach equilib-
rium; A equals v.£ (divalent activity coefficient); B equals (KD'*YZZC'Ca(N'Mg

+ Y C'504); C equals (Yzzcéa<n~MgC'SO4 - KDCéaSO4(n-MgSO4)3 and Kp is the
appropriate dissociation constant. When the system contains gypsum, the
undissociated CaSO, becomes a constant

73



Ccaso, = Xsp/Kp - (46)

4

++ ++
Ca- - Mg Exchange -- ++ ++
The equation used to calculate the Ca' - Mg  exchange process is

Ay2 +By+C=0 (47)

: . . ++ ++ qp s
where y is the change in concentration of Mg and Ca  to reach equilibrium.
The constants and coefficients are defined as

A =80 - KMg-Ca)
= J ! [ !
B = 8(NMg * KMg-CaN Ca) * CCa KMg-CaCMg

- - i 1
C= Céa ﬁg KCaMgCMgNCa
B is the Titers of water per grams of soil; KMg-Ca is the Ca-Mg exchange

constant; and N' is the approximation of initial concentration of
exchangeable jon indicated by the subscript.

Ca++ - Na+ Exchange --

_ The Gapon equation was used to describe the Na+-Ca++ exchange. The equa-
tion for the equilibrium condition is

At a3 st Dx+E =0 (48)
where x equals change in concentration of Ca’™ to reach equilibrium.
- 2 2
A - '4Kca_NaB
- 2 ' 2
B = 48(vy)p + 2Ka NaNGaB * Kca-NalNa
- 1 ] 2 ] ] ] 2 l2
¢ 4YI/Z(CCa ¥ NNaB) B 4KCa-NaBNCa(BNCa ¥ ZCNa) B KCa-NaCNa
-~ ' ] ' 2 ‘ L] ) ]
D = NNaY1/2(4CCa ¥ NNaB) ¥ 2KCa-NaNCaCNa(ZBNCa_+ CNa)
= N 2p _ 2 12y12
E = NNaCca"1/2 = Kca-Na®NaPCa
where Y172 © y]/y2 Yy = monovalent activity coefficient.
Dissociation of CaCO3 in Water --
The dissociation of CaC0; is given as
CaCOy 2 Ca'™ + co,” i , (49)
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Dutt et al. (24) state that the CO3" concentration is a function of CO» par-
tial pressure and HCO3~ is usually the predominant form of CO3 occurring in
soil-water systems. The following reaction is cgnsidered in the model:

HyC04 + CaC0, < Ca™* + 2HCO,™ (50)
with
2
aCacho3
KK = —— (51)
H,C0,
or
K. K
KK = —%E—l (52)

where a is the activity coefficient of subscripted ion; KK is the thermodynamic
equilibrium constant; K, and K2 are the first and second acid dissociation
constants for H2C03; anb, Ksp is the thermodynamic solubility product.

If an equilibrium system is at constant COy pressure and the activity
of the uncharged species is unity, Eq. 51 becomes

K KKC”2C°3 2
2 = = Calheoo (53)
Y] Yz Y] Y2 3

where ¥ is the monovalent activity coefficient; y, is the divalent activity
coefficient; and C is the equilibrium concentration of subscripted species.
The equation describing the dissociation of CaC03 was developed by substitut-
ing the stoichiometric relations

c

CI

& + 7 (54)

Ca

c 27 (55)

=C' +
| 3 HCO3
into Eq. 53. Where Cx are concentrations of species before equilibria existed
or approximate concentrations of indicated species, and Z is the change in
moles to reach equilibrium. The resulting equations are

azd + 822 + CZ + E = 0.0 (56)

HCO

where,

= + R= ! ' o C=C} ! = |2 oK 2

Dutt et al. (24) investigated the change in CaC0; solubility with changes
in soil moisture and included this representation in the model. Through

laboratory determination of Ca++, €03~ and HCO3' concentration in extracts
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at three moisture levels (saturation, 100% and 500%) from six calcareous
soils, a functional relationship was derived to describe the solubility. The
derived relationship was then assumed to hold at field moisture levels and was

used in the model.

Activity Coefficients--
Debye-Huckel theory was used in the model to calculate activity coeffi-

cients. To calculate single ion activities the equation is
_ -0.509z%,1/2

(57)
1+ u1/2

logy,

where Z is the valence of ion i and
n
w=12 & €22,
i=1 11
and n is the total number of species present. Only two activity coefficients
are needed since only mono and divalent jon species are considered in the

model .
Subroutine EQEXCH

Dutt et al. (24) included in EQEXCH the effects of sulfate as an ion
(soi=) and undissociated CaSO,y and MgSO4 on the exchangeable Na*, Ca*t, and
Mg*¥ in the system. The total sulfate, Ca** and Mg** in solution are given by:

C =C +C +C (58)
SO4T SO4 CaSO4 MgSO4
CCaT N CCa * CCaSO4 (59)
CMgT - CMg * CMgSO4 (60)

The thermodynamic equilibrium constants for equilibrium between the undis-
sociated species in solution and the appropriate ions are

K = aCaaSO4/aCaSO4 (61)

CaSO4

_ ad,, a a
KMgSO4 = “Mg"s0,/°Mgs0, (62)

Combining Eqs. 59, 60, 61, and 62, the concentrations of CaSOz and MgS04 can
be calculated. When these expressions are entered into Eq. 58 and assuming
the divalent activity coefficients of MgS0O4 and CaS0, equal, the equation
necessary to calculate the concentrationof Catt and "Mg** is derived. The

equation is

2

AC + BXC + Cx+D=0 (63)
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where X =C

= . 2_ -
A= Yz = (YCaYso4) = (YMgYso4)

B = [(KCaSO4 “Mgso,) * v2(Cugt * Ceat - CSO4T)]

C=K K +y [C K +C -C (K + K )]
caso,Mgs0, * V2 | “MgTcaso, * Ccar¥ugso, 50,7\ ¥caso, * *ugso,
D=-2¢C K K
SO4T MgSO4 CaSO4
The Ca-Mg exchange is given by
a N._-
oy &
Mg Mg
where N is the concentration of the subscripted exchangeable jon.
The Gapon equation
a N
Na Na
JaCa 2 NCa

is used for the Na-Ca exchange. The total concentration of exchangeable ions
(NT) then is

N = Bya * Nea * Nyg (66)
Using Egs. 64, 65, and 66, the equation for exchange of calcium is
1/2
N.a K K
Neg = a2, Ll (67)
Na Ca

Once the act1v1ty coeff1c1ents, ionic concentrations for an equilibrium
extract for Ca**t Mg**, Na* and the total exchangeable bases are known the
exchangeable catt can be calculated and, in turn, the exchangeable Na* from
Eq. 65 and the exchangeable Mg** from Eq. 66. In practice the exchange capac-
ity is assumed to equal Nry.

Exchangeable NH4+ is computed using
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o

NNH4
=K — (68)
Na  © Mna

NH,

(]

with Ko assumed equal to 0.22.

The equilibrium exchange routine was tested (24) using the experimental
data of Paul, Tanii and Anderson. Plots of measured values for exchangeable
Ca**, Mg*tt and Na* against calculated values showed a good correlation between
the experimental and calculated results. The favorable correlation between
the observed and calculated values indicated the procedure for calculating
the exchangeable ions is of use in the model (24).

The preceding discussion has outlined the chemical reactions and the
equations considered in the model. Once these computations have been made for
all segments for a time interval, the time is incremented. The moisture move-
ment for the next time is read, and the new values for the equilibrium concen-
trations are computed.

Subroutine FL

The mixing cell concept is used to calculate salt transport in the model.
The soluble species are assumed to move with the soil solution and to be at
their equilibrium concentrations throughout the entire length of the cell.
The length of the cell corresponds to the segment size used for the computa-
tions and remains constant. Flow data from the moisture flow program supply
this subroutine with the volume of water remaining in the segment and the
volume of water transferred between the segments for each time step.

Subroutine FL combines concentration and flows to compute the incremental
transfer of salts into or out of a segment. Once the transfer is complete,
the value of the mass of ion in storage per segment is computed. After the
transfer and update of salt mass is completed, time is incremented and the
solution proceeds.

The lower boundary condition of the flow model assumes that the solute
concentration in the water adjacent to the lowermost segment is the same as
in the Towermost soil segment for the last time step. Surface inputs are
simulated by assuming that surface additions of chemicals mix completely with
the applied water. The infiltrating water and its dissolved constituents are
then treated as inputs to the first segment.

Input data required to run this model include chemical analysis of irri-
gation water, chemical analysis of soil profile, fertilization and organic
matter treatment and soil temperature when nitrogen chemistry is considered.
The required soil chemical analysis includes concentrations of NH4+, NO3~,
UREA, Ca**, Nat*, Mg**, HCO3™, C17, €03, and gypsum plus the exchange capacity,
bulk density, the presence of lime and the moisture content of the saturation
extract. The soil analysis is required for each horizon identified within
the soil profile. The irrigation water analysis includes the concentrations
of NHg*, NO3~, Ca**, Na*, Mg**, HCO3™, C17, C037, and S04~.
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SECTION 7
MODEL RESULTS

This section is divided into three topics. The first topic discusses
the calibration and adaptation of the moisture flow model. The second topic
deals with the comparison of the chemical model with field data and the se-
Jection of the parameters used for the final simulations. The last topic
presents the results of the simulations of hypothetical irrigation treatments
used to evaluate the effect of irrigation on salt transport.

MOISTURE FLOW MODEL

The flow model, which was discussed in Section 6, computes flow in one
dimension assuming homogeneous isotropic soils, isothermal conditions and no
hysteresis. Data required as initial input to run the program include: (1)
upper and lower boundary conditions; (2) an initial soil moisture distribution;
(3) the hydraulic conductivity and diffusivity as functions of water content;
and (4) values for the crop evapotranspiration, root distribution, and rooting
depth.

To calibrate the flow model, the upper boundary conditions were formu-
lated to simulate the depth of water applied, duration of application and
frequency of application that were observed in the field during selected
irrigation intervals. The desired lower boundary condition required a modi-
fication of the original program. The lower boundary condition was originally
given in the model as a fixed moisture content, which could be used to sim-
ulate a water table or any moisture content desired by the user. Lack of
drainage water from the test plot and neutron probe data taken on the test
plot indicated that a water table condition did not exist in the area being
modeled. Field data given in Table 1 for the moisture content profile over
the 1.5 to 2.13 m depth exhibited fairly uniform values. This uniformity of
moisture content indicated that the nydraulic gradient which existed in {he
field was probably close to unity. The data in Table 1 show that the values
of moisture content over the 1.5 to 2.13 m depth interval fluctuated slowly
over the season. A method of treating the boundary condition was developed
which forced a unit gradient to exist at the lower boundary between the bot-
tom node and an imaginary node. This boundary condition permitted the mois-
ture content at the bottom boundary to vary with time in response to irriga-
tion. The suitability of the modified boundary condition and some alternative
boundary conditions will be discussed in conjunction with the calibration.
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TABLE 1. MOISTURE CONTENT PROFILES AT A DEPTH OF 1.52 T0 2.13
METERS FOR SELECTED PLOTS
3] 9 6 ¢ 8 2]
Plot Date ; o 1.83m 2.13m PIOt Date o 3 aar 5930
17 6/9 0.32 0.30 0.31 29 6/21 0.31 0.29 0.33
8/6 0.35 0.31 0.32 6/27 0.32 0.31 0.33
8/18 0.35 0.31 0.32 7/10 0.34 0.32 0.3
9/3 0.33 0.31 0.3] 7/20 0.34 0.32 0.34
9/15 0.3 0.31 0.31 40 220 03 0 o
18 7/17 0.30 0.29 0.3 8/11 0.35 0.32 0.35
7/23 0.30 0.31 0.3] . 8/18 0.3% 0.32 0.36
8/5 0.30 0.32 0.33 8/28 0.36 0.33 0.36
8/15 0.32 0.32 0.33 9/4 0.32 0.31 0.35
9/2 0.29 0.30 0.32 9/11 0.35 0.32 0.37
918 0.29 0.30 0.32 3 £ 030 0.32 0.36
19 7/8 0.30 0.3 7/4  0.36 0.38 0.40
7/14 0.32  0.33 7/28 0.35 0.33 0.36
7722 0.31 0.33 8/18 0.36 0.36 0.39
35?8 0.3 0.3 33 6/19 0.29 0.30 0.33
oo o3 0.2 6/24 0.33 0.30 0.35
o5 03 0.3 7/9  0.34 0.33 0.38
: ' 7/17 0.34  0.33  0.38
21 6/20 0.32 0.29 0.33 7721 0.35 0.33 0.37
6/24 0.32 0.29 0.33 7/28 0.35 0.33 0.37
;;}; 8‘32 8'3} g'gg 38 6/21 0.28 0.32 0.32
729 o3 o3 0.3 6/28 0.31 0.3% 0. 33
e ¥ 230 ou 7/23 0.30 0.33 0.33
8/12 0.33 0.30 0.33 35;5 g'g} 8'32 8'32
8/27 0.35 0.32 0.33 : : :
9/4 0.35 0.30 0.3 35 6/17 0.30 0.32 0.3
9/15 0.35 0.33 0.34 6/23 0.35 0.36 0.3
25 7/9 0.33 0.29 0.32 ;jg} 8'32 g'gj 8'32
7/18 0.36 0.33 035 : : :
7/25 0.34  0.32 0.35 7/30 0.33  0.34  0.35
8/12 0.35 0.32 0.35 35?9 g‘gg g°§ﬁ 8-32
8/15 0.35 0.32 0.36 : ' '
8/28 0.33 0.34 0.35
21 6/19 0.28 0.32 0.32 49 48 030 0.33 0.3
6/23 0.28 0.32 0.32
6/27 0.35 0.33 0.35
7/18 0.31 0.34 0.35 ey a3 W 0L
8/22 0.32 0.34 0.35 7 03 0 o
7/25 0.38  0.31  0.3]
8/4 0.3¢ 0.35 0.34
8/12 0.34 0.34 0.38
8/24 0.34 0.34 0.38
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The sink strength equaled the estimated daily values of evapotranspi-
pation for the corn grown in the test plot. Evapotranspiration estimations
were made using pan evaporation data which had been modified by the crop coef-
ficient to account for the crop growth stage. The assumed extraction pattern
for the roots was 40% from the top foot, 30% from the second foot, 20% from
the third foot and 10% from the fourth foot of the soil profile. The 4-ft
rooting depth was assumed fixed for the entire season.

The initial moisture distribution was specified using field data collected
with neutron probe equipment. The initial moisture content profile used for
calibration corresponded to the field moisture content which existed at the
beginning of the calibration period.

The hydraulic conductivity and diffusivity functions used in the study
were Eqs. 26 and 38, which were developed using empirical relationships derived
from the soil-water characteristic. The hydraulic conductivity function was
developed from the Brooks-Corey relationships and the diffusivity was developed
using both Brooks-Corey and Su-Brooks representation of the soil-water char-
acteristic. To complete the development of the hydraulic properties, the
parameters in the Brooks-Corey empirical representation of the soil-water
characteristic and in the Su-Brooks equations were determined by fitting to
field data. The Brooks-Corey representation of the soil moisture character-
istic is defined by Eq. 31, where Se is the effective saturation defined by
Eq. 27, 6, is water content at residual saturation, 65 is water content at
full saturation and 6 is water content. The values of A, S, and Pp/pg (bub-
bling pressure head) were calculated using a computer program (SORPT) developed
at Colorado State University by Dr. A. T. Corey. Values of capillary pressure
head and corresponding values of saturation taken from the measured soil-water
characteristic were used by program SORPT to calculate X, Sy, and Pp/eg. The
graphical representations of the field data and the Brooks-Corey curves are
given in Fig. 32. Field data for the soil-water characteristic are given in
Appendix A. The computed parameters for the Brooks-Corey equations represent
the shape and values of field water content well over the concave portion of
the curve and diverge over the convex portion of the curve, as would be
expected.

The definition of diffusivity {D = K [d(Pc/pg)]/d8} requires that both
the hydraulic conductivity and the derivative of the capillary pressure be
known. The Brooks-Corey functions can not be used to define the diffusivity
entirely, because the derivative of the function is not continuous over the
full range of capillary pressure head. The expression for capillary pressure
head developed by Su and Brooks was used to compute the derivative of the
capillary pressure head.

The equation ‘for the capillary pressure head used in the study

P _Pj S-S,
°9

=L (—r 8
Y a 8

S

(LR ya s (69)
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Figure 32. Soil-Water characteristic used in study.
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was fitted to the soil-water characteristic by a trial and error process.
First, the inflection pressure head (P;) was selected and then, from the
relationship for the parameters

a+b+ Sr = 1,0 (70)

in Fig. 28, the values for a and b were calculated. The value of m was
computed by selecting a value for S, and its corresponding value of capillary
pressure head, Pc/pg, substituting them in Eq. 69 and solving for the value
of m which satisfied the equation. The first approximate characteristic was
checked by entering values of saturation, S, calculated values of a, b and m,
and an estimate of P, into Eq. 69 and computing values of P /rg. The com-
puted values of Pc/pg were compared to the corresponding vaTues of Pc/pg at
the same water conitent from the field soil-water characteristic. Values of
Pj were adjusted and the above process was repeated until the fit was con-
sidered satisfactory. The graphical representation of the function used in
this study is given in Fig. 32. The value of residual saturation, Sy, used
in Eq. 69 was computed at program SORPT. Hanks and Bowers (36) found that
values of diffusivity at or near saturation were most important in calculating
infiltration. Therefore, the convex section of the characteristic was given
the most weight in fitting the curve. This gave the best approximation of
the derivative (d(P_./pg)/de) in the regions of higher saturation, and, we
hope, the best valus for the diffusivity. The curve fits the field data
quite well over the convex section of the curve, but diverges on the concave
side of the inflection point (to where K(6) and D(8) are quite Tow),

The values of parameters, for the Brooks-Corey and Su-Brooks functions
used in this study, are given in Table 2.

TABLE 2. PARAMETERS USED IN HYDRAULIC CONDUCTIVITY AND DIFFUSIVITY

FUNCTIONS
Brooks-Corey Su-Brooks

A = 0.651 a=0.24

S. =0.538 o_=0.242 b = 0.222

r r _

P / - 4'| m= 0-428

'p/P9 = 1 cm Pi/eg = 96 cm
o = 0.45

The calibration of the model was necessary to implicitly incorporate the
variability of field soil properties in the simulation. Field variation of
properties occur both horizontally and vertically throughout the profile.

The variation can be measured by extensive sampling and testing in the field.
However, this was not done in the current study. Instead, the soil-water
characteristic was calculated using undisturbed soil samples taken in only a
small area on a single plot and-the saturated hydraulic conductivity, K¢, was
adjusted until calculated infiltration depth and time agreed with field
observation. :
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The soil-water characteristic was calculated using two undisturbed soil
samples taken at each 30 cm depth through the profile. Fourteen samples were
used at each value of pressure head tocalculate the water content. The cal-
culated values of water content at a given pressure head were averaged to give
a single representative water content. By averaging in this manner, the soil-
water characteristic incorporated, in an approximate way, the vertical vari-
ability occurring in this region of the field. The area selected to gather
data for the characteristic is similar to the remainder of the field with
respect tosoil type, and it is believed that the soil-water characteristic
should be reasonably representative of the average characteristic for the
field.

The average soil-water characteristic was used to develop the hydraulic
functions K(8) and D(e), except for the value Kg» which was selected during
the calibration procedure. Field observations of water content profiles and
irrigation data were used with different values of K in a series of simula-
tions to select a value for K.

The procedure was to select a value for Kg (the only hydraulic parameter
remaining unspecified) and to calculate the cumulative infiltration and dis-
tribution of water content in the soil. The calculated time required to infil-
trate a prescribed depth of water was compared to the observed time required
in the field. Also, the calculated and observed water-content distrihntions
were compared during infiltration and in the subsequent period of redis-
tribution. The observed water-content distribution was an average one;
obtained by averaging measured water contents for corresponding depths at four
locations in the field plot.

‘ The above procedure was repeated several times, and the value of Kg was
determined which gave the most satisfactory agreement between calculated and
observed water-content distributions, infiltration, and changes in soil-water
storage. Even though a completely objective method for expressing the optimum
agreement for all three comparisons was not derived, it was possible to select
Ks so that all three comparisons were considered satisfactory, as will be

shown in subsequent paragraphs.

Any effects on infiltration and soil-water distribution caused by spatial
variability of the soil-water characteristic and not included in the char-
acteristic used in the calculations was Tumped into the adjusted value of Kg
by this procedure. Strictly speaking, therefore, it is not certain that
either the soil-water characteristic or K¢ are actually the appropriate aver-
ages. On the other hand, the fact that, By adjusting Kg only, satisfactory
comparisons for water balance, water distribution, and infiltration strongly
suggests that the soil-water characteristic and Kg used in the calculation

are nearly the correct, spatially weighted parameters.

The initial soil moisture distribution, field moisture distribution four
days after irrigation, and corresponding data from the calculations for the
values of K used in the calibration are given in Table 3. Infiltration data

for the test plot are also given in Table 3. A value of_KF = 20 cm/dag was
found to yield calculated infiltration times that most near y matched the
measured infiltration time. The moisture profiles for the field data and the
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TABLE 3. MOISTURE CONTENT PROFILES FROM PLOT 30 USED FOR MODEL

CALIBRATION
Volumetric Moisture Content
Initial Final Final Final Final
Field Field Model Model Model
Depth Moisture Moisture
(cm) (1 day before (4 days after K °Oa—— K —15d -10%1—
irrigation) irrigation) ay ay s
0 0.298 0.302 0.308
15 0.310 0.315 0.323
30 0.248 0.32 0.321 0.326 0.334
46 0.268 0.34 0.328 0.334 0.342
61 0.253 0.32 0.332 0.337 0.344
76 0.217 0.28 0.332 0.337 0.341
92 0.191 0.27 0.275 0.246 0.205
107 0.240 0.29 0.236 0.236 0.230
122 0.289 0.31 0.283 0.283 0.280
137 0.260 0.29 0.269 0.269 0.269
152 0.283 0.31 0.282 0.282 0.282
168 0.246 0.26 0.247 0.246 0.246
183 0.282 0.29 0.288 0.287 0.286
198 0.330 0.33 0.309 0.312 0.314
214 0.322 0.33 0.316 0.318 0.321
229 0.326 0.33 0.320 0.321 0.323
244 0.329 0.33 0.323 0.320 0.325
Time of Infiltration
(Days) 0.2 0.2 0.3 0.4
Total Change in Storage 5.0 4.3 4.5 6.37
(cm)
Simulated Date - Day 170-175
Et = 1.48 cm

Depth of Irrigation 9.65 cm Day 171

simulation with Ks = 20 cm/day are plotted in Fig. 33. While the profile
shapes do not match exactly, the fit is reasonable considering the soil

is not homogeneous and hysteresis was not included in the calculations. The
change in storage was computed using the plot of moisture content versus
depth in Fig. 33. The field change in storage was 5 cm of water and the
storage change for the simulation was 4.3 cm,using a value of K; = 20.cm/day.
Field data from another plot were selected and used with a va]ue of Kg = 20
cm/day. The initial data are presented in Table 4 and the graph1ca1 presen-
tation is given in Fig. 34. Again, the moisture distribution is not an exact
match, but it is reasonable. In this simulation, water storage change in the
field was 8.61 cm and the model simulated a storage change of 8.26 c¢cm. On
the basis of these simulations, a value of Kg = 20 cm/day was selected for
use in the final simulations.
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Figure 33. Moisture content profiles in Plot 30 used to calibrate
the flow model. -
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Figure 34. Moisture content profiles in Plot 25 used to calibrate
the flow model.
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TABLE 4. MOISTURE CONTENT PROFILES FROM PLOT 25 USED FOR MODEL
CALIBRATION :

Volumetric Moisture Content

Depth - Field Model
(em) Mtial  pinal Final
15 0.315
30  0.283  0.332  0.324
35  0.333  0.355  0.331
61  0.323  0.384  0.337
76 0.33] 0.356  0.342
91  0.325  0.352  0.346
106 0.325  0.342  0.349
122 0.333  0.352  0.352
137 0.339  0.356  0.355
152 0.331 0.364  0.358
167 0.302  0.350  0.360
183 0.292  0.331  0.362
198 0.318  0.339  0.365
213 0.318  0.357  0.367
Time of Infil- 0.2 0.2

tration (Days)

Change in Stor-
age (cm) 8.61 8.26

Simulation Dates - Day 190-199
KS = 20 cm/day

Depth of Irrigation 10.44 cm Day 191
8.48 cm Day 193

Et = 7.92 cm

The field moisture profiles plotted in Figs. 33 and 34 show that the
assumption of a unit hydraulic gradient existing at the lower boundary condi-
tion was quite good. The agreement between the field moisture profiles and
the simulated profile in Figs. 33 and 34 indicates that a unit gradient lower
boundary condition was a good representation of the actual boundary condition.
The effect of the unit gradient boundary condition on values of moisture con-
tent at the lower boundary was checked for a 150-day simulation period. Data
for the moisture content at 2.13 m from a simulation using a 14-day irrigation
interval and a 20% leaching increment are given in Table 5. The depth of the
irrigation was calculated as the sum of the water depleted by evapotranspira-
tion during the 14 days preceding the irrigations plus the leaching incre-
ments. Data in Tables 1 and 5 show that the fluctuations in moisture content
at 2.13 m for field and simulated data are small.

Other boundary conditions considered were: (1) fixing the value of mois-

ture content at the lower boundary; and (2) specifying a time varying moisture
content for the lower boundary. Field data indicated that the moisture
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TABLE 5. SIMULATED VOLUMETRIC MOISTURE CONTENT AT 2.13 METERS USING
14-DAY IRRIGATION SCHEDULE AND 20 PERCENT LEACHING INCREMENT

Day 8 Day

144 0.35 230 0.33
155 0.34 250 0.33
170 0.33 270 0.33
190 0.32 293 0.33
210 0.32

content changed at the lower boundary during an irrigation season and a fixed
value of moisture content would not be an accurate representation of the field
situation.

Changing moisture content with time was also considered as a lower bound-
ary condition. This method would provide an accurate representation of field
conditions provided that the moisture content on the boundary was known as a
function of time. A condition specifying a value of moisture content at the
lower boundary as a function of time has one serious drawback, however. The
values of moisture content at the lower boundary will not be known as a func-
tion of time unless they are measured under all conditions used in the
simulation. This would require extensive experimentation and obviate the need
for the model in the first place. The simulations of moisture flow used to
calibrate the model indicated that the soils in the Grand Valley could be
adequately modeled with the present program.

CHEMICAL MODEL

The chemical model calculates the chemistry of the soil solution and the
transport of the salts. Computation of salt transport uses the moisture flow
data generated by the moisture flow model. The data requirements for the
chemistry subroutines in the model are: (1) the irrigation water chemical
analysis; (2) the number and depth of the chemistry horizons in the soil pro-
file; (3) the initial soil analysis of each horizon; and (4) fertilization
and irrigation dates. The soil analysis required for each chemistry horizon
includes _the concentrations of NO3-, MHg+, urea, Ca++, Ma+, Mg++, HCO3-,

CT™, CO3™, and S04~ ions. Additional soil properties required include: (1)
the cation exchange capacity of the soil; (2) the concentration of gypsum in
the soil; (3) the bulk density of the soil; and (4) the presence of lime.

The irrigation water analysis includes the same ions as does the soil analysis
except for urea. If the partial pressure of C0» and the exchange constants
for the Ca++-Mg++ and Ca+t+-Na+ exchanges are known, these values can be used
in the chemistry portions of the model. Otherwise, estimates are supplied in
the model for the Ca++-Ma+ and Ca++-Mg++ exchange constants. The partial
pressure of CO, is not needed to run the model; it is an optional data
requirement.
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The chemistry model was developed assuming that all chemical reactions
reached equilibrium instantaneously. Since the reaction times for the pro-
cesses considered in the model (ion exchange, solution-precipitation of slight-
1y soluble salts, and formation of jon pairs) are on the order of seconds or
minutes (13), the assumption of instantaneous equilibrium should be good.

The validity of the equilibrium assumption as it applies to gypsum will be
discussed later in this section.

‘Dutt et al. (24) validated the nitrogen portions of the model, but made
no attempt to verify salt predictions of the model. Previous work indicated
that the approach for the salt chemistry sections of the model was adequate.

Comparison of observed soil chemistry with predictions from the chemical
model was accomplished as a single plot for which the available data included:
(1) the initial soil chemistry for the soil profile; (2) the chemical analysis
for a set of soil solution samples taken daily or at least weekly; (3) the
initial and final soil moisture profiles; and (4) the irrigation treatment.
Data from plot 23, taken from one of the vacuum extractors units, were used
for the comparison.

The chemistry model uses a single chemical analysis for the irrigation
water. Therefore, an average analysis of the water used for irrigation of
the test plots in 1975 was used both for the calibration of the model and the
hypothetical simulations. The average chemical analysis of the irrigation
water used in the model and the analysis of June and October irrigation water
for 1975 are given in Table 6. The data show a wide range of values for C1~
and S04~ concentrations.

TABLE 6. 1975 IRRIGATION WATER ANALYSIS (ppm)

Average June Oct. Average June Oct.
ca™ - 435 34 63 S0, -57.3 16 182
Na* - 47.25 17 110 NOyT - 0.0 0 14
HCO,™ - 134.0 139 176 Mg** - 10.3 7 19
(" - 61.0 38 160 71ota) = 353.35

The soil profile was divided into seven chemistry segments each 30-cm thick.
The initial soil properties and soil chemical analyses were assumed uniform
throughout each 30-cm segment. The segments were subdivided into segments
15 cm thick (using the field data for the 30-cm segments) to provide the com-
putational segments used for the simulations and calibration of the model.
The initial chemical profile and soil properties used to run the model for
the investigation into its validity and, later, the hypothetical simulations
are listed in Table 7. The irrigation, evapotranspiration and initial soil
moisture data (taken from field data) used are presented in Table 8.
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TABLE 7. INITIAL CHEMICAL PROFILE AND SOIL DATA FOR PLOT 23, MATCHETT
FARM, 1975

Profile Chemical Analysis

HZN or Ca Na Mg HCO Cl1. CO03 S0q NO3
segment meq/1 meq/1 meq/1 meq/1 meq/1 meq/l meq/l meq/l

1 24,95 8.02 7.5 8.10 4.39 0.0 30.05 0.03
2 9.68 9.43 3.86 3.48 8.84 0.0 7.90 0.21
3 15.52 8.23 3.68 2.02 6.29 0.0 22.75 0.32
4 31.04 1.57 4.28 2.43 3.96 0.0 ?28.55 0.18
5 25.76 7.15 2.53 2.47 4.05 0.0 34.76 0.27
6 27.60 6.61 4.93 2.36 4.82 0.0 36.00 0.02
7 24.70 6.50 6.29 1.55 3.36 0.0 28.00 0.13
Soil Properties
HZN or Lime Gypsum Cation exchange
segment meq/100 gm capacity meq/100 gm
1 yes 1 14
o2 yes 1 15
3 yes 1 13
4 yes 5 16
5 yes 1 16
6 yes 15 16
7 yes 21 15

The data used for comparison covered a 30-day period from June 15 to July
14 (day 166-196). The computed concentrations of Ca++, Mg++, Na+, HCO3,
S04=, C1- and TDS were compared to the soil solution extracted at 1.1 m depth.
No drainage occurred from the drains which surround Plot 25 during the time
period used in the comparison. Plot 25 had a treatment of L-5-4, which means
low fertility (50 ppm of nitrogen in top 30 cm of soil), 50% allowable soil
moisture depletion between field capacity (1/3 bar) and permanent wilting
point (15 bars), and each irrigation to be 200% of the allowable depletion.
However, it was not always possible to have sufficient irrigation water infil-
trate into the soil in order to apply 200%. For the 1975 irrigation season,
a total of 59.4 cm of water was applied (including rainfall), which was about
18 cm less than required to satisfy the experimental design. Water balance
computations for the time period of June 15 to August 25, which encompasses
the time period of the irrigations, showed that estimated evapotranspiration
(43.7 cm) plus increased soil moisture storage (19.5 cm) exceeded the depth
of water applied by 3.8 cm, which explains why there was no drainage except
for a small event of 0.036 cm on July 14. The computed concentrations are
presented graphically in Figs. 35 to 37 for the simulation period. The
computer program is written so that TDS values are calculated as the sum of
the concentrations of the ions in the soil solution samples extracted at a

depth of 1.1 m in plot 23 for the time period of interest are presented in
Figs. 35 to 37 and in Table C-1.
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TABLE 8. IRRI@ATION TREATMENTS ON PLOT 23 IN 1975 USED TO CALIBRATE CHEMICAL MODEL
: Irrigation Treatment (H-3-2)

Irrigation Data

Initial Moisture Distribution

Date 1975 Depth

Evapotranspiration Data

) Depth Vol. Depth Vol. Date E¢ Date t Date. E

(Julian) (cm) (Julian)(cm) (Ju11an)(cm)(Ju11an)(Em)
171 11.43 30.5 0.30 137.2 0.26 166 0.28 176 0.48 186 0.51
174 11.58 45.7 0.30 152.5 0.28 167 0.28 177 0.33 187 0.41
191 7.95 61.0 0.25 167.6 0.30 168 0.20 178 0.48 188 0.64
192 2.62 76.2 0.25 183.0 0.31 169 0.20 179 0.51 189 0.43
}3$§;azggng 33.58 91.5 0.31  198.25 0.3] 170 0.15180  0.53 190  0.25
106.7 0.32 213.50 0.34 171 0.18 181 0.48 191 0.30

122.0  0.29 172 0.15 182 0.38 192 0.51

173 0.23 183 0.38 193 0.43

174 0.36 184 0.25 194 0.43

175 0.48 185 0.36 195 0.41

196 0.33

H - High fertility, 100 ppm of nitrogen in top 30 cm of soil.

3 - Allowable moisture depletion of 30% below field
. “capacity (1/3 bar) and permanent wilting point (
2 - Replace 100% of depleted moisture so that soil moisture content after irrigation is at field

capacity.
crop - Corn.

capacity as measured by difference between field
15 bars).
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Inspection of the data presented in Figs. 35 to 37 shows that predicted
values of Mg++, HCO3~, Na+, SO4=, Cat++, and TDS are within 25% of the field
values, while the predicted values for C1- vary up to 100% from the measured
values. With the exception of HCO3- and Mg++ ions, the predicted values are
generally greater than the field values. These graphs reflect a calibration
of the computer model and indicate the expected accuracy of any model pre-
dictions; however, some additional improvements will be made in the model as
described in the following pages. The graphs of the Ca++ and S04= ions and
TDS show sharp drops in concentration early in the simulation and then a
tendency to level off. This effect probably results from the simulated
chemical system adjusting to an equilibrium condition between the initial
soil chemistry and the soil solution. The initial drop in the Ca++ and S04=
would probably be eliminated by equilibrating the soil solution with the
soil matrix before beginning the simulation. The lack of agreement points
to the importance and need for further improvements in this soil chemistry
model.

For soils containing gypsum, the upper limit of the concentration of
Ca++ should be 630 to 650 ppm. This concentration is controlled by the sol-
ubility of gypsum. A saturated gypsum solution at 25 degrees C contains 30.5
meq/liters (85), which means the concentration of Ca++ at saturation is 610
ppm. Lower soil temperatures and the salts in the soil solution increase the
solubility of CaS0, and increase the upper 1imit of Ca++ concentrations in the
saturated solution. For the soil in the test plot, the program computed Ca++
concentrations of over 770 ppm. The analysis of the soil solution extracted
in plot 23 (Table C-1) was used as a check to determine whether the concen-
tration of Ca++ in the soil solution in the field was being controlled by
the solubility of gypsum.

The check was made using a computer program developed by Dr. S.R. Olsen
and Dr. H.R. Duke, Scientific Educational Administration-Agricultural Research,
currently stationed at Colorado State University. The program computes the
activity of each ion species in the solution and provides the negative
lTogarithm (pK) of the computed activity for each species, K. If the Ca++
concentration is being controlled by the gypsum and is in an equilibrium
condition, the pK of CaS0q should be 4.61, which is the pK value of pure
CaS0O4. The pK analysis, using Dr. Olsen's program, of the soil solution
(Table C-1) collected from plot 23 during the test period is given in Table
9. It can be seen from the CaSO; data that the concentration of Ca++ in the
soil solution is in equilibrium with and being controlled by the gypsum in

the soil.

One possible explanation of the discrepancy between field and simulation
data was that the Ca** concentration was not controlled by the gypsum solubil-
ity product, due to the absence of gypsum in the soil. If gypsum were not
present, the Ca** concentrations would be affected by the+loss of water or
other reactions occurring in the soil. To be sure the Ca' concentration was
controlled by the solubility product of gypsum, a simulation was made.using a
value for the gypsum concentration in the soil of 25 mgq/100 gm of soil for
all the chemistry horizons. The data for this simulation are presented in
Table 10. The data show that the calculated values of Ca*t concentration
were not improved, while the agreement between the field and predicted con-
centrations for the other ions did not differ significantly from the initial
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simulation results. The check indicated that the value used for the concen-
tration of gypsum in the soil was not the problem; therefore, additional
investigation was required.

Other reactions considered in the model which include Ca*t are cation
exchange and the dissociation of CaC03. Dutt et al. (24) state that the
HCO3- is usually the predominant form of CO3= occurring in the soil-water
system.” The reaction used in the model for the CO3= was

HyC05 + CaCOy 2 Ca™ + 2HCO, : (71)
The system of equations used to describe the reaction(s) is given in Section
6. As part of the development of the equations describing the HCO3- system,
Dutt et al. (24) proposed an equation to describe the solubility product of
Ca(HCO3)2 as a function of moisture content. The solubility of Ca(HCO3)2

is computed in the program as the product of the activities of the Ca++ and
HCO3~ ions present in the soil solution. It is then modified using Dutt

et al.'s (24) experimentally derived relationship for the solubility as a
function of moisture content.

The effect of the value of the solubility product of Ca(HCO3)» used in
the simulation on the computed Ca** concentrations was investigated using the
measured and simulated data for plot 23. The simulated value for the Ca(HCOg)g
solubility can be compared to field values by using the pK values of the Ca*
and HCO3™ ions. The pCa and pHCO3 values for the field data for plot 23 are
given in Table 9. The ion concentration data from the simulation using the
initial soil analysis (Table 7)were used to calculate the pCa and pHCO3 values
for the simulations. The pK values for Ca**, HCO3 S04~, and Mg** for the
simulated and measured data are given in Table 11.

TABLE 9. pK ANALYSIS OF SOIL SOLUTION EXTRACT AT 1.1 m ON PLOT 23,
MATCHETT FARM, 1975

Jg;;g” pla Mg pSO,  pHCO, pCO, pCACO PMCO, PCasO,
169  2.3013 2.9167 2.2849 2.2976 4.9366 7.2280 7.7434 4.5862
171 2.2590 2.8696 2.3583 2.2493 5.0783 7.3374 7.9480 4.6173
172 2.2883 2.7873 2.3159 2.3522 4.8812 7.1696 7.6686 4.6043
174 2.2839 2.8763 2.3524 2.3506 4.5796 6.8635 7.4559 4.6363
176 2.2710 2.7909 2.4585 2.3198 4.6488 6.9199 7.4398 4.7295
180 2.3180 2.7733 2.3295 2.4213 4.8503 7.1684 7.6236 4.6476
185 2.2888 2.8956 2.3355 2.3801 4.909]1 7.1979 7.8047 4.6244
185 2.2786 2.8196 2.3566 2.4119 4.9409 7.2196 7.7605 4.6353
197 2.3272 2.8824 2.3480 2.3294 5.0584 7.3856 7.9408 4.6752
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TABLE 10. CONCENTRATIONS CALCULATED AT 1.1 m DEPTH WITH GYPSUM =
25 meq/100 gm IN ALL HORIZON.

Julian Ca Na Mg HCO3 CT S04 TDS
Date ppm ppm ppm ppm” ppm ppn__ ppm

166 974 60 101 302 333 1938 3078
168 830 60 75 291 339 1521 3116
170 826 62 75 296 345 1526 3130
172771 121 74 275 429 1656 3326
174 772 134 74 292 450 1665 3387
176 770 212 79 282 491 1725 3559
178 772 220 80 299 487 1727 3585
180 776 224 81 309 490 1730 3610
182 779 227 81 316 494 1727 3624
184 781 227 82 322 496 1727 3635
186 784 229 82 326 500 1727 3648
188 786 231 81 332 505 1726 3662
190 786 231 82 336 510 1721 3666
192 779 229 81 329 497 1718 3633
194 779 247 83 293 488 1755 3645
196 781 253 84 303 484 1756 3661

TABLE 11. pK VALUES FOR SELECTED IONS

Ton __ Simulation Field

catt 2.1929 2.2839
Mgtt 2.9943 2.8763
HCO3~ 2.4393  2.3500
S04 2.2390 2.3524

Using the pK values from Table 11, the pCa(HCO calcul
simulation was 7.0715 and the field value wag 65985??2 Thesg gé:?Hgg3§ge
values correspond to solubility products of Ksp = 8.48x10-8 for the simulation
and Ks? = 1.04x10-7 for the field data. The simulation predicts a lower
solubility than exists in the field. The value of Ksp_computed from the

field data was inserted into the program as a fixed value, unaffected by
moisture content, and the simulation was rerun. The predicted values of Cat+
from the run using the field value of Ca(HCO3)2 solubility was larger than

the Ca** concentrations predicted in the original simulation. Even though

the solubility of gypsum (2.4x10-5) is significantly larger than the solubil-
ity of Ca(HCO3)2, the predicted values of Ca** concentration are sensitive

to the value of the Ca(HC03)2 solubility product used. Therefore, the problen
was to select a value for the solubility of Ca(HCO3)7 which is characteristic
of the field. Apparently, calculated field values for the solubility product
can not be used in the model at this time. Dutt et al. (24) have provided
another option to calculate the Ksp of Ca(HCO3),.
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Dutt et al. (24) assume "that at a given moisture content the H2CO3 con-
centration is constant at equilibrium, which is equivalent to assuming a
constant CO» partial pressure at a constant moisture content." One option in
the chemistry model specified a fixed value for the partial pressure of carbon
dioxide (COp) for the soil solution and-this fixes the solubility product of
the Ca(HCO03)2.

A value of 3 milli-atmospheres was used with the initial data in Table
7 to evaluate the effect of specifying the partial pressure of C02 on the
computed Ca++ concentration. The computed values of Ca++ concentrations were
Tower than the values presented in Fig. 35. After discussions with
Dr. Sterling Olsen, a value of 7 matm for the CO, partial pressure was
selected as being representative of the soil sys%em in the Grand Valley.

A 30-day simulation was made using the COp partial pressure of 7 matm.
The results are presented in Table B-1 and have been plotted in Figures 35
to 37. The use of a fixed value of COp partial pressure improved the com-
parison between the field values and predicted values for the Ca++ concentra-
tion and had no effect on the comparison between the values of Nat+, Mgt+t,
and C1~ concentrations. The comparison of HCO3 concentrations is now quite

poor, however. In this instance, the value of the solubility product was
Jower than the values used in previous simulations. The agreement between
field and predicted values of TDS concentrations was improved when the COp
partial pressure was fixed. The comparison between the computed and measured
S04~ concentrations was poorer in this simutation.

Apparently, the reactions included in the model do not adequately describe
the CaSO4, CaC03-Ca(HCO3)2 system for the soils in the Grand Valley. However,
the Ca**, S04~ and HCO3~ concentrations appear to occur in the proper propor-
tions so that TDS computations are valid even though the concentrations of
catt, S04, and HCO3™ individually are incorrect. King and Hanks (43) used
the salt portion of Dutt et al.'s (24) model in their studies and found that
the TDS calculations were fairly good, but that the computations of the
concentrations for single ion species were not adequate.

Comparisons of the data for Ca++, HCO3™, and S04= concentrations for
field and simulated data (Tables C-1 and B=1) show the predicted values of
Ca++ and SO,= to be higher than field values, and HCO3- concentrations for
the field data being higher than predicted. The sums of the average concen-
trations of Ca++, HCO3- and SO4= ions in Tables B-1 and C-1 are 2556 ppm for
the field data and 2624 ppm for the simulated data, a difference of 3%.
While the predicted concentrations of Na++ and Mg++ fit field data fairly
we1}d(Sig. 25) the predicted C1~ concentrations vary considerably from the
fie ata.

The discussion has centered on comparisons of ion concentrations,
computed and field, occurring at a depth of 1.1 m in the soil profile.
However, the solution concentrations of interest in the final simulations
are for the return flow at a depth of 2.13 m. As previously indicated, no
drainage water was collected from plot 23, but chemical analyses of drainage
water from other test plots are available.
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Ion concentrations for the soil chemical profile occurring between
depths of 1.2 to 2.1 m in all the field test plots are nearly equal regard-
less of irrigation treatment. Comparison of concentrations occurring from
1.2 to 2.1 m depth between plots shows that the values are nearly equal
throughout the field. If the ion concentrations are the same throughout
the field between depths of 1.2 to 2.1 m, then a reasonably good comparison

- should exist between concentration values computed using plot 23 and the
field data for plot 23 or other plots. Comparison of the data simulated
using a CO2 partial pressure of 7 matm presented in Table 12 and field data
in Table 13 show poor comparisons for individual ion concentrations, while
TDS concentrations agree reasonably well. Based on the simulations used in
the comparison of ion concentrations at 1.1 m and 2.13 m, a partial pressure
of 7 matm was selected for use in the hypothetical simulations that follow.

TABLE 12. PLOT 23 CONCENTRATION AT 2.13 m PREDICTED USING PC02=7 matm

Ca Na_ Mg HCO3 C1 S0z 1DS  7DS-CI
ppm ppm ppm ppm ppm ppm _ ppm Ppm

166 818 221 142 188 236 2136 3741 3505
166 731 218 118 122 247 1790 3226 2979
170 730 220 118 122 249 1786 32256 2976
172 717 213 115 123 236 1785 3189 2953
174 703 207 112 125 245 1834 3226 2981
176 659 197 104 131 294 1969 3354 3060
178 648 199 103 133 324 2010 3417 3093
180 646 200 102 134 337 2056 3475 3138
182 645 200 102 134 346 2042 3469 3123
184 644 200 102 134 350 2038 3470 3120
186 643 203 102 134 355 2047 3484 3129
188 642 203 102 134 358 2047 3486 3128
190 642 203 102 134 362 2048 3491 3129
192 643 204 102 135 363 2044 3491 3158
194 641 204 102 134 365 2056 3502 3137
196 641 204 102 135 365 2056 3503 3138

Date

SIMULATION OF HYPOTHETICAL CASES

After the calibration of the moisture flow and chemistry models was com-
pleted, the chemistry and flow models were used as a single model to evaluate
the effect of the volume of leachate on the salt concentration of the soil
solution leaving the profile at the Tower boundary. These simulations were
undertaken to test the impact of a very small leaching fraction (e.g., 20%)
and a large leaching fraction (40%). The long-term salinity impacts were
tested by running the simulations for a six-year time period. The effect of
winter precipitation on salt movement through the soil profile was also sim-
ulated. The hypothetical simulations in this part of the study were made
using the initial chemistry profile data from Plot 23 (Table 7) and widely
differing irrigation treatments. The irrigation treatments used were fixed
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TABLE 13. CHEMICAL COMPOSITION OF DRAINAGE WATER FROM FIELD II,
MATCHETT FARM, 1975.

Plot Ca Mg Na HCO4 Cl SOp TDS Date
ppm ppm _ppm_ppm-__ppm ppm  ppm collected

25 612 88 147 616 268 1505 3464 7/14
28 619 90 151 624 274 1553 3436 7/14
28 644 114 228 622 278 1459 3532 7/15
28 573 95 187 436 247 1536 3392 7/16
29 634 102 152 754 308 1512 3608 7/14
29 653 125 234 736 323 1536 3720 7/15
29 653 131 237 826 320 1464 3748 7/15
32 607 112 736 736 296 1488 3580 7/14
33 636 172 223 501 304 1728 3804 7/25
33 597 166 159 118 79 2237 3736 8/08
33 481 109 131 490 198 1344 3144 8/25
33 525 99 138 432 178 1542 3040 8/26
34 603 118 155 634 293 1704 3104 7/14
34 572 162 179 476 294 1771 3756 7/24
34 592 162 136 459 265 1728 3300 7/25
3 601 18 223 458 211 1824 3928 7/28
3 575 29 136 9% 78 1632 3816 8/08
35 560 118 126 573 238 1627 3460 7/14
40 482 121 205 252 255 1230 3125 6/24
40 506 125 186 389 180 1716 3492 7/22
40 593 106 196 379 137 1548 3456 7/31
40 611 102 185 365 131 1680 3368 8/15
40 619 85 144 420 172 1752 3064 8/20
41 613 88 150 450 171 1567 3428 6/22
41 544 90 137 423 192 1512 3148 6/26
41 570 100 152 490 177 1630 3276 7/15
41 607 93 148 336 148 1560 3016 7/25
41 566 79 125 309 140 1414 2936 7/24
41 525 99 144 315 150 1358 3124 8/22
42 688 110 200 529 230 1584 3348 6/22
42 578 99 162 455 198 1272 3304 6/29
42 659 99 168 490 174 1555 3308 7/15
42 569 121 179 521 189 1541 3512 717
42 590 107 184 388 198 1598 3408 7/19
42 578 . 93 148 348 162 1502 3180 7/25
42 578 93 136 307 112 1656 3136 7/26
43 494 106 181 407 221 1266 3292 6/24
43 545 119 150 476 85 1716 3508 7/14
43 594 108 184 379 189 1080 3252 7/19
43 547 107 168 386 60 1675 3420 7/21
44 589 100 166 451 206 1302 3264 6/24
44 603 106 166 492 186 1541 3384 7/15
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irrigation schedules with varying depths of applied water. Daily 7-,‘14-,
and 28-day irrigation intervals were considered for use in the s1mu]at19ns.
The depth of irrigation was set equal to the cumulative evapotranspiration
occurring in the interval prior to irrigation plus an additional leaching
increment equal to a percentage of the computed crop evapotranspiration. The
leaching increments considered were 1%, 2%, 5%, 10%, 20%, and 40% of the com-
puted evapotranspiration.

Simulations were made for a corn crop with a 150-day growing season
beginning on May 24 and ending on October 20 (day 144-293). The crop was
assumed to have a 120-cm rooting depth with a constant root distribution for
the entire simulation period. The root distribution was assigned as a
percentage of the total extraction with 40% occurring in the top 30 cm, 30%
in the second 30 cm, 20% in the third 30 ¢cm and 10% in the fourth 30 cm of
soil.

The initial moisture distribution for the purpose of the simulations
Was assumed to be at 50% depletion of the available water, where available
water is the difference between field capacity (1/3 bars) and permanent
wilting point (15 bars). The initial moisture profile used in the simula-
tions is given in Table A-2. The available water was defined as the water
stored in the soil between a suction of 30 and 1500 kPa. From field data
for the research plots, the value of available water used in the study was
13 cm of water in 1.2 m of soil.

Evapotranspiration (E¢) was computed using the method described by Kincaid
and Heerman (42). The equations and measured climatic data used to compute Ej
are given in Appendix A. The 7-day and 14-day irrigation schedules used in
the study are listed in Appendix A.

Simulations were made using daily irrigations, but the data were not
included in the final analysis. Daily values of irrigation equalled daily Et
values plus the leaching increment. The sum of Ey plus the leaching increment
was consistently less than a depth of 1 cm. When daily irrigations were sim-
ulated, the computed depth of infiltration differed from the planned depth for
a given day. Because of the poor representation of infiltration in this case,
a daily schedule for irrigations was not used in the study.

The problem with modeling a small depth of infiltration is a result of
the method used to compute infiltration. The upper boundary is specified as
a saturated water content and the infiltration is computed using the flux
between the upper two nodes. The depth of infiltration is equal to the flux
multiptied by the time increment. The defining relation for the time interval
is

i+1 _ 0.0354ax
At = TFRT (72)

where FR' is the largest value of flux occurring in the previous time interval.
Except when infiltration is occurring, the flux between any two nodes in the
system will be small and the resulting time step will be relatively large

(the maximum time interval used in the moisture flow calculations is 0.01 day
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and was established as part of the input data). Therefore, the time step used
to initiate infiltration will be large. The use of a large time step and the
large flux values which occur during infiltration tends to over-predict infil-
tration in cases when the depth of infiltration is small. The infiltration
computations do not create a significant error in the computed depth of infil-
tration when the depth of irrigation is large. '

A 28-day schedule was also considered in the study, but it is not
reported here. Estimates of water extracted by evapotranspiration between
scheduled irrigations indicated that most of the available water would be
removed between some irrigations. This irrigation practice would not
normally occur in the field where irrigation water is abundant, and for that
reason it was not included in the final analysis.

Irrigation intervals of 7 and 14 days and planned leaching increments of
2%, 5%, 20%, and 40% were used in the simulations needed for the study. Values
for the total cumulative infiltration and leachate at 2.1 m resulting from the
7- and 14-day schedules for leaching increments of 2%, 5%, 20%, and 40% are
given in Tables 14 and 15 for the 150-day irrigation season simulations.

TABLE 14. CUMULATIVE INFILTRATION FOR 150-DAY HYPOTHETICAL
SIMULATIONS USING 7- AND 14-DAY IRRIGATION SCHEDULES

" Irrigation Cumulative Infiltration (cm)

Frequency Leaching Increments
(days) 2% 5%  20% 40%
7 80.30 81.58 91.46 107.46
14 71.55 74.10 84.70 98.14

TABLE 15. CUMULATIVE LEACHATE AT 2.1 m FOR 150-DAY HYPOTHETICAL
SIMULATIONS USING 7- AND 14-DAY IRRIGATION SCHEDULES

Irrigation Cumulative Leachate (cm)

Frequency Leaching Increment
(days) 2% 5% 20% 40%
7 8.17 9.19 19.25 33.8
14 7.84 8.95 17.74 30.9

TABLE 16. LEACHING FRACTIONS COMPUTED FOR 7- AND 14-DAY IRRIGATION
SCHEDULES

Leaching Leaching Fractions

7-Day 14-Day
Increment Fetual Adjusted Actual Adjusted

2% 0.102 0.027 0.109 0.026
5% 0.110 0.039 0.121 0.040
20% 0.210 0.178 0.209 0.186
40% 0.310 0.310 0.315 0.285
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Leaching fractions at a depth of 2.1 m were calculated by two methods
using data from Tables 14 and 15 and Figs. 38 and 39. The computed values of
leaching fraction given in Table 16 are labeled actual and adjusted. The
values labeled actual were calculated as the ratio of cumulative leachate at
2.1 m to cumulative infiltration. The leaching fractions labeled adjusted were
computed using the data for cumulative infiltrations and leachate in Figs. 38
and 39. If the same boundary conditions were used to simulate water flow for
many years, a plot of cumulative leachate vs. cumulative infiltration would
become roughly Tinear. The slope of the linear portion of the plot would be
equal to the leaching fraction for the simulation. The value of the adjusted
leaching fraction is the slope of the line drawn through the linear segment of
the data in Figures 38 and 39, and represents the long term leaching fraction.

Comparison of the data labeled actual and the planned leaching increments
shows that with the exception of the 20% leaching increment, the planned values
of the Teaching fractions were not achieved. If the planned values of Teaching
had been attained, the values of the "actual" leaching fraction and the planned
leaching increment would have been equal. The comparison shows that higher
values of leaching were attained from the 2% and 5% leaching increments than
were planned and that the Teaching value was lower than planned for the 40%
Teaching increment.

The cumulative leachate was plotted versus the cumulative infiltration
in Figs. 38 and 39 for each leaching increment and irrigation frequency used
in the study. The plots in Figs. 38 and 39 show a sharp initial rise in the
cumulative Teachate values and then a transition to an approximately linear
- relationship. .

The leaching fractions represented by the slopes of the linear portion of
the plots of cumulative infiltration and cumulative leachate are given in
Table 16 as the adjusted values of the leaching fraction. Comparison of the
data in Table 16 shows the values of the adjusted leaching fraction to be
much closer to the planned leaching increments for the 2% and 5% values for
both the 7- and 14-day schedules. Comparison of the value of the planned in-
crements and adjusted values for the 20% and 40% leaching fractions for the
7-day schedule shows a larger difference in value for the 20% than the one
calculated as the actual value. The value of the adjusted leaching fraction
is the same as the actual value for the 40% leaching increment and 7-day
schedule. For the 14-day irrigation schedule, the adjusted leaching fractions
for the 20% and 40% leaching increments are lower than the previously calcu-

lated "actual" value.

In the field, changes in soil moisture due to evapotranspiration and
excess applications of irrigation water contribute to variations in the
leaching fraction from day-to-day. Therefore, the concept of a leaching
fraction is most appropriately applied over a long period of time. Storage
in the profile and variation in computed flux due to the approximations used
in the model also contribute to the differences between planned and computed

leaching fractions.
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The first objective of this research was to measure the effect of the
volume of return flow on the quality of return flow. The previous discussion
of the leaching fraction points out the difficulty in characterizing the con-
cept of leaching fraction. For the purposes of this research, a wide range
of leachate was desired. Since the cumulative leachate data plotted as a
nearly linear function over two-thirds of the simulation time (Figs. 38 and
39), the adjusted values obtained from the slope of the curves in Figs. 38
and 39 between a cumulative infiltration of 20 to 100 cm were used to character-
jze the leaching.

If an instantaneous equilibrium is assumed, the soil solution will always
be in equilibrium with the salts in the soil, providing the salt exists in the
profile, regardless of the volume of water passing through the soil. This
means that the volume of leachate alone might not be the only significant
parameter to use in evaluating the effect of the volume of leachate on the
quality of the return flow. Another factor to be considered in relation to
the salt concentration would be the water content in the soil segment. Inspec-
tion of the water content profiles for the soil below a depth of 1.2 m
indicated that the water content values are nearly equal in this region.
Therefore, the water contents at the lower boundary are representative of the
water content in the soil profile below a depth of 1.2 m.

The values for the volume of solution in the last computation segment
(bottom boundary) of the chemistry model are given in Table 17. Inspection of
the results in Table 17 show about a 15% variation in the volume of soil
solution in the final segment. The range of ‘the volumetric water content at
the lower boundary is 0.30 to 0.35. This range of water content probably
encompasses values which are representative of field water contents below
1.2 m for the test plots, as well as areas where a shallow water table does
not exist.

The calculated variation in water content for the lower boundary in the
hypothetical simulations is large enough to evaluate the effect of water con-
tent on the salt concentration of the leachate. This is true because the con-
centration of salts in the leachate moving below the root zone is equal to
the concentration occurring in the last soil segment. Therefore, any concen-
tration changes due to the variation of water content should be reflected in
the concentration of the leachate. The effect of moisture content on the
concentration of salts in the return flow will be discussed in later sections.

Chloride Transport

The transport characteristics of the model can be evaluated qualitatively
using profiles of C1 concentrations. Several investigators (3,54,91)
have used C1~ ions to study transport processes in soils since they are non-
reactive in soils. Profiles of C1~ concentrations for the 2%, 20% and 40%
leaching increments and the 7- and 14-day schedules have been plotted in
Figs. 40 and 41. The profiles were drawn for the Julian dates 157, 199, 255,
and 293. Comparing the peak concentrations for each leaching increment in
both the 7- and 14-day irrigation schedules shows that the peak concentrations
decrease with increasing values of leaching increment. For the larger
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leaching fractions, proportionately less water is extracted bv evapotranspira-
tion from the applied water than for the small leaching fractions. This
ineans that the 1onic concentration has been increased less by the larger

1eachiny increments than for the smaller ones.

A1l of the profiles of C1~ concentrations in Figs. 40 and 41 show an
increase in peak concentration and an increase in depth to the peak concentra-
tion with time. The increases in C1~ concentration result from the concentrat-
ing effect of evapotranspiration of the applied irrigation water. Evapotran-
spiration removes pure water from the solution and leaves the salts. The net-
effect is an increase in the concentration of salts. The movement of the
peak results from the transport of the salts in the soil solution by infiltra-
tion of irrigation water, redistribution and drainage of the soil solution.

For both the 7- and 14-day irrigation schedules, the depth of penetration
of the peak concentration is greatest for the largest leaching increment.
Qualitative]y, this would be expected. Excess water from the higher leaching
increments moves deeper into the soil profile, since more water is available
for redistribution. As the excess water moves, it transports the peak con-
centration deeper into the profile. Comparison of the depth to peak of the
concentration profile for each leaching increment shows that the profiles
were leached deeper with a given leaching increment for the 7-day irrigation
schedule than for the 14-day schedule. For example, using the 2% leaching
increment for the profile on day 255, the depth to the peak concentration “is
approximately 68 cm for the 14-day schedule and 83 cm for the 7-day schedule.
Deeper penetrations of the peak chloride concentrations, using frequent small
irrigations, have been reported by other investigators (3, 54). Results for
the transport of C1~ computed by the model indicate that salt transport is
modeled in a manner which corresponds qualitatively to results described in

experimental work on transport phenomena (3, 54).

TDS Studias

The TDS values at 2.1 m were plotted versus the cumulative leachate
values (Figs. 42 and 43) for the 150 days, the four leaching increments and two
irrigation frequencies used in the simulation. (Note: The scales ot cumula-
tive leachate in Figs. 42 and 43 have been extended over the range of 1 to 10
cm.) The data for both irrigation intervals show the same increasing values
of TDS as a function of increasing values of cumulative leachate. Data for
all leaching fractions are included in the initial portions of the curve.
Since the values of cumulative Teachate for the 2% and 5% leaching increment
were less than 10 cm, only the data from the 20% and 40% leaching increment

extend beyond 10 cm.

Some insight into the cause of the increase of the TDS concentration is
available from the data for the C1~ concentrations vs the cumulative leachate
(Figs. 42 and 43). These data show the C1~ concentrations rising, leveling
off, and then showing a second increase in concentration.
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TABLE 17. VARIATION OF VOLUME OF SOLUTION IN SOIL SEGMENT AT THE
LOWER BOUNDARY FOR SIMULATIONS USED IN THE STUDY

Volume (cm3/soil segment)
Leaching Increment
Date 2% 5% 20% 40%

7-Day Schedule

157 5.11 5.12 5.12 5.15
1717 4.92 4.93 5.02 5.05
185 4.80 4.81 4.86 4.88
199 4.71 4.72 4.75 5.07
213 4.65 4.65 4.84 5.11
227 4.59 4.60 4.94 5.18
241 4.55 4.57 4.96 5.17
255 4.52 4.57 5.01 5.14
269 4,50 4.61 4.98 5.12
283 4.48 3.69 4.94 5.08
293 4.49 4.71 4.92 5.03
14-Day Schedule
157 5.11 5.12 5.12 5.13
171 4.90 4.90 4.90 4.95
185 4.79 4.79 4.79 4.90
199 4.70 4.70 4.76 5.02
213 4.64 4.64 4.88 5.07
227 4.59 4.59 4.92° 5.05
241 4.55 4.5 5.00 5.07
255 4.52 4.53 5.02 5.08
269 4.40 4.54 5.00 5.08
283 4.47 4.63 4.98 5.08
293 4.46 4.69 4.91 5.09

The C1~ and other ions moving through the soil are concentrated as
water is removed by evapotranspiration. Repeated applications of irrigation
water increase the mass of salts and transport the salts through the soil.

As the salts are concentrated, reactions occur in the soil solution and
between the salts in the solution and the soil matrix. Examples are Ca++-Na+
exchange, ion pair formation, and precipitation. Chlorides, however, do not
participate in these reactions and changes in C1~ concentrations are due to
changes in irrigation water flux and the _concentrating effect of the loss of
pure water from the_root zone. Since C1 ions are essentially inert in a
soil system, the C1~ concentrations were plotted against cumulative leachate
(Figs. 42 and 43). This presentation more accurately reflects the results

of the chemical reactions that occur. For example, Figs. 42 and 43 show that
much of the increase in TDS values, particularly for the 20% and 40% incre-
ments, was due to the concentration of C1 in the soil solution.
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The data for (TDS-C1) in Fig. 42 and 43 show an initial rise to a peak
value and then a slight decrease. The data follow the same trend and have
approximately the same values of (TDS-C1) concentrations as a function of
cumulative leachate for each of the leaching increments used. The data seem
to indicate that the concentration of salts in the leachate is independent
of the volume of leachate. Since the data in Table 17 show a range of
volumetric moisture content from 0.30 to 0.35 (corresponding to a solution
volume of 4.5 to 5.2 cubic cm per soil segment), the salt concentration as
computed by the model is relatively insensitive to moisture content.

The question does arise, however, as to the effect of the computed
concentration of soil solution in the upper one-half of the profile on the
salt concentrations of the leachate. To answer this, a simulation was ex-
tended for six years. A l4-day irrigation interval with a 20% leaching
increment was used in the extended simulation. The data for this simulation
are presented in Tables 18 and 19. A total of 482 cm of water was infiltrated
during the simulation which resulted in 80 cm of leachate.

The (TDS-C1) concentration at a depth of 2.13 m is plotted in Fig. 44.
The data show the same pattern as was evidenced in Figs. 42 and 43. The
concentrations rise to a peak value followed by a gradual decline and finally
end in a constant value. The rise of (TDS-C1) reflects the transport of salt
from the profile above 2.13 m. The plot of the C1~ profiles for the first,
third and sixth years of the simulation show a steady advance of the peak
chloride concentration (Fig. 45). The profile for year 6 is nearly a steady-
state profile. The_steady-state profile was calculated using the leaching
fraction and the C1 concentration of the irrigation water,

o

C

IW IW
= C —_— = S (73)
Dw L.F.

where Cpy is the concentration of the drainage water; Cyy is concentration of
the irrigation water; Dyy is depth of irrigation water; HD is depth of drain-
age water; and L.F. is {eaching fraction. The actual 1eacﬂing fraction for
the simulation was 0.166 and the C1~ concentration was 61 ppm. For a steady-
state_system, the C]1™ concentration at the lower boundary should be 367 ppm

and the computed value was 390 ppm. Since the hypothetical simulation was a
perturbation on the field soil system, an extended simulation was required

for the system to reach a steady-state condition. Once the steady-state condi-
tion was achieved, the data show uniform values of salt concentration.

After 63 cm of leachate, the (TDS-C1) concentrations were 3028 ppm and
the concentrations varied by less than 0.1% in the last 17 cm of leachate in
the simulation. This is contrasted to a 5% variation in (TDS-C1) con-
centration which occurred in the first 19 cm of leachate in the simulation.
From the simulation results plotted in Figs. 42 to 45, it was concluded that
the concentration of salts in the return flow is independent of the volume of

leachate.
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TABLE 18. TDS CONCENTRATION AND CHLORIDE CONCENTRATION IN CUMULATIVE
LEACHATE AT 2.13 m FOR 6-YEAR HYPOTHETICAL SIMULATION USING
14-DAY IRRIGATION SCHEDULE AND 20% LEACHING INCREMENT

Cumulative Cumulative

JBQ;Z" Infiltration Leachate C1 TDS  TDS-CI
(cm) (cm) ppm _ppm ___ ppm

Year 1 of 6
157 8.33 5.02 269 3276 3007
171 11.45 6.70 290 3318 3028
185 16.46 7.48 298 3336 3038
199 23.50 8.05 302 3352 3050
213 31.64 8.92 297 3352 3055
227 40.55 10.11 299 3365 3066
241 51.25 11.93 302 3391 3089
255 60.49 12.86 317 3416 3099
269 68.36 13.66 323 3432 3109
283 75.11 14.31 327 3444 3117
293 80.55 14.75 327 3444 3117

Year 2 of 6
157 88.52 19.20 357 3501 3144
171 91.64 19.96 338 3468 3130
185 96.77 20.65 348 3479 3131
199 103.71 21.21 353 3484 3131
213 111.84 22.16 " 351 3476 3125
227 120.80 23.25 362 3471 3109
241 131.49 24.85 378 3484 3106
255 140.73 26.02 405 3513 3108
269 148.60 26.76 421 3527 3106
283 155.36 27.47 434 3541 3107
293 160.79 27.91 438 3539 3101

Year 3 of 6
157 168.76 32.37 525 3620 3095
171 171.88 33.12 504 3582 3078
185 177.01 33.81 522 3599 3077
199 183.95 34.37 531 3610 3079
213 192.18 35.22 531 3606 3075
227 201.04 36.41 546 3612 3066
241 211.73 38.01 562 3627 3065
255 220.97 39.18 594 3657 3063
269 228.84 39.97 608 3673 3065
283  235.60 40.63 618 3684 3066
293 241.03 41.07 620 3684 3064

(continued)
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TABLE 18. (Continued)
Julian Cumulatiye Cumulative
Date Infiltration Leachate (I TDS  TDS-C1
(cm) (cm) ppm__ppm ___ppm
Year 4 of 6
157 249.00 45.53 656 3724 3068
171 252.12 46.28 612 3664 3052
185 257.25 46.97 618 3672 3054
199 264.19 47 .53 620 3674 3054
213 272.33 48.38 604 3652 3048
227 281.28 49,57 596 3642 3046
241 291.97 51.17 584 3627 3043
255 301.21 52.34 595 3638 3043
269 309.08 53.13 596 3643 3047
283 315.84 53.79 591 3637 3046
293 321.27 54.23 587 3636 3043
Year 5 of 6
157 329 58.69 563 3610 3047
171 332 59.44 519 3552 3033
185 337 60.12 518 3552 3034
199 344 60.69 515 3550 3035
213 353 61.54 497 3530 3033
227 361 62.73 484 3512 3028 -
241 372 64.33 466 3491 3025
255 381 65.50 471 3498 3027
269 389 66.29 470 3501 3031
283 396 66.95 467 3499 3032
293 401 67.39 463 3492 3029
Year 6 of 6
157 409 71.85 446 3479 3033
171 413 72.60 411 3435 3024
185 418 73.29 413 3439 3026
199 425 73.85 412 3438 3026
213 433 74.71 398 3422 3024
227 442 75.89 390 3414 3024
241 452 77.49 382 3406 3024
255 462 78.69 391 3415 3024
269 470 79.45 392 3418 3026
283 476 80.10 392 3421 3029
293 482 80.55 390 3418 3028
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TABLE 19. CHLORIDE CONCENTRATION PROFILES FOR 6-YEAR SIMULATION USING
14-DAY IRRIGATION SCHEDULE AND 20% LEACHING INCREMENT

C1 concentration (ppm)

Depth Year
(cm) 1 2 3 4 5 6
Day 144

15 203 83 83 83 83 83
30 297 86 86 86 86 86
46 604 104 102 102 102 102
61 675 179 157 157 157 157
76 459 301 204 203 203 202
91 450 529 271 257 257 257
107 333 734 361 302 297 297
122 329 845 539 377 354 352
137 332 742 652 430 371 362
152 344 589 702 485 384 361
168 341 472 697 546 409 364
183 331 403 648 601 448 377
198 244 366 576 629 493 397
213 236 358 528 659 566 448

Day 199

15 122 111 111 11 111
30 188 118 118 118 118 118
46 332 126 126 126 126 126
61 569 161 15 156 156 156
76 699 216 188 188 188 188
91 725 366 252 247 245 245
107 583 564 315 289 287 287
122 480 794 458 363 352 350
137 375 773 556 392 356 352
152 351 680 644 443 372 357
168 344 554 683 504 392 361
183 337 453 663 563 424 368
198 312 391 607 607 469 387
213 302 353 532 620 515 412

Day 293

15 95 95 95 95 95 95
30 104 104 104 104 104 104
46 133 130 130 130 130 130
61 199 172 172 172 172 172
76 329 214 212 212 212 212
91 614 295 276 276 276 276
107 820 403 320 314 314 314
122 890 644 422 387 383 383
137 631 706 452 371 356 356
152 472 719 524 390 356 350
168 396 676 598 432 368 356

(continued)
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TABLE 19. (Continued)

C1 concentration (ppm)
Depth Year
(cm) 1 2 3 4 5 6

Day 293 (Continued)

183 359 590 641 485 388 361
198 340 504 695 538 420 370
213 327 438 621 587 463 390

Day 365

15 96 96 96 96 96 96
30 103 103 103 103 103 103
46 131 129 129 129 129 129
61 193 169 169 169 169 169
76 310 207 206 206 206 206
91 551 278 263 263 263 263
107 763 376 308 303 303 303
122 865 571 393 365 363 363
137 716 676 440 374 365 363
152 549 712 499 386 359 357
168 441 692 566 416 366 356
183 384 628 618 460 380 358
. 198 353 550 638 571 387 366
213 343 487 642 573 451 388

Winter Simulations

The data and analyses in the previous sections have been based on simula-
tions made for a single growing season, or multiple growing seasons, without
considering the effects of winter precipitation between irrigation seasons on
salt transport below the root zone. One simulation using the 20% leaching
increment and 14-day irrigation interval was extended over the winter months
and through a second growing season. Two conditions were assumed for the
winter portion of the simulation. The first condition assumed no water was
applied during the winter months and no evapotranspiration occurred during the
same period, which corresponds with the simulations described above wherein
only the growing season was considered. The second condition assumed pure
water (rainfall) was applied on the first day of each month during the winter,
and again no evapotranspiration was assumed to occur. The water applied for
each month in the winter was equal to the water equivalent resulting from the -
average depth of precipitation for the given month. The average water equiv-
alent for each of the winter months was estimated from the Climatological
Records for the Grand Valley. The data used in the simulation are given in

Table 20.
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TABLE 20. AVERAGE WATER EQUIVALENT DEPTH USED FOR WINTER SIMULATIONS

Depth Depth
Month (cm) Month (cm)
Nov. 1.55 Feb. 1.75

Dec. 1.45 March 1.90
dJan. 1.62 April 2.00

Two sets of C1 concentration profiles were plotted for these series
of simulations. In the first set, C1 profiles were plotted for days 157,
199, 255, and 293 of the second year of the simulations for both conditions
used (Fig. 46). In the second set, the plot (Fig. 47) shows the C1 profile

on day 293 of the first and second year for each of the winter conditions
simulated.

The effect of winter precipitation on the C1  concentration profile
can be seen in Fig. 47. Below a depth of 75 cm the winter precipitation was
quite effective in reducing the C1~ concentration. The effectiveness of
the winter precipitation results from the fact that the water contains no
salts and the additional water maintained a larger water content over the

winter. The larger water content in the soil contributed to the redistribu-
tion of the water and transport of chlorides. ‘

Comparison of the C1~ concentration profiles given in Fig. 46 shows a
steady advance of the peak concentration through the soil profile. The data
in Fig. 46 for the C1~ advance during the second growing season show the bene-
fit of the addition of the 10 cm of pure water. In the simulation where the
pure water was added, by day 293 of the second season, the peak concentration
had advanced 30 cm further than the simulation which did not include the pure
water. Also, the peak concentration was reduced by 70 ppm for the simulation
including the pure water as compared with the simulation which excluded the
addition of precipitation.

These simulations serve to dramatize the effect of small quantities of
pure water on leaching and transport of salts. For the simulations including
winter precipitation, the pure water represented about 6% of the total applied
water. The improvement in the efficiency of leaching by rain water has been
noted by other investigators (3,54).

The C1- concentration profiles computed by including winter precipitation
show one problem that arises in trying to use C1- concentrations to estimate
leaching fractions. The leaching fraction can be estimated as the ratio of
the C1- concentration of the applied water to the C1 concentration of the soil
solution below the root zone. This calculation assumes that the C1~ concen-
trations below the root zone represent a long-term average of the leaching
from the upper portion of the profile. An idealized concentration profile
would show gradually increasing Cl1 concentration with depth to the bottom of
the root zone and then a uniform concentration to the bottom of the profile.
This is the shape of the C1 profiles in the last year of the 6-year simulation

(Fig. 45). Apparently, the C1 concentrations in this simulation have reached
a steady state.
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Comparing the C1° concentrations at the bottom of the root zone at day
293 for year 6, and on the same day of the second year of the simulation which
included the winter precipitation, shows the effect of the addition of pure
water. The concentration profiles are roughly equal to a depth of 61 cm.
Between a depth of 61 c¢cm and 122 cm, the concentration where winter precipi-
tation is considered is significantly lower after only two years than after
six years when winter precipitation in not included. There is almost a 30%
difference in concentrations at a depth of 120 cm with an addition of precipi-
tation equal to only 6% of the total water applied to meet evapotranspiration
and leaching requirements. If the leaching fraction were estimated using
simulated C1~ concentrations including winter precipitation, the leaching
fraction would be over-estimated. Presumably, this would be the case in
field sampling as well. As the volume of pure water included in the simula-
tion is increased in relation to the irrigation water applied, the effect of
pure water on the concentration profiles become even more significant.

TDS Profiles

The TDS profiles for day 293 of the first year and the sixth year in the
6-year simulation are plotted in Fig. 45. The data show that leaching is
occurring in the region to a depth of 122 cm. This corresponds to the depth
of the root zone used in the simulation. Below this depth, the concentration
of salt is fairly constant. Irrigation water dissolves salts, such as
gypsum and lime, and transports the ions through the profile until the concen-
tration due to evapotranspiration causes precipitation. The region below
the root zone acts as a buffer zone and controls the concentration of salts
leaving the profile. Because of this buffering, the concentration of the
leachate at 2.13 m remains relatively constant.
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SECTION 8
PREDICTION OF RETURN FLOW SALINITY

The knowledge gained from the model results can be combined with the
monitoring data collected in the Grand Valley Salinity Control Demonstration
Project, as well as data collected by the Agricultural Research Service in
the Grand Valley, to provide a picture of subsurface irrigation return flows
and their corresponding salinity concentrations.

GEOLOGY AND SUBSURFACE HYDROLOGY

The general geologic characteristics (Fig. 1) of the Grand Valley have
been briefly described in Section 4 of this report. The purpose of the
additional discussion in this subsection is to provide a better back-
ground for understanding the irrigation return flow phenomenon in the valley.

The Grand Valley is underlain by the Mancos shale, a "dark-gray (black
when wet) clayey and silty or sandy, calcareous gypsiferous" deposit of
marine origin and upper Cretaceous in age (74). In the portion of the valley
1ying north of the Government Highline Canal (Fiq. 48), Mancos shale is an
exposed erosional surface. Almost no irrigation is practiced in this
portion of the valley. Intermittent ridges of Mancos Shale are exposed in
the area bounded, approximately, by the Government Highline Canal on the
north and the Grand Valley Canal on the south. These shale ridges have a
general north-south trend and represent remnants of a shale terrace that has
been dissected by southward flowing streams that began in the Book Cliffs.
The southern extremities of these ridges (approximately the Grand Valley

Canal) are the remnants of the shale cliffs that once formed the northern
bank of the Colorado River (74).

With time, the Colorado River migrated southward in an approximately
horizontal plane until it reached its present position. During this period,
the river deposited what is now a cobble aquifer that extends from the present
river Tocation northward to, approximately, the Grand Valley Canal (Fig. 49).
Migration of the Colorado River to the south decreased the gradient of south-
ward flowing tributaries, and the valley was gradually filled with alluvial
deposits transported by the tributaries. These tributary deposits buried the
Colorado River bedload and flood plain deposits (74). It is the tributary .
alluvium, deposited during the Quaternary, that forms the source of most of
the irrigated soils in the valley. In recent time, local washes have again
cut into the alluvial deposits and into the Mancos shale at many loca-
tions. Recent downcutting into the Mancos shale bedrock is most prevalent
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near the north edge of the irrigated region where the tributary deposits are
relatively thin.

The alluvial deposits overlying the cobble aquifer and/or the Mancos
shale are saline clays and silts derived mainly from Mancos shale in the Book
Cliffs area and from shaly members of the Mesa Verde Group. Where the cobble
aquifer is absent, the clay soils are in contact with a weathered shale zone,
below which is the unweathered Mancos shale. The weathered shale can be
recognized by its brownish-gray to brown color as compared to the darker gray
of the unweathered shale. The weathered shale also exhibits joints, dis-
integration and separation along the bedding planes. These features account
for the permeability of the weathered shale.

The cobble aquifer that underlies the tributary alluvium in much of the
irrigated region of the valley is, Tocally, under artesian pressure, and the
water table aquifer in the overlying alluvium is a perched aquifer. The two
aquifers are not hydraulically independent, however, since there is sufficient
permeability in the confining layer to permit interchange of waters. At some
locations, the confining layer is apparently absent and there is direct
hydraulic connection between the tributary alluvium and the cobble layer.

Ground water in the Quaternary alluvium exists because of seepage from
canals and laterals and deep percolation from irrigation. This ground water
acts as source for recharge of the cobble aquifer, particularly along the
northern boundary of the cobble (74). Apparently the cobble is also recharged
upstream by the Colorado River. Deep percolation from irrigation and seepage
from the canals and distribution system return to the Colorado River only
after passing through the soil formed from the Quaternary alluvium. The sub-
surface return flow, after passing through the soil, may then take one of
several routes to the river. These routes include passage directly into nat-
ural washes or man-made drains with 1ittle or no contact with the Mancos Shale,
movement through the weathered zone of the shale and into the washes or drains
and movement into and through the cobble aquifer to the washes, drains, or
river. The quality of these return flows depends upon the particular route
taken as discussed in the following subsections.

Quality of Surface Waters

For purposes of general background, some of the chemical analyses of the
irrigation water supply used in the research reported here are presented in
Table 6. This water supply comes directly from the Government hightiine Canal,
which is only 300 feet north of Field I. The data show that the water is of
good quality for purposes of irrigation. The variation in TDS throughout the
irrigation season is roughly 300 to 700 ppm. Commonly, the canals divert
water from the Colorado River beginning on April 1 and terminating on October
31.

Quality of Subsurface Waters

Soil Chemistry Test Plots --

In the previous sections of this document, it is reported that the dis-
solved solids concentration in the drainage water at the bottom of the soil
profile at the Matchett farm site generally fell within the range of
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TABLE 21.

CONCENTRATION OF SALTS IN SOIL SOLUTION, MATCHETT FARM,
1976 (A11 concentrations in ppm)

Depth Plot Number
(cm) 1 2 3 4 5 6 7 8 9 10 11
0-30 1820 5308 3816 2836 1540 6588 10616 7680 11296 6612 4052
30-60 2052 1268 1928 1640 3080 7460 3044 2500 2232 9948 5576
60-90 2104 1292 2676 2464 4732 3548 3464 - 3276 3648 3736
90-120 3000 2588 3160 2704 4704 4748 3156 3260 3204 - 3348
120-150 2916 3272 3140 2828 3404 3716 3344 4988 3668
150-180 3192 3092 3148 3148 3080 3840 3760 3868 3240
180-240 2576 2992 3256 2904 3192 3520 3156 3276 3196
240-300 2976 3148 3260
12 13 14 15 16 17 18 19 20 21 22
0-30 4948 7112 4572 6386 8124 8876 8088 2992 9084 1656 3235
30-60 1108 3404 8884 1472 1840 3028 2936 6576 6952 109 920
60-90 3224 - 3364 4224 3208 2644 3028 4444 3700 940 1252
90-120 4488 3440 3792 3828 3388 4032 2448 3500 3672 3872 1720
120-150 6608 4112 3868 3308 3680 3708 3316 3848 4564 3944 5088
150-180 3224 4020 3092 3412 3336 3824 2904 3376 3160 2928 5408
180-240 3444 3608 3028 3548 3604 3008 3144 2968 2824
240-300 4200 3576
23 24 25 26 27 28 29 30 31 32 33
0-30 5876 3340 2536 4344 2602 7660 6248 6772 2000 7784 2032
30-60 1276 1936 2684 1812 1324 3396 1852 2232 900 2520 824
60-90 1480 3884 2844 2412 1876 3728 2120 1856 1440 2512 1040
90-120 4840 3308 3568 3612 2096 3796 4055 5024 1700 2496 1328
120-150 3420 3064 3208 2896 2760 3460 3600 3408 1820 3776 2176
150-180 - 3004 3104 3060 1964 2856 3424 2964 1648 2900 5237
180-240 2852 4268 2744 2660 2940 3132 2840 3112 2864 2944
240-300 3100 2940 3370 2828 3112 3444
34 35 36 37 38 39 40 41 42 43 44
0-30 7172 2500 5076 1820 2048 2548 6372 6648 2116 5988 3590
30-60 1880 1140 1912 1120 1084 1156 2368 1628 1084 1916 1124
60-90 6660 1908 4820 4972 944 2532 2732 3704 1248 1267 992
90-120 5276 1164 3400 3648 1260 3888 3176 4164 4600 2416 2928
120-150 3272 3292 3212 3488 3944 4164 4224 3144 2580 2944 2736
150-180 3260 - 2976 3040 2732 3096 5008 2844 2736 2736
180-240 3056 2716 4000 2960 2836 2956 2844 2488
240-300 3096 3040 2752 2180
(continued)
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TABLE 21. (Continued)

Depth Plot Number
(cm) 45 46 47 48 49 50 51 52 53 54

0-30 6844 1268 1596 2288 1124 1092 1304 2196 1136 5676 2924
30-60 1132 2764 1296 1364 672 1040 860 1076 1280 4124 1664
60-90 1208 5312 3040 3008 2452 3060 4084 1268 3020 3312 4556
90-120 - 2772 3108 3340 3728 2976 2892 2932 3636

120-150 2956 3252 3444 3036 3272

150-180 2440

56 57 58 59 60 61 62 63

0-30 1192 1946 1176 2926 3160 3220 3204 3160
30-60 1256 5324 1012 2972 2828 2956 2880 3328
60-90 4104 3104 2784 3108
90-120 3408

55

rt—

3000 to 3900 ppm (see Table 13). Table 21 contains the dissolved solids con-
centrations of the soil solution as a function of depth for all of the plots
at the Matchett experimental site. These data were collected in the fall of
1976. 1t is apparent that the concentrations in the lower part of the profile
again fall withtn the range of 3000 to 3900 ppm. The significance of this
observation is that the concentration remains in a rather narrow range even
under a wide variety of irrigation and cropping treatments over a rather large
sampling area. Again, this tends to verify the conclusion, derived from the
model, that the concentration of waters leaving the soil profile (at =2 m) is
insensitive to the rate or volume of deep percolation. Thus, the salt load
leaving the soil profile is proportional to the volume of deep percolation

and can be reduced most effectively by reducing the deep percolation.

Some of the test plots in Field III were constructed with lenaths of
approximately 60 m (200 feet), 90 m (300 feet), and 150 m (500 feetg (see

Fig. 8). The TDS for some of the drainage samples collected from Field III

are listed in Table 22. These data for the grain plots (49 to 58) correspond
roughly with the data in Table 13, which means that no additional knowledge

is gained regarding the salt pickup phenomena that are taking place as subsur-
face irrigation return flows continue their movement from a depth of 2 m in

the soil profile, continue downward until reaching the Mancos shale bed, then
moving overland until reaching the cobble aquifer, where it is displaced back
into the Colorado River (Fig. 49). In contrast, the drainage water from the
grass plots (59-63) showed very little quality degradation as compared with

the salinity of the irrigation water supply. Unfortunately, Field III was
underlain by fractured shale, whereas Fields I and II did not have this prob--
lem. As a consequence, large deep percolation loss rates were required

before any subsurface flows would enter the drainage pipes that were located
around the inside periphery of each plot. This was especially true for plots

59 to 63. '
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TABLE 22. TOTAL DISSOLVED SOLIDS OF DRAINAGE WATER FROM FIELD III,
MATCHETT FARM, 1975

TDS Date TDS Date
Plot ppm collected Plot ppm collected
49 2908 8/28 59 956 8/01
50 3344 9/16 - 60 472 7/ 31
52 2960 9/11 62 588 7/27
58 2376 9/16 63 544 8/08

Natural Washes and Open Drains

There are a number of natural washes that traverse the Grand Valley (Fig.
48). These washes originate in the Book Cliffs north of the Grand Valley.
Thunderstorm activity, principally during the months of July and August,
results in flood flows transported by these washes in a generally southerly
direction until they reach the Colorado River. These natural washes are used
extensively for discharging canal spillage and tailwater runoff from irrigated
lands. Summer flows and corresponding salinity concentrations reflect the
usage of these natural washes as irrigation waste channels. Winter flows in
these washes consist largely of subsurface flows into these channels, which
have much higher salinity concentrations. These characteristics are i1lus-
trated in Table 23. These natural wash discharges frequently have salinity
concentrations that are 50% greater than the usual salinity concentrations
encountered below the crop root zone at a depth of 2 m.

TABLE 23. SALINITY OF NATURAL WASH DISCHARGES IN THE GRAND VALLEY
Natural 12/17/75 1/07/76 1/22/76 2/05/76 3/03/76

Wash EC, umhos EC, wmhos EC, umhos EC, umhos EC, umhos
Lewis 4580 4480 4430 4350 4180
Indian 6090 5880 5920 5730 5090
Persigo ‘ 5370 5510 5420 5360 4810
Hunter 4720 5030 4850 4710 4340
Adobe 4650 4870 4460 4580 4260
Little Salt 4650 4800 4530 4360 2850
Big Salt West 3940 4020 3840 3560 3420
Big Salt East 3740 3930 4020 3890 3660

The monitoring network for the Grand Valley Salinity Control Demonstra-
tion Project is shown in Fig. 50. Some selected salinity data for open drains
are listed in Table 24 to illustrate the variation in salinity concentrations
in natural washes and open drains during the irrigation season as compared to
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TABLE 24. SALINITY OF OPEN DRAINS IN THE GRAND VALLEY SALINITY
CONTROL DEMONSTRATION PROJECT AREA

Date Flume No. 4 Flume No. 6 Flume No. 8 Lewis Wash Indian Wash
EC TDS EC TDS EC TDS EC TDS EC TDS
umhos ppm umhos  ppm umhos ppm umhos ppm umhos ppm

03/27/72 2567 1872 3065 2412 7248 7476 5452

04/25/72 2268 1664 2571 1548 1773 2000 909 512
06/06/72 1602 1216 3193 2768 1391 1080 515 376
07/03/72 2108 1704 2391 1972 2571 2160 823 576
08/07/72 2732 2328 2428 1912 2276 1832 1165 904
09/04/72 2613 1980 4221 3804 2714 2256 1256 740
10/03/72 3299 2584 2338 1644 2342 1700 1228 680
11/07/72 6763 6764 6689 6576 7421 7456 4438 4216
12/05/72 6728 6852 6624 6724 7234 7448 4960 4824

01/08/73 6678 7060 6689 6860 7189 7492 4500 5196 5816 4458
02/05/73 6891 7128 5472 5536 7332 7596 5109 5120 5824 6004
03/05/73 6624 6836 6592 6872 7210 7608 5055 5096 5072 5056
04/02/73 6550 6796 6630 6808 7175 7368 5415 5368 5740 5812
05/02/73 1841 1592 1642 1420 2587 2288 846 556 5273 6320
06/01/73 1170 1008 1378 1216 1802 1584 565 468 5137 6064
07/02/73 1062 908 1453 1092 1816 1460 51 296 5032 5904
08/07/73 1336 892 1732 1268 2376 1980 853 364 5095 5452
09/04/73 1533 1088 2460 1880 2861 2364 1129 628 5142 5584
10/03/73 1671 1256 2060 1752 2314 2028 1131 728 5201 5800
11/08/73 4912 4702 4815 4676 5225 5660 1251 903 5129 5472
12/05/73 5712 6213 5611 6513 6262 7241 4174 4581 4951 5771

01/10/74 5626 5208 5626 5888 6068 6696 4105 3700 4551 4560
02/01/74 5314 6716 5475 6656 5788 7328 4247 4820 4913 5724
03/05/74 5036 6328 5425 6884 5899 7416 3587 4052 4748 5948
04/06/74 5867 6552 5580 6672 6511 7356 4694 4948 5356 5676
05/01/74 1459 944 2367 1648 2334 1724 690 440 5876 5768
06/06/74 1126 927 1488 1380 1448 1273 506 447 4960 6013
07/08/74 1351 1008 2208 2428 1676 1881 837 652 5647 5520
08/06/74 1576 1164 3065 2828 1931 1584 1016 700 4939 5756
09/02/74 1635 1488 1986 1532 2452 2104 1279 868 5202 5792
10/01/74 1719 1352 2565 2232 2041 1620 1256 860 2198 1732
11/05/74 5184 6360 5184 6644 6117 7376 3802 4140 2774 2620
12/06/74 6501 6152 5959 6328 6773 7112 4200 4216 5342 4544

01/07/75 5200 6624 5175 6844 5815 7388 3959 4640 4665 5028
03/05/75 6149 6404 6337 6752 6816 7308 4853 4936 5440 5320
04/08/75 5461 6672 5566 6684 5671 6116 4515 4680 4883 5152
05/06/75 1882 1360 1597 1132 2133 1664 1031 648 1819 1348
06/02/75 1207 832 1494 1316 1496 1248 630 544 696 940
07/07/75 1065 796 1314 968 2242 1716 522 260 1413 1076
08/04/75 1329 948 1961 1388 3203 2588 899 552 1655 1132
09/01/75 1695 1128 2223 1500 2517 1752 1199 664 1512 936
10/01/75 2100 1536 1900 1136 2213 1616 1258 776 1836 1332
11/05/75 6234 6064 6222 6095 6966 6836 3685 3252 4541 4168
12/03/75 6258 6260 6264 6284 6962 7060 4391 4320 5003 4736
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TABLE 24. (Continued)

Date Flume No. 4 Flume No. 6 Flume No. 8 Lewis Wash Indian Wash
EC TDS EC TDS EC TDS EC TDS EC TDS
umhos  ppm umhos  ppm umhos  ppm umhos  ppm umhos  ppm

01/05/76 6492 6121 6384 6196 7161 6784 4851 4608 5320 5164
02/02/76 6450 6424 6414 6416 7021 6968 4740 4508 5480 5284
03/01/76 6406 6420 6411 6404 6984 7052 4980 4736 5544 5364
04/06/76 6502 6444 5610 5424 7124 7084 3081 2536 5273 4916
05/04/76 1370 776 2943 2244 4673 3948 860 476 1720 1176
06/01/76 1128 744 2081 1584 2686 2084 632 356 1319 956
07/06/76 1678 1204 3016 2508 1975 1468 803 480 1712 1252
08/02/76 1744 1240 2372 1836 2193 1628 1234 772 1367 892
09/03/76 1756 1112 2208 1183 2660 1908 1303 664 2190 1640
10/01/76 1747 1100 1989 1352 2785 2108 1187 620 2098 1512
11/03/76 6200 6184 5400 5160 6800 6780 4110 3820 4116 3708

winter base flows, which are essentially subsurface flows from groundwater.
During the middle of the irrigation season, the open drain salinity levels are
only slightly higher than the salinity of the irrigation water supply. Quite
frequently in the winter, the TDS is double the salinity concentrations
commonly found below the crop root zone. A comparison of EC with TDS in Table
24 shows that they are nearly equal for the higher salinity concentrations
(i.e., 4000 micromhos or ppm, or greater).

Groundwater

The earliest known investigation of groundwater in the Grand Valley was
reported by Miller (54) in 1916. Kruse (46) has reported the work of S. R.
Olsen, who compared data reported by Miller and more recent investigators, to
show that the salinity concentrations in the cobble aquifer have not changed
significantly in the last sixty years. The following is quoted from Kruse (46):

“An important groundwater body in the Grand Valley is a gravel
aquifer approximately parallel to the Colorado River. This water is
one of the sources of salt contributing to the salt load in the river,
Water in this aquifer is under pressure because of confining layers
of shale below it and a relatively impermeable clay layer, although
not continuous, above it. A hydraulic ‘gradient exists indicating flow
in the direction of the river. Water in some gravel pits adjacent to
the river has been observed flowing to the river; water flowing into
the aquifer is probably fed by deep percolation from fields at higher
elevations north of the aquifer and by seepage from canals, laterals,
and drains.

"In 1915, chemical analyses showed that the water in the aquifer
had a Ca/Mg ratio of 0.5 as indicated in Fig. 51. Water from wells
drilled into water-bearing shale north of the aquifer showed a Ca/Mg
ratio of 0.41. Water from a well at Bethel Corner (H and 23 roads)
showed a Ca/Mg ratio of 0.55 in 1954 and in 1973. Water from several
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drains east -of Grand Junction showed a Ca/Mg ratio of 0.58 during the
winter when the canals were dry. Water from several gravel pits east
and west of Grand Junction had a Ca/Mg ratio of 0.55. Water extracts
of several shale samples had a Ca/Mg ratio of 0.5 as shown in Fig. 51.
Water from a well within the city Timits of Grand Junction has a Ca/Mg
ratio of 0.66. This well is pumped continuously. Water from drains

west of Grand Junction showed a Ca/Mg ratio of 1.2 during the winter

season. Water from 12 wells east of Grand Junction had a Ca/Mg ratio

of 0.50.

"Water in the gravel aquifer shows essentially a constant Ca/Mg
ratio since 1915. This ratio appears to be constant because the water
is in equilibrium with three solid phases, i.e., calcium carbonate (Cat03),
gypsum (CaS0z-2H20), and magnesite (MgC03), and the partial pressure of
C02 is near 0.011 atmospheres (in air PC02=0.0003 atm). The water is
supersaturated with respect to calcite or aragonite if the pH is above
75 so the actual form and composition of the calcium carbonate present
is unknown.

"Most of the water samples were in equilibrium and saturated with
magnesite and gypsum. This criteria appeared to be necessary in most
cases in order for water from other sources to show a Ca/Mg ratio similar
to the water in the aquifer at Bethel Corner.

"Data for water in various wells north of the gravel aquifer indi-
cate a characteristic Ca/Mg ratio of near 0.5 is reached by this water
before it enters the gravel aquifer. This result indicates that the
solid phases (gypsum, magnesite, and calcium carbonate) are present in
shale and the alluvial material over the shale, but not necessarily in
the surface soil material 0-3 feet in depth.

"Although the Ca/Mg ratio of water in the aquifer appears to be
controlled by the solid phases present, the system has one degree of
freedom to allow a soluble salt to vary in concentration, such as
NapSO4 or NaCl. The data indicate that such concentrations tend to
vary within a narrow range rather than a wide range. These results
will require further study for confirmation; but the data indicate
tentatively that a reduction in the volume of water entering the aquifer
will cause a proportional reduction in the salt Toad to the river."

The monitoring network shown in Fig 50 includes numerous 2-inch diameter
wells which reach the underlying Mancos shale formation. The location, depth
and top elevation of these wells is Tisted in Table 25. The cross-section
shown in Fig. 49 is taken along 31 Road which runs north-south and is parallel
but 30 miles east of the Utah-Colorado state line. Selected salinity data for
a 2-inch well shown in Fig. 49 is listed in Table 26. ([The complete data is
reported by Binder et al. (4).1 This well is located near the upper portions
of the irrigated lands. The TDS varies from roughly 6000 to 8000 ppm, which
again is approximately twice the salinity concentration encountered at a depth
of 2 m below the ground surface of croplands. Most of the data listed in
Table 26 show that the TDS in ppm exceeds the EC in umhos.
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TABLE 25. LOCATION, DEPTH AND TOP ELEVATION OF TWO-INCH DIAMETER WELLS
IN THE GRAND VALLEY SALINITY CONTROL DEMONSTRATION PROJECT

csu Well
Well Location Depth Elevation
No. (ft) (ft)
1 29 & D Roads 28.6 4603.65
2 30 & D Roads 31 4610.87
3 31 & D Roads 34 4622.13
4 31 & D Roads 22 4622.08
5 31 & D Roads 40 4622.22
6 32 & D Roads 39.5 4633.40
7 3110 E.25 Road 56 4676.94
8 3110 E.25 Road" 50 4676.97
9 3110 £.25 Road 45.5 4676.82
10 32 & G.V. Canal 41 . 4667.11
11 3250 F Road 77 4717.74
12 31 & F Road 56 4715.89
13 31 & F.5 Road 57 4750.33
14 30 & F Road 50 4689.49
15 2950 E. Road 56 4641.07
16 29 & D.5 Road 42 4618.29
17 31 & D.5 Road 43 4641.36

~TABLE 26. SELECTED SALINITY DATA FOR CSU WELL NO. 12 LOCATED NEAR THE

INTERSECTION OF 31 AND F ROADS IN THE GRAND VALLEY SALINITY
CONTROL DEMONSTRATION PROJECT AREA

Date EC TDS Date EC DS Date EC TDS
Collected umhos ppm Collected umhos ppm Collected umhos ppm

10/30/69 7012 8240 01/05/72 6804 7144 11/28/73 5342 5852
11/26/69 6985 7440 82;2;;;2 R ;;gg 02/01/784 5599 6924
02/05/70 6626 8016 O4/23/72  CI83 T2 g3j06/74 5689 6984
06/08/70 6672 7492 Q20872 1098 T8 o6/06/74 5580 7060

g ww o SGE Tn WA
06/22/71 7300 7344 07/05/72 6992 7388 (selth 2000 2O
07/20/71 7000 08/01/72 6925 7476

08/02/71 6726 7596 09/04/72 6804 7260 {702/7R  270s 1Ood
08/19/71 7281 7572 10/03/72 6756 7044 1 /O%7R 2307 TOS
08/31/71 7141 7532 11/15/72 6773 6592

09/14/7 7027 12/05/72 6935 7248 01/07/75 5495 6832

09/23/71 7141 7532 03/05/75 6701 7040
09/28/71 7050 7612 8};83;;3 s ;}ég 04/01/75 5267 6740
10/12/71 7061 7764

05/06/75 6383 6776
10/27/71 6438 7208 MOS8 7280 ogin375 G300 5708
e R W SRR U

08/05/75 6490 6236
12/08/71 6793 7100 07/02/73 6086 7300

09/02/75 6467 6156
08/07/73 6008 7256
12/21/7 6806 7080 09/04/73 6150 7284 10/03/75 6468 6412
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TABLE 26. (Continued)

Date EC TDS Date EC TDS Date EC TDS
Collected wumhos ppm Collected umhos ppm Collected pmhos ppm

11/07/75 6397 6352 03/01/76 6400 6216 08/02/76 6426 6440

12/05/75 6522 6372 03/29/76 6425 6240 09/09576 6479 6484
05/06/76 6482 6396 10/06/76 6978 6788

8;;82;;2 gggg gg;g 06/03/76 6331 6536 11/03/76 6300 6168
07/06/76 6325 6488

Salinity data for the 2-inch wells located along D Road (Fig. 50) are
Tisted in Table 27. The TDS of these wells varies roughly from 5500 to 9000
Ppm. There are numerous TDS measurements that exceed 8000 ppm. The salinity
concentrations in the wells along D Road are only slightly greater than the
salinity levels shown in Table 26 for CSU Well HNo. 12, which is located two
miles north of D Road.

TABLE 27. SELECTED SALINITY DATA FOR WELLS LOCATED ALONG D ROAD IN
THE GRAND VALLEY SALINITY CONTROL DEMONSTRATION PROJECT AREA

CSU Well No. 1 CSU Well No. 2 CSU Well No. 4 CSU Well No. 6
Date 29 & D Roads 30 & D Roads 31 & D Roads 32 & D Roads

Collected . EC TDS EC TDS EC TDS EC TDS
umhos  ppm umhos  ppm umhos  ppm umhos ppm
05/25/7 7600 8262
07/06/71
08/02/M : 7264 7816 6191 6364 7896 8804
09/23/7 7585 7964 6311 6544 8414 8640
10/27/ 7257 7872 6023 6308 7905 8524
11/23/1 7453 7664 6366 6248 8316 9096
12/21/71 7674 8332 6278 6312 8229 8440
02/01/72 7718 7556 6298 6212 8340 8904
03/21/72 7465 7860 6362 6424 8190 9100
03/27/72 7491 8184 6314 6508 7836 8404
04/25/72 7491 8180 6321 6424 8191 8880

05/30/72 6067 6088 7610 8140 6376 6500 8446 9040
06/27/72 6231 6148 7813 8284 6400 6572 8400 8964
07/25/72 6252 6300 7575 7920, 6475 6592 8268 9060
08/29/72 6185 6292 7534 7512 6462 5204 8464 7332
09/26/72 6222 5916 7650 7684 6426 6888 8364 8664
10/31/72 5965 5960 7444 7980 9294 6360 8163 8760
11/27/72 6136 5544 7593 7656 6240 5824 8321 8208
12/18/72 6284 5776 7837 6284 6373 6421 8176 6323

01/29/73 6166 6100 7580 8068 6251 6476 8243 8776
02/26/73 6230 5872 7697 7844 6251 6248 8307 8688
03/26/73 6210 6080 7613 8064 6321 6388 8300 8772
04/27/73 5285 5992 6718 7828 5591 6460 6806 8640
05/30/73 5211 6116 6560 8128 5424 6564 6857 8724

(continued)
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TABLE 27. (Continued)

CSU Well No. 1 CSU Well No. 2 CSU Well No. 4 CSU Well No. 6
Date 29 & D Roads 30 & D Roads 31 & D Roads 32 & D Roads
Collected EC TDS EC TDS EC TDS EC TDS
umhos  ppm umhos ppm umhos ppm umhos ppm

06/25/73 5406 6016 6507 7876 5481 6256 6902 8432
07/30/73 5436 6584 6801 8004 6688 6364 7015 8684
08/27/73 5580 6248 7061 8208 5806 6576 7084 8672
09/26/73 5493 5808 6371 7324 5484 6036 6879 7856
10/31/73 5643 5868 6763 6956 5899 6040 7556 7156
11/28/73 5500 6128 6651 7988 5501 6424 6769 8528
12/21/17 5483 6006 6579 7200 5293 5920 6373 6748

01/24/74 4961 4852 6058 5825 4969 4776 6481 5968
03/22/74 5585 6216 7299 8276 6068 6464 6952 8680
04/23/74 5526 5988 6826 7092 5831 6256 6934 8436
05/29/74 5406 6004 6834 8304 5490 6288 6609 8604
06/24/74 5322 6092 6845 7332 5694 6348 6610 7528
07/30/74 6270 6268 8066 8480 6310 6408 8013 8836
08/26/74 5472 6224 6756 8732 . 5767 6484 6902 8540
09/24/74 5287 6152 6220 8340 5495 6468 6324 8516
10/29/74 5145 6172 6595 8124 5356 6380 6281 8012
11/27/74 5317 6160 6635 6160 5137 5748 6507 7844
12/19/74 5818 5984 7528 7920 6344 6340 7316 7736

01/22/75 5433 6068 6614 7844 5270 6128
02/26/75 5269 6148 5694 6540 - 5279 6016 6304 7688
03/24/75 5234 5888 6406 7872 5162 6060 5776 6704
04/22/75 5313 6108 5895 6852 5330 6180 6271 7976
05/27/75 6166 5892 7573 8096 5743 5736 7314 7808
06/30/75 5987 5832 7904 8072 6192 6164 7592 8108
07/28/75 5884 5816 7401 8296 6038 6032
08/25/75 6049 5804 7927 8004 5997 5728
09/24/75 6020 5640 7589 7448 6142 5520
10/29/75 7666 7708 5957 5528
11/26/75 6049 5692 7800 7788 6454 6024
12/29/75 6033 5576 7747 TN2 6212 5972

01/26/76 6049 5620 7718 7596 6049 5728
02/23/76 6064 5552 7733 7608 6096 5664
03/29/76 6014 5508 7579 7648 5991 5676
04/27/76 5928 5072 7684 7636 5904 5604
05/25/76 5946 5688 7638 7612 6059 5912
06/28/76 5819 5456 7666 7728 5684 5484
07/28/76 5893 5540 7405 7368 5893 5524
08/23/76 5980 5508 7794 7280 6171 5652
09/22/76 5851 5400 7162 6976 5593 5296
10/28/76 6266 5940 6597 6476 5416 5019
11/03/76 5300 5048 7444 7512 5800 5660
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Service in western Grand Valley.
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TABLE 28. SELECTED SALINITY DATA FOR WELLS INSTALLED BY THE AGRICULTURAL RESEARCH SERVICE (SEA)
IN WESTERN GRAND VALLEY

e Date EC meq/1
No. Collected pH umhos  Ca Mg Na K HCO3 Cl NO3 S0a
2 06/25/75 7.76 7,630 14.97 24.18 78.26 0.407 10.70 15.72 1.135 86.25
2 08/07/75 7.82 8,120 15.47 32.90 95.65 0.537 13.50 19.90 1.443 111.74
2 10/12/75 7.82 12,610 22.50 55.89 167.83 0.80 19.60 26.00 1.39 200.31
2 12/17/75 7.71 12,860 22.34 52.04 164.13 0.73 18.00 24.10 1.43 191.50
2 03/16/75 7.47 10,310 16.88 45.43 116.90 0.59 14.70 17.88 1.27 145.71
12 06/25/75 7.91 18,500 13.97 49.34 379.35 0.621 23.00 33.04 0.795 365.63
12 08/07/75 7.89 18,420 13.97 50.16 373.91 0.660 23.00 30.66 0.438 406.96
12 10/12/75 7.83 21,280 18.28 53.41 456.30 0.82 23.40 32.84 0.647 463.75
12 12/17/75 7.78 21,790 20.49 49.60 405.17 0.74 21.76 30.60 0.784 416.47
12 03/16/75 7.74 20,150 16.16 51.53 393.46 0.67 20.24 28.40 1.22 402.66
15 06/25/75 7.65 15,900 17.30 117.19 189.13 0.767 18.60 23.04 35.47 235.94
15 08/07/75 7.65 14,520 16.97 119.24 208.70 0.794 18.40 21.56 34.775 280.97
15 10/12/75 7.69 16,190 20.11 122.29 228.15 0.97 18.40 22.00 36.26 282.19
15 12/17/75 7.68 17,370 22.52 127.81 241.61 0.89 18.20 21.82 33.14 282.06
15 03/16/75 7.48 16,560 18.55 120.48 228.98 0.84 18.20 21.54 26.70 258.66
18-L  06/25/75 7.59 5,530 9.65 13.16 46.29 0.849 10.80 6.64 0.795 50.63
18-L* (08/07/75 7.76 5,110 10.48 13.16 43.70 0.852 11.80 6.86 0.623 49.72
18-L  10/12/75 7.86 5,480 14.18 14.58 49.22 1.02 12.36 6.88 0.824 57.8]
18-L  12/17/75 7.29 6,530 15.51 20.39 58.65 1.21 11.96 7.30 3.02 70.87
18-L* 03/16/75 7.71 5,510 12.35 15.30 48.33 0.92 11.80 6.32 1.03 54.33
20-L  06/25/75 7.57 4,810 18.46 13.65 25.43 0.286 9.00 19.24 0.758 25.62
20-L  18/07/75 7.71 4,210 13.67 12.50 23.70 0.269 8.40 19.30 0.623 24.72
20-L  10/12/75 7.68 - 4,260 16.95 11.50 24.80 0.25 10.20 18.36 0.893 23.03
20-L  12/17/75 7.40 4,490 16.80 12.18 26.74 0.26 8.60 18.14 0.877 24.99
20-L  03/16/75 7.46 4,500 13.78 12.45 27.96 0.30 10.00 16.94 1.03 26.00

*L, 4" casing, shallow



The Scientific Education Administration (SEA), Agricultural Research has
drilled a number of wells in the western portion of the Valley near the town
of Fruita. The locations of these wells are shown in Fig. 52. Data from some
of these wells (46,47,48) are listed in Table 28 for comparison with results
cited in Tables 26 and 27. Some of the results are comparable (e.g., wells
ARS(SEA)18-L and ARS(SEA)20-L). Some of the data included in Table 28 was
selected because it represented the highest levels of salinity concentration
encountered in the valley (e.q., wells ARS(SEA)2, ARS(SEA)12, and ARS(SEA)15).
These wells have much higher Na+ concentrations than the other wells. Thus,
as subsurface irrigation return flows move through the groundwater reservoir,
additional Na+ is taken into solution. Since the soil moisture movement at a
depth of 2 m is already saturated with gypsum, but the gypsum levels are even
nigher in the cobble aquifer, this would imply that secondary chemical reactions
are taking place which allow additional sodium to be taken into solution.
Unfortunately, these secondary chemical reactions are not described in the
soil chemistry model used in this study.

PREDICTION OF SALT LOAD

The fact that the TDS concentrations in the drainage water at the
bottom of the soil profile and the groundwater in the cobble aquifer, although
markedly different, are relatively insensitive to the rates and volumes of
discharge makés the prediction of salt load under various management or abate-
ment alternatives a simple task. In other words, the salt load reaching the
Colorado River is directly proportional to the volume of subsurface irrigation
return flows because the salinity concentrations remain approximately constant
below the crop root zone and in the cobble aquifer. The problem of predicting
the subsurface return flow salinity is, therefore, reduced to determining the
flow routes and discharge volumes for each flow route, which can then be
combined with the salt concentrations corresponding to each flow route in
order to calculate the salt load reaching the Colorado River.
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APPENDIX A
SOIL PROPERTIES AND EVAPOTRANSPIRATION DATA

TABLE A-1. SOIL PROPERTIES FOR BILLINGS SILTY CLAY LOAM, MATCHETT FARM
SOIL MOISTURE CHARACTERISTIC

Pc/0g )
(cmcwater) volume > Se
28 44 0.98 0.95
59 4] 0.91 0.80
114 33.3 0.73 0.4
332 30.6 0.68 0.31
504 28.0 0.62 0.18
800 26.6 0.62 0.13

Bulk Density = 1.64 gm/cc

Saturated Moisture Content es = 0.45

Empirical Parameters

Brooks and Corey

A = 0.651
Sr = 0.538
Pb/pg = 41.0 cm water

Su and Brooks

Pi/pg = 96 cm water
a

= 0.24
b = 0.222
m = 0.428

TABLE A-2. INITIAL SOIL MOISTURE DISTRIBUTION USED FOR SIMULATIONS

Depth ¢} Depth 8
(cm) (vol) (cm) (vol)
0.0 0.19 122.0 0.35
15.2 0.19 137.2 0.33
30.5 0.28 152.5 0.32
45.7 0.33 167.7 0.33
61.0 0.33 183.0 0.34
76.2 0.33 198.2 0.34
91.5 0.34 213.5 0.36

106.7 0.3%5
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TABLE A-3. EQUATIONS USED TO CALCULATE EVAPOTRANSPIRATION

From - Scheduling Irrigations Using a Programmable Calculator -
ARS-NC-12, February 1974, ARS-USDA

Po]ynohia] Constants for Crop Curves

Kco - crop coefficient
P 2
Kco = Ar” + Br- + Cr + D
Corn é : ';';gg Before effective cover
C = -0.4276 r = fraction time from planting
D= 0213 to effective cover
Corn A= 275x107°
_ -7 After effective cover
g _ 4388x10 r = number of days beyond effective
D= 0.915 cover date
Tog[1 + 100(1 - Dp/Dt)]
K =
S Tog (101)
Dp = s0il water depletion
Dt = total available water in root zone at field capacity
Dpi N Dpi-] ¥ KcEtp B o Ry
Kc ¥ KcoKs

K. = adjusted Et for losses due to surface evaporation

Etr = Kr(0.9 - Kc)Etp
Kr = 0.8 first day
0.5 second day Follow irrigation or rainfall

0.3 third day

Kc = 0.9 or more for 3 days after irrigation Etr =0
Etp = potential evapotranspiration computed using Penman formula
R. = rainfall
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TABLE A-4. IRRIGATION SCHEDULE FOR THE CORN CROP USED IN THE SIMULATION
14-DAY IRRIGATION SCHEDULE AND 7-DAY IRRIGATION SCHEDULE

14-DAY IRRIGATION SCHEDULE

Julian Dp Dp plus Leaching Increment (cm)

Date Day (cm) 1% 2% 5% 10% 20% 40%
5/24 144 6.60 6.67 6.73 6.93 7.26 7.29 9.24
6/07 158 2.62 2.65 2.67 2.75 2.88 3.14 3.67
6/21 172 3.81 3.85 3.89 4.00 4.19 4.57 5.33
7/05 186 5.72 5.78 5.83 6.01 6.29 6.8 8.01
7/19 200 6.86 6.93 7.00 7.20 7.55 8.23 9.60
8/02 214 7.44 7.51 7.59 7.81 8.18 8.93 10.42
8/16 228 8.86 8.95 9.04 9.30 9.75 10.63 12.40
8/30 242 8.86 8.95 9.04 9.30 9.75 10.63 12.40
9/13 256 7.49 7.56 7.64 7.86 8.24 8.99 10.49
9/27 270 6.38 6.44 6.51 6.70 7.02 7.66 8.93
10/11 284 5.16 5.21 5.26 5.42 5.68 6.19 7.22

7-DAY IRRIGATION SCHEDULE

Julian Dp Dp plus Leaching Increment (cm)

Date Day (cm) 1% 2% 5% 10% 20% 40%
5/24 144 6.60 6.67 6.73 6.93 7.26 7.92 9.24
5/31 151 1.70 1.72 1.73 1.78 1.87 2.04 2.38
6/07 158 2.13 2.45 2.17 2.24 2.34 2.5 2.98
6/14 165 2.03 2.05 2.07 4.12 2.23 2.44 2.84
6/21 172 2.48 2.50 2.50 2.60 2.73 2.98 3.47
6/28 179 3.12 3.15 3.18 3.28 3.43 3.74 4.37
7/05 186 3.40 3.43 3.47 3.57 3.74 4.08 4.76
7/12 193 3.71 3.75 3.82 3.90 4.08 4.45 5.19
7/19 200 3.78 3.82 3.8 3.97 4.16 4.54 5.29
8/02 214 4.24 4.28 4.32 4.45 4.66 5.09 5.94
8/09 221 5.00 5.05 5.10 5.25 5.50 6.00 7.00
8/16 228 4.39 4.43 4.48 4.61 4.83 5.27 6.15
8/23 235 4.62 4.67 4.71 4.85 5.08 5.54 6.47
8/30 242 4.80 4.85 4,90 5.04 4.28 5.70 6.72
9/09 249 4.04 4.08 4.12 4.24 4.44 4.85 5.66
9/13 256 3.78 3.82 3.8 3.97 4.16 4.54 5.29
9/20 263 3.48 3.51 3.55 3.65 3.83 4.18 4.87
9/27 270 3.15 3.18 3.21 3.31 3.46 3.78 4.4
10/04 277 2.89 2.92 2.95 3.03 3.18 3.47 4.05
10/11 284 2.44 2.46 2.50 2.56 2.68 2.93 3.42

Corn planted May 24, 1975.
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APPENDIX B
SIMULATED DATA

TABLE B-1. SIMULATION DATA FOR PLOT 23, MATCHETT FARM WITH PCO = 7 matm
DAY 166-196, 1975 2
Concentrations computed at a depth of 1.1 meters

Julian Ca Na Mg HCO3 Cl S04 TDS

Date ppm ppm ppm ppm ppm ppm ppm
166 915 60 100 123 333 1938 3469
168 790 58 72 111 339 1529 2919
170 785 61 72 113 345 1557 2942
172 739 120 71 119 429 1687 3165
174 736 132 71 120 450 1701 3210
176 737 209 77 122 491 1761 3397
178 738 216 77 122 487 1867 3407
180 740 220 78 123 490 1770 © 3421
182 741 222 78 123 494 1769 3427
184 742 223 78 123 496 1768 3430
186 744 225 78 123 500 1771 3441
188 745 227 79 123 505 1771 3450
190 747. 226 79 122 510 1767 3451
192 739 225 78 123 497 1760 3422
194 746 243 81 123 488 1792 3472
196 747 249 81 123 484 1795 2379

TABLE B-2. SIMULATION DATA FOR PLOT 23, MATCHETT FARM, DAY 166-196, 1975.
Concentrations computed at a depth of 1.1 meters

Julian Ca Na Mg HCO4 C1 SOq TDS

Date ppm ppm ppm ppm ppm ppm ppm

166 975 60 101 304 333 1938 KYAR!
168 820 57 75 290 338 1521 3113
170 826 61 75 296 345 1526 3129
172 771 121 73 275 429 1656 3325
174 772 134 74 292 450 1665 3387
176 769 212 79 282 491 1725 3558
178 773 220 80 299 487 1727 3586
180 776 224 81 309 - 490 1730 3610
182 779 227 81 316 494 1727 3624
184 781 227 82 322 496 1727 3625
186 784 229 82 326 500 1727 3648
188 786 231 82 332 505 1726 3662
190 786 231 83 - 336 510 1721 3667
192 779 229 81 329 497 1718 3633
194 779 247 83 293 488 1755 3624
196 781 253 84 303 484 1756 3661
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TABLE B-3.

TDS CONCENTRATIONS AND CHLORIDE CONCENTRATIONS IN CUMULATIVE
LEACHATE AT 2.13 m FOR HYPOTHETICAL SIMULATION USING 7-DAY
IRRIGATION SCHEDULE

2% LEACHING INCREMENT

Cumulative Cumulative

Julian Infiltration Leachate Cl TDS TDS-C1
Date (cm) (cm) ppm ppm ppm
157 9.36 3.86 260 3256 2996
171 . 13.59 5.66 278 3296 3018
185 18.79 6.54 290 3318 3028
199 26.59 7.05 297 3332 3035
213 34.19 7.37 301 3338 3037
227 43.40 7.60 305 3351 3046
241 52.63 7.76 307 3355 3048
255 61.72 7.90 310 3356 3046

_ 269 69.12 8.01 313 3357 3044
283 76.72 8.10 315 3362 3047
293 80.32 8.17 312 3357 3045

5% LEACHING INCREMENT
Cumulative Cumulative

Julian Infiltration Leachate C1 TDS TDS-C1
Date (cm) (cm) ppm ppm ppm
157 9.60 4.08 262 3254 2992
17 14.00 5.89 280 3295 3015
185 19.19 6.82 291 3320 3029
199 27.23 7.35 299 3334 3035
213 35.11 7.67 303 3344 3041
227 44,77 7.92 306 3350 3044
241 54.25 8.11 . ¢ 3N 3358 3047

- 255 63.55 8.29 310 3357 3047
269 74.14 8.53 308 3360 3050
283 77.90 8.91 302 3350 3048
293 81.58 9.19 304 3354 3050

(continued)
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TABLE B-3. (continued)

20% LEACHING INCREMENT

Cumulative Cumulative
Julian Infiltration Leachate C1 TDS TDS-C1
Date (cm) (cm) ppm ppm ppm
157 10.61 5.02 269 3276 3007
171 15.63 7.26 284 3320 3036
185 22.36 8.54 300 3349 3049
199 30.82 9.18 309 3373 3064
213 39.87 9.91 305 3375 3070
227 51.09 11.27 303 3385 3082
241 61.61 13.01 312 3411 3099
255 72.35 14.83 315 3424 3109
269 81.19 16.66 327 3446 3119
283 88.43 18.26 336 347 3135
293 91.46 19.25 343 3467 3124
40% LEACHING INCREMENT
Cumulative Cumulative
Julian Infiltration Leachate Cl TDS TDS-C1
Date (cm) (cm) ppm ppm ppm
157 12.40 6.23 278 3296 3018
171 17.98 8.90 295 3344 3049
185 26.12 10.32 311 3385 3074
199 36.04 12.34 306 3404 3098
213 46 .47 15.24 317 3424 3107
227 59.42 18.52 326 3447 3115
241 72.14 22.25 346 3468 3122
255 84.44 25.97 373 3480 3107
269 94.83 29.18 400 3492 3092
283 103.41 32.07 429 3512 3083
293 107.40 33.76 447 3527 3080
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TABLE B-4.

TDS CONCENTRATIONS AND CHLORIDE CONCENTRATIONS IN CUMULATIVE

LEACHATE AT 2.13 m FOR HYPOTHETICAL SIMULATION USING 14-DAY
IRRIGATION SCHEDULE

2% LEACHING INCREMENT

Cumulative Cumulative
Julian Infiltration Leachate a1 DS TDS-C1
Date (cm) (cm) ppm ppm ppm
157 7.09 3.87 260 3256 2996
17 9.85 5.51 279 3291 3012
185 13.56 6.30 288 3314 3026
199 19.48 6.77 296 3328 3032
213 26.58 7.07 299 3338 3039
227 34.07 7.29 303 3343 3040
24 43.10 7.45 308 3354 3046
255 52.15 7.58 310 3356 3046
269 59.83 7.69 312 3362 3050
283 66.42 7.78 313 3366 3053
293 71.51 7.84 314 3368 3054
5% LEACHING INCREMENT
Cumulative Cumulative
Julian Infiltration Leachate C1 DS TDS-C1
Date (cm) (cm) ppm ppm ppm
157 7.74 4.46 264 3264 3000
171 10.54 6.13 284 3006 3022
185 14.41 6.93 294 3324 3030
199 20.49 7.40 300 3342 3042
213 27.62 7.70 306 3352 3046
227 35.45 7.92 309 3362 3053
241 44,78 8.09 311 3361 3050
255 54.07 8.24 313 3370 3057
269 61.93 8.39 313 3374 3061
283 68.67 8.65 307 3361 3054
293 74.10 8.95 303 3361 3058
(continued)
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TABLE B-4. (continued)
20% LEACHING INCREMENT
Cumulative Cumulative
Julian Infiltration Leachate C1 TDS TDS-C1
Date (cm) (cm) ppm ppm ppm
157 8.33 5.02 269 3276 3007
171 11.45 6.70 290 3318 3028
185 16.46 7.48 298 3336 3038
199 23.50 8.05 302 3352 3050
213 31.64 8.92 297 3352 3055
227 40.55 10.10 299 3365 3066
24 51.25 11.93 302 3391 3089
255 60.49 12.86 317 3416 3099
269 68.36 13.66 323 " 3432 3109
283 75.11 14.31 327 3444 3117
293 80.55 14.75 327 3444 3117
40% LEACHING INCREMENT
Cumulative Cumulative
Julian Infiltration Leachate C1 TDS TDS-C1
Date (cm) (cm) ppm ppm ppm
157 9.52 6.16 278 3299 3021
171 13.22 8.00 297 3344 3047
185 18.60 9.23 304 3367 3063
199 26.64 10.93 303 3383 3080
213 36.15 13.47 312 3407 3095
227 46.59 16.22 323 3445 3122
24 59.04 19.79 343 3470 3127
255 71.49 23.44 364 3496 3132
269 82.00 26.64 388 3508 3120
283 90.94 29.38 409 3508 3099
293 98.14 30.94 420 3520 3100
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TABLE B-5. CHLORIDE CONCENTRATION PROFILES (ppm) FOR HYPOTHETICAL SIMULATIONS USING
14-DAY IRRIGATION SCHEDULE

2% LEACHING INCREMENT

20% LEACHING INCREMENT

40% LEACHING INCREMENT

Depth Day Day Day Day Depth Day Day Day Day Depth Day Day Day Day
(em) 157 199 255 293 (cm) 157 199 255 293 (cm) 157 199 255 293
15 195 146 11 96 15 161 122 105 88 15 145 110 100 82
30 302 239 155 108 30 282 188 131 97 30 256 155 117 92
46 525 439 211 149 46 482 332 151 118 46 439 252 125 104
61 659 730 435 277 61 621 669 241 162 61 587 433 161 124
76 578 787 767 547 76 582 699 403 246 76 579 587 226 151
91 510 727 1108 1012 - 9] 522 724 665 439 91 532 675 358 213
107 411 508 903 1061 107 432 583 786 645 107 448 614 493 302
122 360 426 670 869 122 374 480" 791 796 122 388 533 618 433
137 345 359 347 409 137 351 375 597 712 137 356 422 613 519
152 346 350 347 347 152 348 351 460 575 152 349 373 564 560
168 344 344 345 341 168 343 344 389 463 168 344 354 499 556
183 334 338 338 336 183 335 337 355 396 183 337 343 436 578
198 287 308 312 312 198 296 312 336 358 198 303 325 392 467
213 260 296 310 314 213 267 302 317 327 213 279 303 364 420
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TABLE B-6. CHLORIDE CONCENTRATION PROFILES (ppm) FOR HYPOTHETICAL SIMULATIONS USING 7-DAY
IRRIGATION SCHEDULE

2% LEACHING INCREMENT 20% LEACHING INCREMENT 40% LEACHING INCREMENT
Depth Day Day Day Day Depth Day Day Day Day Depth Day Day Day Day
(cm) 157 199 255 293 (cm) 157 199 255 293 (cm) 157 199 255 293

15 150 97 101 71 15 130 94 97 83 15 112 94 93 71
30 270 152 116 87 30 246 119 104 85 30 214 104 94 78
46 480 306 157 116 46 440 215 123 102 46 381 156 108 84
61 643 601 312 201 61 604 427 176 145 61 546 288 132 105
76 596 768 623 401 76 596 624 290 217 76 583 459 169 134
91 528 774 1052 814 91 540 734 532. 392 91 550 616 260 186
107 422 539 956 1035 107 441 627 723 602 107 464 630 383 260
122 366 438 719 972 122 380 513 803 787 122 397 576 534 377
137 345 363 348 553 137 349 383 634 724 137 358 459 583 467
152 347 349 348 379 152 346 351 485 600 152 349 390 571 529
168 343 346 346 343 168 344 344 399 489 168 344 360 521 546
183 333 338 338 330 183 335 330 361 41 183 337 345 462 526
198 287 309 313 308 198 296 318 359 368 198 304 328 410 486

213 360 297 310 312 213 270 309 315 343 213 278 300 374 447




TABLE B-7. CHLORIDE CONCENTRATION PROFILES (ppm) FOR DAY 293 OF SECOND YEAR
IN A 2-YEAR HYPOTHETICAL SIMULATION USING 20% LEACHING INCREMENT
AND 14-DAY IRRIGATION SCHEDULE

Depth No Winter With Winter
(cm) Precipitation Precipitation
15 88 88
30 98 98
46 117 117
61 148 145
76 179 166
91 229 188
107 284 193
122 401 227
137 494 | 262
152 573 326
168 620 406
183 621 483
198 584 540
213 527 564

TABLE B-8. TDS CONCENTRATION PROFILES (ppm) FOR 6-YEAR SIMULATION

Day 293
Depth Year 1 Year 6
(cm)
15 569 567
30 615 : 595
46 999 668
61 , 3638 790
76 3932 898
91 4166 1071
107 3922 3224
122 3734 3598
137 3396 3554
152 3320 3445
168 3395 3384
183 : 3390 3347
198 3469 3371
213 3444 3418
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APPENDIX C
ANALYSIS OF FIELD DATA

TABLE C-1. CHEMICAL ANALYSIS OF SOIL SOLUTION EXTRACTED AT A DEPTH OF
1.1 METERS IN PLOT 23 ON THE MATCHETT FARM IN 1975

Julian Ca Mg Na* SO4 HCO3 CT 1DS
Date ppm ppm ppm ppm ppm _ppm ppm

169 647 106 250 1788 416 309 3516
171 674 89 185 1519 466 285 3218
172 656 111 263 1704 370 346 3450
174 627 86 163 1488 365 254 2983
176 620 101 174 1224 398 397 3217
180 601 113 262 1613 313 296 3198
185 629 84 162 1548 342 229 2994
191 616 96 176 1508 374 259 3250
197 593 . 102 203 1533 379 303 3597

TABLE C-2. pK ANALYSIS OF DRAINAGE WATER SAMPLES COLLECTED ON MATCHETT
FARM, 1975

Julian .

Day pCa pMg pSO4 PHCO3 pCO3 pCaCO3 ngCO3 pCaSO4
Plot 28 _

196 2.2822 2.7691 2.3805 2.1250 4.8540 7.1363 7.6232 4.6628

210 2.3389 2.8546 2.3324 2.2724 5.1014 7.4404 7.9561 4.6713
Plot 29

196 2.2904 2.7415 2.3636 2.0538 4.7828 7.0732 7.5243 4.654]

196 2.2873 2.7156 2.3880 2.0051 4.8341 7.1215 7.5497 4.6754
Plot 33

206 2.3074 2.6079 2.3235 2.2234 5.4524 7.7599 8.0603 4.6309

220 2.3628 2.6516 2.1795 2.8410 5.6700 8.0329 8.3217 4.5424
Plot 34

208 2.3459 2.6186 2.2470 2.2686 5.0976 7.4435 7.7162 4.5929

211 2.3585 2.5781 2.3007 2.2639 5.1929 7.5514 7.7711 4.6592

212 2.3562 2.5880 2.2850 2.2713 5.1003 7.4566 7.6884 4.6412

216 2.3863 2.6090 2.2651 2.2790 5.3080 7.6943 7.9170 4.6515

220 2.3334 3.3693 2.2687 2.9293 5.9583 8.2918 9.3277 4.6022
Plot 35 :

205 2.3627 2.6741 2.3054 2.2602 5.0892 7.4519 7.7633 4.6681

213 2.3330 2.7642 2.2879 2.3063 5.3353 7.6683 8.0995 4.6209

230 2.3429 2.7048 2.2813 2.2852 5.4142 7.7572 8.1191 4.6242

252 2.3622 2 2.2176 5.0466 7.4089 7.7917 4.7030

.7450 2.3407
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APPENDIX D
LISTING OF PROGRAM SORPT

PROGRAM SORPT

PROGRAM SORPT (INPUT.QUTPUT)
QIMENSION S(20)+PC120)
REAL Lot}

* o DEFINITION OF SYMROLS ¢ ® % & & ¢ & & & ¢ & ¢ ¢ ¢ ¢ % & 0 & 0 o &

SaSATURATION,
PCxCAPILLARY PRESSURE,
SRIRESIDUAL SATURATION,
LaLAMBDA,
R=SQUARE OF CORRELATION COEFFICIENT,
PR sRUBAL ING PRESSURE,
E=ETA.
RK2RELATIVE PERMEARILITY,
FPCa(PB/PC)®e
L A I I I I I R I I R O S S N S S SN N RS

OO0 NOND

PEINT 1
1 FORMAT (1M1427)
READ 2+MR
2 FCRMAT (12)
100 SEAD 3+INNN
3 FORMAT (1815
DO & IsleN
AEAD S+S(I)ePCLD)
4 CCNTINUF
S FCRMAT (2F10.4)

FIRST ESTIMATION OF WESIDUAL SATURATION ASSUMNING LAMANA IS 2,

PC13PC (1)
PC230C(2)
Slas(l)
S225(2)
FRCla(l,/PCl)o(1./PCl)
FPC23(1./PC2)*(1./PC2)
SR3 (FPC2S1-FPC1952) / (FPER-FPCL)
IF(SR LT, 0.0) SR=9,

_ PRINT101,SR
101 FORMAT(SFIRST SR CHECKz®+F10,4)

s Nz X3l

NEXT ESTIMATION OF LAvADA USING ESTIMATED SESIOUAL SATURATION.

OO0

PCL1=ALOGR (PCY)
PCLN=ALOG(PC(N))
SELI=ZALOG(({S(1)=SR)/(1.=SR))
SELN=ALOG((S(N)=SR)/(1,.=SR))
L2=(SELN=SEL!) Z/{(PCLN~PCL])
J=0
K=0
OL=0,1
JR=rO
Rl=x0, ’
R2320,
R3=0,
SS=0,
$S2=0.
DO 6 IsleN
Siss()
SS=SSeS] ,
5528552+51°S1
PRINT 1020

[ CONT INUF

CALCULATION OF CORRELATION COEFFICIENT,

oo

7 CONTINUE
102 FORMAT(®FIRST CHECK ON L®eFl10.4)
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oan

[z XaXe]

(1 X3 Xs)

13

1s
15

13

19

20

16

22

103
104
108
106

SFPC=20,

SPS=0,

SFPC2=ao,

DO 8 I=14N
FBCl=(1,/PC(])) ea(
SFPCaSFPC+FPMNI
SFRC2ESFPC2+FPI2FPCT
SPS3SPSeFOCI®S(])
CCNTINUF

Rz (SPS=SFPC*SS/N) ##2/(552=S5%SS/N) /(SFPC2=SFPC*SFPC/N)

FIND BEST FIT L amMRDA,

IF(JR FR, 1) PlaR
IF(JR EQ. 33 R3aR

IF(x +EQ. 2) GO TO 22
IF(R3 NFE, 0,) GO TO 15
IF(R2 ,NE, 0,) 50 TO 13

A2=h
L=
L=L1-0L
GO T0 7

IF (A1l ,NE. 2.) GO TO 1a&
LR 1]

LaLle0L

6N T9 7

R3=R

IF((R2=R]1)*(R2=R3) ,LE.,
G T0 16

[F(Al .67, RI} 50 TO 19
G0 ™Y 20

RlxRe

R2=R|

JR=]

Lis{]l=0L

L=l 1=0L

50 To 7

R]lsR2

RZ3R3

JF=33

Lisgle0L

LaL1leDL

GC T0 7

0.0)

C=(R1+R3-2,902)/(2,%0L*0L)

32 (R3=Q2~-C*0L*0L) /0L
L=L1

LaL=R/{2,%C)
DL=DL/10,

Rl=0,

R2=0,

R3=0,

JRE=0

KzKe]l

GO TO 7

FIND AEST PESIDUAL SATURATION AND BUBBLING PRESSURE.

GO Yo 18

Az (SPS=SSOeSFPC/N)/(SS2~-5S*SS/N)

PRINT 103.5S

PRINT 104N

PRINT 10S+SFPC

PRINT 1064R

FCRMAT (#5Sa#,F10,5)
FCRMAT (#N2®4F10,5)
FORMAT (#*SFPC=x®,F10,5)
FORMAT (®R=®4F10,5)
SReSS/N-SFPC/N/I

PAm]/(EeSFPC/N=-BeSS/N)®e(],/L)

FIND ETa,

164



[a N2 X3

3l
32

k)
3

k 1

Ex3,oL 2,

PRINT 31.IDN

FORMAT(IH s¢ NR ®4154/7/7)

PRINT 32

FORMAT (1H 420X 10S8:20X+*PCo420X 9 *KR®920Xs*FPC®y//)

FIND RELATIVE PERMEABILITY AND FPC.

00 33 [I=leN

RKE((S(I)=SR)I/(1.=SR))ee(E/L)

FPC= (PR/PC (1)) ee

PRINT 34+:S(I)¢PCLI)sRKFPC

CONTINUE
FORMAT(11X9F10.8912XeF10,8912X0E1S%010XeFl0,0¢/)
PRINT 3S+E+LeSRePBIR

FCRMAT(///+10RKe®ETA ®¢F10,309KeLAMBDAE ®¢F10,3¢10X+*SR= ®eF10,40
110X+9PQx #,F10,2+9//+10Xe®CORRELATIONS ©4E16.64//7/77)
NRzNR=] :

IF(NR NE, 0) 60 TO 100

STOP

END
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PRO

Cossae
Cosna
Cossn
Coesa

Comee

Conmm

Come=

5861

9842

9863

9844

APPENDIX E
LISTING OF BIOLOGICAL-CHEMICAL PROGRAM

GRAM MOISTRE

PROGRAM MOISTRE
LUINPUT OUTPUTIPUNCH TAPES s TAPELD)

®VERSION FOR U.S.B.R.s APRIL 2041971,

%% MODIFIED FOR GARRISON DIVERSION UMIT MAR, 10y 1972 1233331 ¥4
® MODIFIED FOR CYRER 70-28+s MAY 2,1974 )

MODIFIED TO CONFORM TO DOCUMENTATIONs JAN. 1591975 ooc¢

OIMENSION HOR (%) +Z(60) yMON(SQ) +DATE(50) sAMT(50) ¢ TME(S50) +SF(60) s
2TO(60) 9TN(60) sFNIK0) ANT (60 K (60} sD(6I) 9S160) sE(60) oF (66) »U(60) o
JUH(3R6) oKPI (K)o TH(60) »ADENT 150)

DIMENSION AID(Q) eoenane]
COMMON/PROP/KSAT¢DSAT+CleC2¢C3.Ca+TS »TPRISR MOD 1
COMMON/PROP1/D0TS+0DSAT

COMMON/PROP2/8BETsALP s AIRINF s ALMsENP

COMMON/XYZ/IDTE sMONTHyURKP 3

COMMON/CHCK/ICRECK « ICROP

CCMMCN/AJST/Q MOD 2
INTEGER 09P1+P2+9Q9APPS«DATE «YEARY DAY+CROP9TMEGAAIBB+CCrADENT s .
1START

PEAL KeIRsKP3IyXSATDIKSAT MOD 1
-READ PRINT OPTIONSs RUN PARAMETERS, WATER APPLICATIONS, PROFILE DATA

READ 91569 IPUNCHyIRESTR(SAVEZITENTHs INFILSILLSTRT +MMSTOR,ISTOR 133123141
LIDEF+FCAPIPNPT,ICRCP

READ 100vAA-RBoCC'LL,NMOBBC~T5C|YEAR’ CROP v M, DELXsTSsTMsTDSMDOC
READ SNILS DATA FOR COMPUTING HYDRAULIC PROPERTIES, COMPUTE M0D 1
CONSTANTS MO0 1
IF(IPOPT.EQ,Y) CALL CHAR ) MOO 1
IF(IPCPT,NE.1) CALL ACHAR
READ 9861+ ICODE+IYEARAPPS«(AIDCI) »I=1+8) ssannes]
FORMAT(1S91Ss13¢8A8) 4nssnoe)
PRINT 9862« ICODE+IYEARVAPPS, (ATD(I)sI2148) tsnesna]
FORMAT(1H1+#ICODE= #,129% YEAR: #,]5,94PPS= ©91343X4+8A8) fsessnn]
PRINT 116 ssssvon]
RFEAD 9863, (MON (1) 9DATE(T) «ADENT (1) sAMT(I) +I2],APPS) sssenan)
FORMAT ((10Xe7(2120A14F540))) sessnsna;
PRINT 9864+ (MON(I)+DATE (L) 9AMTI1)+ADENT(I)oI21APPS) ssnanean)
FCRMAT (30X ¢®DATE Pe[2e8/4412:TX9®AMOUNT=®4F6,2,* INCHES SOURCEz®,%ss0000]
1a1) sesenoe)
READ 12240

READ 101,4¢ IDENTsHOR (M) +N=3 4 0)

C====<=COMPUTATION OF TIME OF WATER APPLICATIONS

29

START=0

CO 29 L=1+APPS

AMT (L) =AMT (L) *2,54 sosnsae)
TME (L) =DAY (DATE(L) +START«MON(L))

C-===<~ESTAALISH MOISTURE DISTRIBUTION AND CONSTANTS

DELTM=] /M

CALL PROP(TS+TSeTDKSATDDSATD 1777777}
DELT=DEL T™

G=HOR(0) /DELX+1.1

L=1

GzDELX

C IF BAC EQUALS 0 THEN BBC IS TRANSIENT

IF(RRC.EQ.1)RAC=TM
IF({TRC.EQ,1) TBC=TwM

IF(TBC.EN.2) TBC=TS

IR=1000,

HED=CL=CHECK=ETS=ET=CI=FN(1) 20IF2TONST=0,0

CL3=0,.0

CNA=CNI=DEFAMC=0,0 $5855%55%a
Az]0,%2(=10,) .

TN(1)=TRC

SF(1)=0,0

00 43 U=2.Q
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SF(4)=0.0

TN(J)=SM
c TF(J.cQsQ)IGO TO 43
c TN(Jel)=SM
43 CONTINUE
TN(G)=RRC

IF(CC.EQ.Ll) READ 9900+ (TO(J)eJ=10Q)
9907 FORMAT (AF10,5)
DO 15 JU=1,.0
IF{CCLEQ. L) TN(UI=TO ()
TH(J 2TN(J)
15 CONTINUE
DO 20 J=1.0
2¢J)=20,0
IF{J.EQ.Q) TN(J+1)=TN(Y)
ANT (D) =TN (D)
20 CCNTINUF
PO 16 J=140Q
16 CONST=CONSTeTN(J)
CCNSTECONST=0.5(TN(1) +TNLQ))

IF(IRESTR,EQ.,2) GO TO 3481
IF(IRESTP.NE.1) GO TO 8493
Ce==« READ RESTART DATA FROM CARDS
READ 91A1LYEARMONTMoIDTESI1+sCLICHECKsIR«L+HED
READ 9182y CONST+CIIETSsET+CNACNI
READ 9182y OEFAMC
READ 9182y (TN(J)3J=1lsQ)
REAND 9182y (FNIJ)sJx=1.Q)
READ 9182+ (ANT(J)eJalsQ)
READ 9182y (Z(J)ed=1sQ)
GO TO 8492
Cm=w= READ RESTART DATA FROM SAVED RESTART TAPE 10
8491 SEwWIND 10
READ(10) LVEAR.MONTH-IDTE-IIoCLnCHECKoIR.L.HEDoCONSToCIvETSoETo
1 CNA'CNI+QEFAMC
READ(LI0)  (TN(J)eu=1e0)
READ(10) (FN{J) 2J=14Q)
READ(10)  (ANT(J) sJu=1+Q)
RZAD(10)  (2(J)su=1eQ)
8492 ORINT 9155
PRINT 91510LYEAR0MONTH0IDTEO[IoCLOCHECK'IRtLvHEDoCONST'CIoETSoETv
1 CNAYCNYJDEFAMC
SRINT 9152 (TN(J)ey=1+sD)
PRINT 9153¢ (FN(J)eJ=1+Q)
PRINT 9154s (ANT(J) eu=11Q)
PRINT 9172y (Z(J)sJ=14Q)
8463 CONTINUE
<FLAGS0
Ce=we FCSITION TAPE S TO CORRECT POSITION FOR FIRST WRITE [F THIS IS A
Cewe= AESTART RUN AND UNIT S IS EQUIPED TO A SAVED MAG TAPE
1F (IRESTR.EQ.1.AND.ISAVE,EQ.L} GO TO 8700
1F (IRESTR,EQ,2.AND,ISAVE.EQ.1)> GO TO 8700
GC TO 8710
aT00 REWIND S
FRI=INFILS=-1
IF(IHI.LE.O0) GO TO a73s
DO 8733 I=1s1IMI
CALL SKIP(S)
8733 CONTINUE
8T73¢ IF(LLEQ.LLSTRT) GO TO 8710
870! DO 8705 131410 ’
READ(S) I0UMY,.KDAY
IF(EOF (S))8800.8705
8705 CONTINUE
IF(LLSTRT=KDAY-1)3802+8710+8701
Ce=== SET INOICES OF YEARLY LOOP
8710 [LCsLLSTRT
IHIamMM
1F (YEAR.SQ.ISTOP) IHI=MMSTOP
Co=====DAYS WwWITKIN TOTAL RUN LENGTM LOOP
7700 0Q 32 II=zILNeINI
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$588865S85
$59885%85S

1333233 1
$333%885

$8€$$3510
00cC

snsssss]
$383%851
oscesel]
$5885588
spenane]
casscas]
[TXXX 2L}
$55$3538
$5838810
$$§5%810
$$$8%510
$$5%3810
$$5$SS10
$$585310
$888%310
$5$383310
$5588510
$$353%310
$S$S8851

$31555%8
ssssene]

(T2 2T LD
sssones]
$59859838
asnenen]
ssccee]

sesnen)?
sesene]l?
asonee)p
$5355%11
seneen]?
tonenelp
$53838S%1

$388881

$3358831

$838881

$533S881

$$$883881
sss00s)?
$535383%4
ssesec)?
sesas0]2
$583833%6
$55%8881
$5%3595%7
$$5883858%7
$$58%3587

12332333 3



=0

ICTOF=0

ICTDFD=0

DEFAM=0,0

DEFAMD=0,0

ISTCT=0

ISTCTD=0
XT=l0.%e¢(=10,)

CALL THEDATE(START.II)

$5$555%8
$659¢3%58
$58553%8

$55383%8
[T2 Y X LY-]

(XXX Y Y-}

C=w===NCTE THAT THIS PROGRAM CAN ONLY BE RESTARTED ON FIQST OR SIXTEENTH,

IF(IDTE.FQ.1,0R.IDTE ,EQW16,0RKFLAGEQ.0.OR ICROP.EQ.3)11,8500

11 00 3 u=1.Q

CALL CONUSE(CROPDELXsUsU(J) o IToILOCIHD)
3 CCNTINUE

V(2)=1.52y(2)

IF(KFLAGL.EQ.N) GO TO 3500

PRINT 9151, YEARSMONTH o IDTE s IToCLaCHECK Y IRsLIHEDICONSTsCI+ETSET,

1 CNAWCNIJDEFAMC

PRINT 9162, (TN(J)eJ=led)

PRINT 9153+ (FN(J)su=1eQ)

PRINT 91S54s (ANT(J) e J=1sQ)

PRINT 9172¢ (Z(J)ed=1+G)
8500 IF(II.EQ.ILO) GO TO 10

C=====READ INITIAL DATA FOR NEW DAY FROM TAPFE 4, EXCEPT ON DAY ONE
12 IF(I14EQR.1.AND.YEAR.EQ.1)GO TO 1

C BACKSPACF4

[+ READ(4) (TN(J) sFN(J) 9CLICHECK s IRsL +HED s ANT (J) su=11+Q)

C=====INITIALIZE HED AT START OF EACH DAY
1 IF(L.GT.APPS) 60 TO 6330
IF(IT.FEQ.TME (L)) 30,34
6330 [F(MED.LT.0.,01.,AND.CNALLEL0.05) GO TO 34
HED=HED+CNA
GC TO0 6332
30 HED=SHED+AMT (L) +CNA
6332 ChNA=0,.0
(ot IF (HEDJLELO0.0)RED=AMT (L)
L=+l
IR=100,
IR=1000,
PRINT 102s11.HED

C====TIME [MTERVALS WITHIN EACH DAY LOOP
3a DO 21 Ju=1,Q
21 TO(J)=TN(Y)
C=====COMPUTE SIZE OF TIME INTERVAL+ DELT
[=]s1
DELTO=0ELT
!F(X-GE.O.I)X=10."(-10.)
DELT=AMIN] (DELX?0,035/IRDELTM)
IF(HEDoGT40.01 .ANDKSATDSDELT.GT.RED) DELT=NED/KSATD
IR=10,92¢(=10,)
IF(X+DELTWLEL0.1)GO TO 4
DELT=0,1-X
4 CONTINUE
X=XeDELT
XT=XT+DELT+10.*"(~10,)
Y=0,7
Co=====EXAMINE UPPER BOUNDARY CONDITIONS
IF(rED.GT.0.01) GO TO 17
C====~=NOTE=<=FIRST OF TWO PLACES STATEMENT FUNCTIONS ARE REFERENCED.
IKCON=(TO(1)«TO(2))/2.
IF(IPOPT .NE.1) GO TO K70
CALL PROP (ANT(1)eTN(1)sTDsK(1)eD(1))
CALL PROP (ANT(2)sTN(2)2TDeK(2)9D(2))
K(l)=(K(1)eK(2))/2,
CALL ADIF(ANT(1)+ANT(2)+D (1))
G0 TO 468
670 CALL APROP(ANT (1) «ZKCONsTDeK (1) D (1))
668 CCNTINUE
E(l)=l.0
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cceeccecl
LL 2T TS
222 2 TS ]
L2222 2 AN
A AL LS N]

sosn000g
cccecececl

saessnog

.0900010

l".#.#l



‘F(D(l) .LE0000)666'667
666 Fi(l1)=0,0
GO TO la
667 F(l)==X{1)20CFLX/D(])
60 TO 1R
17 TIN(1)=TRC
E(1)=0,0
F(l)=TAC
IKCONZ(TO(1)+TOC(2)) /2,
IF(IPCPT NEL1) GO TO K71
CALL PROP (ANT(L)eTN(L1)sTDeK(1l)oD(1))
CALL PROP (ANT(2)sTN(2)«TDsXK(2)sD(2))
K{l)=(K(1)en(2)) /2,
CALL ADIF(ANT (1) sANT(2)+D(1))
GO TO 672
671 CALL APROP(ANT (1) +2ZXKCONsTDK(1)+D (1))
672 CONTINUE

C=====CCMPUTE € AND F FOR EACHW NODE(J) FROM SURFACE TO DRAIN

18 Nw=}
P1=2
PR=HOR(N) /DEL X1,
35 0OC S JzP1l,P2
St =U(J)*DELT/DELX
IF(JEQQ) TN(JY*1)=TOtY)

Cme===NOTE==SECOND OF TwO PLACFS STATEMENT FUNCTIONS ARE REFERENCED.

IKCONS(TO(U)+TO(Je1) ) /2,
IF (IPOPT.NE,1) GO TO A73
CALL PROP (ANT(J) o TN(J) s TDeK(J) 9D (J))
CALL PROP(ANT(JU*1) s TN(J*1) s TDoK(J*1)sD(Je]1))
K(J)2IK(J)eR (Ys1)) /2,
CALL ADIF(ANT(J) «ANT(J+1) D (U))
GO TO 674
673 CALL APROP(ANT(J) 9ZKCONaTD«K(J) e D (UM
676 CCNTINUE
A= (DELT2N(J) ) /7 (2.%DELX®D2)
C2(DELTED(U=1))/(2.2DELX#®2)
Bzl,sA+C

WEA®TO(Jel) ¢ (1 .=A=C)2TO(J)eCoTO(U=1) e (K(J=1)=K(J))®2,2G*

10ELT/ (2. ¢DELA®#2)
IF(TO(J)=S(J).GT.TDIGO TO 7S
[CTOF=ICTDF+1
DEF=(TD=(TO(J)=S(J)}))*DELX
DEFAMIDEFAM+DEF
DEFAMC=0EF AMC +DEF
St =TOo(J)=TD
W=w=S(J)
() =2(J)+ (U(J)BOELT=S(J)*DELX)
GO TO 76
7S w=2W=S(J)
76 ET=ET+S(J)*DELX
E(J)=A/ (R=C*F (J=1))
FlJ)=(WeC*F (J=1))/(B=C*E(J=1))
S CONTINUE
IF(NJ,GE.0)GO TO 8
N=N+1
Plap2e+]l
P2=HOR(N) /DELX+1,
GO TO 35

C=====COMPUTE THETA AND FLUX FOR EACH NODE(J) FROM DRAIN TO SURFACE

8 J=Q
TNIJIZE(D)*TO(J*1) +F (J)
TN(J*1)=TN (D)
ANT(JI=STN(J) ¢YS (TN(J)=TO(J))
IF(ANT(J) GT . TSIANT () =TS
IF(ANT(J) LT TDIANT () =TD
ANT (J+1)=ANT (J)
IF(RAC.EQ.TS) TN(Q)=TS
IF(BBCLERLTM) TN(Q)=TMm
J=0-1
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4R TN ZE(JIBSTN(Je L) eF ()
ANT(JISTN(J) o YR (TN (J)=TO(J) )
IF(ANT(J) 4GT.TS)ANT (J) =TS
IFCANT (J) LT.TDIANT (U) =TD
FN(J)=(K(J)-(D(J)'(TN(J’I)OTO(J’I)-TN(J)-TO(J))/(2.'OELX)))’DELT
FR=FN(J) /DELT
FR=ABS (FR)
IRzZAMAX] (IRsFR)
SF{J)ISF (J) +FNI(J)
IF(TMNIU) oLTe0e0e0ReTN(J) «GToTS) ISTCT=ISTCTe1 [ZT 2T Y YY)
JaJdel
IF(J.6T. 0160 TO 48
CL=CL*FN(Q=1)
IF(Q.GE,7) CL3=CL3+FN(T)
ETS=ETS+FN(1)
IF(FN(1) sLE.0e0«ANDHEDLEL0.,01) GO TO B793 soncae],y
CI=Cle+FN(])
HEDaHED=FN(])

c IF(HEDLLE.0,0)~ED=0,0 ssnnan](
G0 TO 23 sasese] ]
8793 CNI=CNI=FNI(1) sessee]3
CNA=CNA=FN({]) secsee)]
60 T0 23 sennen]3

23 CONTINUE

Ce===~wRITE ON TAPE 5 OW PRINT THETA AND FLUX AT 0,1 DAY INTERVALS
IF(X.LT,0,1)G60 TQ 2

WRITE(S) YEARIIoXToCleCLeNEDVETSIDEFAMC (JaTN(JI9Z(J) 1SF(J) s $583%358
1 Utd)ed=1,Q) * $353%8%8
IF(ITENTH,NE.l) GO TO B712 DdoC
PRINT 103 ssensean
PRINT 121OYEAR'IIOXTQMONTHOIDTECCLQCHECKOETSOETODIFOCNAOCNIOHEDO boc
1 CIe+DEFAMC,] 00C
PRINT 10S+{TN(J)sJd=14Q) : soonasase

PRINT9161+CL3
9161 FORMAT (4Xe#CL AT3,5 FEET THIS TENTH DAY®,F10.3)

IF(ISTCT.NE.O) PRINT 9166+ISTCT seseaseg
9166 FORMAT (10X92UNSTABLE SOLUTION SITUATION ENCOUNTERED #, 18 # TiMessanseg
1ES THIS TENTH DAYe) [T YT YPY-}
IF(ICTDF .NE.O) PRINT 9170, ICTDF +DEFAM $388%88%8
9170 FCRWAT (10Xs ®NEFICIT MOISTURE SITUATION ENCOUNTERED #, I8y ® TIMESSSS$SSS
1S THIS TENTH DAY, AMOUNT IS ®y F6.,2, * CM®) $585$3s8
8712 CONTINUE sessss]2
ISTCTO=ISTCTDs1ISTCT ssss0009
ISTCT=0 ssesseng
ICTOFO=ICTDFD+ICTODF $3¢35338
ICTOF=0 $$53583%8
DEFAMO=DEFAMO+DEFAM $$358$38
DEFAM=0,0 $3$53858
DO 6 J=1.40Q
2(4)=20,0

6 SF(J)=0,0
4
2 IF(XT.LT.140060 TO 34

Co====CCMPUTE "CHECK"™ TO VERIFY CL
CONST1=0,0
DO 19 u=l.Q
19 CCNST1aCONST1+TN(J)
CONSTLI=CONST1=0,5*(TN(1)eTN(Q))
OIF=(CONST1~CONST) *OELX

CHECK=ETS=-DIF=ET
Co====WRITE FINaL VALUES FOR LAST (I} IN DAY (Il) AS INPUTS FOR DAY tI1+1)
c WRITE (&) (TN(J) oFN(J) sCLICHECK s IR+ LoHED+ANT (JU) 9Jx],+0Q)

C=====PRINT ONE OF TwO OPTIONS FOR DAILY OUTPUT
IF (BR.EQ.1)GD TO S2

PRINT 103

PRINT 121+YEARGIIsXToMONTH [IDTEsCLICHECKIETS+ET+DOIFsCNAICNIoHED ooc

1 CI+DEFAMCHI poc

GO 70 31 Sessveeg
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52

9160

31
9167

9171

32

Cona=

PRINT 103

PRINT 121 ¢YEAReII+XToMONTHoIDTE +CLeCHECKETSsET+OLF+CNAWCNI+HED

1 CIl+DEFAMC.I

PRINT 9160+CL3

FORMAT (64X 43CL AT 3,5 FT®.F10.3)
PRINT 108+ (TN(J) eJd=14Q)

IF(ISTCTOLNELO) PRINT Ql6T4ISTCTD

FORMAT (10X+9UNSTABLE SOLUTION SITUATION ENCOUNTERED ®+ I8 @
1ES THIS DaY®)

IF(ICTDFDLNE.O) PRINT G1T714ICTDFDDEFAMD

ooc
noc

[EY XYY YY)

TiIMawo08009

tecanseq

$555%3%A

FOAMAT (10Xs ® DEFICIT MOISTURE SITUATION ENCOUNTERED ®y I8, * TIv$$$53585%3

1ES THIS DAY. AMOUNT IS #¢ F6,2s ® CM®)
CONTINUE

ENDFILE S

I1=11-1

PRINT RESTART DATA AT END OF YEAR
IF(INTELEQs1.0R,IDTELEQ.16) GO TO 4721

PRINT 9151y YEARIMONTHeIDTE«IIsCLoCHECKsIReLsHEDsCONSTCIIETSHET,

1 CNAJCNIDEFAMC

_ PRINT 91524+ (TN(J) syxlsQ)

9172

Comaa
Comem

Comes=

4721

8736

Come=

8734

Crome=

8739

9300

Croo=

9181
9182
9301

PRINT 9153s (FNUU) 1 J=14Q)

PRINT S154¢ (ANT(J) 9U=14Q)

PRINT 8172y (Z(J)eJ=19N)

FCRMAT ( Xo ® Z(J)sJaleQ®/e T(9EL13.6e/))

INCREMENT YEBARe SET DAY NUMBERSs CALCULATE MOISTURE DEFICITs READ

IRRIGATION APPLICATIONS., RESET ICHECK
COMFUTE MOISTURE DEFICIT
IF (10EF.NE. 1) GO TO 3738
SUMDEF=0,0
IF(TN(Y) LT .FCAP) SUMDEF=(FCAP=TN(]1))®DELX/2,
DO 8738 Jz2+0
IF(TN(J) LT .FCAP) SUMDEF=SUMDEF« (FCAP=TN(J))*DELX
CONTINUE
SUMNEF=sSUMDEF /2.54
PRINT 9157y YEARWMONTH IDTE+II+SUMDEF
INCREMENY YEARs RESET ICHECKs SET INDICES FOR YEAR LOOP
IF((YEAR+1) (GT,ISTOP) GO TO 9300
YEAR=YEAR«1
ILO=LL
IHI=MM
IF(YEARLEQ.ISTOP) IWI=MMSTOP
ICHECK=0
READ IRRIGATION APPLICATION DATA
READ 9861¢ ICODEIYEARIAPPS (AID(I)el=1e8)
PRINT 98620ICODE01YEARoAPPSo(AIO(I)013108)
PRINT 119
READ 9863y (MON(I)sDATE(I) ¢ADENT(I) sAMT(I)+sI=14APPS)
IF(IDEF.EQ.1) AMT(1)aSUMDEF
PRINT 9864+ (MON(T)sDATE(LI) sAMT (1) oADENT(I)s131+APPS)
D0 8739 L=1+APPS
AMT(L)=AMT (L) *2,54
TME (L) =DAY(DATE (L) +STARTSMON(L))
L=1
KFLAG=0
GO TO 7700
IF (IPUNCH.EQ.2) GO TO 9301
IF (IPUNCH,NE,1) GO TO 99
PUNCH RESTART DATA AT END OF RUN
PUNCH 91Rls YEARIMONTHIDTEsII+CLICHECKsIRsLWHED
PUNCH 91829 COMSTICI'ETS+ETICNAICNI
PUNCH 9182, DEFAMC
PUNCH 91R2s (TN(J)sJ=1,Q)
PUNCH G182+ (FN(J)oJxl.Q)
PUNCH 91829 (ANT(J) e Ju=19Q)
PUNCH 9182+ (Z(J)eu=lsQ)
GO TO 99
FORMAT (IS I3 [3s I&4s IEL13e6s 139 El3.6)
FORMAT (6F£13.6)
REWIND 10
WRITE(10) YEARMONTHeIDTESITsCLICHECKyIRsL I HEDeCONSToCIVETSET
1 CNA+CNIODEFAMC

m

$$5563%8

voNN0S]2
LI T2 L3NS
$$€55883
1323311 k]
222 AR L XI
$383%%88
1332233 X
$35353%3
1323231 X!
1233333 1)
$3935885%8
13333232
;133133328
$353835S1
$$5353%3
$558535381
$$558881
55558581
£5355358]
$55835881
$5$$5381
$553¢s3%}
[133333 Y
133333 3 3
333131 18
$$538%87
$3335338%7
$5838887
$58588S81
$$58S33381
5555881
$35883881
$553%8581
$$538881
€558538)
$3888881
$58858S81
$$353881
133131101
$$5388S1
$5885%S81}
:1$32331% 1
oocC

0ocC

tessens)
$$838S8S1
ssven00) )
$$5338S48
soveses]
cnocens)
sssssde)
$35$533838
12233 2 N0
L3333 21 3
sssasnl))
$3s8s38%810
$5$38S810
$$888310



WRITE(10) (TN(J)eJ=14Q) $8588510

WRITE(10) (FN(J)sJ=Le0)) $5958310

WRITE(10) (ANT(J)ed=1sn) 5588510

WRITE(10) (Z(J)ed=14q) $555%%10

ENOFILE 10 $$388810
99 STOP

8800 PRINT 8ARO1 23800812
8801 FORMAT(5x, ¢ END FILE FOUND ON TAPE S REFORE DAY NO, LLSTRT-1 FOUNDOC
1Ds EXECUTION TFRMINATED ®) NOC
GO 'TO 99 i essaan]2
8802 PRINT RA03 svoess]
8803 FCRMAT(S5Xs ® DAY READ FROM TAPE S EQUALS OR IS GREATER THAN STARTls0ases]?2
ING DAYy EXECUTION TERMINATED *) snsone]
GC TO 99 sreone]2

Com===PRINT RUN PARAMETERS AND INITIAL CONOITIONS.
1N KFLAG=]
IF(AALEQ.1)9412 tescnen)
9 PRINT 100
PRINT 110
PRINT 9156-I¢UNCH.IRESTR-ISAVEoITENTH.INFILS-LLSTRT'MNSTOPvISTOPo $55888S1
1 IDEF«FCAP,IPOPT mOD 1
PRINT 119
PRINT 1204 {TME (J) oMON(J) sDATE (J) +AMT (J) 9 ADENT (J) s U=14+4PPS) $S3558851
PRINT 112
PRINT 10Ss(TH(J) od=1+Q)
PRINT 127
PRINT 107
PRINT 111¢AA4BRsCCoLLIMMoBBCyTRCHYEAR, CROP sMy APPS 4 DELX+TSeTM,TD,
1Sm
PRINT 113
PRINT 1144 (IDENTHOR(N) sN=1+0?)
IF(CROP,NE,3,0R.ICROP.EQ.3)GO TO 12
PRINT 115
PRINT 1164 (KP3(I)sI=21v6)
PRINT 117
PRINT 118+ (UH(I)9I=10264)
PRINT 108
GO TO 12

socvons)

100 FORMAT(S1S5¢2F5,0+315¢5X¢5F5,0) DOC
101 FORMAT(2X+1A8+1F10,0)
102 FORMAT(/+2X+%wATER APPL1ED. DAY NUMBER #,144%, AMOUNT = oF7,2,

1% Cw,2)

103 FORMAT (/s Xe 129H YEAR 1] XT MON DTE cL CHECK DoC
1ETS ET DIF CNA CNI HED Ccl Doc
2 DEFAMC NSTEPS) boc

1064 FORMAT(45XeF6h,S)

10S FGRMAT(QX,10F12,6)

106 FORMAT(20XeI291X9T1295XeF10,0939XsAa1)

107 FORMAT( O9X.® AA B8 cc LL MM BBC TBC YEAR CROP M AP
1PS DELX TS ™ 10 SMe)

108 FORMAT(1H])

109 FORMAT(1H1+3Xs*PARAMETERSy CONSTANTSs AND INITIAL CONDITIONS USED
1IN THIS REPORT,®*)

110 FORMAT (/43X yReamecaNGTE=ma== DIFFUSIVITY AND COMDUCTIVITY RELATIONS
1HIPS MUST RE INSERTED INTO SOURCE DECK.®%4/)

111 FORMAT(9X95I5+2F5.,2941545F5.2)

112 FORMAT(/97X+2INITIAL SOIL MOISTURE CONDITIONS,*)

113 FORMAT(/+7Xe#SOIL IDENTIFICATION AND HORIZON DEPTHS,#)

114 FORMAT(9Xs*IDENTIFICATION= #,A8+%, OEPTH= #,F5,1)

115 FORMAT(/+7X+oCONSUMPTIVE USE DATA.*®)

116 FCRMAT(9Xy2PERCENTAGE OF ROOTS FOUND IN EACH OF TOP 6 FEET.*,
16F10.,3)

117 FORMAT(9X+#CONSUMPTIVE USE CONSTANTS READ IN FROM DATA CAROS (IN
1 CM,/ 15 NDAYS) FOR SEMIMCNTHLY PERIODS.®)

11R FCORMAT(11X+24F5,2)

119 FORMAT(/4TX+oWATER APPLICATION DAYSs DATESs AND AMOUNTS.®)

120 FORMAT(GX9#DAY NUMBER® ¢ 149 TXs#DATE 23 1290/%9[217Xs CAMOUNTZ® 4F 6,244
1 CM, SOURCE = *,A1l)

121 FORMAT (Xe 2149 F6,3s I3y lé4s X9 10F10.4¢ 16) . 00¢C
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126 FORMAT (25Xe®UNSTABLE SOLUTION SUSPECTED®,110+sF3,6¢110¢F20,4)
127 FORMAT(/+7Xe@RUN PARAMETFRSe AND BOUNDARY CONOITIONS,*)
128 FORMAT (12)

9151 FORMAT (/e xe 9RESTART DATA FQOR YEAR ®#, IS, & MONTH @ 124 ©® DAY ¢ DOC
19y 12¢ @ DAY NO, #y 13/ Xo ® CL= 8y E13,6¢ @ CHECK= @4 F13,6¢ @ [R=$85888S]
2 %¢ Fl3.69 ® L= ®y 3¢ & NED= %y E13,6/9 Xe © CONST= & El3,6¢ @ C3585338]
3l= &, E13.6s % ETS= 94E13.69 ® E€T= &, F13.67/ X, * CNA= o, E13,56+ S538S8%]
4 * CNl= o4 E13,6¢ ¢ DEFAMC= ®y E13,6) $8388%9%8

9152 FORMAT( X4 @ TN(J)ed=14Q2/y T(9E13,5+/)) sosssose]

9153 FORMAT( X4 ® FN(J)eJd=1eQ®/y T(9E13.54/))

9154 FCRMAT( X4+ #ANT(J) eJ=14Q8/s T(9E€13.64/))

9155 FCRMAT (/eXy #RESTART 0ATA AS READ FROM CARNS#®)

Q1654 FCRVAT(GISsFS.0eI5415)

9157 FORMAT (/s Xs® DEPLETED MOISTURE FOR YEAR=#®, [S5y ® MONTH3#,I3. # DADOC

secesee)
ccassoe]
.".‘..l

1TE=¢4 13+ #* (DAY NUMBER=®,14, ®) [S =20,F5,2s & INCHES®) $58888S81
915A FORMAT (4X+#IPUNCH IRESTR 1SAVE ITENTH INFILS LLSTRS$53%58S81

17 MMSTOP ISTOP IDEF FCAP [POPT#/, 18, BIl0s “OO 1

2 F12.3+ 18) . MOD 1

FND

SUBROUTINE CONUSE(CROPDELXsJsUsK ol L yMM)
C=-=~=CCNSUMPTIVE USE SUBROUTINE

COMMON/XYZ/IDTE oMONTHsUNKPJ

COMMON/CRHCK/TICHECK ¢ [CROP

DIMENSION MEANT1 (12)+MEANT2(12)+KAL1(12)+KA2(12)«KB1(12)KB2(12)

IP1U12)+4P2(12) skP(6) +KPL(6)+sKP2(6+43) +XKPI(6) UL (366)UH(366)

DIMENSION FACTOR (24) seceene

REAL MEANT] «MEANT2 KAl 9KA2+KB1l o KB2sXKPsKPl +KP2sKP3
INTEGER CROP

Cowm=m THIS ROUTINE RETURNS CONSUMPTIVE USE IN CM WATER/DEPTH SEGMENT/
Cew===DELTA TIME )

C==== ICROP=3 USED WHEN DAILY CONSUMPTIVE USE VALUES ARE READ
Co====MEAN TEMPERATURES (F) FOR FIRST HALF OF MONTH
DATA((MEANTL(I)eI=1sl2)=
$42,4067,0066,0055,8966.607109979,1981.9975,0165,0¢55,0045,0)
Co=mm~ MEAN TEMPERATURES (F) FOR SECOND HALF OF MONTH
S((MEANT2(I)+I=1912)=
$4T 40088 ,195R,89062e5¢73:9973:8982.607746975,0065,0055,0041,6)0
Co====CONSUMPTIVE USE CONSTANTS FOR BARLEY (FIRST HALF OF MONTH)
S$((KAL(I)eI=l0l2)=
$0.5090105891.1793.0001.22¢0.4400.00+0,0090400+0,00+0,00+0.12)¢
C=e=e=CONSUMPTIVE USE CONSTANTS FOR BARLEY (SECOND HALF OF MONTH)
S((KA2(I)sI=1l0l2)=
$0,8000,5093,0002.6590.,4%940,0090,00¢40,00+0,00+0,00+0.00+0,12)
Ce===~=CONSUMPTIVE USE CONSTANTS FOR MILO (FIRST HALF OF MONTH)
SU(KRI(I)oI=1wl12)=
$0.00¢0,0090.0090¢00¢0,009041491429¢2.2002.2090.1000,10+0,10),
C=====CONSUMPTIVE USE CONSTANTS FOR MILO (SECOND HALF OF MONTH)
S((KB2(I)el=10l2)=
$0,0090,0090,00¢0400900e00+0,760)1,67+2.2092420+04,10+0,10+0,10),
C=====DERCENT OF DAYLIGHT HOURS FOR FIRST HALF OF MONTH
$((Pl(I)sl=10l)=
$3.3103.6506,0408,8T746,8495,0394,94646,6308,2293.8093,42+3,22)
Ce====PERCENT OF DAYLIGHT HOURS FOR SECOND HALF OF MONTH
$((P2(I)eI=10l12)=
$3e569301704,3104,8715.1605,0395.2794,9493.22+4,0693,42+3,43)
C=====ROOT DISTRIARUTION WITH DEPTH FOR BARLEY
DATA((KP(I)oI=196)30,4000.2490,19+0,1340,0440,00)
C=====RO0T DISTRIARUTION WITH DEPTH FOR MILO
DATA((XPYI(I)eI=1961=20e3190,22+041490,09¢0,08+0,08)
DATA (ICHECK=0)
DATA (FACT°R=15.016.'150 '130015.'1600150'150015.0‘6.'15. '15'0150' .'.....2
1160915611649154915,915.916,915,415,915.916,)

sesnsee?
C==<= COMPUTE DEPTH IN FEET , “MO00 2
N=DELX# (y=1)/30.48 MOD 2

C===-=-=-READ U OFF DATA CARDS IF CROP=3,
IF(CROP.NE.3)GD TO 11
IF(J.NEL2)GO TO 9
ICOUNT=MONTH®2=0,5
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IF({IDTE.GE.1%) ICOUNT=MONTH®2+0,5
9 IF(ICHECK.EN.1)GO TO 20
ICHECK=]
N=LL -1
IF(UCHECK ,ERL1) GO TO 7000
READ 1004(XP3(I)sI=146)
D0 15 I=1+6
16 KP2{1+3) = xPI(])
JCHECK=]
CALL AJST(KP3I+DELX9ADJUST)
ADJUST=aADJUSTDELX/30.48
7000 CONTINUE
IF(ICROP,EQR.3.AND.CROP,EQR.3) GO TO 201
READ 102+ICODESIYEARs (UL (1) sI=1012)
READ 102¢ICCDEZIYEARy (UL(I)9I=13424)
102 FORWMAT (215+12F5,0)
PRINT 103«ICONESIYEAR

122121131

$$588881)
00 2
MOD 2

$58558s81
veNaseN]
(22422231
secon8s)

103 FCRMAT(7X+2CONSUMPTIVE USE CONSTANTS READ IN FROM NATA CARDS IN IN®eoeoes)

ICHES PER SEMIMONTHLY PERIODs ICOOEz*, 15s ® IYEAR= #, [5)
PRINT 104s(UL(I)sI=1426)
106 FORMAT (11X424F5,2)
DO 19 =124
ULt =Ll (1) *2,54
UM (D) =Ul (D)
19 CONTINUE
20 U=UL(ICOUNT)
60 TO 21 .
201 CONTINUE
C READ NUMRER OF DAYS OF €T
LM= (MMl )]
READ 1064ICODEs IYEAR
106 FORMAT(21S)
READ 10Se(Ul(I)ol=loLM)
105 FGRMAT(16F5.3)
PRINT 107+ ICODE.IYEAR

107 FORMAT (7TX+®CONSUMPTIVE USE CONSTANTS READ IN FAOM DATA CARDS IN IN

1CrES PER DAYs [CODE= ®4]Ss ® [YEARZ #,15)
PRINT 10Re(UL(I)el=lsiM)
108 FORMAT(11Xy10F5,3)
7001 D0 7002 I=l.LM
Ul(I)=ul(1)*2,54
UK(I)=UL(I)
7002 CONTINUE
21 CONTINUE
IF(ICROP,NE.3) UaULl (ICOUNT)
KL aK=N
IF (ICROP EQe3¢aAND,CROP,EQ,3) U=U] (XL)
GO T0 7

11 NO 12 I=1+6
KP2(1s1) = kP(])
12 KP2(Is2) s XPL(])
Ce=== CONVERT DELX (CM) TO ADJUST (FEET)
ADUUST=DELX/30,.48
TaMONTH
C=====BRANCH ACCORDING TO CROP
GC TO (1e2)eCHOP
Ceewe=BRANCH ACCORDING TO HALF OF MONTH
1 IF(IDTE.LE.1S5)3+4
2 IF(IDTE.LE.15)5+6
Coe===COMPUTE CONSUMPTIVE USE FROM CONSUMPTIVE USE FORMULA
3 UskKAl (T)*(MEANTL(I)*PL(1)/100,)%2,54 $ 60 Y0 7
Co==+=COMPUTE CONSUMPTIVE USE FROM CONSUMPTIVE USE FORMULA
. UsKA2 (1) ® (MEANT2(1)*P2(1)/100,.) 42,54 $ GO TO 7
Cee=eaCOMPUTE CONSUMPTIVE USE FROM CONSUMPTIVE USE FORMULA
5 UakAT (1) ®(MEANTL(I)*P1(])/100,)*2,54 $ GO TO 7
Cr====COMPUTE CONSUMPTIVE USE FROM CONSUMPTIVE USE FORMULA
6 U=xkR2(1)*(MEANT2(I)#P2(1)/100.)%2,54

Cre===aADJUST CONSUMPTIVE USE FOR LENGTW OF TIME INTERVAL

7 CCNTINUE
IF(ICROP.EQ.3 .AND.CROP.FQ.3) GO TO 200
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IF(IDTELLE.15)47+48

47 KIS=(MONTHe2) =]

GO TO 69

4R KIS=SMONTHe2
49 UsU/FACTOR(KIS)

C=====ADJUST CONSUMPTIVE USE FOR SIZE OF DEPTH SEGMENT AND ROOT OIST

Cee=e=UTION
200 CONTINUE

100

[FOOT=0.1
IF(IFO0T.GT.6) U=0.0

IF(IFOOT.LE.6) UzU*KP2(IFOOT+CROP)*ADJUST

RETURN
FORMAT (6F10,.0)
END

INTEGER FUNCTION DAY

ODNN S WN -~

INTEGER FUNCTION DAY (Ksl sM)
GO TO (19293¢445469T18+94100
DAY=K={

DAY=K=_+31

DAYaK=_+59

DAY=K=|_+90

NAY=K={+120

DAY=K={ +]151

DAYaK=_+141

DAY=K~- +212

DAYEK={_ +243

DAY=zK= +273

DAY=zK={_+304

DAYaK={ +«334

END

SUBROUTINE THEDATE

ODNIPNSWMN -

SUBROUTINE THEDATE (KslL)
COMMON/XYZ/IDTEsMONTHUH+KP3
MKl

IF(M,GE.1 ., AND.M,LE.31) GO
IF(MGT,31.ANDM,LELS9) GO
IF(M,GT,59.,ANDM.LE.90) GO
IF(M,GT,90,aND.M,LE.120) GO
IF(M,GT.120.ANDaM LE.15]1)GO
IF(M,GT.151.AND.M.LE.181)G0
IF(M.GT,181,ANDJM.LE.212)G0O
IF(M,GT,212,ANDeM.LEL243)6GO
IF(M.GT.243.ANDM.LEL273)6G0O
IF(MGT,273,AND+M.LE.304)GO
IF(M.GT.304.,AND.M.LE.334)G0
IF(M.GT,334,AND,M.LE.I65)GO

I0TE =M $ MON
IDTE=M=3] S MON
IDTEaM=59 $ MON
I0TE2M=90 $ MON
IDTEzM=]20 $ MON
[I0OTE=aM=151 $ MON
IDTE=zM=131 $ MON
[I0OTE=m=212 $ MON
IDTE=M=24) $ MON
IDTE=M=273 $ MON
IOTE=M=304 $ MON
IOTE=M=33s $ MON
END

11+12) M
RETURNM
RETURN
RETURN
RETURN
RETURN
RETURN
RETURN
RETURN
RETURN
RETURN
RETURN
RETURN

AANAANAAANAN

TO
T0
T0
TO
TO
T0
70
T0

VER®NOW S WN -~

TO0 10
TO 11
TO0 12
THs ]
TH= 2
TH= 3
TH= &
TH= §
THz 6
TH=a 7
Tz 8
TH= 9
TH=10
TH=]]
TH=]12
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SUBROUTINE CHAR

SUBRNUTINE CHAR CHAR 10
Corvan CHAR 20
C==== PROGRAM T(Q REAN INPUTS AND COMPUTE CONSTANTS FNR EVALUATING THE CHAR 30
Coe== CONOUCTIVITY AND OIFFUSIVITY BY BROOKS COREY THEQRY USING THE
C==== SPECIAL GENERALIZED FORM FO SUBROUTINE PROP
c----

CCMMON/PROP/KSAT+DSATeCLleC21C34CH9TSeTPB,LSR

COMMON/PROPL/0TS+00SAT

COMMON/PROPZ/BEToALPeATRINF sALMoEMP

REAL KSAT
Ce=== READ [INPUTS

READQ00]1 oKSATIREMPyAIRENT s TPB4SRDTSDDSAT

READ 9001 0ALMIALPYBETIAIRINFEMP
Ce==we CCMPUTE SATURATED DIFFUSIVITY AND CONSTANTS

DSAT=AEMPSATRENTOKSAT/(DOTS=SRY

CI=2¢AEMP ]

Chs3REMPL2

ClzxSAT/((TS=SR)eeC3)

C23NSAT/((DTS=SR) ®*eCs)

Ce==e= LIST OUTPUT

PRINTOIS00+KSATIREMPAIRENT sSRIALPIRETIEMPLAIRINF ¢ALVC) «C3

RETURN
Cowwe FORMATS

900} FORMAT(8F10,5)
9500 FORMAT(1M14+49X¢3I5H UNSATURATED FLOW PROGRAM (MOISTRE)//¢5Xs

1 69H CONDUCTIVITY RELATIONS TO BE BASED ON THE MET

2H0D OF BROOK AND COREY//+SXe12M INPUTS ARE=/+9X925H SATURATED COND

JUCTIVITY =¢F10,897H CM/DAY/¢9Xe 25N EMPIRICAL CONSTANT B =,

4F10,4/09Xe 25K AIR=ENTRY POTENTIAL B9F10e29 3N CM/»

19Xy 254 RESIDUAL SATURATION BeF10,5//e5%0

S63% DIFFUSIVITY RELATIONS COMPUTED USING FUNCTION OF SU AND BROOXS

6/7/+5X912H INPUTS ARE=/+9X92SH A 2.F10.,5799%02

aSKH 17 29F10645/09X925H EMPIRICAL CONSTANT M =

10F10.5/+9X92%4 INFLECTION POTENTIAL 2oFl0e5e3H CM/ 49X 25K LAMBDA

2 29F10.5//+5X919H QELATIONSHIP USED=//+9X921H COND

JUCTIVITY(THETA) =sF14.5¢130 ® (THETA #e FTa3s O9H ) CM/DAY/Z)

ENOD
SUBROUTINE PROP

SUEROQUTINE PROP(ZsZKeTDeKeD) PROP 10
Comem PROP 20
C==== PROGRAM TO COMPUTE CONOUCTIVITY AND OIFFUSIVITY USING BROOKS AND
Cwwwe COREY METHOO
Commm ‘ PROP 32
Ce=== NOMENCLATUPE PROP 33
Come= 7 =VOL .MOISTURE CONTENT AT WHICH OIFFUSIVITY COMPUTED PROP 136
Cmoe= 2K sVOLMOISTURE CONTENT AT WHICH CONOUCTIVITY COMPUTED PROP 35
Come= TD aVOL .MOISTURE CONTENT BELOW WHICH PROPERTIES ASSUMED AS 0. PROP 36
Cowe= TS ZVOL JMOTSTURE CONTENT AT SATURATION PROP 37
C==== KSAT =CONDUCTIVITY AT SATURATION (CM/DAY) PROP a8
Ce=e= DSAT =DIFFUSIVITY AT SATURATION (CM2/DAY) PROP 39
Cowee (Cl=C4 =CONSTANTS IN EQUATIONS PROP 40
Comam K =CONODUCTIVITY AT CONTENT ZK (CM/DAY) PROP 4]
C=wwe D sDIFFUSIVITY AT CONTENT Z (CM2/DAY) PROP &2
Co=== EQUATIONS PROP 43
Cowwe K(ZK)=C1®(ZK=SR)®eC]
Ce=a=D(Z)5C2%(Z~SR)®eCs
Commm : PROP S0

COMMON/PROP/XKSAT sDSATCLleC20C3¢CoeTSTPBISR

COMMON/PROPL/DTS0DSAT

REAL KeKSAT PROP 70
C-=== CONDUCTIVITY COMPUTATION PROP 80

IF(2X.GE,.TD}) GO TO 10 PPOP 99
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11

19

20

Comme
100
111

110

120

1000

K=20,0

GO T0 100

[F(Zx.GE. TS) GO TO 20
IF(ZX.LT.SR) GO TO 11
K=Clo((ZXx=SR)®*eC])

GO 10 lon

K=KSAT

GO 70 1000

DIFFUSIVITY COMPYUTATICN
IF(Z,GE.TH) GO TQ 110
N=0,0

GO TOo looo0
IF{Z.GT.DTS}) GO TQ 120
IF(Z.LT.SR) GO TO 111
D=C2%( (Z=SR) #*eC4)

60 TO0 1000

D=0DSAT

IF(DTS.EQ.TS) D=DDSAT
RETURN

END

SUBROUTINE AJST

SUBROUTINE AJUSTIKP3I+DELXeADJUST)

Comee
Come=

Comen

Comem=

Coemm=
Comme
Comm=
Come=
Co==~

100

Coman

110

PROGRAM TQ COMPUTE ADJUSTMENT FACTOR FOR CONSUMPTIVE USE

DIMENSION KP3(6)
COMMON/AJST/Q
INTEGER @ i
REAL KP3
UsU=KP3 (1) *DELX

CONVERT NODE SPACING FROM CM TO FT

DEL=DELX/30.48

U=0,0

ENTER {LOOP FOR ALL NODES

D0 100 I=2.Q

CCMPUTE DEPTH OF NODE IN FEET
D=0EL®*(1-1)

COMPUTE SUBSCRIPT FOR PROPER DEPTH ZONE

IFO0T=041
TEST IF BEYOND ROOT ZONE
IF(IFNOT.GT.6) GO TO 110

CCMPUTE RELATIVE CONUSE REMOVED

U=U+KP3I(IFOOT) *DEL
CONTINUE

ADJUST CONUSE FOR REMOVAL AT TOP NODE

IFOOT=DEL 1
UzU+XP3I(IFOOT) *DEL*®0,5S
ADJUST=1,/U

RETUAN.

END
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prNe

panp
PROP

pQnp
PROP

PROP

PROP

PROP
PROP

AUST
AJYST
AYST
AJST
AUST
AJST
AJST
AJST
AUST
AyST
AJUST
AJST
AUST
AJST
AJST
AJST
AJST
AJST
AJST
AJST
AUST
AJST
AJST
AJST
AJST
AUST
AJST
AUST
AJST

140
150

160
170

190

220

240
250
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220
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SUBROUTINE ADIF

10
12
20

15

1 ¥:]

32

21

33

34

36
22

25
100

SURROUTINE ADIF(TZ+TK+D)
COMMON/PROP/KSATsDSATeCleC29C34C49TS »TPBISR
COMMON/PROP1 /DTS +DDSAT
COMMON/PROP2/BET s ALPAIRINF s ALMyEMP
REAL XSAT
IF(T2.GT.SR.AND.TZ,LT.TS.AND.TX.LE.SR) GO TO &
TF(TX eGT SR,AND T LToTS.ANDLTZ.LE.SR) GO TO 7
IF(TZ.EQ TS AND«TK,LE.SR) GO TO S
[FITKWEQ.TS.ANDSTZ.LELSR) GO TO 6
50 Y0 l0
T2=TS~ ,0001
GO TO &
TK=TS=0,0001
GC Y0 7
CALLSIMP(TZsSReAVD)
O=AVD/ (TZ2=-TK)
GO TO 100
CALLSIMP (TK+SRWAVD)
D=AVD/ (TK=TZ)
GO T0 100
IF(TZeGT SR ANDeTZ LTaTS,AND TK,GT.SR,ANDTK.LT.TS) GO TO 12
G0 TO 32
IF(TZ.GT,T¥) GO TO 15
IF(Tk.GT.TZ) GO TO 18
B2 ((le/(TS=SR))*®0((2,/8LM)+3,) ) *KSATHEMPSATIRINF
5=(l./((l./(ALP'TS))°'EMP))'((l./(RET'TS))"(BET“EMP/ALF)J
CT((TK=SR)®8((2,¢(2,/ALM))=EMP))O((TS=TK)®*(BET*EMP/ALP))
D=A#ROC* ((((TK=SR)/(TS~TK))*(BET/ALP))¢1,0)
G0 TO 100
CALLSIMP (TZeTKeAVD)
0=AVD/ (TZ=TK)
GO T0 100
CALL SIMP(TK,TZeAVD)
D2AVD/ (TK=T2)
GC T 100
IF(T24EQeTSeANDeTK 5T SR.ANDTKLT.TS) GO TO 33
IF(TKEQeTSeANNDTZ.GToSR,ANDLT2Z.LT.TS) GO TO 34
IF(TX.EQ.TS.AND.TZ,EQ.TS) GO TO 21
GO T0 22
TKk=275-0,0001
GO TO 20
TZxTS= 00,0001
IF(TZ.LE.TK) GO TO 20
GO T0 1§
TkaTS=0,0001
IF(TK.LEL.TZ) GO TO 36
GO TO 18
Tk=T2
GO T0 20
IF(TZ+LE«SR.AND.TKLE.SR} 6O TO 25
GO T0 100
0=0,0
RETURN
ENOD
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SUBROUTINE SIMP

C THI

C EVa
25

26

SUBAGUTINE SIMP(SZ+SKsSVD)
CCMMON/PROP/XSAT+0SATsCleC29C34Ca9TS 9 TPBISR
COMMON/PROPL/DTS+DDSAT
COMMON/PROP2/BET s ALPsAIRINF s ALMoEMP

REAL KSATLINTEG

F(Z)=(2=SR)I®#((2,4(2,/78LM)) =EMP)
F2(Z)®(TS=2) 42 ( (RETHEMP) /ALP)
PUNC(Z)=F(Z)'F2(Z)'((((Z-SR)/(TS-Z))'(RET/ALP))Ol.O)
AZ((1e/(TS=SR) )G ((2,/8LM)+3,Y)OKSATHEMPEATIRINF
83(1./((l./(ALP'TS))"ENP))'((I'/(BET'TS))'.(BET°E“P/ALP))
CONST=aAwg
S SECTIOM COMPUTES INTEGRAL VALUES USING SIMPSON RULE
H= (SZ=Sk) /2.0

N=1

ENDS=FUNC (SZ) +FUNC (SK)

Tw0=s0.0

FCUR=FUNC (SKeH)

OLDINT2H/3,0% (ENDS+4,08FOUR)
LUATION LOOP

HaH/2.0

Nz2eN

TwO=TWO+FOUR

FQUR=0,0

T=SKeH

00 26 1I=1sN

FOUR=FOUReFUNC(T)

T=TesHeH

INTEG=H/3,0% (ENDS+2,02TW0+4,02FOUR)

C CHECK FOR CONVERGENCE OR EXCESSIVE NUMBER OF ITERATIONS

10

IF (ABS(OLOINT=INTEG) oLTe1.0E=-6,0R.N.GT,10000) GO TO 10
OLDINT=INTEG

GO TO 25

SVO=CONST#INTEG

RETURN

ENOD

PROGRAM USCHEM

c

Cree=

c

PROGRAM USCHEM

=UNSATURATED CHEMISTRY PROGRAM USBR VERSION 1.,2,0==N0V 1974

DIMENSION X(7+2S)

COMMON/BYPAS/NRYPAS+ IDYSTRs I0YSTPoILOw IHI+INFIL1oICONT] s JPAS
COMMON/ARLE/TITLE(10) o SMONTHoMMeOs IPRINT s JPRINT » INKs IPUNCH+ ISTOP,
1ITESToIREADP + IMASS+1ADD (25) s IORNAP (25) «HOR(9) s TOTN(99) 4 YEAR

ZAIRR(9)oIRR(ZS)'TT(60)oFERT(7)oOFERT(3)oNOhGINcNFEDTINoNYEMPINo
IITOTJTOTHIRTOTHNT

COMMON/XX2/81 9429430 X

COMMON/AFG/ENHI«ITsLLLs [OPVANETLIM(2S)
COMMON/YYY/START ¢ IOTE +MONTHe I o ILAP

COMMON/X XY/ ICHECK s ICOUNT +CONVsPK+sPK1 9CROPIFACT
COMMON/XXX/DELXsDELT+MSoeWTART4BD(25 )+ TEN(2S ) sCHECK (25 ) +MOTISIN
1125 ) sCMH201 (25 ) +MOISOUT(25 Y+ANO3 (25 ) +ANMI(2S ) JUREA(2S ) +ORN
2(25 )eCA(25 )sANA(28 )4AMG(25 ) +HCO3 (25 )sCL{2S ) 9C03(25 )+S0ON (25
3)sES(25 ) 9CS(2% 19SAS(2S ) eXXS5(25 ) «CASO(2S ) 9AGSO(25 ) +BNHA(2S )
SEC(25 ) 9CN1(25 ) +SAMT(25 ) JRN(25 ) sRC(2S )4 TEM(25 Y oCAL (25 ) 4QeSRO
IP.XTQACT.SUMNOSoTHOR(Q)'TOoIDAYoU9(25).CHoCNlolRERUN.Isucuocunsuu.
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1SUMOUT+RFDUCE «TTK (25) »AZE(25) +PP (10}

COMMON/1/7XTRCT (25) yAKCS(25) +AKCM (25)
COMMON/TRNIT/U(25) ¢ACTCA(25) + IOPNVISETN(25)
COMMON/SALT/SERATION(25) +SAYPAS
COMMON/C02/PC02(25)21PCO2

INTEGER No0O+¢START.CROP+TOsSMONTHoYEARWTITLE +SBYPAS
REAL MOISIN.MOISOUT

DATA (CONV=11,221367)
DATA(AKCS=25#0,707) s (AKCM=2520,67)

REWIND 3 SREWIND 8 SREWIND 9 SREWIND 10

Co====SET INITIAL VALUES

ICFECK = 0 SCMH201(1) = 1,0
JPAS=0

BC 693 1Jy=1.7

DO /93 JlI=1+25

693 X{(IJedI) = 1.Ee6

Coomm- READ TITLE CARD

READ B8R TITLE

Ce===<REAN CONTROL CARDS

READ 10S+DELXsDELT RSN yCHeCHLIsAl vA2/REDUCE'PKsPK1+FACT,

LLL oMMeO+CROP« TOONT» IPRINT s JPRINT s INKs IRERUN s IPUNCHs IREADPITEST
2STARTsSMONTH YEARIISTOP o IMASSYyIPRINTIWIPRINTUINBYPASISBYPASWIDYSTR
1y IDYSTPWINFIL2+INFILYsICONT1+ICONT2410Ps IOPNsIPCO2 IREK

C==-~ SET DAY NUMRERS (ILO+IHI) FOR SUB. EXECUTE
Coe== RESET LL+MM IF QUTSIDE LIMITS FOR TAPE!
IF(LL.LT.IDYSTR) LL=IDYSTR
IF (MM GTL,IDYSTP) MMzIDYSTP
ILO=tLL
ILAP = ILO
IHI=MM
IF (YEAR.NE,ISTORP) IKI=IDYSTP
C==-= PCSITION TAPE2 TO PROPER RECORD FOR WRITE
REWIND 2
NSKIP=INFILZ~1
IF (NSKIP,LE.O0) GO TO 9012
00 9011 I=1eNSKIP
CALL SKIP(2)

9011 CCNTINUE
9012 IF(ICONT2,EQ.1) GO TO 9014
NSKIP=ILO-IDYSTR
IF (NSKIP.LE.0) GO TO 9014
DO 9013 I=1sNSKIP
READ (2) 11
9013 CCNTINUE
9014 CONTINUE
Comwm=- COMPUTE NO. OF TIME INTERVALS PER DAY
LiL= l./DELT + 0,5
IF(IPRINTINE.O) CALL PRNT(IPRINTISIPRINTY)

IF (NBYPAS,EQ.1) GO TO 9000
C=====READ TEMPERATURE HORIZON DEPTHS
- READ 107+ (THOR(J) e+J=14T0O)

9000 CCONTINUE
C=====READ COMPONENT HORIZON DEPTHS
REAO 1004 (HOR(J)+J=1s0)

IF (NRYPAS,EQ.1) GO TO 900!
C-====STORE TEMPERATURE PROFILE DATA ON TAPE 8

00 800 J=1HNT
READ 801« (TT(I)oI=1,TO)
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) WRITE(B) (TT(I)eI=1eTO)
800 CONTINUE

9001 CONTINUE
Ce====REAQ IRRIGATION WATER ANALYSIS

READ 100e¢ ANH3(1)+ANO3 (1) +CA(L1)vANA(L) -AMG(I)-HCO3(1) sCL(L)9CO3¢(})
14S04¢(1)

Ce====STORE TRANSFORMED IRRIGATION WATER ANALYSIS
ORN(1)aUREA(})=SaMT(1)=0,0
CALL UNITSL(1)
AIRR(1)=ANH3 (1) SAIRR(2)=aN03(l) SAIRR(3)=CA(l) SAIRR(4)=ZANA(])

AIRR(S)=AMG (1) SAIRR(6)anCO3(1) SAIRR(T)aCL{1) SAIRR(8)2CO3(1)
ATRR(9)=SQs (1)

C-----COMPUTE TOTAL NUMRER OF COMPONENT HORIZONS
Q=HOR (0) /DELXe1,.1
IF{SBYPAS,EQ.1l) READ1L1004 (SERATIO(ND) sUIND) +ACTCA(ND) ¢NI22+0}
IF(ISNGEQ,1) READ 1101+ (ISETN(ND) «N9=2,+Q)
IF(ITEST.EQ.1)782+783

782 REAN 7860(C“H201(J)v“OISIN(J)cMOISOUT(J)vTEN(J)oU(J)-J’loQ)

Ce====PRINT HEADING
783 IF {IRERUNLEQ. Q) PRINT 201

C=====SET COUNTERS
Ne2 $L=]l Skl = |

Co===<CALL OUTPT TO ZERO INITIAL VALUES
CALL OUTPT (K1)
IF {IRERUNLEG.0) 224701

Ce====READ INITIAL SOIL ANALYSES
22 REAND IOO'ANH3(1)vANO3(l)oUPEA(1)oCA(l)oANA(l)oAMG(l)'HCO3(1
1)eCL(1)9CO3(1)+S04(1)oEC(L) oXXS(1)+sCAL (L) sBD{L1) +SAMT(1)+CNL(L)

Co====PRINT INITIAL SOIL ANALYSES

PRINT 200+L2aNM3 (1) sANOI (1) sUREA (1) sSAMT (1) +sCA(1) sANA(L) +AMG(]1) «
IHCOI (1) sCL (1) 9CO3(1) sS04 (L)
READ 101 +XTRCT(1)+PCO2(1)+AKCS (1) +AKCM(])

Ce====COMPUTE SEGMENT NUMBER OF COMPONENT HORIZON
KKZHOR (L) /DELXs1,1

C-====STORE INITIAL SOIL ANALYSES IN PROPER COMPONENT ARRAYS
00 23 J=NeKK

ANHI (J) =ANHI (D) SANO3(J)=ANO3(]) SUREA (J) =UREA (L)

Ca(yr=Ca(l) SANA (J)BANA(]) SAMG(J) SAMG(])
HCO3 (J)=HCN3(]) SCL(J)=CL (L) $CO3(V)=CNI (L)
S04 (J)=S04()) SEC(J)=EC(L) SXX5{J)=XX5(1)
CaL(J)=CAL(]) $80(J)=BD(1) SSAMT (J)=SAMT (1)

CN1(u)=CNL(])
XTRCT(J)=XTRCT (1) SFCOZ(J)8°COZ(1)
IF (IREX,EQ.0) GO TO 23
AKCS (J)Y=aAKCS (1)
AKCM (J)=mAKCM (1)
23 CONTINUE

Co====CHECK FOR LAST SEGMENT

IF(KKEQ.Q)20+21
C==«==RESET COUNTERS
21 NsKKel

[ D

GO 70 22

Co====PRINT HEADING
20 PRINT 202

60 To 703
701 CONTINUE
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C=====FCR A& RERUNs READ FROM TAPE] OR FROM CARDS

IF (IREACP.EQ.D)
1READ (3) ICOUNTNFERTININORGINNTEMPINSG (ANH3(J) «ANO3 (J) +UREA (V)
14CA(J) ¢ANA(J) 9AMG () 9HCO3(U) yCLIJ) o CO3(U) +S06(J) ECIU) 9 XXS(J) sCALL
2J)9BD(J) +SAMT (J) sCNY (J) s ORN(J) o« RN{J) sRC(J) +ES(J) +CS(J) +sSAS(J) +CASH
3(J) sAGSO(JU) ¢BNHG (J) + XTRCT (J) o ANETLIM{J) +AZE(J) o IIK(J) s
4PCO2(J) e AXCS(J) s AKCM(J) 9U=2+Q)

IF (IREADP,NE,LO)

IREAD 505, ICOUNToNFERTININORGINSNTEMPINe (ANHI(J) «ANO3 (J) +UREA (J)
19CA(J) vANA(U) 9AMG (J) sHCO3 (J) oCL (J) +CO3(J) S0 {U) 1EC(J) 9 XXS(J) s CALI
2J) 9B0(J) 9 SAMT (J) 9CN1 (JU) s ORN(J) sRN(J) sRC(J) +ES(U) +C5(J) +SAS(J) +CASH
3(J) 2AGSO(J) v8NHSG (J) o XTRCT (J) s ANETLIM(U) vAZE(JI v IIK (U}
4PCO2(J) «AKCS(J) vAKCM(J) 9J=2+Q)

Coe=wa=SET INITTIAL VALUES

703 DG 1 JU=2.Q

. IF{IRERUN.EQR.0) 780,781

780 ORN(J)=RC(J) =RN(J)=CHECK (J) 20,0
SAS(J)=BNK& (J)=0,0
CMH201 (J) =XTRCT(J)*AD(J) *DELX

ECIJIZEC(JUI/]1,.ED

Co====CALL UNIT CONVERSION SUBROUTINE
CALL UNITSL(WD)

C===<=PRINT TRANSFORMED DATA
PRINT 2009 JyANH3(J) 1ANO3(J) sUREA (J) s SAMT (U) +CA(J) sANA(J) s AMG () o
LHCO3 (J) +CL(J) 1CO3 (J) #1504 (J)

781  IF (IRERUN.EN.1) CHECK(J)=1.0

1 CONTINUE

C~-==~READ FERTILIZER APPLICATION DATES
READ 104+ITOTs (IADD(K) sK=191TOT)

IF(NBYPAS,EQ.1) GO TO 9002
Ce====READ ORGANIC-N APPLICATION DATES
READ 1044JTOTs (IORNAP(K) sK=19JTOT)

9002 CONTINUF
Ce====REAN IRRIGATION WATER APPLICATION DATES
READ 1044+IRTOTs (IRR(K) k=3l IRTOT)

Cowee==STQRE FERYTILIZER APPLICATIONS ON TAPE 9
DO 802 I=1,1TO0T
READ 100+ (FERT (J)eu=leT)
WRITE(S) (FERT(J)ed=1e7)

802 CONTINUE

IF (NBYPAS.EQ.1) GO TO 9003
C=====STORE ORGANIC APPLICATIONS ON TAPE 10
DO 893 [=1s9T0T7
READ 1004 (OFERT(J)vJ=ly3)
WRITE(10) (OFERT(J)eJu=1+3)
803 CONTINUVE
9003 CONTINUE

C-====SET SEGMFNT ONE VALUES EQUAL TO ZERO
16 ANKH3 (1) =2ANO3(1)2CA(1)=ANA(]1)=AMG(1)=HCO3(1)3UREA(1)=CL(1)=CO3(1)=
1S04(1)=0.0
IF(IRERUN,NE,0)508,720
508 REWIND 8
REWIND °
REWIND 10
IF(NTEMPINL,EQ,0) GO TO S22
IF(NRYPAS ,EQ.1) GO TO 9004

C-e===SPACE TAPES FOREWARD THE PROPER NO. OF RECORDS
DC S10 I=1,NTEMPIN
S10 READ (8)

9004 CONTINUE
182

156
157
158
159
160
161

162
163
164
165
166

167
168
169
170
17
172
173
174
175
176
177
178
179
180
181
132
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
208
206
207
208
209
210
2ll
212
213
214
218
216
217
218
219
220
221
222
223
224
225



522 IF (NFERTINJ.EQ.O0) GO TO SsS0

C--===SPACE TAPES FOREWARD THE PROPER NQ. OF RECORDS
00 S11 Iz1«NFERTIN
511 READ (9)

§50 IF (NORGIN,EQ,V) GO TO 513

IF (NRYPAS,EQ.1) GO TO 9005

C=====SPACE TAPE10 FOREWARD THE PROPER NO. OF RECORDS
DO 512 I=1+NORGIN

512 READ (10)

9005 CONTINUE

GC Tn 513
720 REWIND 8

REWIND o

REWIND 10

NFERTIN = NORGIN = NTEMPIN = 0
§13  CCNTINUE

ISwCcH = |

[F (IPRINTULNELO) CALL PRNT1(IPRINTI,IPRINTY}

C===-=CALL SURRQUTINE TO EXECUTE PROGRAM FOR EACH DAILY TIME INTERVAL
CALL EXECUTE

Cow===CHECK FOR END OF RUN

ENOFILE 2

IF (MOD(IDAY2IDYSTP) ,EQ.0) 7264721
726 IF{YEARLEQ.ISTOR) GO TO 721

Ceo====RESET COUNTERS
ICOUNT = 0 SYEAR = YEAR « 1 S$LL = )
ILO=I0YSTR
ILAP = L0
[H1=1DYSTP
IF(YEARGEQLISTOP) IHI=auM
IF (ICONT1,EQ.0) GO TO 720
REWIND 10
C==== READ IRRIGATION WATER APPLICATION DATES FOR NEXT YEAP
READ 104+IRTOTs (IRR(K)eK21+IRTOT)

Ce====REAC LAST ORGANIC=N APPLICATION FOR NEXT YEAR
READ 100+ (OFERT{J) sJ=1+3)
I0COU = UTOT = 1
JPAS = 0
DO 1321 1=1.10COU

1321 READ (10)
WRITE(10) (OFERT(J)sJsle3)
REWIND 10
GO TO 720

721 CONTINUE

C 721 ENDFILE 2

c ENOFILE 15
NTEMPINBNTEMP [N=1
ICOUNT=ICOUNT=1

C~===<EITHER PUNCH A RERUN DECK OR WRITE RERUN (RESTART) DATA ON TAPE)
IF(IDAY.EQ.IDYSTP) ICOUNT = NFERTIN = NORGIN = NTEMPIN = 0
IF (IPUNCH,EQ,.0) 502,503 ‘

502 REWIND 3

WRITE (3 ICOUNToNFERTIN<NORGINNTEMP TNy (ANHI (J) 9 ANO3 (J) sUREA { )
loCA(J’oANA(J)|A“G(J)0HC03(J)vCL(J)vCO3(J)QSO‘(Jl'EC(J)'XXS(J)OCAL(
ZJ)ORD(J)OSANT(J)oCNl(J)'ORN(J)QRN(J)oﬂC(J)'ES(J)oCS(J)oSAS(J)oCASO

3(J)'AGSO(J’OBNH‘(J)OXTRCT(J)'ANETLIM(J)'AZE(J)OIIK(J)'
4PCO2(J) +AKCS (J) 1AKCM(J) s un2+Q)
GO TO Sé61

503 PUNCH 505, ICOUNToNFERT]NcNORﬁIN.NTE”’INo(ANHB(J)oANOJCJ)-UPEA(J)

'ECIJUY o XXS(J) vCAL L
(J)'“C(J)'ES(J,OCS(J)'SAS‘J)OCASO

loCA(J)vANA(J)vANG(J)'HC03(J)vCL(J)oCOJ(J)'SOQ(J)
2J) 18D (J) +SAMT (U} oCNL (J) +ORN(J) 9 RN

3(J) +AGSO(J) +ANHA (J) s XTRCT () s ANETLIM(J) o AZE () 2 TIK () +
4PCO2(J) 2AKCS (J) vAKCM(U) v Yu2,4Q)
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C S61 REWIND 2
c REWIND 3
C=e== PRINT RESTART DATA
S61 PRINT 9100y TOAYsYEARGICOUNToNFERTINSNORGININTEMPIN,Q
PRINT Q}101a (ANM3 (J) 9 ANO3(J) sUREA ()
l'CA(J)0‘NA(J)9A“G(J)OHCO3(J)9CL(J)0CO3(J)OSO‘(J)OEC(J)OXXS‘J)OCAL(
ZJ)OQD(J)OSANT(J)OCNI(J)OOPN(J)vRN(J)vpC(J)'ES(J)vCS(J)OSAS(J)OCASQ
J(J) sAGSO(JU) oBNHE (J) 9 XTRCT (J) »J=2+Q)
9100 FORMAT(1H1le SXo ®*RESTART DATA FROM DAY=®,]4e * YEARZ®, [S//4 SX,
1 * TCOUNT=#,15, & NFERTIN=®, I5, * NORGIN=® IS, ® NTEMPIN=®, 1577
2 SX» '(ANH3(J)'ANOB(J)-UREA(J)oCA(J)oANA(J)oAMG(J)oHCOJ(J)oCL(J).C
302(U) 9SO (U) vECIU) e XXS(JU)+CAL(JI® // SXo # BD(J) +SAMT (J) yCN1 (J) +OR
bN(J)oRN(J)9PC(J)vES(J)oC5(J’QSAS(J)'CASO(J)0AGSO(J)oBNHb(J)'XTRCT(
SJ)eJ=29Q) WHERE Q= * 13)
9101 ggRMAT(6El3.5/6513'5/6513-5/6513.5/2E13.5)
oP

A8 FORMAT (10A8)

100 FORMAT (16F5,0)

106 FCAMAT (1615)

105 FORMAT(11F5,0/1615/1615)

106 FORMAT(111S)

107 FCRMAT (SFS5,0)

200 FCRMAT(IS+11F10.3)

201 FORMAT( ////1X*INITIAL SOIL ANALYSES(MEQ/L OF SOIL EXTRACT)~=(0RG=
1UG/GM OF SOIL)e//2X®HIN®
1 7X'NH3'7X'N03'6X’UREA°7X'ORG'BX'CA'SX'NA'BX’MG“&X SHCO3%8X*CL
187x2C0327X2S04w)

202 FORMAT (//1X*TRANSFORMED SOIL ANALYSES (UG/SEGMENT OF SOIL)®//2X%SF6
1e TXSNHICTX#NOI*EXSUREASTXPORGPBX*CABBXONAPBX MG X *HCO3e8X2CL
127x2C03#7x*S5040)

50S FORMAT(‘IS/O(6El3-5/6E13.5/6El3.5/6E13.S/OEI3.50!5/3E13.5))

101 FORMAT (F5,04F10,002F5,0)

784 FCRMAT(5F10,0)

801 FCRAMAT (2X+FR,047F10.,0)

1100 FORMAT(3IFS,0)

1101 FORMAT(B0I1)
END

SUBROUTINE COMBINE

SUBROUTINE COMBINE (IDAYsIPRINTsJUPRINT)

COMMON/SALT/SERATIO(25) +SBYPAS
COMMON/3/IFLBYPAY[SEGST
COMMON/BYPAS/NBYPAS+JOYSTR IDYSTPSILOs IHI 9ZDUM(3)
COMMON/SABLE/SUMS (3)
COMMON/EEE/PSUMsDIFNH4 «DIFNO3+ TPLANT
COMMON/XXY/ICHECK» ICOUNT s 2DUML (5)
COMMON/YYY/START» IDTEsMONTHe TIToLL
COMMON/AFG/ENH3sIToLLL«IOP+ANETLIM(2S)

284
285
286
287
288
249
290
291
292
293
29%a
298
296
297
298
299
300
301
302

304
305
306
307
308
309
310
311
312
313
31ls
315

317
318

COMBINE
COMBINE
COMBINE

1

3
4

6
7

COMBINE

Ce====THIS SUBROUTINE CALLS THE COMPUTATIONAL SUBROUTINES AND ASSEMBLES COMBINE

Cowe==THEIR DELTA VALUES
COMMON/XXX/DELXsDELToMMsWTART+BD (25 ) 9 TEN(2S ) oCHECK (25 ) +MOISIN

1¢25 ) +CMH201(25 ) yMOESOUT (25 ) +ANO3 (25 ) +ANH3 (25 ) sUREA (25 ) »ORN
2(25 19CA(25 ) sANA(25 ) +AMG(25 ) +HCO3 (25 ) +CL (25 ) +CN3 (25 ) +504 (25
3)ES(25 ) 4C5(25 ) eSAS(25 ) 4 XX5(25 ) +CASO(25 ) 1AGSO(2S ) +BNHA (25 ) s
4EC(25 ) oCN1(25 ) 9SAMT (25 ) 9RN(25 ) +RC(25 ) +TEM(25 ) yCAL (25 ) +Q5CRO
1P+ SPACE (36) + ISWCH ¢ CUMSUM+ SUMOUT s REDUCE
COMMON/GIRL/UREAL yUREA2sDNHI1 sONHI2+ONO319sDNO32+CAL s ANAL » AMG] »
1HCO31+CL1+CO31+5041 +4KKKsPPPP (&)

COMMON/CN2/PC02(25) +IPCO2

184

COMBINE

8
9
10
11
12

la



DIMENSION CONVERT(25) ¢EXNHI(25) +EXCA(25) +EXANA(2S) +EXAMG(25)
1NELNO3(25) +DELNHI(25) +DELORGN (25) +DELUPEA (25) +EXHCO3(25) «EXCOI(25)
29EXS04(25) +EXCL (25) +EXBNH4A (25) 4FLNOJ (29) +FLNH3(25) «FLUREA(25) +FLCA
3(25) «FLANAL25) «FLAMG(25) +FLHCO3(25) +FLCL(2S) +FLCO3(25) +FLSOA (25}
4PLNO3(25) +PLNHA (25) «DELBNHG (25) + ANET] (25) +ANET2(25) +ANET3(25) 44001
ST(25)+ADDIT]1 (25) +DELRN(ZS ) +DELRC (25)

INTEGER Q+SBYPAS

REDUCE = 1,0

IFLAYPA=O

NOW = 2

IF(ISEGST,.EQ,1) NOW = }
IFACT = REDUCE

ISET = IFACT « 2 SF = 1,0
IF(IT.EQ.LLL) k=2

Cowe=eCOMPUTE DELTA VALUES FOR EACH SOIL SEGMENT
50 DO 1 I=NOWed

Ce=====CALL SHUT=-OFF SUBROUTINE

c CALL CHK (L1sL2+L3+TsEXNHI(T) ¢EXCA(I) sEXANA{I) sEXAMG (1) yDELNOI () o
¢ 1DELNH3 (1) +DELORGN (1) +DELUREA(I))

c IF(I1.EQ.1.0R.ISET.LE.IFACT)3v4

3 Ll=L2=3=0

e CONT INUE

Ce=e==SET A UNIT CONVERSION CONSTANT
CONVERT(I) = DELX*R0(I)

C=====IF SO INDICATED

Co====ENTER SECTION TO COMPUTE AMOUNT OF LIME WHICW HAS PRECIPITATED
IF(IOP.EQ.0) GO TO 20S

C=====COMPUTE AMOUNT OF LIME IN SYSTEM EXCLUSIVE OF SOLID STATE
C=w===UNITS ARE UG OF CACO3 PER SEGMENT OF SOIL
ASUM] = CA(1)%2,497 + CASO(I)*CMH201(1)%100.09E3 + ES(1)*100,09E6®
ICONVERT(I) & XXS5{1)2100.09E62CONVERT(I)
205 CONTINUE

IF (SBRYPAS,.EQ.]1) 6O TO 333
Ce====CALL THE EXCHANGE SUBPQUTINE
IF(L1.EQ.0) CALL XCHANGE(I.EXNH3(I)oEXCA(I)oEXANA(I)vEXAMG(I)vEXHC
103(1) +EXCO3(I) +EXSOAM(TI) sEXCL(T) +EXBNHA(I))
GO TO 334
333 CALL SALTBP(CONVERT(I) +«ANHI(IY+BNH4(L) 1)
EXNH3(I) = EXBNH&(I) = 0,0
334 IF(IOP.FQ,0) GO TO 206
c

C=====AGAIN COMPUTE LIME IN SYSTEM EXCLUSIVE OF SOLID STATE

ASUM2 = CA(I)%2,497 + CASO(I)*CMH201(I)*100,09€E3 +» ES(I)*100,09E6*
1CONVERT (1) + XXS({I)*100,09E6°CONVERT (1)

¢ .

C-====A0D OR SUBTRACT ANY DIFFERENCE IN LIME TO SOLID STATE LIME STORAGE
ANETLIM(I) = ANETLIM(I) + ASUMl = ASUM2

c

C=--==COMPUTE POROSITY OF SOIL SEGMENT, ASSUME PARTICLE DENSITY IS 2.85
PGR = 1, = BD(1)/2,65
c

C=====CCMPUTE UG OF CACO3 WHICH CAN PRECIPITATE IN PORE SPACE
APOR = DELX®%POR®2,82BE6
c

C=====COMPARE UG OF LIME PRECIPITATED WITH UG OF CACO3 NECESSARY TQ
Co===aFILL THIS SPACE

C=====ASSUME DENSITY OF CAC03 (CALCITE) IS 2.828

c R
Ce====1F PORE SPACE HAS BEEN EXCEEDED+ PRINT DAY+ SEGMENTs MASS OF CACO3

Ce====WHICH CAN PRECIPITATE IN PORE SPACE+ AND MASS OF CACO3 WHICH HAS
Co====PRECIPITATED

IF (ANETLIM(I) .GE.APOR) PRINT

201+TITI+1+APOR,
TANETLIM(T)
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206 CONTINUE
IFILL«NE.O) EXNH3I(I)=EXCA(I)=EXANA(])=FXAMG(])=2EXHCO3(1)=EXCNI(I)=
1EXSC4 (T)=EXINMNA () =EXCL(T)=0,0

IF (NAYPAS,EQ.1) GO TO 5008

Ce==e=CALL THE NITRQGEN TRANSFORMATION SUBROUTINE
IFIL2.ED.0) CALL TRANSFM(I CONVERT(TI)OELUREA(])+DELORGN (I)DELNMI(
1I) sDELNO3(T ! +DELBNH4 (1) +DELRN (1) s DELRCHI} »11)

9008 CCONTINUE :
IF(IFLRYPAEQ.1} GO TO 8000
Ce=e==CALL ThE FLOW SUBROUTINE
CALL FLUISFLNOIU(I)oFLNHI(I)+FLUREA(L) «FLCA{L}+FLANA(T)
LeFLAMG(T) oFLHCO3(IIsFLCL (D) 9FLCOI (I} 4FLSOGI(I))
3000 CONTINUE
IF(II.NE.]1) GO TO 20
IF(ISET.LELIFACT)Y GO TO 20

IF (NAYBAS,EQ. 1) GO TQ 9009

C=====CALL THE PLANT NUTRIENT UPTAKE SUBROUTINE
IF{IDTE.EQW1.0R.IDTE.EQe16,0RIDAYEQ L) CALL UPTAKEII+PLNO3{IY
IPLNH& (1) sOELT+DELX)

20 CONTINUE

61 . CON = aNO3(1)/CMR20L(I)
CON1 = ANM3(I}/CMK201(D)

C--===TEST FOR LOW NO3 CONCENTRATION

IF(CONJLT.0.2)62+63
62 ADDIT(IY = 0,0
GC T0 64

63 ADDITHII) = PLNO3(I)

Ce====TEST FOR LOW NH4 CONCENTRATION

64 IF(CONL,LT.0.2)654+66
65 ADDITI(I) = 0,0
G0 TO 67

66 ADDITL(I) = PLNH4(I)
67 CONTINUE

C=====COMPUTE NET CHANGES FOR NHés UREAs AND NO3
ANETI(I} = DELMH3(I) + FLNHI(I) ¢ EXNH3(I} + ADDITI(I)
ANET2(1)= NELUREA(I) + FLUREALI)
ANET3(I)= DELNO3(I) « FLNOJI(I)y + ADDIT(I!}

§N09 CCNTINUF .
Co=-==TEST TO DETERMINE IF SEGMENT ONE IS BEING CONSIDERED
17 SNH31=0NH31 $SNO31=DNO3]l $SREAI=UREA]l $SAl=CAl SSNAl=ANA]
SMGl=AMG] $SCO31=HCO31 $SLI=CL]l $S031=C031 $RC41=504]
1 CONT INUE

Camwe==TEST TO DETERMINE IF ADDITIONAL TIME STEPS ARE BEING USED
IF(ISET.LE.IFACT} GO TO 16

IF (NRYPAS.EQ.l) GO TO 9010 ’
C===~=TEST TO DETERMINE I[F MASS IN SYSTEM wILL BE EXCEEDED
DO S I=2.0Q
IF(ANM3 (T} » ANETLII).LT.0.0) GO TO 14
IF(UPEA(T) » ANET2(1)+LT.0.0) GO TO l4
IF(ANO3(T) + ANET3(I).LT,.0.0) GO TO 1lé
S CONTINUE
GC T0 1s

Co=e==USE SMALLER TIME STEPS IF NECESSARY
14 ISET = | $F = [FACT

9010 CONTINUE .
C=====UPDATE THE MASSES IN STORAGE

16 DQ & [=NOMQ
ANM3(LI) = ANHI(I) ¢ ANETI(I)/F SUREA(]) = UREA(I) + ANET2(I)/F

186

111
112
113
1lé
116
116
117
118
119
120
121
122
123
126
125
126
127
128
129
130
131
132
133
134
135
136
137
134
139
140
141
142
143
146
145
146
147
148
149
150
151
152
183
156
158
156
197
158



C=====CALL SURROUTINE TO OUTPUT LEACHATE VALUES
CALL OUTPTI(K)

Ce====CALL MASS BALANCE RQUTINE FOR NITROGEN
IF (NAYPAS,EQ.1) GO TO $013
IF(ISWCH,EQ.1.8ND,I11,EQ.UPRINT) CALL MCHECK
9013 CONTINUE

C=====RETUAN TO SURROUTINE EXECUTE
RETURN

100 FORMAT (15+14€9.3)
201 FORMAT (1X®*THE SOIL POROSITY EQUALED ZERQ OUE TO PRECIPITATED (IMF
10N DAY NO®¢1S¢/1X®DEPTH SEGMENT NO.%+15+/10XePQROSITY ALLOWS®2X,

2E10,3+2Xx%UG OF LIME TO PPECIPITATE®y SX+E10,3+2X°UG OF LIME HavE
3PRECIPITATEDS) -

END

SUBROUTINE XCHANGE

2256
227
228
229
230
231
232
233
23
235
236
237
238
2339
260
261
242
2643
266

SUBROUTINE XCHANGE (JsEXNH3<EXCAIEXANASIEXAMGEXHCOI+EXCOI+EXSO4+EXCXCHANGE

1L oL XRANHS)

C=====THIS IS THE EXCHANGE SUBPQUTINE
CCMMON/TP/CAS(25) 9 AMGS (25)

COMMON/ZATION/Z\

COMMON/TANIT/ISTR(25) ¢ACTCA(2S) s IOPN ISETN(2S)

COMMON/XXX/DELX ¢DELToMM9START 98B0 (25 ) +TEN(25 ) +CHECK (25 ) +MOISIN
1(25 ) 9CMH202(25 ) oMOISOUT (25 ) +ANOZ (25 ) sANHZ (25 ) +UPEA (2S5 ) +ORN
2(25 )9CZ(25 ) 9ANZ(25 ) +1AMZ(2S ) +sHCOZ (2% ) eCY(25 19COZ (25 )+S0Z(2S

XCHANGE
XCHANGE
XCHANGE
XCHANGE

XCHANGE

XCHANGE

XCHANG 1

3)9EZ(2S ) eCX(25 ) eSAZ(25 ) +XXZ(25 ) +CASZ(25 )+AGSZ(25 ) +BNMZ (25 )+ XCHANG]
4EY (25 ) oCNL (25 ) »SAMT (25 ) «RN(25 ) +RC(25 ) sTEM(2S ) +sCAZ(25 ) +Q+CROXCHANG]
1P e XTRPACT ¢ SUMNO3 ¢ THOR (4) ¢ TO¢ IDAY sU3 (25) +CHoCH1 s IRERUNCSPC(4) 2 I1IX(2S

1) 0AZE(25)
COMMON/1/XTRCT (25) +AKCS (25) 1AKCM(25)
COMMON/C02/PC02(25) + IPCO2

DIMENSINON CMH201(25)

DATA(TES=],E-100)

Cow===SET EXCHANGE CONSTANTS
0A = AKCS(J)
D = AKCM(Y)
Cm====SET SEGMENT VOLUMES
CMM201 (J) =aCMH202 (J) ‘
'Com=e=COMPUTE MOISTURE CONTENT ON A PERCENT B8ASIS
Bl = CMH201(J)/(RD(J) *DELX)
81 = B8le100.

Cow===COMPUTE SEGMENT VOLUMES RASED ON INITIAL SOIL ANALYSES
IF (CHECK (J) +EQeNe0) CMH201 (J)=XTRCT (J) *DELX*RD(J)

Ce====CONVERT UNITS FROM UG/SEGMENT TO MOLES/LITER

Co====RESET STORAGE LOCATIONS FOR USE IN THIS RQUTINE
1005 ANM4 = ANHZ (J)/CMM201(J) /14000,

A = CZ(J)/7CMH2OL(J) /740080,

S = ANZ(J)/CMH201 (J) /22990,

F = AMNZ(J)/CNH201 (J) 724320,

HCO3 = HCOZ(J)/CMH201(J) /61000,

€03 = COZ(J)/CMH201(J) /60000,

187

XCHANG]
XCHANG]
XCHANG]

XCHANG]

XCHANG
XCHANG2
XCHANG2
XCHANG2
XCHANGZ2
XCHANG?2
XCHANG?2
=388 2
XCHANG2
XCHANG?2
XCHANG?2
XCHANGJ
XCHANGI
XCHANG3
XCHANGI
XCHANG]
XCHAMG]
XCHANG3



ANO3(I) = ANO3(I) « ANET3(TI)/F SCA(l) = CA(l) o FLCA(I)/F + EXCA(

11)

ANA(T) = ANA(I) & FLANA(II/F + EXANA(I) $AMG(I) = AMG(I) + FLAMG(]

1)/F  sEXSMGIT)
HCO3(I) = mCO3(I) « FLACO3I(I)/F + EXHCO3(I) SCLII} = CL(I)
1(I}/F « EXCL(I)

CCIUTr = CO3(1) + FLCO3I(II/F + EXCO3(I) $S04(1) = SO4(]) + FLSO4!(

1I)/F » EXS0&(1)

ANHA(T) = ANHG(T) + EXONK&II) + DELBNM& LIV /F SOAN(1)=0AN(1)+DELORG

INCI)/F  SRAN(T)=RN(I)+DELRN{I)/F SAC(I)=RC(I)eDELRC(I)/F

31 TF (T EQe2) 386437

Ce====UPDATE MASSES CONTAINED ON SOIL SURFACF

36 ANAJ(1) = ANM3(1) = SNH31/FSANO3(1l) = ANO3(l} - SNO31l/F
UREA(]} = UREA(1) = SREAI/F$CA(]l) = CA(l) - SAl/F

ANA (1) = ANA({l} = SNAL/FSAMG(l) = AMG(l) = SMGl/F

HCO2(1l) = WCO3(1) = SCC31/F 3$CL(L1) = CL(1) = SL1/F

CO3(1) = CO3(1) = SO31/F$S04(1) = S04(1) = RQ&4L/F
37 CONTINUE

IF(NAYPAS,EQ,1) GO TO 9011
C=~===CHECK AND CORRFCT FOR ANY NEGATIVE VALUES

IF(BNH4 (1) LT.0.0) CALL NEGNI(BNH&(T)sANOI(I) sEXANHA (1) 9ANHI (),

10RN(T1)+¢0,0+0,0sCONVERT (1) 53}

IF(ANH3(T) L T40.0) CALL MEGN{ANHM3(I)¢aANOI(]) TEXNMI(T) s ADOITL(I) s

LOAN (1) +BNH4 (1) »ANH3(1=1) sCONVERT(I) 1)

IF(ANO3(I).LT.040) CALL NEGN(ANO3(I)40,0 20,00A00TT (1) 404040,

L10sANO3(I=1)+CONVERT(]}42)

IF(UREA(T) LT.0,0) CALL NEGN(UREA(I)'O.OvO.OOO.OoO.D-O.OvUREA(I'l}

LyCONVERT (1) 44)
IF(I.EQ.0) 3045011

Cow==-KEEP TRACK OF TOTAL=N LEACHED FROM SYSTEM
30 SUMDUT = SUMOUT «(DNO32 » DNH32 + UREA2)/F
SUMS (1) = SUMS(1l) + ONO32/F
SUMS (2) = SUMS(2) + DNH32/F
SUMS(3) = SUMSI(3) + UREA2/F

9011 CCNTINUE
IF(ORN(T) .LT.0,0) ORNI(I}
IF(CA(IY.LT.040) Catl) =
TFLANA(T) (L T,0,0) ANALID)
IF(AMG (]} LT,0,0 AMGII)
IFIHCOA(T) JLT.0.0) HCOI(T
IFICL{T)WLTL0.0} CLIIY =
[FICO3(I).LT.0.0) CO3(D)
IF(SO8(1),LT,0.,0) SO&(I)

HUuOoO—1 Han

IF(NRYPAS ,EG.1) GO TO 9012
Ce====KEEP TRACT OF PLANT UPTAKE OF N
IF(ISET.LE.IFACTI17418
17 PLL = ADDITII)/IFACT SPL2 = ADDITI(I)/IFACT
TPLANT = TPLANT + PLNM&(TI)/IFACT « PLNO3(I)/IFACT
Ll=L2=13=0
GO To 25
18 PLL = ADDIT(I) $PL2 = ADOIT1(I!
TPLANT = TPLANT » PLNM4(I) « PLNO3(I)
2s PSUM = PSUM + PLL + PLZ
IF(ANH3 (1) .EN.0.0) DIFNH4 = ODIFNWH& + PL2
IF (ANO3 (1) ,EQ.0.0) OIFNO3 = DIFNO3 + PLIL
9012 CONTINUE
IF(ISET.LTLIFACT) GO TO &
IF (NOD{IDAY s IPRINT) oEQ. 0. ANDIT.EQ.JPRINT) 296

Ce==e=PRINT VALUES FOR THE COMPONENTS (UG/SEGMENT) AND SEGMENT VOLUMES

Com=== (ML)
2 VNH3 = ANH4 (1) #14,0E69CONVERT (1)

ESP = SAS(II/EC(II*100.

PRINT 100+ I oANHI(L) s ANOI(I)sUREA(TI) vORNITI) »CA(T) +ANA(T) vAMB(TY

1HCOI (I +CLII)I S04 () s VNHIsCMHZ0L (TI) 9ESPYPCO2(])

6 CCNTINUE
ISET = ISET + 1
IF(ISET,LE.IFACT} GO TO SO
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166
l67

189

182
183
184
185
136
147
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206
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217
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224
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M o= CY(,))/CMH201(J) /735460,
8 = S0Z(J)/CMM201(J) /96100,
ANO3 = ANOZ () /CMMZ20] (J) /14000,

ET = EZ(Y) SCT = Cx (W) $SAT = SAZ(J)) SXXT3XXZ (J)

ANMG 3 ANMZ (J).
IF (CHECK (J) 4EQ.0.0) GO TO 2
AGSO = AGSZ(Y) SCASO = CASZ(J)
G =6 - AGSO = CASO
A =z A - CASO
F x F = 4GSO
2 CCNTINUE
EC = EY(U) $ CAL = CAZ(J)
IF (CHECK (J) «EQ4N. 012004201

Cee=w=CALL THE EQULIPRIUM EXCHANGE SUBROUTINE IF THIS IS THE FIRST

Co—aaa=TIME INTERVAL

200 CALL EQEXCH(ASFeSeHsGesHCO3«COIIECIANHG+ET+CTsSAT,
1CASOsAGSO«BNHG +U9ANO3 DA D)
ET = ET/2.
CT = CT/2.
A = A/2,
F = F/2,
XXT = XXT/2.ES
201 CCNTINUE
ONKH6=0,22
R = 8l

1))
IF (CHECK (J) «E£Q.0.0)299+298
299 8 = XTRCT(J)®100,
IF(CAL)1001+602+603
602 1Ix(J) =1
AZE(J) = 3,6KT73TE=S

GO TO 404
603 IIK(J) = 2
e = (A®PHCNI®e24EXP(=7,033%Y/(1.+U)))

AZE(Y) = ( Rwe) 68)*ZEF
604 RATIO=R/81

AmASQATIO $G=G*RATIO
FaF*RATIO SHEM#RATIO

SaSeRATIO $CASO = CASO®*RATIO
AGSO=AGSN*RATIO SANH4zZANHA®RATIO

CC3 = CO3I=RATIO
HCO3 = HCOD3I*RATIO

298 A = 1.,ES/B1
IF (1PC02,EQ.1) GO TO 300
2E = AZE(J)/ (Bl #s),68)
PCO2(J) = 2E/1,T778E-6
G0 10 301

300 IE = PCO2(J)*1,778E~6

301 I = lIx(y)

264 Al=za

IF(XXT)bohe26

4 U2SQRT (2,0 (A+F+G) 20,5%(SereHCO3+ANHA+ANOI))
AASEXP (=9,366%U/(1.,0+U))
IF(2.4E=5-A%G%2A)26+18+18

26 x‘olo
UaSORT(2,0# (8+F+G) +0,5*(SeH+HCOI+ANHS+ANOI) )
9B=A+G
EX3(9.366%)/(1.040)
CCaA®G=(2,4E=5)*EXP (FX)
R=SQRT (BB*RBB=4,0%CC)
X2 (=8R+R) /2,0
CAS1=4,R9TE=3=CASO
DEL=B8*XXT=CAS]
IF (DEL=X) 2728428
27 X=XXT*B

XXT=0.0
CAS1=0,0
AmAeX
G=xGeX

189

IF (CHECK (J) eNE,0,0) U=SQRT(2.08(A+F+G+C03) »0,5%(S+HCO3+HeANHA+AND3

XCHAMG3
XCHANG3

XCHANG3

XCHANGS
XCHANGS
XCHANGS
XCHANGS
XCHANGS
XCHANGS
XCHANGS

XCHANGS
XCHANGS
XCHANGS
XCHANGS
XCHANGS

XCHANGS
XCHANGS

XCHANG6

XCHANGS

XCHANG?
XCHANG?
XCHANG?
XCHANG?
XCHANG?
XCHANG?

XCHANG?
XCHANGS

XCHANGA
XCHANGS
XCHANGS

XCHANGS
XCHANGA
XCHANGS
XCHANGS
XCHANGS
XCHANGY
XCHANGS
XCHANGS
XCHANGS
XCHANGSY
XCHANGS
XCHANGY
XCHANGY



kL)

36
37

44
181
a9

404
4n2

403

a1

A3
ss2
S&1
550
510
512
S13
Sls4

515

U=SORT (2.0 (A+F+G) +0,50(SeHM+sHCOI+ANHG+ANOT})
AAZEXP  (~0,366%U/(1,+U))
BA==(4,95<3+AA0A+249G)
CC=Aa9%49G=4,9FE=3#CASO
XXXX:BB'RR-#.O’AA’CC
IF{XXXX) 35435435
Xi=0,0
6C T0O 37
X1=(=8R=SART (XXXX))/(2,0%A4)
CASO=CASNeX]
zA-X]
6=G=X1
GC TN 4e
IF (G) 1eleb
IF (A) 14147
IF (CASO) 4aeb4,7
A=AeX
G2Ge X
XXTzXXT=Xx/8
CaS0=CAS0+CaS1
XXT=XXT=CAS]1/8
A2=4A
IF (S) 80+131.80
XF(SAT)BOvSISoBO
J=2
IF(SAT-ET)4024403,403
2284T/10,
21=7
G) T0 5§
2z€T/10,
21=2
EXZEXP  ((=2,341%U)/(1.04U))
Adz=<é.020aeDA0R0eT
8934.0'8“(EX‘Z.0°0A“DA’ET‘9¢DA'OA’S)
CC=£.0’EX’(AOSAT“B)-‘.O’DA¢DA’S°ET'(895702.0'5)-DA'OA’S’S
DO=SAY'E"(‘.0°A°SAT’B)02.0’04'04’57'5'(2.O°B°ET*5)
EE=SAT°SAT°A0EX-DA°DA’S'S°ET°ET
ZZ=-((((AA“Z#&B)’ZOCC)'ZOOD)QZOEE)
ZZZ:(((A.O“AA’Z°3.0“95)’ZOZ.O‘CC)'Z’DO)
IF(ABS(ZZ).LT.TES.OR.AQS(ZZZ).LT.TES) 50 TO 515
22=22/222
[F(ABS(ZZ).LT.TES.OR.APS(Z) «LT.TES) 60 To S1is
222=22/2
2=2+22
IF(ARS(Z22)-,001183.83,8]

A=peRe7

IF(Aa)510+45104512
SAT=SAT=-2,87

ET=ET+2

S3S+2,%R07

As=A-pe?

2=2=7]

60 T0 Rl

S=S-2,%p02

IF (S) 55045504513
ET=ET=-2Z

IF (ET)SS51+5514+516
SAT=SAT+2,002

IF (SAT) S52,552+515
A3=xa

BA=A+B®* (CTeDRET) +D*F
AA=Be(1,0=D)
CC=(ASCT=~-D*FeET)

R=2SQRT (BR#RR~4,08AA5CC)
Y= (=AB+R)/(2,0%44)
AzAeqoy

FafeRey

ETaET=Y

CT=CTsy

A4=p

AA 3 89 (], ,0=-NNHG)

BB = ANHG B (SAT+DNHASRNHAE) o DNH&#S
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XCHANLO
XCHANLO
XCHANLD
XCHAN1O
XCHAN1O
XCHAN1Q
XCHANLO
XCHAN1Q
XCHANLO
XCHANLO
XCHANT]
XCHAN11
XCHANL]
XCHANL ]
XCHAN11]
XCHANL1
XCHANL]
XCHANL]
XCHANL ]
XCHANL1
XCHAMLZ2
XCHAN12
XCHAN] 2
XCHAN12
XCHANL?2
XCHAN] 2
XCHAN12
XCHAN]2
XCHAN] 2
XCHAN]?2
XCHANL I
XCHAN13
XCHANL13
XCHANL13
XCHANL3
XCHAN13
XCHAN13
XCHAN13
XCHAN13
XCHANL3
XCHANL &
XCHANl 4
XCHANL &
XCHAN1&
XCHANL 4
XCHANl o
XCHAN14&
XCHAN] &
XCHANL4
XCHAN] 4
XCHANMNI]S
XCHANLS
XCHANLS
XCHANLS
XCHANILS
XCHAN]S
XCHANIS
XCHANIS
XCHAN]S
XCHANLS
XCHANLG
XCHAN]6
XCHANLSG
XCHANLS
XCHANL6
XCHANLS
XCHANLS
XCMHANLS
XCHANL G
XCHANL 6
XCHANLT



60

10
67

791
792

793
794
795
790

601

61
42

650
63

64

752

651
753
0

60%
606

48
49

50
51

52

66
00

CC = ANRASSAT - DNH&oSeBNMS
R2SGRT (AR*BB =4 ,0#AA*CC)
Y=(=RBR+P)/(2.0248A)

BAH&G = RNKA = Y

SAT = SAT + ¥

ANH& = ANHG + QY

S 3 § = Rey
IF(G)7905790+791
IF(FYT90¢7904792

AAZEXP (=9,366¢U/(1,+U))
RBz=(5,9E=3+AA?F+AA*G)
CCzAA*FaG-5,9E~3I*AGSO
XXXX=BR®RA~4,0%AACC
[F(XXXX)T3¢793¢794

X1=20,0

G0 TO 79§

X1=2(=RA=SQRT (XXXX))/ (2.,02A4A)
AGS0=AGSO+X]

FzF=X1

G=G=X1

CONTINUE

GO YO (600+601) 1K

AA=4 .0

BR=24 ,* (HCO3+A)

CCarCO03%024+4 ,%4*KHCO3
DOxA*HCOI**2=-2E*EXP (T7.033%U/(1l,+U))
IF (HC03=-2)61+61+62
2z=HC03/4,

GO TN 650

22=8/2.

21=2
22==(((AA®Z+RB)*Z«CC)I*Z+D0D)
222=((3,02AA97+2,098R}822+CC)

IF(ABS(ZZ) oL TeTES.ORLARS(Z2ZZ) LTL.TES) GO TO 600

22=222/222

IF(ARS(Z2Z) JLT.TES.ORLARS(Z) LT.TES) GO TO 600

222=22/2

222422
IF{ABS(Z222)=,001)644644¢63

AzAeZ

HC03=HC03+2,92Z

IF(HCO03) 75297529651
HCO03=2HCO03=2,%2

AzA=2

23=21

GO TO 63

IF(A) 752+752+753

CaLsCAL=-2

IF (IX.EQ.2) GO TO 606
IXZ(APHCOIRS2eEXP (=7,0330U/(1.0VU)))
IF(ZX=2E) 60646054605

Ix=2

AZE(J) = (Bl *e],68)%2x
NEL=a=Al

IF(DEL+CH1)2604R 448

IF(DEL=CKr1) 49449424

DEL=A=A2

I1F (DEL*CH1) 24950450
IF(DEL=CH1)51+51+264

DEL®A~A3

IF (DEL+CH1) 26452452

IF (DEL=CH1)R«8+24

DEL=A=A4

IF (DEL*CH1) 24466966

IF(DEL=CH1) 67467924

CONTINUE

CONTINUE

IF (CHECK (J) 4£Q,0,0) CMM201(J) = CMH202(J)
ANHA 3 ANN&GSCMH201(J)*14000.
ACTCAL(J) = A®10,29(=2,036%U/(},.+U))
A s (A + CASO)*CMH201(U)*40080,
S = S*CMH201 (J) #22990,
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XCHAN17
XCHANLT
XCHANLY
XCHANLT
XCHANLT
XCHANL?
XCHAN1T
XCHANL7
XCHANL7
XCHANLA
XCHANLA
XCHANLS
XCHANLR
XCHAN]A
XCHANL S
XCHANLS
XCHANILA
XCHANI]R
XCHAN]S
XCHANLQ
XCHANILS
XCHAN]S
XCHAN19

XCHANLS
XCHAN]S

_ XCHANILOQ

XCHANLS9
XCHAN19
XCHANZ(
XCHAN20
XCHAN20
XCHANZO
XCHANZO
XCHANZO
XCHAN2O
XCHANZ20
XCHAN2O
XCHANZ2D
XCHANZ
XCHANZ]
XCHANZ2
XCHANZ]
XCHANZ)
XCHANZ]
XCHANZ]
XCHANZ2]
XCHANZ2]

XCHANZ2?2
XCHANZ2

XCHANZ2
XCHANZ22
XCHANZ22
XCHANZ22
XCHANZ2?2
XCHANZ?2
XCHANZ22
XCHANZ2
XCHANZ3]
XCHANZ3
XCHANZ3
XCHANZ3
XCHANZ3]
XCHANZ3
XCHANZ3]
XCHANZ23]

XCHANZ]



F = (F « AGS0)*CMH201(J)®24320,
HCO2 = HCO39CMH201(J)»41000.
H = HOCMH2N]1(J) 235460,
CC3 = CO39CHK201(J)®60000,
G = (G ¢« AGSO » CASO)'CMHZOI(J)'96100.
IF (CHECK (J) FQ.0.0)400+401
400 ANMZ (J) = ANHG $CZ2(y) = A
ANZ(J) = S SAMZ(J) = F
CHCOZ(J) = KCO3 SCOZ(J) = CO3
CY(J) = H $S0Z(J) = G
ANKZ(J) = RNH&

CHECK(J)=CNECK(J)01.

401 CCNTINUE
IIK(.)) = K

CoeweaCOMPUTE DELTA VALUES FOR COMPONENTS
EXNH3 =2 ANWG = aNMZ (J) SEXCA = 24 - CZ (W)
EXANS = S = aANZ () SEXAMG = F « AMZ(J)
EXHCO3 = NCO3 - HCOZ (U} $EXCO3 = CO03 - COZ(yY)
EXCL = H - CY(J) SEXSO04 = G = SOZ(y)

EXBNH4 = ANMH4 = BNHZ (J)

EZ(J) = ET $CX(J) = CT
SaZ(J)=SarT SXXZ(J)r=XXxT
CasZ(J)=Ccasn $AGS2(J)2AGSO
CaZ(yl)acaL SEY (J) =EC

ISTR(JU) = yes?
CAS(J):CASZ(J)’CNHZOl(J)'136180.
‘“GS(J)=AGSZ(J)'CNH201(J)'IZO‘ZO.

C===«=RETURN TO SURROUTINE COMRINE
RETURN

100! sTOP
END

SUBROUTINE EQEXCH

XCHAN2G
XCHANZG
XCHAN2G

XCHANZC
XCHANZ2s
XCHANZS
XCHANZ2 G
XCrHANZ24SG
XCHANZS
XCHANZS
XCHANZS
XCHANZS

XCHANZS
XCHANZS
XCHANZS
XCHANZS
XCHANZS
XCHANZS
XCHANZ6
XCHANZO
XCHANZS
XCHANRG

XCHANZS
XCHAN26
XCHANZ6

XCHANZS6

SUBROUTINE EOEXCH(CAoAMGoSOSoCLoSOoHCO3oC03vECoANH‘vESvCSoSASoCASOEQEXCH

11AGSO9BNHA s UsANO3 D1 9D)

Cow===THIS SURRQUTINE COMPUTES THE AMOUNTS OF IONS CONTAINED ON THE EX=-
C=====CHANGE COMPLEX (BASED ON INITIAL SOIL ANALYSIS)

DA = l,ale/nl
DNH&=0,22
CaSN=0,0
U:SQPT(?.0’(CA0AMGOSOOC03)00.5'(SOS*HCO30CL’ANHQOAN03))
AGS0=0,0
42 ACT22EXP (=9,366%U/(1.0+U))

IF (SO) 1000+713.712

712 AA=ACT2%ACT2
AR28CT22(10,8E~3¢(ACT2* (AMG+CA~50)))
CC=28.9IE-60(ACTZ’(AM606.9E-3'(Cl'5.9E-3)-(SO'XO.BE-3)))
0D=2-S0#28,91E~6

800 2=So0/2.

850 Z1=2

B63 Z2=2=(((AA®Z+BB)*Z+CC)*2Z+DD)

- ZIZ=((3,0%AA®Z+2,008B8)42.CC)

222227222
222=22/2
222422 )
IF (ABS(222)-.001)840+840+863

B40 SOTaSO ’
S0=Z
IF(S0)710e710,711

710 SCc=SOT
Z=21
GO TN 963
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EQEXCH
EQEXCH
EQEXCH
EQEXCH

EQEXCH]
EQEXCH]

EQEXCH]
FQEXCHL
EQEXCH1
EQEXCH]
EGEXCH]
EQEXCH]
EQEXCH1
EQEXCH2
EQEXCH2
EQEXCH2
EQEXCH2
EQEXCH2
EQEXCH2
EQEXCH2
EQEXCH2
EQEXCH2
EQEXCH2
EQEXCHI
EQEXCHI
EQEXCH3
EQEXCH3



711 CASX=SO®CA®ACT2/(4,9E=3+ACT24S0)
CX=CA=-CASX
AGSX=S02AMG*ACT2/ (S ,9E=3+aCT2%S0)
AMX=AMG=AGSX
UUSSQRT (2,2(CX+AMX+S50+C03) +0,52(SOS+HCNI+CL*ANH4+ANOD))
IF(ARS(UU/U=141=1,0F=4) 40440¢41]

41 U=UU
So=s0T
GO TO 42

40 CASN=CASX
AGSO=AGSX
Ca=CY
AMG=AMX

713 ACT1=SQRT(ACT2)
ACTM=SQRT (ACT1)
ACTU=SART (ACT™)
CA=CA®2,
AMG=AMGO2,
ESzRC/ ( (ACTM#SOS/ {DA®SGRT (ACT19CA) ) ) +l1.+(DBACTI®AMG/ (ACT1I2CA)))
SAS=ACTMASOS®ES/ (SQRT(ACT1eCA)2DA)
CS=EC~ES=-SAS
BNHG = (SAS®ANKG) / (SOS*DMHG)

1000 RETURN

END

SUBROUTINE EXECUTE

SUBROUTINE EXECUTE
Ce====SURBRNUTINE TO EXECUTE PROGRAM FOR EACH DAILY TIME INTERVAL

COMMON/BYPAS/NBYPASsIDYSTRIIDYSTP2ILOsIHI INFIL1+ICONTLvJPAS
COMMON/ARLE/TITLE(10) s SMONTHsMMsO e IPRINT «UPRINT s INK» IPUNCHISTOP
1ITESTsIREADP W IMASSsIADD(25) » TORNAP (25) +HOR(9) s TOTN(99) s YEAR
2AIRRI9) +IRR(25) 2 TT(60) +FERT(7)sOFERT(3) +NORGININFERTINGNTEMPIN,
3ITOTWJTOTHIRTOT

COMMON/XX2/A19429A30X

COMMON/YYY/STARTIDTEsMONTHe T oL
COMMON/XXY/ ICHECK +» ICOUNT+CONVePK+PK1 4 CROP
COMMON/AFG/ENH3 W TToLLL

COMMON/XXX/DELXsDELT oMSoWTART+BD (25 )+ TEN(2S ) +CHECK (25 ) +MOISIN
1(25 ) +CMH201(25 1 +MOISOUT(2S Y+ANO3 (25 ) +ANH3 (25 ) H»UREA(2S ) +0ORN

1SuUMouT
DIMENSION X(7+25)

INTEGER Qy0+START+CROPsTO+SMONTHYEAR
REAL MOISINsMOISOUT

C==== POSITION TAPEl (INPUT FROM MOISTURE FLOW PROGRAM) TO PROPER
C==-- RECORD :

IF(ITEST.NELO) GO TO 9007
IF(ICONT1,EQ.Y) GO TO R000
REWIND 1

8009 NREC=ILOC-IDYSTR
IF(NREC.LE.O) GO TO 5007
DO 9004 I=)+NREC
00 5003 IxK=1l+LLL

READ(1) 11

9003 CONTINUE

9006 CONTINUE
GG TO 9007

B000 IF(JPAS.EQ.l) GO TQ 8002
JPAS=1
REWIND 1
NSKIP=INFILLl-1
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FEQEXCHI

- EQEXCH3

EQEXCH3
EGEXCH3

EQEXCH3
EQEXCHS
EQEXCH&G
EQEXCHS
EQEXChes
EQEXCHS
EQEXCrH4
EQEXCHS
EQEXCH4
EQEXCHG
EQEXCHG
EQEXCHS
EQEXCHS
EQEXCHS
EQEXCHS
EQEXCHS
EQEXCHS
EQEXCHS
EQEXCHS

EXECUTE
EXECUTE
EXECUTE
EXECUTE

$3SS

A

EXECUTE

$9%%

EXECUTE
EXECUTE
EXECUT]
EXECUT]
EXECUT]
EXECUT!
EXECUT]
EXECUT]
2(25 )+CA(25 ) +1ANA(25 ) sAMG(25 ) eHCO3 (25 1sCL (25 1+C03(2S )+S04(235 EXECUT]
3)4ES(25 ) +CS(25 ) +SAS(25 ) +XXS5(25 ) +CASO(25 ) +AGSO(25 ) +BNHAE (25 )EXECUTI
AEC(25 ) 2CNL (25 ) 9SAMT(2S ) +RNI2S ) +RC(25 ) «TEM(25 ) +CAL(25 ) +0,SROEXECUT]
1P s XTRACT s SUMNO3 9 THOR(4) ¢ TO«IDAY+U (25) yCHyCH1 + IRERUN ISWCHeCUMSUMIEXECUT]

EXECUT2
EXECUTZ2
EXECUT2
EXECUT2
EXECUT2
EXECUT2

$38S
$953
$88S

A2
8e
c2

$$$$RC2
$$SS$SAC2

$$3%
$33S
$3%S
$38S
$5%S
$3%9
$88S
$33S
$$%S
$38S
$$3%S
3538

D2
E2
F2
G2
H2
J2
K2
L2
M2
N2
02
P2



IF(NSKIP,LE.O0) GO TQ 449C9 $88% Q22
DO 3001 I=1eNSK]IP $5%S R2
CALL SxIP())

8001 CONTINUE . 53%s T2

GC TQ 3009 $33% U2

8002 READI(1) 11 S$%% v2
IF(EOF(1))9007+8003

ANQ3 PRINT A0%4e YEAR . §%38S X2

8004 FORMAT(/+ 5%, » ERROR= END OF FILE NOT FOUND ON TAPE 1 AT START OF$8$$ Y2

1 YEAR NO, ®¢ 157+ SX» ® EXECUTION TERMINATED #) $55814A2

CALL EXIT £3%%242

9007 CONTINUE $ESS L2

: EXECUT2

EXECUT2

Co====lL 3 STARTING DAYy MM = TERMINATION DAY EXECUT?2

0C &  I=IL0«IHu1 133 3 T

IF (NRYPAS,EQ.1) GO TO 9010 £55% A2

IF{MOD(I+IMASS) ,EQaD) ISWCH = 1] EXECUT3

9010 CONTINUE $$%% 43

EXECUT3

C=====S5TNRE QAILY INTERNAL VALUES ON TAPELS EXECUT3

c WRITE (1%) ‘ EXECUT3

c 1(Iedo ANH3(J) s ANOI (J)Y yUREA (J) v CA(J) +ANA(J) ¢ AMG {J] +HCO3 (J) +CL LUEXECUTS

c 119C03(1) 9S00 (J) sECIU) 9 XXS{J) »CALIJI 98O (U sSAMT (I sCNL (U} 2ORNIJ) ¢  EXECUTI

c 2RN(J) eRC(JI 1ES(JT 2CS{J) 1SAS{UI sCASO L) +AGSO L) 1BNHE (U) s J=1:Q) EXECUT3

EXECUT3

Ceews=CALL SURROUTINE TO COMPUTE DAY OF MONTH EXECUTI

CALL THEDATE(START» 1 +SMONTH,0) . EXECUT4

DAY = 1 EXECUTS

. EXECUTS

C~e===CHECK FOR FERTILIZER APPLICATION DATE EXECUTS

D0 3 Kzl4]1T07 EXECUTa

IF(I.EQ.I4DD(K)1301»3 EXECUTe

3 CONTINUE EXECUTs

GO TO 8§ EXECUT4

. EXECUTS

Comwa=READ FERTILIZER APPLICATIONS FROM TAPE 9 EXECUTS

301 READ(S) DEPTHsAANNI+AANO3IsAUREA+ACA<ASO64ACO3 4 EXECUTS

NFERTIN = NFERTIN + 1 EXECUTS

EXECUTS

Ceewealf SURFACE APPLICATIONs RRANCH TO 600, OTHERWISE GO TO 601 EXECUTS

IF(DEPTH ,EQ.0.1600+601 EXECUTS

600 CCC = CONV EXECUTS

606 1$ = 1 SIDEPTH = ] EXECUTS

G0 TO 602 EXECUTS

601 IDEPTH = DEPTH/DELX + 1 : EXECUTS

[F(I0EPTH.LT.2) IDEPTH 2 2 EXECUTS

1$ = 2 EXECUTA

CCC = DELX/DEPTH#CONV EXECUTS

602 SAVELl = AANH3®CCC*0,7777 EXECUTSH

SAVE2 = AANQ3I®CCC*0,2258 EXECUTS

SAVE3 = AUREA®CCC®0,4466 . EXECUT6

SAVE4=ACA*CCC EXECUTS

SAVEQ=ACD3*CCC EXECUTSE

SAVE10=AS04%CCC EXECUTE

EXECUTS

DO 302 J = ISsIDEPTH EXECUT6

EXECUT?

CemwevADD THE FERTILIZER TO THE PROPER ARRAYS EXECUTY

ANH3I(J) = ANN3(J) ¢ SAVE] EXECUTT

ANO3{J) = ANO3(J) e+ SAVE2 EXECUTY

UREA(J) = UREA(J) ¢ SAVE] EXECUT?

CA(J)=CA(J) +SAVES . EXECUTT

C03(J1=C0I(J) »SAVES EXECUT?

S04 {J)3S08(J)*SAVELD - EXECUT?

EXECUT?

C=====STORE ACCUM AMOUNTS OF FERTILIZER ADDED EXECUT?

CUMSUM = CUMSUM + SAVELl + SAVEZ ¢ SAVED EXECUTH

CUMCAZCUMCA+SAVES EXECUTA

CUMCOI=CUMCO3+SAVEYD ) EXECUTA

194



302 CUMS04=CUMS04+SAVELD
S IF(NRYPAS,FQ.1) GO TO 9006
DC 8 K=1.JT0T

C====<CHECK FOR ORGANIC=-N APPLICATION DATE
IF(1.EQ.IORNAP(K)) 748
7 CONTINUE

Ce====READ ORGANIC=N APPLICATION
REAND (10) DEPTHeACNIsSSAMT
NCRGIN = NORGIN + 1}

ICEPTH = DEPTH/DELX + 1
IF(IDEPTH,LT,2) IDEPTH = 2
.CC = DELX/DEPTH*CONV

DC 303 U=+ IDEPTH

Ce=e==STORE ORGANIC=N APPLICATION INTO PROPEP ARRAYS
SAMT (J) = SAMT(J) ¢ SSAMT#*CCC

C=====STORE ACCUM AMOUNT OF ORGANIC=N ADDED
c SAVE = SSAMT#CCC®*0,4/ACN]
SAVE = SSaMTecCC
CUMSUM = CUMSUM + SAVE
303 CNL1(J) = ACN1
60 TO 17
A CCNTINUE

Ce====COMPUTE TEMPERATURE READ-IN DATE
17 IF(MOD(1¢7)4EQ,0,0R., 1.EQ,ILO) 580,581
C=====CALL TEMPERATURE INPUT SUBROUTINE
580 CALL TEMP  SNTEMPIN = NTEMPIN + 1
581 CONTINUE
9006 CCNTINUE
IF(MOD(T+INK)EQ.0) X = 2

Ce====ENTER LOOP TO EXECUTE PROGRAM FOR EACH TIME INTERVAL
C=====RERE LLL IS THE NO. OF TIME INTERVALS PER DAY
C=====THE PROGRAM MAY OR MAY NOT CALL ALL OF THE COMPUTATIONAL SuB-
C=====ROUTINES FOR EACH INTERVAL
C=e===ALL CRITICAL ROUTINES ARE CALLED AT LEAST ONCE PER DAY

00 10 If=l.LLL

Ce====READ INPUT DATA ON TAPEl FROM MOISTURE FLOH.PROGRA“

EXECUTS
$3%5 A8
EXECUTS
EXECUTA
EXECUTB
EXECUTB
EXECUTS
EXECUTS
EXECUTY
EXECUTS
EXECUTS
EXECUTS
EXECUTS
EXECUTS
EXECUTO
EXECUTS
EXECUTS
EXECUTS
EXECULN
ExECULC
EXECULO
EXECUlO
EXECULO
EXECUIO

EXeCulo
EXECULD
EXECULO
EXECUlO
EXECUL1L
EXECUl]

EXECULL

EXECUl]

EXECUL1l

EXECUL
$$$3all
EXECUL]
EXECUL]
EXECUL]
EXECUL2
EXECUl2
EXECUL2
EXECUL2
EXECUL2
EXECUl2
EXECULR2
EXECUl2
EXECULl2
EXECUl2
EXECU13
EXECUL3

IF(ITESTLEQ.0) READC(L) (1912413413 +CMH201(J) sMOISINIII +MOISOUT (J) 5583413

1 TEN(JD) sU(J) 0 J219Q)

IF(T1.EQ.14AND.CMH201(1),GT40.0)7904795
Cow===CHECKX TO SEE IF THIS 1S AN I[RRIGATION DAY
790 D0 792 LA = 1+IRTOT

IF(I.EQ.IRR(LB))ITI3.792

Ce=====ENTEP ROUTINE TO 20D I[RRIGATION WATER COMPONENTS

793 SAVEL1=AIRPR(1)*CMH201 (1) SSAVE2=AIRR (2) *CMH201 (1)
SAVEASAIRR(3) *CMH201(1) SSAVES=AIRR (4) *CMH201 (1)
SAVEASATRR(S) *CMH201 (1) SSAVET=AIRR(6)*CMn201 (1)
SAVEA=AIRR(7)*CMH201(]1) SSAVE9=AIRR (8) #*CMH201 (1)
SAVEL1O0=AIRR(9)*CMH201(1)

ANHI (1) =ANH3 (1) +SAVEL SANO3 (1) =ANO3 (1) +SAVER2
CA(1)=CA (1) +SAVES SANA(1)=ANA (1) *SAVES
AMG (1) 8AMG (1) »SAVES SHCOJ(1)=HCOI(1) +SAVET?
CL(1)=CL (1) +SAVES $C03(1)=C0I3(1)+SAVES

S04(1)=S04(1)+SAVE]D
Ce====STORE ACCUM AMOUNTS OF COMPONENTS
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$S$S$B13
EXECULl3
EXECU13
EXECUls
EXECU14
EXECUls
EXECUL4
EXECUls
EXECUls
EXECUls
EXECUL4
EXECUls
EXECUls
EXECU1S
EXECULS
EXECULS
EXECULS
EXECULS
EXECULS



 CUMSUM=CUMSUM+SAVE1+5AVE2 SCUMCA=CUMCA+SAVE4 EXECULS

CUMANA=CUMANA+SAVES SCUMAMGECUMAMG+SAYES FXECULS
CUMHCNI=CUMHCOI+SAVET SCUMCL=CUMCL +SAVES EXECULS
CUMCNI=CUMCO3+SAVES $CUMS04=CUMSQ4+SAVELD EXECULS

PRINT 207+CMH20L11(1) 0]
GO 10 798 EXECULE
192 CONTINUE EXECULE
798 CCNTINUE E£XECULS
CIF(MOD(INAYSIFOINT) EQe 0 AMDI1.EQ.JPRINT) 4004401 £rZCuUlLl3

400 PRIINT 2069+YEARINII

PRINT 205 EXECUL3
401} CONT INUE EXECUL3
’ ) ) EXECULS
C=~===CALL COMRIME SUBROUTINE EXECULE
CALL COMRINE (IDAYSIPRINTVUPRINT) EXECULE
10 CONTINUE ) EXECULS
I CONTINUE ) ) EXECULS6
RETURN EXECUL6
) EXECUl6
208 FORMAT( 1X®PREDICTED AMOUNTS (UG/SEGMENT OF SOIL) == (SEGVOL=CC W~ATEEXECUL7
LR/SEG SOIL)®//2X#SEG*® ExXECULT

LaXWNMGNBLXENQI~NIIXCUREA-NTHXSORNSTX2CA STXONASTXEMGOSXOMC O3> "XOCL
1 9GX*SN4® IXGRNML=N®IXESEGVCLORXPESROXORPCO2 (ATM) *)
206  FORMAT(//IX®YEAR=Z ®#,]4410X20AY= @,14+10XeTIME INTERVALZE *
1¢14)
207 FOAMAT(///10X%AN I[RRIGATION OF®4F6,1+%CM WAS APPLIED ON DAY N :MRER
1e418/77) _
END ' EXECUL7

SUBROUTINE OUTPT

SUBROUTINE QUTRY (K) . 2UTPT
. QuUTPT
Coeew=THIS SURRQUTINE WRITES PREDICTED TOTAL AND DELTA AMQUNTS FOR THE GUTPT
C=====COMPONENTS AND VOLUMES ON TAPE2 (UNITS ARE EXPRESSED IN UG/UNIT QUTPT

Cemw==AREA AND ML/UNIT AREA), OUTPT

. QUTRPT

OUTPT

DIMENSION AMT(10) sAMT1(10) 4DEL(10) OuTPT
OUTPT 1
INTEGER Qe0+STARTSCROP+TO QuTeT |

INTEGER YEAR

REAL MOTSOUT OUTPT 1
. OUTPT 1
COMMON/SABLE/SUMS (3) OUTPT 1
COMMON/XXX/DFELX »DELT sMSoWTART +BD (25 ) ¢ TEN(25 }+CHECK(2S ) sMOITIN OUTPT |
1025 }+CMH201 (25 ) oMOISOUT (25 ) sANO3 (25 ) vANAI (25 )+UREA(25 )sC¥N OUTPT 1
2025 )+sCA(25 ) +ANA{25 ) +AMG(2S ) ¢HCO3(25 ) +CL {25 1+C03(25 )+S04 (25 OUTPT |
) +£5(25 ) +C5(25 ) +SAS (25 ) e XXS(25 1 9CASO(25 ) +46S0(25 ) +BNHA(2S } OJUTPT 1
GEC(25 ) oCN1(25 ) 9SAMT (25 ) «AN(2S 1+RC(25 ) +TEM(25 ) 4CAL {25 )+® CROOLTAT |
1P+ XTRACT + SUMNO3 s THOR {6} s TO« IDAY s U (25) o CHoCH1 ¢ IRERUN oUTPT 2

COMMONZARLE/TITLE (10) s SMONTHoMMsOo IPRINT ¢ JPRINT + INK+ JPUNCHs ISTOP 2222
1ITESTYIREADP + IMASS s IADD (25} » IORNAP {25) yHOR(9) » TOTN(99) » YEAR sy 2222
2ATRR(9) »[RR(25) s TT(60) +FERT(7) yOFERT (3) yNORGIN NFERTININTEMPIN, 2222
IITOTeJUTOTIRTOTHNT ' _ 222

COMMON/IP/CAS (25) 1 AMGS (25) ‘

ouTPT 2

ouTeY 2

Come==ESTARLISH STATEMENT FUNCTION ' QUTPT 2
SUBRA(XsY) = X®Y ouTPY 2

IF (K EQ,1) 1s2 o outeY 2

) ' CUTPT 2
femeaerZERQ INITIAL VALUES _ ouTPY 2
1 SUMNUT = SUMOUT1 = 0.0 _ ouUTPT 2
00 3 I=1s10 o NUTPT 2

3 AMT (1) 3 AMTI(I) = 0.0 OUTPT 3
GO In S auTeT 3

2 Y = CMH201(Q) QUTPT 3
Z = MOISOUT(Q) GuUTPYT 13
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Y = 2/Y

ouTPT 3
OUTPT 3
Cewea=SUM THE COMPONENTS NUTPT 3
AMT (1) = SUMSI(1) QUTPT 3
AMT(2) = SUMS(2) OUTPYT 3
AMT(3) = SUMS (D) QUTPT &
A = SUBA(CAS(GQ)Y)
R=SUBA (AMGS(Q) +Y)
AMT (&) = AMT (&) « SUBA(CA(Q)Y)
AMT(S) = AMT(S) » SURALANA(Q) sY) oUTETY &
AMT(R) 3 AMT(6) o SURA(AMG(Q)eY)
AMT(T) = AMT(7) + SURA(HCOI(Q) V) oUTPT o
AMT(8) = AMT(B) ¢ SURSA(CLI(Q)Y) OUTPT &
AMT(9) = AMT(9) « SUBA{CO3(Q)eY) OUTPRT &
AMT(10) = AMT(10) « SUBA(SN&(Q)eY)
OUTPT &
Coe===SUM THE VOLUMES QUT QUTPT &
SUMOUT = SUMOUT ¢ MOISOUT(Q) outPT §
1F (K,EQ,2)4¢5 oUTPT S5
nuteT S
Cewaa=COMRUTE DELTA VOLUES FOR COMPONENT: OUTPY §
4 00 5 Is=1.10 outTeT §
6 DEL(1) = AMT(I) = AMTI(D) . OUTPT §
- : ouTPT §
Comee=CONPUTE NELTA VALUE FOR VOLUME OUT OUTPT §
NELN s SUMQUT = SUMOUT1 QUTPT §
OUTPT §
CoeeeaWRITE SUMMATIONS AND DELTA VALUES ON TaAPER2 QUTPT &
WRITE(2) YEAReIDAY +SUMOUTIDELNe (AMT(I) +DEL (L) oI=]1010) 2222 6
' : OUTPT &
Ce====RESET VALUES FOR OELTA DETERMINATIONS OUTPT 6
0C 7 I=l.l0 QUTPT 6
7 AMTL(I) = AMT(T) OUTPY &
SUMQUT1 = SUMOUT OUTPT 6
5 K=) OUTPT 6
ouUTeT 6
Coeee=RETURN TO MAIN PROGRAM OUTPT &
RETURN : ouTeT 7
oureT 7
100 FORMAT(1X412€10.,3) OUTPT 7
END OUTPT 7

INTEGER FUNCTION DAY

INTEGER FUNCTION DAY (K+M) DAY

L =0 DAY

GO TO (142930805060 718e¢9410011012¢;3) ¥ DAY

12 OAYsK~{ s RETURN DAY

1 DAYsK=Le3]} $ RE" RN DAY

2 DAYaK=| +62 $ RETURN DAY

3 DAYmX=L+90 $ RETURN DAY

4 OAYsX=_+]12]) $ RETURN DAY
% DAYsK~_+]151 $ RETURN DAY 1
6 DAYsK=|e182 $ RETJURN DAY 1
T DAYax={+212 $ RETURN DAY 1
8 DAYaK=_+243 $ RETURN DAY 1
9 DAYEK=Le+274 S RETURN DAY 1
10 OAYaKX=_e304 $§ RETURN DAY 1
11 OAYaK={_+335 5 RETURN DAY }
13 DAYsK=L+36S $ RETURN DAY 1
EnD DAY 1
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SUBROUTINE IDAY

SUBRQGUTINE IDAY (SMONTH«SDAY+MONTH, IDTE »JDAY ¢ K)

INTEGZR SMONTHeSDAY DAY
JOAY = DAY (SDAY#SMONTH)
JUDAY = DAT({IDTEMONTH)
JNAY & JJUDAY = JDAY + K
IF (UDAYLEW0) 192

1 JEAY = UDAY + 365 » X
2 RETURN
END

SUBROUTINE THEDATE

SUBROUTINE THEDATE (KsL 9 SMON
COMMONZYYY/ RyIOTEsMONTH
INTEGER SMONTH4DAY

JUAY 3 DAY (K+sSMONTH)

Mz JDAY + L = K1 =}

IF (M, 65,1 .,AND,M,LELI]) Gn
IF (M, GT.31,AND M LE.62) GO
IF(M,6T.62.0NDeMLELD0) GO
IF{(M.6T,90.aMD.M.LE.121) GO
IF(M.GT, 121 . AND M. LELLIS]1)GO
IF(M.6T.151.ANDM.LEL1B2)6G0D
IF{M,6T,182.,ANDM.LEL212)G0
IF{M,6T7,212,ANDWM,LE.243)6G0
IF(M,GT,243,8NDM,LEL274)GN
IF(M,GT,274.AND«M,LEL304)GO
IF(M GV ,304 . AND M, LE,.3135)G0
IF(M,.GT,335,ANDM.LEL365)6G0
10TE=M :
IDTE=M-3)
IDTE=M=42
IDTE=M=60
IOTE=M=121
[O0TE=Malg]
IDTE=N=13p
IDTEsN-212
IDTE=4=241
[DTE=M=2T74
IBTE=k=304
IOTE=M-335
END

—
~ OOV NE NN

WAL AN AR AY

- g

SUBROUTINE UNITS

SURRQUTINE UNITS1(J)

THik1)

MONTH=12
MONTH=]
MONTH=2
MONTH=2
MONTH=AG
MONTH=2S
MONTH=6
MONTH=7
MONTH=8
MQNTH=9
MONTH=10
MONTH=1]

ARV ANAN

RETURN
RETURN
RETURN
RETURN
RETURN
RETURN
RETURM
RETURN
RETURN
RETURN
RETURN
RETURN

Comee=THIS SURROUTINE CONVERTS UNITS FROM MEQ/L TO UG/SEGMENTs OR

Cw====UG/SEGNENT TO MEQ/L AT ENTRY POINT UNITSZ

COMMONZ XX X/DELX+DELTeMMsSTARTB0(25 ) »TEN(2S 1 +CHECK{Z2S ) sMOISIN
1(25 3 «CMHZ201(25 1 yMOISOUT (25 ) »ANO3(25 ) +ANHI(2S ) JUREA (2S5 ) +ORN

IDAY
10AY
roay
IDayY
IDAY
1DAY
IoaY
1DAY
1oAY 1

THEDATE

TREDATE
THEDATE
THEDATE
THEDATE
THEDATE
THEDATE
THEDAT]
THEDATI!
THEDAT]
THEDAT1
THEDAT!
THEDATI
THEDATI]
THEDAT]
THEDAT]
THEDAT]
THEDATZ2
THEDATZ
THEDAT2
THEDAT2
THEDATZ2
THEDAT2
THEDAT2
THEDATZ
THEDAT2
THEDATZ
THEDAT3
THEDAT3

UNTTS1
UNITS]
UNETSI
UNITSL
UNITS]
UNITS]
UNTTS1
UNITSI

2(25 ) +CA(25 ) ANALI2S ) +AMG{25 ) sHCOI (25 19CL (2% )+C0I(25 )+504(25 UNITS1I
3)4ESL2S ) 9C5(25 1 ¢SAS(25 )+ XX5(25 )+CASO(2S ) +1AGSO(25 ) +ANH& (25 ) +UNITS11
AEC(26 ) oCNL (25 1 95AMT (25 1 +RANI(2S ) +RC(2S }«TEM(25 }+CAL{25 ) +Q¢CROUNITS]Y

1P

C=====CONVERT FROM MEQ/LITER TO UG/SEGMENT

ANHI(J) = ANKI{JI*CMHZDL1(J) 214,00
ANOI(J) = ANO3(J)*CMH20Ll(U)®14,0
UREA(J) = UREA(J)*CMH201(J}*28,0
CA(J) = CA(J)2THM201(J)*20,04

ANA(J)} £ ANA(J) PCuM201(J) #22,99
AMG(J) = AMG(J)*CMHR01(JI*12,16
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UNITS11
UNITS11
UNITS1I
UNITSL]
UNITS1]
UNITS1L
UNITS1
UNITS12
UNLTS12



HCO3(J) = HCOI(J)*CMH201(J) *61.)
CC3(J) = CO3(J)IICMH201(J)*30,0
CL(J) = CL(J)SCMH20L (J) #35,45
S04 (J) = S06(J)OCMH201 (J) *48,05
OAN (J) = ORN(J)*BD(J)*DELX

SAMT (J) = SAMT(J)#B8D (J) *DELX
RETURN

ENTRY UNITS2

C=====CONVERT FROM UG/SEGMENT TO MEQ/LITER

ANHI(J) = ANK3(J)/(CMH201(J)914,0)
ANDI(J) = ANOI(J)/(CMH201(J)*14,0)
UREA(J) = UREA(J)/(CMH201(J) 328,0)
CALY) = CA(JIZ(CMH20L (J)*20.04)
ANA(J) = ANA(J)IZ(CMH201 (y)*22.99)
AMG(J) = AMG(J)/(CMH201(y)®12.16)
HCO3(J) 3 HCO3 1Y) /(CMM201(J)261,.0)
CO3(J) = COI(JI/{(CMH2OL(J)230.0)

CCLGY) =2 CLIJ)Z(CMH201 (J) #35,46)
S04 (y) = SN4(J)/ (CMH201 (J) 248,05)
QRN (J) 20RN (J) 78D (J) /DELX
RETURN
END

SUBROUTINE FL

18

14

N> Wne

SUBROUTINE FL(JsFLNO3sFLNHIsFLUREA'FLCAFLANAYFLAMGyFLHCOI2FLCL s
LFLCO3+FLSOS)

CCMMON/XXX/DELX ¢ DELToMMySTART+BD (25) « TEN(2S) «CHECK (25) «MOISIN
1(25)+0RMOIS (25) +MOISOUT (25) sANO3(2S) +BNHI(25) 1BPEA (25) +ORN
21{25) +BA(25) +ANA(25) +BMG (25) +BCO3I125) +BIL (25) +BO3 (25) «ROL (25
3)+ES(25) +CS(25) +SAS(25) e XX5(25) sCASO(25) +AGSO(25) +ANHG (25) »
SEC(25) vCN11(25) +SAMT (25) +PN(25) +RC(25) ¢ TEM(25) ¢CAL [25) yQsCRO
SP'XTDACTOSUMNOJ'THOQ(‘)oTOoIDAY'USlZS)OCHOCHlOXQERUNOISUCHOCUNSU“!
6SUMOUT «RASPA(60)

COMMON/GTRL/ZUREAL sUREAZ +DNHIY vDONH3I2+DNO31 «ONQI2+CAL ANAl
1AMGLloHCO319CL1+sCO3L9SCA4LaXKCOUNTILSETL12LSET24LSETI

DIMENSTON ANH3(25) ¢ANOJ(25) sUREA(25) +CA(25) sANA(25) 4 AMG(2S) +MCOI (2
15) 9CL(Z25)+C03(25) 9504 (25)

INTEGER O

REAL MOISINsMOISOUT

IF(JMEL2) GO TO 1

00 18 I=14Q .

ANH3(I) = BNHI(I) SANO3(I1)=BNO3(I) SUREA(I)=RAREA(!) SCA(I)=RA(]
1) SANA(I)SBNA(I) SAMG(1)=BMG(I) SHCO3(1)=RCO3(I1) SCL(I)=BL (1)
2 $SCO3(I) = 303(I) $SO04(1) a BO&(I)

CONTINUE

CRMOTIS (Qel) = ORMOIS(Q) .

ANHI(Qel) = aNHI(Q) $ANO3(Qel) = ANO3(Q)

UREA(Q+l) = UREA(Q) SCA(Qe+l) = CA(Q)

ANA(Qe*l) = ANA(Q) SAMG(Qe+l) = AMG(Q)

HCO3(Q+1) = HCO3(Q) SCL(Qe¢1) = CL(Q}

C03(Q+1) = CN3(Q) $S04(Q+1) 3 SO4(0)

CONTINUE

IF(ORMOIS(1)4LT.0,0) ORMOISI(1> = 0,0

IF(MOTSIN(J) «LT.0.0) 243

CCEFIN = MOISIN(J)Z/0RMNOIS (Y)

GO TO &

IF (0ORMOTIS(U=1),6T,0.0) GO TO 14

CCEFIN = 0,0

G0 TO 1S

COEFIN = MOISIN(J)Z0RMOLIS (J=1)

CONTINUE

IF(MOTISOUT(J) eLT40,0)546

COEFOUT = MOISOUT(J)/70RMOIS(J+))

GO TO 7

COEFOUT= MOISOUT (J)/70RMOTIS (J)

IF (COEFINLLT.0,0)849
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UNTTSL1Z2
UNITS12
UNLITS12
UNITS12
UNITS12
UNITS12
UNITS12
UNITS12
UNITS13
UNITS13
UNITS13
UNITS13
UNLTSL3
UNITS13
UNITS13
UNITS13
UNITS13
UNITS13
UNITSle
UNITS1s
UNITS14
UNTTS1s
UNITS1e



A X = J

GD T0 10
) K = J=l
10 IF(COEFOQUTLTe0,0)11s12
i1 L= J-l

GG 10 13

12 L= J :

13 KCOUNMT = K SIF(COEFIN.LT.0.0.AND.K.ED,2) <COUNT = 1
IF[AASICOEFIN) o 6T41.0! COEFIN = ABS(COEFIN) /COEFIN®0,99
IF LARSICOEFOUT) 6T, 1.0) CUEFOUT = ABS(COEFNUT)/COEFOUT®0,99
IF[J.NE 2. ANDLSET2,EQ.L) GO TO 101
ONDO31 = COEFIN®ANNJ(K)
GO YO 102

101 DNO31 = DONO32

102 DNO32 = COEFOUT®ANQI(L)
IF (JJNE.2,AND.LSET1.EQ.1) GO TO 103
DNR3L = COEFIN®ANHII(K!
GO Tn l0é

103 ONK3I1 = DNHIZ

106 ONh32 = COEFOUT®ANHI (L)
[FIUNE,2.AND.LSETILEQ.1) GO TO 105
UREAL = COEFINPUREA (X))
60 YO 106

108 UREA]l = UREA&Z2

186 UREA2 = COEFQUT*UREA (L)
cal z COEFIN®CA(X) $CA2 = COEFOUT®Ca(L)
ANAl = COEFIN®ANAIK) S$SANA? = COEFQUT®aNAIL)
AMG]l = COEFINTAMG(XK) BAMG2 = COEFOUT#AMG L)
ACNA) = COEFIN®HCOIIXK]) $HCO3Z2 = COEFOUTSHCCIIL)
CLLl = CORFIN®CL(K) SCLZ = COEFOUTeCL(L)
CR31 = COEFINZCOI(K) %CQ32 = COEFOUT=COI(L}
S041 = COEFIN®SQ4(K) $SN6w2 = COEFQUTaSO&(L!}
FLNO3 = ONO31 - DONQ32
FLNH3 = DNKH3IL ~ DNH3Z2
FLUREA = UREA1l - UREaAZ
FLCA = CAl = Ca2
FLAMA = ANALl = ANAZ
FLAMG = AMG]l = AMG2
FLHCO3 = HCO31 - HCG32
FLCL = €LY = CL2

FLCOZ = C031 - C032
FLSDA = S041 - S042
LSET! = LSETZ = 0
RETURN

END

SUBROUTINE PRNT

SURROUTINE PRANT{IPRINTIs IPRINTY)
Cume=aTHIS SURRGUTINE PRINTS CONTROL AND INPUT DATA

COMHON/ABLEITITLEKIO!'SMONTH.MM'OoIPR!NT.JPRINT-INK.!PUNCH.ISTOPy
1ITEST+IREAOP s INASSS IADD (25) s TORNAP (25) «HOR IS s TOTN(991 YEAR s
2AIRP<9i.lRR(25!oYT(60l.FERT(7!QGF£RT(31eNORGINoNFERT!NvNTEHP:N-
JITOTSJTOT, IRTQTeNT

COMMON/ZXX2/781 3029834 X

COMMON/YYY/START 9 IDTE »MONTHe ToL L

CCM”ON/!XY/ICHECK-ICOUNT-CONVoPK-PKl-CQOP

COMMON/XXX/DELX+DELTMSewTaRT»B0 (25 Yo TEN(2S ) +CHECK (25 ) +MOISIN
1¢25 ) oCMN201 (25 ) oMOISOUT (25 11ANO3(2S 1+ ANHI (25 1 +UREA (25 ) +ORN

PaANT
PANT
PRNT
PANT
PRNT
9999
PRNT
PRNT
ARANT
PRNT
PRNT
PANT
PRNT

2(25 Y+CA(25 Yo ANA(2S ) tAMG (25 )1 HCD3(25 Y oCL(2S 1+L031(25 }sSCA{25 PRNT
"3)9E5(26 14C5(2% ) +545(25 ) o XXS (25 )Y2CAS0{25 )} +aGS0(25 ) ¢+BNH& (25 1 s PRNT
LEC (25 Y+CNLI25 ) o5AMT25 ) ,RAN(2S 14RCIL2S )+ TEMIZS ) oCAL (25 ) +QsSROPRNT
1P o XTRACT s SUMNOI o THOR (%) s TO IDAY YU (25} yCHoCH1 r IRERUN o« ISWCHeCUMSUMIPRNT

1SUMOUT ¢REQUCE
INTEGEP TITLEsSMONTHeSTART,0TOVYEAR
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Ce====PRINT TITLE
PRINT 100TITLE
[F(IPRINTI.EQ.2) GO TO 1

Comoma= PPINT BASIC CONTROL CARD PARAMETERS

PRINT 101s SMONTHoXTRACT,START,CROPLLyPKoMMoPK] DELXsCHIDELT,
1CH1 409414 TOsA29 ISTOP+YEARVWREDUCE

Co=e==PRINT [-0 CONTROL PARAMETERS
PRINT 1029 IPRINTIIREADPIJUPRINTHITEST « INKy IMASSsIRERUN +IPRINTI,
1 IPUNCHs IPRINTY

1 RETUSN
ENTRY PRNT1

C====-=SKIP PAGE
PRINT 103

C=====PRINT TEMPERATURE MORIZONS
PRINT 104y (THOR(J) +J=1sTO)
PRINT 109
REWIND 8

Ceme==PRINT TEMPERATURES
DO 10 J=leNT
READ (B) (TT(I)sl=1,T0)

10 PRINT 108y Js (TT(I)9sI=1+TO)
REWIND 8

C=====SKIP PAGE
PRINT 103

Comma=PRINT WATER ANALYSIS HEADING
PRINT 107

Ce==a=DRINT IRRIGATION WATER ANALYSIS
PRINT 108y (AIRR(I)eI=1+9)

C=====PRINT [RRIGATION APPLICATION DATES
PRINT 110+ (IRR(I}e[=21410TOT)

C--=-==PRINT FERTILIZER APPLICATION DATES

PRINT 111+ (TADD(1)sI=1s1TOT)"*
PRINT 112

REWIND 9

NDC 2 I=1.1T07

READ (9) (FERT(J)s J=147)

FNH4 = FERT(2)%CONV®0,7777 S$SFNO3=FERT(3)*CONV®*,2258
FUREA = FERT(4)®CONV®?,4466 SFCA = FERT(5)*CONV

FS04 = FERT(6)2CONV $FCO3 = FERT(?)'CONV

C=====PRINT FERTILIZER AP’LICATIONS

2 PRINT 113010FERT(X)oFNHQoFN039FUREAsFCAvFSO‘vFC03
PEWIND 9

REWIND 10
PRINT 109

C=====PRINT ORGANIC APPLICATION DATES
PRINT 1144 (IORNAP(J)#J=1+34TOT)
PRINT 115
00 3 I=1.J70T
READ (10) (OFERT(J)eJ=193}
FCRAN = OFERT(3)2CONV

Ce=ew=PRINT ODRGANIC aPPLICATIONS
3 PRINT 113+ I+OFERT(1)+0FERT(2) sFORN
REWIND 10

Cre===PRINT COMPONENT HORIZON DEPTHS
PRINT 106¢ (HOR(J)»Ju=140)
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PRANT
PRNT
PRNT
PANT
PARNT
PRNT
PRNT
PANT
PANT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRANT
PANT
PRNT
PRNT
PRNT
PANT
PANT
PANT
DANT
PANT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRANT
PRNT
PRMT
PRNT
PRNT
PRANT
PRNT
PRANT
PRNT
PRNT
PANT
PRNT
PRNT
PRANT
PRNT
PANT
PANT
PANT
PRNT
PANT
PANT
PRNT
PRANT
PRANT
PRNT
PRNT
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PRANT



10¢
101

102

103
104

105
106
107

1na
109
110
111
112

113
1ls
115

PRINT 103
RETUAN

FORMAT(1H1//¢38X 41048/ /)
FORMAT (S6XSCONTROL CARD SUMMARY®/S57X*(BASIC PARAMETERS) *#//35x

1#STARTING MONTH =8, 1Sy10X2XTRACT =2 FS.14/35X
19STARTING DAY =y [Se10X2CROP =#,15/35%
2°RELATIVE STARTING DAY =#,]S.10X0UPTAKE (NC3) 2%,F5,2,/35X
IRELATIVF TERMIN DAY =81 IS 10X#UPTAKE (NMG) a#,F5,2,/35X

4®SOIL SEGMENT SIZE 38,FS, 1% CMeTY  #CONVERG] =28,F5,24+/35X%
S®TIME IMTERVAL SIZE 3%4F5,29% DAYSHSX#CONVERG2 29,F5,3/35X%
6%NN, OF COMPNMENT HRINS=#415,10X®CHECK] zH,FS,1/735X

T#NO. OF TEMP HRZNS =#15, 10X CHECK 2 =%,F5,1/35X

A*ISTOP T#4 1S, 10X®YEAR =%, 15/35x

SYREDUCE =#84FS,0///77)

FORMAT (SSXe(1=0 CONTROL PARAMETERS) #//35X

L*IPRINT =#41Sy 10X IREADP ) I#,IS/3SX

2H*YPRINT TP 9[5S« 10X*ITEST z8,15/35X

I INK 28,15, 10X*#IMASS 29,15/35%X

*TRERUN o915 10X*IPRINT] 32415/35X

S*1PUNCH #9150 10X* {PRINTY =8, [S//77)

FCRMAT (1K1}

FCRMAT(//15X*WEEKLY TEMPERATURE DATA®]13X®HORIZON DEPTH(CM) *
17646X06(3XeFb,1))

FOPNAT(ZOK-13'2X'TEMPERATURE(DEG CI=*2X+6F9,1)

FORMAT (//710X#COMPONENT HORIZON DEPTHS(CM)® » 6X+6(3IXF&,1))

PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PRNT
PANT
PANT
PANT
PANT
PRNT
PANT
PRNT
PRNT
BANT
PRNT

FORMAT(L0X®IRRIGATION wATER ANALYSIS(POM)'/10X’NH#’7X'N03'?XOCA *7PANT

1XONA *T7XMG *6X*HCOI*TXPCL *TX2CO32TX2504%)
FORMAT(3X+9F10,2/7)

FORMAT(/7)

FORMAT (10X®IARTGATION APPLICATION DATES®/8X,251S)
FORMAT(//10X®FERTILIZER APPLICATION DATES*/8X42515)

PRNT
PRNT
PRNT
9999
9999

FORMAT (//]10XoFERTILIZER APPLICATIONS (UG)*/10X*DEPTH*SXSNH4 95X *NOI*PRNT

ISXBUREA#SXICAREX#S0405X8COI*)
FORMAT (2X+IS+7F8,1)
FORMAT 1 0X®0RGANIC=N APPLICATION DATES®/8X,2515)

PRNT
PRNT
9999

FORMAT {//10X*0RGANTIC =N APPLICATIONS(UG)'/1OX'DEPTH'SX'CIN'SX’ORN')°RNT

END

SUBROUTINE CHK

SUBROUTINE CHK(LloLZ0L3vJOEXNH395XCl~EXANA'€XANG-DELN03-DELNH3vDELCHK

10RGN«OELUREA)

Ce====THIS SUBROUTINE DETERMINES IF THE NITROGEN TRANSFORMATION AND/OR
Coe===I0N EXCHANGE SUBROUTINES NEED BE CALLED FOR THMIS TIME STEP (BASED CHK
C=====0ON CRITERIA READ FROM DATA CARDS)

PN W~

COMMON/RYPAS/NBYPAS+ TOYSTRIDYSTPy ILO+THI s INFIL1+ICONT1 s JPAS
COMMON/XXX/DELXsDELT9yMSoWTART 8025 ) ¢ TEN(25 ) sCHECK (25 ) oMOTISIN
1025 )oCMH201(25 1 +MOTISOUT (25 ) +ANO3I (25 ) +ANHI (25 ) sUREA(2S ) +ORN

PRNT

CHK
CHK
CHK

CHK
CHX
vere
CHK
ChHK

2(25 )9CA(25 ) +1ANA(2S ) sAMG(2S ) sHCO3(25 ) +CLI(25 ) +CO3(25 ) 9S04 (25 CHK
IV +ES(25 ) +CS(25 ) +1SAS(25 ) +XX5(25 ) +1CASO(25S ) +AGSO (25 ) s BNH4 (25 ) +CHK
4EC(25 ) CN1(25 ) sSAMT (25 ) «RN(25 ) sRCI(25 )+ TEM(2S 1«CAL(2S 14Q+SROCHK

1P« XTRACT + SUMNO3+THOR (4) o TOs IDAY U (25) «CHICHL +» IRERUN
COMMON/XX2/A19A20A3eX

REAL MOISINe MOISOUT
DIMENSION X(7125)

Ll = L2 = 3 = 0
IF(ABS(EXNH3).LT.AI.ANO.ABS(EXCA)-LT.Al)lca
IF (‘BS‘EXAN‘) oLTc‘l.‘ND.ABS(E“MG, .LTO‘1)302
IF(ABSIX(2eJ) ~ ANHI(U) ) LTeALl) 92 ’
IF(ARS(X(Sed) = CA(JU))WLT.A1)5,2
IF(ARS(X(6eJ) = ANA(UI Y oLT.AL)Ge2
IFIARSIX(T70J) = AMG(JU)} oLTLALYT,2

202

CHK
CHK
CHK
CHK
CHK
CHK
CHK
CHX
CHK
CHK
CHK
CHK
CHK
CHK

94
95
S6
97
93

loo
101
102
103
104
195
106
107
108
1%9
110
111
112
113
114
118
116
117
118
119
120
121
122
123
124
128
126
127
128
129
130
131
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10
11
12
13

9007

16
15

Ll = 1

IF(NAYPAS,FQG.1) GO TO 9007
IF(ARS(DELNDJ) «LTcA2.AND ABS(DELNHI) oL T.A2)849
IF(ARS(NELORGN) LT A2, AND ABS(DELUREA) (L T.A2)10+9
IF(ARS(X(leJ) = ANOI(J)) . LT.A2)12109

IF(ARS(X(29J) = ANH3(J)).LT,A2)12+9

IF(ARS(X(4ed) = OPN(J))oLTLA2)1349

IF(ARS (X (JeJ) =UREA(J)) oL T.A2)1449

L2 = 1

CONTINUE

IF(ARS(MOISIN(U)) oGT4A3.0R,ABS(MOISOUT(J)) GTLA3) 15016
L3 =1

X(led) = ANOI(J] $X(2+J) = ANHI(J)
X{(3+Jd) = UREA(J! SX(4eJ) = ORN(J)
X(Sed) = CA(J) S$X(6eJ) = ANA(Y)
X(Ted) = AMG(J)

RETURN

END

SUBROUTINE SKIP

Coman
Commn
Comm=
Comea

Come=

10

20

SUBROUTINE SKIP(IUNIT)

CYBER 74-28

PROGRAM TQ SKIP FROM PRESENT LLOGICAL FILE TO NEXT LOGICAL FILE
TUNIT2L0GICAL UNIT NUMBER

READ(IUMIT) IDUM
IF(EOF (TUNIT))20410
RETURN
END

SUBROUTINE BACK

Cowme
Comee=
Come=
Come=
Comee

Crwam

10

20
30

SUBROUTINE BACK(IUNIT)

CYRER 74-28

PROGRAM TO RACX FROM PRESENT LOGICAL FILE TO END OF PREVIOUS
LOGICAL FILE (1E,JUST BEFORE END~QOF~FILE MARK)
TUNITSLOGICAL UNIT NUMBER

BACKSPACE IUNITY

READ(IUNIT)

IF(EOF (TUNIT)) 30420
BACKSPACE IUNIT

60 T0 10

BACKSPACE IUNIT
RETURN

ENO

203

CHK
(XXX ]
Chx
CHK .
CHK
CHK
CHK
CHK
CHK
XX X J
CHK
CHK
CHK
CHK
CHK
CHK
CHK
CHK

SKIP
SK1IP
SKIP
SKIP
SKIP
SKIP

1.9 L4
SKIP
SKIP

BACK
BACK
BACK
BACK
BACK
BACK
BACK

BACK
8aCK
BACK
BACK
BACK
BACK
BACK

29
429
30
31
32
33
36
35
k1)
A36
37
k]
39
40
4l
Y4
43
46

10
20
30

50
60

80
90
100

10
20
30
40
41

60

A0

100
110
120
130
140
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