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ABSTRACT 

Currently there are no standardized guidelines for evaluating the 
perfonnance of air quality simulation models. In this report we develop 
a conceptual framework for objectively evaluating model performance. We 

define five attributes of a well-behaving model: accuracy of the peak 
prediction, absence of systematic bias, lack of gross error, temporal cor­
relation, and spatial alignment. The relative importance of these attri­
butes is shown to depend on the issue being addressed and the pollutant 
being considered. Acceptability of model behavior is determined by cal­
culating several performance "measures" and comparing their values with 
specific "standards." Failure to demonstrate a particular attribute may 
or may not cause a model to be rejected, depending on the issue and pollutant. 

Comprehensive background material is presented on the elements of the 
performance evaluation problem: the types of issues to be addressed, the 
classes of models to be used along with the applications for which they are 
suited, and the categories of performance measures available for considera­
tion. Also, specific rationales are developed on which performance standards 
could be based.· Guidance on the interpretation of performance measure values 
is provided by means of an example using a large, grid-based air quality 
model. 
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I INTRODUCTION 

In this report a candidate framework is suggested within which an 
objective evaluation of air quality simulation model (AQSM) perfonnance 
may be carried out, along with an assessment of the relative applicability 
of models to specific problems. Quantitative procedures are identified 
that could facilitate assessment of the relative accuracy and usability 
of an AQSM. 

The subject addressed in this report is a broad and complex one. Sel­
dom can a rule for judging model performance be stated that does not have 
several plausible exceptions to it. Consequently, we view the establish­
ment of model performance standards to be a pragmatic and evolutionary 
exercise. As we gain experience in evaluating model performance, we will 
need to modify both our choice of perfonnance measures and the range of 
acceptable values we insist on. Nevertheless, the process must begin some­
where. The recommendations contained in this report represent such a 
beginning. 

Model performance evaluation should not be viewed as a mechanistic 
process, to be performed in a "cookbook" fashion. Performance measures 
may be defined to be specific quantities whose value in some way character­
izes the difference between predicted and observed concentrations. No set 
of performance measures, however well designed, can fully characterize 
model behavior. Judgment is required of the model user. Predictions can 
be compared with measurement data in a variety of ways. Some comparisons 
involve the calculation of specific quantities and are thus suited for 
having specific standards set. (An example might be the difference between 
the predicted and the observed concentration peak.) Other comparisons are 
more qualitative, better used in an advisory sense to facilitate "pattern 
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recognition." (Concentration isopleth maps and. time profiles of predicted 
and observed concentrations are examples of this type of qualitative com­
parison.) Although we recorrmend a set of perfonnance measures and standards 
in this report, in no way does this recorrmendation suggest that computation 
of measures be limited to this set. For this reason, we catalogue many 
different types of performance measures, only a small subset of which have 
explicit, fonnal standards. 

The measures and standards we suggest for use will almost certainly 
change as experience improves our "collective judgment" about what consti­
tutes model acceptability and what does not. Perhaps the number of measures 
will increase to provide richer iRSig-ht into model performance, or perhaps 
the number will shri.nk without any loss of "infonnation content." Regard­
less of the list of measures and these standards that ultimately emerges for 
use, it is the conceptual structuring of the performance evaluation itself 
that seems to be most important at this point. We must identify clearly the 
desirable model attributes whose presence we are most interested in detecting, 
and we need to understand how we assess their relative importance, depending 
on the issue we are addressing and the pollutant species we are considering. 
Thts report offers a conceptual structure- for 11 folding in" all these concerns 
and suggests candidate measures and standards. 

A. OVERV'lEW: Of THE PROBLEM 

Air quality simulation models (AQSMs) are widely used as predictive 
tools, estimating tne impact on future air quality of alternative public 
decisions. Their predictions, however, are inherently nonverifiable. Only 
after the proposed action has been taken and the required implementation 
time elapsed will measurement data confinn or refute the model's predictive 
abiHty. 

Herein lies the dilelTITla faced by users of air quality models: If a 
model's predictions at some ~uture time cannot be verified, on what basis 
can we rely on that model to decid~ among policy alternatives? In resolving 
this dilemma, most users have adopted a pragmatic approach: If a model can 
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demonstrate its ability to reproduce a set of "known" results for a similar 
type of application, then it is judged an acceptable predictive tool. It 
is on this basis that model "verification" has become an essential prelude 
to most modeling exercises. 

Several investigators (Calder, 1974, and Johnson, 1972) have objected 
to this approach, arguing that it amounts to little more than "crude cali­
bration." They suggest that true model validation can only be accomplished 
by evaluating each component sub-model--emissions, transport, or chemistry, 
for example. While this may be a scientifically sound approach, there are 
so many models available that it is difficult to complete such efforts for 
them all. Worse, the demand for a model, truly validated or not, often 
forces such concerns to be swept aside. We take a highly pragmatic position 
in this report, one that is also consistent with recommendations recently 
made to and by the U.S. Environmental Protection Agency [EPA] {Roth, 1977, 
and EPA, 1977). Because verification is so often performed at the 11 output 
end" {that is, only model results are examined, comparing them with 11 true 11 

data), a systematic and objective procedure is needed in assessing model 
performance on that same basis. 

A further difficulty exists. What constitutes a set of 11 known 11 results? 
This is not a problem easily solved. For "answers" to be known exactly, the 
"test" problem must be simple enough to be solved analytically. Few problems 
involving atmospheric dynamics are so simple. Most are complex and nonlinear. 
For th~s~, the analytic test problem is an unacceptable one. Another, more 
practical alternative often is employed. For regional, multiple-source 
applications, the "known" results are taken to be the station measurements 
of concentrations actually recorded on a "test" date. 

For source-specific applications, the source of interest may not yet 
exist, permission for its construction being the principal issue at hand. 
For these applications, it is often necessary to verify a model using the 
most appropriate of several prototypical "test cases," Though not existing 
currently, these could be assembled from measurements taken at existing 
sources, the variety of source size, type and location spanning the range of 
values found in applications of interest. 
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The term "known" is used imprecisely when referring to a set of measure­
ment data. Station observations are subject to instrumentation error. The 
locations of fixed monitoring sites may not be sufficiently well distri-
buted spatially to record data fully characterizing the concentration 

field and its peak value. Nevertheless, despite those shortcomings, 
"observed" data often are regarded as 11 true 11 data for the purpose of 
model verification. 

In evaluating model perfonnance, we must decide which performance 
attributes we most wish the model to possess. Having assembled two sets 
of data, one "known" and the other "predicted," we can assess model perfor­
mance by comparing one with the other. Prediction and observation, however, 
can be compared in many ways. We must select the quantities {performance 
measures) that can most effectively test for the presence of those attributes. 

Once we have decided on the performance measures best suited to our 
needs (and most feasible computationally}, we can calculate these values. 
Having done so, however, we must ask a central question: How close must 
prediction be to observation in order for us to judge model perfonnance 
as acceptable? If we are to answer "how good is good, .. performance stand­
ards for these measures must be set, with allowable tolerances (predicted 
values minus observed ones) derived from a reasonable rationale (health 
effects or pollution control cost considerations, for instance). 

By setting these standards explicitly, certain benefits may be gained. 
Among these are the following: 

> A degree of uniformity is introduced in assessing model 
reliability. 

> A rational and objective basis is provided for comparing 
alternative models. 

> The impact of limitations in both data gathering proce­
dures and measurement network design can be made more 
explicit, facilitating any review of them that may be 
required. 
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> The performance expected of a model is stated clearly, 
in advance of the expenditure of substantial analysis 
funds, allowing model selection to be a more straight­
forward and less "risky" process. 

> The needs for additional research can be identified clearly, 
with such efforts more directed in purpose. 

B. STRUCTURE OF THE REPORT 

The central purpose of this report is to suggest means for setting per­
formance standards for air quality dispersion models. In doing so, our dis­
cussion proceeds in two phases, the first exploring key elements of the over­
all problem, as well as their interactions, and the second synthesizing all 
into a conceptual framework for model performance evaluation. 

We recognize three key elements of the performance assessment problem, 
all of which are interrelated: the classes of issues addressed by AQSMs (air 
quality maintenance planning or prevention of significant deterioration, for 
example), the types of AQSMs available for use (grid-based, trajectory, or 
Gaussian models, for instance) with the applications for which they are suit­
able, and the classes of performance measures that are candidates for our 
use (two of which are station and exposure/dosage measures). 

·We consider each of these three elements in Chapters III, IV, and V, 
providing supporting material in Appendices A, B, and C. In Chapter III, 
we identify from current federal law and regulations seven distinctly dif­
ferent types of air quality issues, each of which may be addressed using an 
AQSM. In Chapter IV, we assess major model classes, examining their capabil­
ities and limitations as well as their suitability for use in addressing 
each of the generic classes of issues. In Chapter V, we discuss model per­
formance measures, identifying four major types, which we then assess for 
computational feasibility and suitability for use. 

We provide supplementary detail for these three chapters in the first 
three appendicies. In Appendix A, we outline important portions of the Code 
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of Federal Regulations. In Appendix B, we describe in summary form a number of 
specific air quality models. In Appendix C, we examine at length a variety 
of specific model performance measures, discussing their computation and pro­
viding illustrative examples of their calculation. 

Having identified issues (Chapter III), issue/model combinations 
(Chapter IV), and issue/model/measure associations (Chapter V), we reach 
the synthesis phase in Chapter VI. Here we first identify five desirable 
attributes of model perfonnance. Then we recommend a set of performance 
measures suitable for use in detennining the presence or absence of each 
attribute. Each measure is chosen based on two criteria: First, it is 
an accurate indicator of the presence of a problem type and second, it is 
quantitative (that is, amenable to having specific standards set). 

Having selected the performance measures for use, we then offer several 
possible rationales for detennining the range of their acceptable values. 
We examine four rationales, discussing each in detail in Appendix D. Having 
done so, we reco1TU11end standards for use. 

We also consider the way in which the relative importance of the five 
model perfonnance attributes varies with the issue being addressed and the 
pollutant being considered. We reco11111end a means for ranking problem types 
that is dependent on these factors, using it as a way to decide from among 
procedural alternatives when a model fails to display a particular attribute. 

To illustrate how to interpret the values of the recommended perfor­
fance measures, we discuss a sample case. The sample case history is based 
on the use of the grid-based SAI Airshed Model in modeling the Denver Met­
ropolitan region. Supplementary means for gaining insight into model 
behavior are also shown. 

Finally, a conceptual framework is suggested for a draft model perfor­
mance standard. The elements it should contain are discussed, as well as 
its relationship to a supplementary guidelines document. 
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With this final discussion, our presentation is complete, though the 
subject itself is by no means exhausted. Considerable additional effort 

is warranted, given the importance of this complex and difficult topic. 
We suggest in Chapter VII several areas in which we feel such work would 

prove fruitful. 
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II SUMMARY 

In this chapter we sumnarize the results of this study. First, 
we state them in overall tenns. Then, we su1TJ11arize detailed results 
on a chapter-by-chapter basis. 

A. MAIN RESULTS 

Several main tasks are accomplished in this report. These represent 
the chief results of the study. We sunvnarize them as follows: 

> A conceptual framework is set for objective evaluation of 
dispersion model performance {Chapter VI). 

> An outline for a draft model performance standards document is 
suggested {Chapter VI). 

> Specific measures are recommended for use (Chapter VI}. 

> Specific rationales on which standards could be based are 
developed, several of which represent research that is 
original with this study {Chapter VI and Appendix D). 

> Comprehensive background material is presented on key elements 
of the perfonnance evaluation problem: the types of issues to 
be addressed (Chapter III and Appendix A), the classes of 
models to be used along with the applications for which they 
are suited {Chapter IV and Appendix B), and the categories of 
performance measures available for consideration (Chapter V 
and Appendix C). 

> Guidance on the interpretation of performance measure values 
is provided by means of an illustrative sample case (Chapter VI). 
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B. DETAILED SUMMARY 

Discussion in this report proceeds in two phases. In the first of these, 
we present a comprehensive examination of key elements of the perfonnance 
evaluation problem. This background phase consists of the in-depth 
analysis in Chapters 111, IV and V, supported by material in Appendices 
A, B and C. 

We intend the background phase of this report to be regarded not as a 
supplement but rather as an essential prelude to the second, or synthesis, 
phase. The second phase, contained in Chapter VI and Appendix D, draws 
from the background '"'terial to identify a set of performance criteria 
that is both useful and computationally feasible. 

In this section we present detailed sunnaries of the important 
results of the report. We do so on a chapter-by-chapter basis. 

1. Sunmary of Chapter III (Issues) 

This chapter provides an issues framework within which the 
application of a;r pollution models can be viewed. First, an overview 
is provided, highlighting important aspects of federal air pollution 
law (also see Appendix A). By means of this discussion, seven generic 
classes of issues are identified. These issues are examined and 
their implications for model applications explored. 

The seven issue classes, divided into multiple-source and single­
source categories, are described as follows: 

> Multiple-Source Issues 
- SIP/C (State Implementation Plan/Compliance). The attainment 

of regional compliance with NAAQS, as considered in the SIP. 
- AQMP (Air Quality Maintenance Planning). Regional main­

tenance of compliance trith the NAAQS, as considered in 

the SIP. 
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> Single-Source Issues 
- PSD (Prevention of Significant Deterioration). Limitation 

of the amount by which the air quality may be degraded in 

areas in attainment of the NAAQS; this is considered in 
each SIP. 

- NSR (New Source Review). Permit process by which applicants 
proposing new or modified stationary sources must demonstrate 
that both directly and indirectly caused emissions are 
within certain limits and that the pollution control to 
be employed is performed with the best available tech­

nology; this is considered in ea~h SIP. 
- OSR (Offset Rules). Interpretive decision by which all 

new or modified stationary sources in urban areas currently 
in noncompliance with the NAAQS are judged unacceptable 

unless the applicant can demonstrate a plan for reducing 
emissions in an existing source by an amount greater 

than the emissions from the proposed new sources; this 
decision has a strong impact on the stationary source 
permit process. 

- EIS/R (Environmental Impact Statement/Report). A state­
ment of impact required for major projects undertaken by 
the federal government or financed by federal funds 
(EIS), or a report of project impact required of public 
or private agencies by state or local statutes (EIR). 

- LIT (Litigation). Court suits brought to resolve disagree­
ment over any of the issues mentioned above or to secure _ 
variances waiving federal, state or local requirements. 

2. Surrmary of Chapter IV (Models) 

In Chapter III, we identified a set of generic air quality issues. 
In this chapter, we define a set of generic model types. Having done so, 
we match the two, identifying in generic terms those issues for which 

each model may be a suitable analysis tool. We also describe the technical 
formulations and underlying assumptions employed in each generic model 
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type, indicating some key limitations. Through this presentation, we 
specify the relationship between generic issues, models, and the appli­
cations for which they are suitable. 

The generic classes of dispersion models that we consider are: 

> Rollback 
> Isopleth 
> Physico-chemical 

- Grid 
• Region Oriented 
• Specific Source Oriented 

- Trajectory 
• Region Oriented 
• Specific Source Oriented 

- Gaussian 
• long-Tenn Averaging 
• Short-Tenn Averaging 

- Box 

In Table II-1 we associate generic model types with air quality issues 
for which their use is most appropriate. In Table II-2 we present model/ 
application combinations of interest, characterizing applications by five 
attributes: number of sources, area type, pollutant, terrain complexity, 
and required resolution. The table lists the values of the attributes that 
can be accommodated by each model type. 

In Table Il-3 we relate some specific air quality models to the generic 
model categories in which they may be classified. Each of these models is 
described in detailed slJTITlary fonn in Appendix B. 

3. Sunrnary of Chapter V (Performance Measures) 

In this chapter we discuss the types of performance measures available 
for use, examining their rel_ationship with both the issues 
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TABLE II-1. AIR QUALITY ISSUES COMMONLY ADDRESSED BY GENERIC MODEL TYPE 

Issue Catpgory 
Genu1c Kodel T,r'.!!P SJP/C AQMP PSO ~ OSP. £1S/R LIT 

Refined Usage 
1. Gridl 

a. Region Oriented x x x x2 x x x 
b. Specific Source Oriented x x x3 x x 

2. Trajectorl'.1 

•• Region Oriented x x x x 
b. Speci fie Source Oriented x x x3 x x 

3. Gaussian3 

•• Short-Tenn Averaging1 
1) Multiple Source x x x x x x 

ii) Sinqle Source x x x x x x 
b. Long Tenn-Averaging 4 x x x x 

Refined/Screening Usaqe 

4. Isopleth1 •5 x x 
Screening Usage 

5. Ro11b~ck x 
6. Box x x 

Notes: 
1. Only short-tenn time scales can be considered (less than several days). 
2. Regional impact of new sources can be assessed but not near-source, or mlcroscale, effects. 
J. Only non-reactive pollutants can be considered. 
4. Only ~ollutants having long-tenn standards can be considered (S02, TSP, and N0

2
). 

5. Only photochemically active pollutants can be considered. 
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TABLE 11-2. K>DEL/APPLICATION COMBINATIONS 

IUlllber of Terr1fn lequired 
lietlerf c lllllde l la$,_ --l!!!t.'lli..-. Aru TlJ!! Po11uunt tc.ilex1tz lesolution 

l[f I llED USAGE 

ir.1~ .. legion Oriented Multiple-Source Urtliln 03. HC. CO. llOz Simple T!lllPOrt1 
llur11 ( 1-tiourl • 502 Complex {Limited) Splti1l 

( l- lftd 24-hour), 
TSP 

•• Spec; fi c Source Si119le-Soun:e .. ,.1 of. "'· co. llOz Simple Tempor1l 
Or tented ( -llour) , SOZ Complex (Limited) 

(J.. end Z4-llOur), 
TSP 

lr1jectorr .. legion Oriet1ted ...,, ttple-Soalrce UrMa 01. llC, co. ~ St1111le T1111POr1l 
( 1-llour) , 502 , Sp1tf1l (l tllited) 
(l- and 24-llour), 
TSP 

,_ 5"ct fie Source Sh19 le-Soun:e Urtlln 03. llC, to. NOi Sit1111le '""°"' Orletlted Rur•l (1-llour), SOz, Coilplea (ltmited) Splti1l (lt•ited) 
( J- end Z4-hour) , 
TSP 

@f!!!S ilJ! .. long-Ten1 Multiple-Source Urtlln S0z ~ AnllUI 1 ) , TSP, Simple Spatf1l 
Aver1yin!l S i419 le-Source Rur1l 11"2 Anttui 1). Complex (Limited) 

•• Short· Term flu 1up1 e-Source Urtwn SOz (l- Pd 24- Sf1111>le le111PQr1l 
Aver1ging Single-Source lur1l hour), CO, TSP. Coilplex (Lfefted) Spati1l 

llOz, (I-hour)• 

1£Flll£D!SCRC£t1U11G USMiE 

h!IJ!.l•th Mialt fp1e-Source Urbe11 '1· llC, 1112 Simple Teepor1l (Lteited) 
( -llour) Complex {limited) 

SCRCCNlllli USAGE 

lolJl!fil Multiple-Source Urban 03, llC, llD2 Simple 
Sing 1 e-Source Rural SOz, CO, TSP Complex (limited) 

!!»! Multiple-Source Urbln 03. HC, CO, NOz Sfeple T91PC>ra1 
( l-110ur) , Silt Colllplex (Limited) 
{3- Ind 24-hour), 

SP 

• 0..11 ff Nllz ts Ultetl to be toU1 Illa. 
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TABLE II-3. SOME AIR QUALITY MODELS 

Generic Model Type 
Refined Usage 

Grid 
a. Region Oriented 

b. Specific Source Oriented 

Trajectory 
a. Region Oriented 

b. Specific Source Oriented 

Gaussian 
a. Long-tenn Averaging 

b. Short-tenn Averaging 

Refiner/Screening Usage 
Isopleth 

Screening Usage 
Rollback 

Specific Model Name 

SAi 
LIRAQ 
PICK 
EGAMA 
DEPICT 

DIFKIN 
REM 
ARTS IM 
RPM 
LAPS 

AQOM 
CDM 
CDMQC 
TCM 
ERTAQ* 
CRSTER* 
VALLEY* 
TAPAS* 

APRAC-lA 
CRSTER* 
HANNA-GIFFORD 
HI WAY 
PTMTP 
PTO IS 
PT MAX 
R.JVi 
VALLEY* 
TEM 
TAPAS* 
AQSTM 
CALINE-2 
ERTAQ* 

EKMA 
WHITTEN 

l IN EAR ROLLBACK 
MODIFIED ROLLBACK 
APPENDIX J 

ATDL 

* These models can be used for both long-term and short-term 
averaging. 
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and the models we identified in Chapters III and IV. Our discussion 
proceeds as follows: We first identify generic types of performance 
measures; we then catalogue some specific performance measures 
(describing them in detail in Appendix C}; and finally we match 
generic perfonnance measures to the issue/model/application combin­
ations presented in earlier chapters. 

We consider four generic performance measure categories: peak, 
station, area, and exp9sure/dosage. The first category contains 
those measures deriving from the differences between the predicted and 
observed concentration peak, its level, location and timing. The second 
category includes measures based on concentration differences between 
prediction and observation at specific measurement stations. Within the 
third category are contained those measures based on concentration 
field differences throughout a specified area. The fourth category 
includes measures derived from differences in population exposure and 
dosage within a specified area. 

Each of these generic performance measure categories requires 
successively greater knowledge of the spatial and temporal distribut; 0 n . 
of concentrations. We show in Figure 11-1 a schematic representation of 
several distinct levels of knowledge about regional concentrations. A 
similar schematic illustration appropriate for source-specific situations 
is shown in Figure II-2. Listed in Table 11-4 are the information require­
ments for the four categories. We also consider the relative likelihoods 
that reliable infonnation will be available supporting calculation of measures 
from each of the four categories. 

Three types of variations are recognized among performance measures: 
scalar, statistical, and pattern recognition. Those measures of the 
first type are based on a comparison of the predicted and observed 
values of a specific quantity: the peak concentration level, for 
instance. Those of the second type compare the statistical behavior 
(the mean, variance, and correlation, for example) of the differences 
between the predicted and observed values for the quantities of interest. 
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CONC£NTAATION 
FJELD 
C(x,y,t) 

.V.S U R£J'l:ll'T ST A Tl ON 
COHCEHTRATIOHS 
C1(:itf'y1 ,t) 

FIGURE II-1. VARIOUS LEVELS OF KNOWLEDGE ABOUT 
REGIONAL CONCENTRATIONS 

FIGURE II-2. VARIOUS LEVELS OF KNOWLEDGE ABOUT 
SPECIFIC-SOURCE CONCENTRATIONS 
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Generic 
Perfonnance 

Measure Type 

Peak 

Station 

Area 

Exposure/dosage 

TABLE 11-4. GENERIC PERFORMANCE MEASURE 
INFORMATION REQUIREMENTS 

Infonnation Required 

Predicted and measured concentration peak (level, 
location. and tiiE). i.e., 

CP(xp,yp,t~)Pred •• Meas. 

Predicted and measured concentrations at specific 
stations.(te1q>oral history), i.e., 

c1Cx1,y,.t)Pred.,Meas. • 1 ~ i ~ N stations 

Predicted and measured concentration field within 
a specified area (spatial and teiq>oral history), 
i.e., 

C(x.y.t)Pred.,Meas. 

Both the predicted and measured concentration 
field and the predicted and actual population 
distribution within a specified area (spatial 
and teq>oral history), i.e •• 

C(x,y,t)Pred •• Meas. 

C(x,y.t)Pred.,Actual 
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Measures of the final type are useful in triggering 11 pattern recognition, 11 

that is, providing qualitative insight into model behavior, transforming 

. concentration "residuals" (the differences between predicted and observed 
values) into forms that highlight certain aspects of model performance. 

To illustrate the types of variations found in each generic 
perfonnance measure category, we present Table 11-5. Some typical 
examples are included for each category/variation combination. In 
Section D of this chapter, a number of specific performance measures 
are listed •. Examined in detail in Appendix C, they are classified 
according to the scheme presented here. 

For reasons we examine in this chapter, perfonnance measures may 

be associated with the issue classes. We match issue with measure in 
Table II-6, indicating where their calculation might be of use. Note 
that NSR and PSD are both part of the preconstruction review process 

for a new source. 

Al so, we may match measures to model type, as is shown in Table I 1-7. 
This we do based on differences among model types in their ability to cal­
culate each of the measure types. Isopleth, rollback and box models, for 
instance, provide insufficient spatial resolution for calculation of station, 
area or exposure/dosage measures. Likewise, long-term averaging Gaussian 
mode1s lack sufficient temporal resolution to permit calculation of exposure/ 
dosage measures. 

Several important conclusions are reached in this chapter about the 
suitability for use of each of the four measure types: 

> Performance measures relying on a comparison of the 
predicted and "true" peak concentrations may not be 
reliable in all circumstances, since measurement networks 
can provide only the concentration at the station record­
ing the highest value, not necessarily the value at the 
"true" peak. 
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TABLE II-5. TYPES OF VARIATIONS AMONG GENERIC 
PERFORMANCE MEASURE CATEGORIES 

~eric Perfonnanct 
flltasure C•tegory 

SU ti on 

Arei 

Types of 
Y1 .. 1ations 

Sc11ar 
P1ttem 
Recognition 

S«lar 

Stathttc1\ 

P1ttem 
Recognf tfon 

S«lu· 

suttstic•l 

P1ttern 
Recogn1 tf on 

Scalar 

Sut1stica 1 

Pattern 
Aecognitfon 

Typical Eu111>le 

Concentration resl.,11• 1t the peak. 
flap showing locations 1nd values of •uf­
one-hour-uerage concentrations for eacll llour. 

Concel'ltr.tion residual at the statioa •asuring 
the highest value. 

Ekllttted value, variance and correlation totf· 
ficient of the t'tSiduals for the 1111deling day 
It • parttcular measurement 1t1t1on. 
At the t1• of the peat (event-related), the 
ratio of the residual 1t the station hiving 
the llfghest value to the 1verage of the resi­
du1ls 1t the other station sites (this cen 
indicate whether the 110del performs better near 
the peak tll&n 1t does tllrougllout the rest of 
the llOde 1 ed regf on) • 

Difference in tile fraction of the modeled area 
fn wllicll tile NAAQS are exceeded. 

At the tf• of tlle petk. differences 1n Ult 
1re1/concentr1tion frequency distribution. 

for each 111Ddeled hour, isopleth plots of the 
gt'ound-level residual field. 

Oifferencu 1n the llUllMr of penon-lloun of 
exposure to concentrations greater than the 
NAAQS. 
Differences in the exposure concentration fre­
quency distrlPutlon. 
for the entire 1110deled d&y. an isopleth plot 
of the ground Jewel dosage residuals. 

• ReUdual: The difference between "predicted" and "observed.• 
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TABLE II-6. PERFORMANCE t1EASURES COt1r10NL Y 
ASSOCIATED WITH SPECIFIC ISSUES 

Perfol'llllnce Measure T_ype 

hsur PHt. Stat1on Area Ex!!QS ure l Dou !I! 

Multiple-source 

SIP/C I I I I 

AQIF I I I 

Spec1f1c-source 

PSD x I I 

NSR I I x 
OSR I I 

£IS/R I I I I 

LIT I I I 

TABLE II-7. PERFORMANCE MEASURES THAT CAN BE 
CALCULATED BY EACH MODEL TYPE 

Model 

Performance tle1sure Trpe 
Exposure/ 

Peak Stltlon Area Dosage 

Ref1 ned usage 
lir1 d 

Region oriented X 
Specific source oriented I 

Trajectory 
Region oriented X 
Specific source oriented X 

&ausstln 

long-term averaging 
Short-term averaging 

Refined/screening usage 

It 
I 

Isopleth I 

Screening usage 

Rollback I 

Box I 
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> Perfonnance measures relying on a comparison of the 
predicted and "true" concentration fields may not be 
computationally feasible since neither predicted nor 
"true" concentration fields are always resolvable, 
spatially or temporally. 

> Perfonnance measures based upon a comparison of predicted 
and "true" exposure/dosage, though they are appealing 
because of their ability to serve as surrogates for the 
hea1t~ effects experienced by the populace, may not be 
computationally feasible because of the difficulty in 
measuring the "true" population distribution and the 
"true" concentration field. (We do suggest in Chapter VI 
and Appendix O, howe~er, one means by which health effects 
considerations can be accounted for implicitly.) 

-
> Performance measures based upon a comparison of the 

predicted and observed concentrations at station sites 
in the measurement network may be of the greatest practical 
value. 

4. Sunmary of Chapter VI (Performance Standards) 

The central purpose of this report is to suggest means for setting 
performance standards for air quality dispersion models. In this 
chapter we reach this goal. Our discussion proceeds as follows: First. 
we identify five key attributes of desirable model perfonnance, evaluating 
how their relative importance varies depending on the issue addressed and 
the pollutant/averaging time considered; then we propose specific perfor­
mance measures appropriate for use in testing for the presence of these 
attributes; and finally we suggest rationales on which to base the setting 
of formal standards. Having reconmended for use a list of performance mea­
sures and standards, we deal with two additional issues: interpretation 
of the values of the measures, which we illustrate by means of a sample 
case study, and promulgation of formal performance criteria, which we 
explore by proposing an outline of a draft standard. 
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The five attributes of desirable model perfonnance are defined as 
follows: accuracy of the peak prediction, absence of systematic bias, 
lack of gross error, temporal correlation, and spatial alignment. Though 
they are interrelated, each of the five performance attributes is distinct. 
Consequently, we must employ different kinds of perfonnance measures to 
detennine the presence or absence of each. We list in Table 11-8 the 
objectives of each type of perfonnance measure. 

TABLE II-8. PERFORMANCE MEASURE OBJECTIVES 

Perfonnance 
Attributes Objective of Perfonnance Measures 

Accuracy of the 
peak prediction 

Absence of 
systematic bias 

Lack of gross 
error 

Temporal 
correlation 

Spatial alignment 

Assess the model's ability to predict the concentra­
tion peak (its level, timing and location) 

Reveal any systematic bias in model predictions 

Characterize the error in model predictions both at 
specific monitoring stations and overall 

Determine differences between predicted and observed 
temporal behavior 

Uncover spatial misalignment between the predicted 
and observed concentration fields 

We classify the difference between bias and error by means of the 
following example. Suppose when we compare a set of model predictions 
with station observations, we find several large positive residuals {pre­
dicted minus observed concentrations) balanced by several equally large 
negative residuals. If we were testing for bias, we would allow the 
oppositely signed residuals to cancel. A conclusion that the model dis­
played no systematic bias therefore might be a justifiable one. On the 
other hand, were we testing for gross error, the signs of the residuals 
would not be considered with oppositely signed residuals no longer allowed 
to cancel. Because the absolute value of the residuals is large in our 
example, we might well conclude that the model predictions are subject to 
significant gross error. 
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Which of these perfonnance attributes, however, is most important? 
This question has no unique answer, the relative importance of each 
attribute depending on the type of issue the model is being used to address 
and the type of pollutant under consideration. In order to relate attri­
bute importance to application issue in a more convenient manner, we pre­
sent in Table 11-9 a matrix of generic issues (as defined earlier in this 
report) and problem type. For each combination we indicate an "importance 

. categQry." We define the three categories based on how strongly we insist 
that model performance be judged acceptable for the given problem type. 
For Category 1, we require that the performance attribute must be present 
(the problem type is of prime importance). For Category 2, the attribute 
should be present but, if it is not, some leeway ought to be allowed, per­
haps at the discretion of a reviewer (although the attribute is of consider­
able importance, some degree of "mismatch" may be tolerable). For Category 3, 
we are not insistent that the performance attribute be present, though we 
state that as being a desirable objective (the attribute is not of central 
importance). The reasoning behind the entries in this table is complex. 
For this reason, we urge the reader to consult the detailed discussion in 
Chapter IV Section C. 

TABLE II-9. IMPORTANCE OF PERFORMANCE ATTRIBUTES BY ISSUE 

Importance of Perfonnance Attribute* 
Perfonnance Attribute SIP[C AQMP PSD NSR OSR EIS/R LIT 

Accuracy of the peak 1 1 1 1 2 1 1 
prediction 
Absence of systematic 1 1 1 1 1 1 1 
bias 
Lack of gross error 1 1 l 1 l 1 l 

Temporal correlation 2 2 3 3 3 3 3 

Spatial alignment 2 2 1 3 3 3 3 

* Category 1 - Perfonnance standard must always be satisfied. 
Category 2 - Performance standard should be satisfied, but some leeway 

may be allowed at the discretion of a reviewer. 
Category 3 - Meeting the performance standard is desirable but failure 

is not sufficient to reject the model; measures dealing 
with this problem should be regarded as "infonnationa1.• 
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The relative importance of each performance attribute also is dependent 
on the type of pollutant being considered and the averaging time required 
by the NAAQS. If a species is subject to a short-term standard, for 
instance, model peak accuracy and temporal correlation might be of con­
siderable concern, depending on the issue being addressed. However, if 
the species is subject to a long-term standard, neither of these are of 
appropriate form. We indicate in Table ll-10 a matrix of the problem types 
and pollutant species. We rank each combination by the same importance 
categories we used earlier in Table 11-3. 

Conceivably, a conflict might exist between the ranking indicated 
by the issue and the pollutant matrices in Tables 11-9 and 11-10. We 
would resolve the conflict in favor of the less stringent of the two 
rankings. 

Having identified the problem types of interest, we then suggest 
specific perfonnance measures for use. Our recommended choice of perfor­
mance measures is based upon the following criteria: 

> The measure is an accurate indicator of the presence of a 
given problem type. 

> The measure is of the "absolute" kind, that is, specific 

standards can be set. 
> "nl~ s~~tion measures should be considered for use in 

setting standards.* (This is more an "unavoidable" choice 

than C\ 
11 preferred 11 one.) 

Based on these criteria, we recommend the set of measures described 

in Table II-11. The use of ratios (Cpp/CPm andµ, for example) can intro­
duce difficulties: They can become unstable at low concentrations, and the 
statistics of a ratio of two random variables can become troublesome. Never­
theless, when used properly their advantages can be offsetting. For example, 
the use of Cpp/CPm instead of CP-Cm) permits a health effects rationale to be 
used in recommending a performance standard (see a later discussion). 

*~!ote the caveat on pages VI-18 and IJI-19, with respect to point source arplications. 
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We draw a distinction between those measures that are of general 
use in examining mod~l perfonnance and the much smaller subset of measures 
that are most amenable to the establishment of explicit standards. Many 
measures can provide rich insight into model behavior, but the infonna­
tion is conveyed in a qualitative way not suitable for quantitative 
characterization (a requisite for use in setting performance standards). 

TABLE 11-10. IMPORTANCE OF PERFORMANCE ATTRIBUTES BY POLLUTANT AND AVERAGING TIME 

!!J!!rtlnce of Perfor91nco Attrfllute* 

Pollutants w1tll 
'911ut111t1 wftll Sllort-tara Stalldlrds Long-ten11 St1nd1!:111 

ferformace oJ- co- lllfC- 50z lllz to TS,_ SOz** IOz- TSP SOz 
Attribute [1 flour} I (1 llourJ 'J llour} U hour} ~ (I !lour} (24 llourl (Z4 llourl (1 mrl (1 .l!trl ,, narl 

Accurecr of tM 1 1 1 1 1 l J J 
fJMl prod1cttoa 
Mllel!Ceof 1 1 1 1 
Qn.ltfc lltu 

Leet of ll"DSS 1 1 . .,..,. 
T111POr11· 
corn laUon 

2 z z 1 z J J l/Att I/A I/A 

S,.tt11 z z z z z 2 2 2 z 
111.-.t 

• CltegDry 1 - Perfonunce n.1ndard •St be 11ttsfted. 
category 2 - Perfonnance sl1nd1rd should be utfsffed, llut some leeway •1 be allowed at tlle dtscretton of 1 revtewer. 
Cltegory J - Meeting tlle perfonaance standard fs destr1bl1 but faflure fs not sufffcfent to reject tlle llOdel. 

t llD sllort-tel'9 10z stancllrd currently exists. 
I Aweragfng tilltS required by tlle llAAQS are tn parenthesel. 

- PrfNI')' standards. 
tt 'Ille perfo1"111nc1 attrttiute ts •t .,,uu111e. 

11-18 



TABLE 11-11. MEASURES RECOMMENDED FOR USE IN SETTING MODEL PERFORMANCE STANDARost 

Perfonnance 
Attribute 

Accuracy of the 
peak prediction 

Absence of 
systematic bias 

Lack of gross 
error 

Temporal cor­
relation* 

Spatial alignment 

Performance Measure 

Ratio of the predicted station peak to the measured station 
(could be at different stations and times) c ;c 

Pp Pm 

Difference in timing of occurrence of station peak* 
t:.t 

p 

Average value and standard deviation of the mean deviation 
about the perfect correlation line normalized by the average 
of the predicted and observed concentrations, calculated for 
all stations during those hours when either the predicted or 
the observed values exceed some appropriate minimum value­
(possibly the NAAQS) 

Average value and standard deviation of the absolute devia­
tion about the perfect correlation line nonnalized by the 
average of the predicted and observed concentrations, calcu­
lated for all stations during those hours when either the 
predicted or the observed values exceed some appropriate 
minimum value (possibly the NAAQS) 

(lill. o 1-1) 
µ OVERALL 

Temporal correlation coefficients at each monitoring station 
for the entire modeling period and an overall coefficient 
averaged for all stations 

rt.' rt • 
1 OVERALL 

for l ~ i ~ M monitoring stations 

Spatial correlation coefficients calculated for each modeling 
hour considering all monitoring stations, as well as an over­
all coefficient average for the entire day 

r , r 
Xj XovERALL 

for 1 ~j ~N modeling hours 

* These measures are appropriate when the chosen model is used to consider questions 
involving photochemically reactive pollutants subject to short-tenn standards. 

t There is deliberate redundancy in the performance measures. For example, in 
testing for systematic bias, 1J and er, are calculated. The latter quantity 
is a measure of "scatter" about the p~rfect correlation line. This is also an 
indicator of gross error and could be used in conjunction with l~I and o-. 

• i,i 
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These "measures," often involving graphical display, really are tools 
for use in "pattern recognition." They display model behavior in 
suggestive ways, highlighting 11 patterns 11 whose presence reveals much 
about model perfonnance. Several examples of such "measures" are 
isopleth contour maps of predicted concentrations estimates of 
"observed" ones, isopleth contour maps of the differences between the 
two, and time histories of predicted and observed concentrations at 
specific monitoring stations. 

Although we focus on station measures for use in setting model per­
formance standards, we do not suggest that the calculation of perfonnance 
measures be limited to such measures. Many other measures should be used 
where appropriate. The data should be viewed in as many, varied ways as 
possible in order to enrich insight into model behavior. We suggest a 
number of useful measures both in Chapter V and Appendix C. 

Having identified specific measures for use, we consider four rationale~ 
for setting appropriate standards. The rationales, along with a statement 
of their guiding principles, are shown in Table II-12. We discuss each in 
detail in Appendix D. 

The four rationales differ in their ability to consider each of the 
five problem types. Shown in Table 11-13 are the types of problems 
addressable by measures whose standards are set by each of the rationales. 
Only the Pragmatic/Historic rationale is of use in addressing all problem 
types; the other three are of use principally in defining the level of 
performance required in predicting values at or near the concentration 
peak. In Table 11-14-we associate each rationale with those issues 
for which its use is appropriate. 

We select in the following ways from among the alternative rationales. 
Hoping to avoid introducing a procedural bias, we first eliminate the 
Guaranteed Compliance ·rationale from further consideration. Then, 
because the Health Effects rationale is better suited for use in setting 
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TABLE II-12. 

Rationale 

Health Effects 

Control Level 
Uncertainty 

Guaranteed Compliance 

Pragmatic/Historic 

POSSIBLE RATIONALES FOR SETTING MODEL 
PERFORMANCE STANDARDS 

Guiding frinciple 

The metric of concern is the area-integrated cum­
ulative health effects due to pollutant exposure; 
the ratio of the metric's value based on predic­
tion to its value based on observation must be 
kept to within a prescribed tolerance of unity. 

Uncertainty in estimates of the percentages of 
emissions control required must be kept within 
certain allowable bounds. 

Compliance with the NAAQS must be "guaranteed"; 
all uncertainty must be on the conservative side 
even if this approach means introducing a syste­
matic bias. 

In each new application, a model should perfonn 
at least as well as the "best" previous perfor­
mance of a model in its generic class in a sim­
ilar application; until such a historical data 
base is complete, other more heuristic approaches 
may be applied. 
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TABLE 11-13. PERFORMANCE ATTRIBUTES ADDRESSABLE USING 
PERFORMANCE STANDARD RATIONALES 

Perfonnance Health* Control Level* Guaranteed Pragmatic/ 
Attribute Effects Uncertainty Compl;ance Historic 

Accuracy of the x x x x 
peak prediction 
Absence of x 
systematic bias 
Lack of gross x x x 
error 
Temporal x 
correlation 
Spatial alignment x 

* These are most suited for photochcrnically reactive pollutants subject 
to short-tenn standards. 

TABLE 11-14. ASSOCIATION OF RATIONALES WITH.GENERIC ISSUES 

Issue Categor~ 
Multi~le-Source Seec i fi c-Source 

Rationale SIP/C A~P PSD NSR OSR EIS/R 

Health Effects x x x x x 

Control level x x x x x 
Uncertainty 

Guaranteed x x x x x 
Compliance 

Pragmatic/ x x x x x x 
Historic 
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standards for peak measures, we choose to use it only in that way. As is 

clear from Table 11-13, we presently have no alternative but to apply 
the Pragmatic/Historic rationale for those measures de?igned to test 
for systematic bias and gross error as well as to evaluate temporal 

correlation and spatial alignment. 

Where we invoke the Pragmatic/Historic rationale as justification 
for selecting specific standards, we also state the specific guiding 
p--inciples we follow. We sumnarize those here: 

> When the pollutant being considered is subject to a short­
term standard, the timing of the concentration peak may be 
an important quantity for a model to predict. This is parti­
cularly true when the pollutant is also photochemically 
reactive. We state as a guiding principle: "For photochem­
ically reactive pollutants, the model must reproduce reason­
ably well the phasing of the peak." For ozone an acceptable 
tolerance for peak timing might be ±1 hour. 

> The model should not exhibit any systematic bias at concen­
trations at or above some appropriate minimum value (possibly 
the NAAQS) greater than the maximum resulting from EPA-allowable 
calibration error in the air quality monitors. We would 
consider in our calculations any prediction-observation pair 
in which either of the values exceed the pollutant standard. 

> Error (as measured by its mean and standard deviation) should not 
be significantly different from the distribution of differences 

resulting from the comparison of an EPA-acceptable monitor 
with an EPA reference monitor. The EPA has set maximum 
allowable limits on the amount by which a monitoring technique 
may differ from a reference method (40 CFR § 53.20). An "EPA­
acceptable monitor" is defined here to be one that differs from 
a reference monitor by up to the maximum allowable amount. 

> Predictions and observations should app~ar to be highly cor­
related at a 95 percent confidence level, both when compared 
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temporally and spatially. We can estimate the minimum allow­
able value for the respective correlation coefficient by using 
a t-statistic at the appropriate percentage level and having 
the degrees of freedom appropriate for the number of prediction­
observation pairs. 

The guiding principles noted above are plausible. ones, though in 
some cases they are arbitrary. As a "verification data base" of 
experience is assembled, historically achieved performance levels may 
be better indicators of the expected level of model performance. 
Standards derived on this more pragmatic basis may supplant those 
deriving from the "guiding principles" followed in this report. 

Our recon111ended choice for use, when possible, in establishing peak­
accuracy standards is a composite one, combining the Health Effects and 
Control Level Uncertainty rationales. Were a model to overpredict the 
peak, a control strategy based on its prediction might be expected 
to abate the health impact actually occurring, though with more control 
than actually needed. If the model underpredicted, however, the control 
strategy might be "underdesigned," with the risk existing that some of the 
health impact might remain unabated even after control implementation. 
The penalty, in a health sense, is incurred only when the model underpre­
dicts. The Health Effects rationale then is one-sided, helping us set 
performance standards only on the "low side.• 

On the other hand, the Control Level Uncertainty rationale is 
bounded "above" and "below", that is, its use provides a tolerance 
interval about the value of the measured peak concentration. For a 
model to be judged acceptable under this criterion, its prediction of 
the peak concentration would have to fall within this interval. Model 
underprediction could lead to control levels lower than required, but 
residual health risks. Overprediction, on the other hand, could lead 
to abatement strategies posing little or no health risk but incurring 
control costs greater than required. 
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For the above reasons, we suggest that the Control Level Uncer­
tainty rationale be used to establish an upper bound (overprediction) 
on the acceptable difference between the predicted and observed peak. 
We would choose the lower bound (underprediction) to be the interval 
that is the minimum of that suggested by the Health Effects and 
Control Level Uncertainty rationales. 

We list our recommendations in Table II-15, noting the possibility 
that the reconmended rationales may not be appropriate in all applications 
for all pollutants. Whether health effects would be an appropriate con­
sideration when considering TSP, for instance, is unclear. The Health 
Effects rationale, as defined in Appendix 0, is best suited for use in 
urban applications involving short-term, reactive pollutants. In those 
circumstances when the HE or CLU rationales are not suitable, we suggest 
the Pragmatic/Historic rationale. 

We summarize in Table II-16 our list of recommended performance 
measures and standards. In it, we associate performance attribute 
and standard. To further describe the standard, we state the type of 
rationale used and the guiding principle followed, as well as providing 
sample values that are appropriate for the sample case we consider 
in this chapter. 

We also discuss two supplementary subjects. First, we illustrate 
how performance measure values may be interpreted py describing a 
sample case based on use of the SAI Airshed Model in simulating the 
Denver Metropolitan region Then, we consider means by which model 
performance criteria may be promulgated, suggesting an outline for a 
draft standard. 

Thus we conclude this chapter and the report. We note in closing 
that the performance subject itself is by no means exhausted. Many 
areas remain to be explored in greater detail, all warranting considerable 

additional effort. 
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TABLE II-15. RECOM-1ENDEO RATIONALES FOR SETTING STANDARDS 

Perfonnance 
Attribute 

Accuracy of peak 
prediction 

Absence of 
sytema tic bi as 

Lack of gross 
error 

Temporal cor­
relation 

Spatial aligrunent 

Recomnended Rationale 

Health Effects* (lower side/underprediction) 
Control Level Uncertainty* {upper side/overprediction) 

Pragmatic/Historic 

Pragmatic/Historic 

Pragmatic/Historic 

Pragmatic/Historic 

*These may not be appropriate for all regulated pollutants in all applica­
tions. When they are not, the Pragmatic/Historic rationale should be 
employed. They are most applicable for photochemically reactive pol­
lutants subject to a short-tenn standard (03 and NOz, if a 1-hour 
standard is set). 
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TABLE II-16. SUMMARY OF RECOMMENDED PERFORMANCE MEASURES AND STANDARDS 

Perfonnance 
Attribute 

Accuracy of the 
peak pr~iction 

Absence of 
systematic bias 

Lack of gross 
error 

Temporal correla­
tion* 

Spatial aligrvnent 

Perfonnance of Measure 

Ratio of the predicted 
station peak to the 
measured station peak 
(could be at different 
stations and times) 

TYFe of Rationale 

Health Effectst. 
(lower side) C(Jtl­

bi ned with Control 
Level Uncertainty 
{upper side) 

Perfonnance Standard 

Guiding Principle 

Limitation on uncertainty 
in aggregate health 
impact and pollution 
abatement costst 

Cpp/CPrn 

Difference in timing of 
occurrence of station 
peak* 

Pra!P'latic/Historic Model must reproduce 
reasonab iy we 11 the 
phasing of the peak, 
say, tl hour 

Average value and standard Pragmatic/Historic 
deviation of mean devia-
tion about the perfect 
corre 1 at ion line norrna 1-
i zed by the average of the 
predicted and observed con­
centrations, calculated for 
all stations during those 
hours when either predicted 
or observed values exceed 
some appropriate minimum 
value (possibly the NAAQS). 

{ii• o-) 
~ OVERALL 

Average value and Stan- Pr1~tic/Historic 
dard deviation of absolute 
inean deviation about the 
perfect correlation line 
normalized by the average 
of the predicted and 
observed concentrations, 
calculated for all sta-
tions durinQ those hours 
when either predicted or 
observed va 1 ues exceed some 
apµropriate minimum value 
(possibly the NAAQS) 

(liiJ. 01 ·) 
1T1 OVERALL 

Temporal correlation coef- Pragmatic/Historic 
ficients at each monitor-
ing station for the entire 
modeling period and an 
overall coefficient for 
al 1 stations 

rt • rt 
1 OVERALL 

for 1 s. i s. M monitoring 
stations 

Spatial correlation coef- Pragmatic/Historic 
ficients calculated for 
each mode 1 i ng hour con-
sidering all monitoring 
stations, as well as an 
overall coefficient for 
the entire day 

rxj • rxOVERAl.l 

for 1 s. j s. N model 1ng 
hours 

No or very little systematic 
bias at concentrations (pre­
dictions or observations) at 
or above some appropriate 
ininimurn value (possibly the 
NAAQS); the bi as shou1 d not 
be worse than the ma xi mum 
bias resulting from EPA­
allowable monitor calibra­
tion error (-8 percent is 
a representative va 1 ue for 
ozone); the standard devia­
tion should be less than or 
equal to that of the differ­
ence distribution of an EPA­
acceptab 1 e 1110ni tor** com­
pared with a reference inoni­
tor. ( 3 pphm is represent~ -
tive for ozone at the 95 
percent confidence level) 

For concentrations at or 
above some appropriate 
minimum value (possibly 
the NAAQS), the error 

; (as ineasur~ by the overall 
· values of !Ill and o l;-1 l 

should be indistinguishable 
from the differe,,ce result­
ing from comparison of an 
EPA-acceptab 1 e monitor with 

' a reference monitor 

At a 95 percent confidence 
level, the temporal pro­
file of predicted and 
observed concentrations 
should appear to be in 
phase (in the absence of 
better information, a con­
fidence i nterva 1 may be 
convert~ into a minimum 
allowable correlation 
coefficient by using an 
appropriate t-statistic) 

At a 95 percent confidence 
level, the spatial distri­
bution of predicted and 
observed concentrations 
should appear to be cor­
relateC: 

Sample Value 
(Denver Example) 

cP 
80 ~ r ~ 150 percent 

Pm 

~ 1 hour 

No apparent bias at 
ozone concentrations 
above 0. 06 ppm 
(see Table Vl-12 and 
Figures Vl-5 and Vl-6 
for further details) 

NO excessive gross 
error (see Table 
Vl-12 and Figures 
Vl-5 and VI-6 for 
further details) 

For each moni ~ori ng 
station, 

0.69 s. rt. s. 0.97 
1 

Overall, 

rt • 0.88 
OVERALL 

In this example a 
value of r 2. 0.53 is 
significant at the 
95 percent confidence 
level 

For each hour, 

-0.43 "- r s. 0.66 
Xj 

Overall;· 

r • 0.17 
XovERALL 

In this example a 
va 1 ue of r 2. 0. 71 is 
significant at the 95 
percent confidence 
level 

* These measures are appropriate when the chosen model is us~ to consider questions involving photochemically reactive 
pollutants subject to short-term standards. 

t These may not be appropriate for all regulat~ pollutants in all applications. When they are not the Pragmatic/ 
historic rationale should be employed. 

**The EPA has set maximum allowable limits on the amount by which a inonitoring technique may differ from a reference 
method. An "EPA-acceptable monitor" is defined here to be one that differs from a reference monitor by up to the 
maxi111J111 allowable amount. 
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III ISSUES REQUIRING MODEL APPLICATION 

Air pollution models have been developed over a period of years, not 
always in response to specific needs. While convenience and availability 
(rather than strict suitability) often motivated their use in particular 
applications, certain classes of models have come to be associated with 
certain classes of applications. For this reason, it is helpful to view 
the setting of model perfonnance measures and standards within that issue­
specific context. This chapter is intended to provide an issues framework 
within which the application of air pollution models can be viewed. First, 
an overview is provided, highlighting important aspects of air pollution 
law. By means of this discussion, generic issues are identified. Then, 
these issues are examined and their implications for model applications 
explored. 

A. A PERSPECTIVE ON THE ISSUES 

Basic air pollution law in this country has been enacted at the fed­
eral level, although many important legal variants exist among states and 
localities. The passage of legislation, however, is often just a first 
step. Usually, only broad authority is granted in the original law. It 
remains to the federal agency thus chartered by the Congress to set the 
specific regulations implementing the law. These are then promulgated, 
becoming an additional part of the Code of Federal Regulations {CFR}. 
Notice is provided of such an action by publication in the Federal Register 
{FR). When disagreements exist over the degree to which the promulgated 
regulations mirror the intent of the original 1aw, civil suits may be brought 
in court to resolve disputes. Judgments in such suits can and have had 
important effects on the CFR. In the remainder of this section we will 

explore briefly the body of air pollution law, from enabling legislation to 

promulgation of regulations in the CFR. 
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1. Federal Air Pollution law 

Basic federal law is contained in the United States Code (USC). It 
is divided into "Titles" which are themselves divided into "Sections." 
Groups of sections fonn "Chapters." Title 42 of the USC (usually denoted 
as 42 USC) is entitled "The Public Health and Welfare." It contains the 
basic law pertaining to air pollution: Chapter 158 entitled "Air Pollution 
Control" and Chapter 55 entitled "National Environmental Policy.". 

The Clean Air Act is contained in Section 1857 of Title 42 (within 
Chapter 158) and is referenced by the notation 42 USC §1857. Originally 
enacted in 1963, it has since been amended a number of times.· The most 
notable changes occurred with the passage of the Clean Air Act Amendments 
of 1970 and 1977, the fonner of which, among other things, created the 
Environmental Protection Agency (EPA), authorized the setting of national 

·.ambient air quality standards (NAAQS) and required the development of state 
implementation plans (SIPs) for the attainment of compliance with the NAAQS. 
After passage by the Congress and signature by the President, a bill con­
taining such amendments or providing for new portions of the USC becomes 
a part of the public law and is referred to both by the Congressional ses­
sion and a passage sequence number. The 1970 Amendments, for exa111>le, are 
referred to as Public Law 91-604. For reference, the 9lst Congress convened 
for the two years from January 1969 to January 1971. 

The other legislation most heavily affecting air pollution law is the 
National Environmental Policy Act (NEPA) of 1969 {Public Law 91-190), which 

,amended Chapter 55 (National Environmental Policy) of Title 42. In its 
··primary features, the act created the Council on Environmental Quality 
reporting to the President and mandated the preparation of environmental 
impact statements (EISs) for "major Federal actions significantly affecting 
the quality of the human environnent. 0 These are required for federal agency 
actions and for projects supported "in whole or in part" with federal finan­
cing. The NEPA is found in 42 USC §4321, 4331 to 4335, 4341, and 4341 to 4347. 
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2. The Code of Federal Regulations 

Implementation of federal law is accomplished by promulgation of 
specific regulations, the body of which is contained in the Code of Fed-
eral Regulations. The CFR is divided into 11Titles 11 (not the same as those 
in the USC), which are themselves subdivided into "Chapters, 11 "Subchapters, 11 

and "Parts.'' All federal regulations pertaining to air pollution are con­
tained in Title 40 which is called 11 Protection of the Environment." The 
formal organization of 40 CFR is shown in Exhibit III-1. Note that Title 40 

contains no Chapters II and III. 

Subchapter C, 11 Air Programs, 11 is expanded in that exhibit to include 
11 Part 11 subheadings as is Chapter V, "Council on Environmental Quality. 11 

The following parts within Chapter I are of particular importance. In Part 
50 the primary and secondary NAAQS are set for sulfur dioxide, particulate 
matter, carbon monixide, photochemical oxidants, hydrocarbons, and nitrogen 
dioxide. In Part 51 requirements are stated for the development of SIPs. 
All State plans, whether approved or disapproved, are published in Part 52. 
In Part 60 the emissions standards are set for new and modified stationary 
sources. Further breakdown of these parts by section heading is provided 

in Appendix A. 

As originally conceived, SIPs were blueprints for achieving compliance 
with the NAAQS. As the regulations have evolved, however, they now require 
tbat SIPs now provide for air quality maintenance (AQM) once compliance 
has been achieved. SIPs are currently being revised according to the man­
dates of the 7 August 1977 Clean Air Act Amendments and are required to 
be reassessed periodically as to their ability to attain and maintain the 

NAAQS. 
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EXHIBIT 111-1. FORMAL ORGANIZATION OF CFR TITLE 40-­
PROTECTION OF ENVIRONMENT 

Chapter 1. Environmental Protection Agency 
Subchapter A - General (Parts 0-21) 
Subchapter B - Grants and Other Federal Assistance (Parts 30-49) 
Subchapter C - Air Programs (Parts 50-89) 

Part 50. National primary and secondary ant>ient air quality 
standards 

Part 51. Requirements for preparation, adoption, and sub­
mittal of implementation plans 

Part 52. Approval and promulgation of implementation plans 
Part 53. Ambient air monitoring reference and equivalent 

methods 
Part 54. Prior notice of citizen suits 
Part 55. Energy related authority 
Part 60. Standards of performance for new stationary sources 
Part 61. National emission standards for hazardous air 

pollutants 
Part 79. Registration of fuels and fuel additives 
Part 80. Regulation of fuels and fuel additives 
Part 81. Air quality control regions, criteria, and control 

techniques 
Part 85. Control of air pollution from new motor vehicles and 

new motor vehicle engines 
Part 86. Control of air pollution from new motor vehicles and 

new motor vehicle engines: certification and test 
procedures 

Part 87. Control of air pollution from aircraft and aircraft 
engines 

Part 88-89. [Reserved] 
Subchapter D - Water Programs (Parts 100-149) 
Subchapter E - Pesticide Programs (Parts 162-180) 
Subchapter F - [Reserved] 
Subchapter G - Noise Abatement Programs (Parts 201-210) 
Subchapter H - Ocean Dumping {Parts 220-230). 
Subchapter I - Solid Wastes (Parts 240-399) 
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Subchapter N - Effluent Guidelines and Standards (Parts 401-460) 
Subchapter Q - Energy Policy (Part 600) 

Chapter IV. Low Emissions Vehicle Certification Board (Part 1400) 

Chapter V. Council on Envirorvnental Quality (Parts 1500-1510) 
Part 1500. Preparation of environmental impact statement: 

Guidelines 
Part 1510: National oil and hazardous substances pollution 

contingency plan 
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Contained within SIPs are procedures for controling emissions from both 
mobile and stationary sources. Because of the size and age of the vehicle 
fleet, control of emissions from mobile sources is currently an important 
part of other SIP segments dealing with NAAQS compliance. As stricter auto­
motive emissions standards are achieved and older cars are removed from high­
ways through age attrition, stationary sources will contribute an increasing 
fraction of the total emissions inventory. Their importance thus increases 
in the AQM segment of the SIPs. 

The portion of 40 CFR relating to the review of applications for 
new or modified stationary sources is Section 51.18. There it is stated 
that "no approval to construct or modify will be granted unless the appli­
cant shows to the satisfaction of the Administrator that the source will 
not prevent or interfere with attainment or maintenance of any national 
standard. 11 The quote is a paraphrase 'of 151.18(a), as written in the 
California SIP (40 CFR 152.233(9)(3)). Several issues of practical impor­
tance derive from this section of 40 CFR. New source review (NSR) proce­
dures are thus required, with such stationary sources directed to meet 
new source perfonnance standards (NSPS) where stated in 40 CFR §60 or as 
detennined by the appropriate reviewing agency and to install appropriate 
pollution control equipment. Also. an important consequence of 40 CFR 
§51. 18 derives from its interpretation in urban areas currently in noncom­
pliance with the NAAQS. In most instances. the addition of a single, modestly 
sized, stationary source would be unlikely to affect regional peak pollutant 
concentration. Considered separately, an argument could be made that few new 
stationary sources violate the letter of §51.18. Taken in the aggregate, 
however, emissions from several new sources together could have serious ad­
verse effects on regional pollutant concentrations. To overcome this inter­
pretive difficulty, the EPA has employed the so-called offset rules (OSR). 
All new stationary sources in noncompliant urban areas are considered to be 
in violation of §51.18 unless the applicant can deltVlnstrate that a reduction 
in emissions from other sources and a reduction in the air quality impact of 
those emissions has been achieved to offset those produced by the proposed 
new source. 
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Another issue of importance in SIP development is the prevention of 
significant deterioration (PSD) of the air quality in areas currently in 
attainment of the NAAQS. Originally, 40 CFR contained no provision for 
consideration of PSD. A court suit, however, brought about a judgment 
that SIPs must address this issue. As a consequence, subsequent to May 31, 
1972, the EPA Administrator disapproved all SIPs not considering PSD. 
Standards for PSD were promulgated in § 52. 21, entitled 11 Signi ficant Deteriora­
tion of Air Quality." 

In addition to SIPs, environmental impact statements and reports 
(EIS/R) represent the other major class of planning documents fonnally 
required to address air quality issues. In Chapter V of 40 CFR, guidelines 
are provided for drafting EISs for major federal actions. They are required 
not only for projects undertaken solely by the federal government, but also 
for any major projects supported "in whole or in part" by federal financing. 
EISs were submitted to the CEQ for review. They are now, however, received 
and reviewed by the EPA. State and local agencies can also require for in­
dividual projects a fonnal statement of environmental impact. In California, 
for instance, such a statement is called an "Environmental Impact Report 11 

(EIR) and is filed pursuant to the California Environmental Quality Act (CEQA). 

Running throughout air pollution law is the basic right of legal appeal. 
Court suits have played an important part in shaping the body of the law. 
Portions of the authorizing statutes, the CFR, and many individual EIS/Rs 
have come under legal challenge. As a result, litigation (LIT) also re­
presents an important class of issues addressed by air pollution modelers. 

B. GENERIC ISSUE CATEGORIES 

In the previous section we have outlined many of the important features 
of air pollution law. A number of generic issues thereby have been ident­
ified. In this section we will summarize these generic issues, discuss each 
briefly, and then examine their implications for air pollution modeling. 
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In the next chapter we will match these issue categories with·a number of 
existing models, comparing application requirements with model capabilities. 

1. The Issues: The;r Classification 

The air pollution burden in a geographical area is the result of the 
canplex interaction of emissions fran all sources as they mix and disperse 
in the atmosphere, subject to prevailing influences of meteorology, solar 
irradiation, and terrain. The total pollutant concentrations experienced 
are a function of the effects of emissions from each of the mobile and 
stationary emitting sources, though that function is generally not a 
linearly additive one. Because the NAAQS are expressed in tenns of to~l 
allowable concentration levels and are applicable at any location to ~ich 
the public has access, implementation plans are inherently regional in 
perspective. There is a certain duality of focus in SIPs, however: While 
they detail plans for regional NAAQS canpliance and maintenance, they do so 
through curtailment of emissions from individual sources and source cate­
gories. Thus, while the focus is ultimately on regional effects, the environ­
mental impact of individual sources also must be considered. This is an 

explicit issue with new source review (NSR), for instance. As the number of 
sources to be considered decreases, the two perspectives--reg;onal and 
single source-specific--merge together. A case in point is the examination 
of the impacts of a few sources located fn a rural area, where prevention 
of significant deterioration (PSD) is an issue. 

From the discussion of air pollution law presented earlfer, we have 
isolated several specific issues, each falling into one of two distinct 
generic issue categories. The chief distinction between the two is not 
simply the difference between regional and source-specific perspective, for 
each individual source has both a regional and a localized downwind impact. 
Rather, the clearest distinction lies in the number of sources considered. 
Questions of regional NAAQS compliance and maintenance are multi-source 

·issues. NSR, on the other hand, primarily concerns a single source. Using 
such a distinction, the principal issues addressed by air quality planners 
are as follows: 
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> Multiple-Source Issues 
- SIP/C (State Implementation Plan/Compliance). The 

attainment of regional compliance with the NAAQS, 
as considered in the SIP. 

- AQMP (Air Quality Maintenance Planning). Regional 
maintenance of compliance with the NAAQS, as con­
sidered in the SIP. 

> Single-Source Issues 
- PSD (Prevention of Significant Deterioration). Limita­

tion of the amount by which the air quality can be de­
graded in areas currently in attainment of the NAAQS; 
this is considered in each SIP. 

- NSR (New Source Review). Pennit process by which appli­
cants proposing new or modified stationary sources must 
demonstrate that both directly and indirectly caused 
emissions are within certain limits and that the pollu­
tion control to be employed is performed with the 
appropriate technology; this is considered in each SIP. 

- OSR (Offset Rules). Interpretive decision by which all 
new or modified stationary sources in urban areas cur­
rently in noncompliance with the NAAQS are judged unac­
ceptable unless the applicant can demonstrate a plan for 
reducing emissions in exfsting sources and that a reduc­
tion in the air quality impact of these emissions has 
been achieved to offset those produced by the proposed 
new source; this decision has a strong impact on the 
stationary source permit process. 

- EIS/R (Environmental Impact Statement/Report). A state­
ment of impact required for major projects undertaken 
by the federal government or financed by federal funds (EIS), 
or a report of project impact required by state or local 

statutes ( EIR). 
- LIT (Litigation). Court suits brought to resolve disagree­

ment over any of the issues mentioned above or to secure 
variances waiving federal, state or local requirements. 
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The above seven issues are classified according to their most fre­
quently encountered fonn. We note that actual cases do not always confonn 
to the bounds of the generic issue categories as shown. An EIS, for 
instance, can have a regional perspective, as with the Denver Overview EIS 
recently completed for Region VIII of the EPA. Also, LIT can occasionally 
have effects on regional NAAQS compliance and maintenance. For example, PSD 
and AC1'P resulted from court suits. 

2. The Issues: Sane Practical Examples and Their Implications 
for Air Pollution Modeling 

Many practical examples can be found in which the issues identified 
above play an important role in planning. At this point, we will discuss 
some of the more important applications in which they are likely to be 

encountered. Modeling requirements can thus be identified. This discus­
sion will serve as a prelude to the examination of air pollution models 
presented in the next chapter. 

First, we consider the nature of multiple-source (H/S) issue appli­
cations. SIP/C and AQMP can focus both on urban areas as well as on large 
rural sources. Here we concentrate on the most frequently encountered 
applications, those in urban areas.· Encountered in such regions are both 
reactive pollutants [ozone (03), hydrocarbon {HC), and nitrogen dioxide 
(N02)] and relatively nonreactive pollutants [carbon mo~oxide (CO), sulfur 
dioxide (so2)*, :and total suspended particulates (TSP)]. There are a 
variety of different source types: point sources (power plants, refin­
eries, and large industrial plants, such as steel, chemical and manufac­
turing companies), line sources (highway, railroads, shipping lanes, and 
·airport runways)•. and area sources (home heating, 1 ight industrial users 
of volatile chemicals, street sanding, gasoline distribution facilities, 
and shipping ports). Mobile sources (cars, trucks, and buses} almost 
invariably can be aggregated into highway line sources. While a few 
cities with air pollution problems are located in complex terrain (Pitts­
burg, for example), most are situated in relatively flat or gently rolling . . 
terrain. Geographical features can play an-important part in regional air 
pollution (for instance, the ocean n(ar Los Angeles, the lake near Chicago, 
and the mountains near Denver). 

*Sulfur dioxide is slowly reactive: so2 + so4, aerosol. 
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Air pollution modeling in such circumstances has been used for several 
principal purposes. It has been useful in estimating the total amount of 
emissions cutback required to reach compliance with the NAAQS. Individual 
control strategies also have been assessed, both for SIP/C and AQMP. In­
sights from regional modeling have been useful in modifying and improving 
pollutant measurement network design. In Denver, for instance, use of the 
SAi Urban Airshed Model indicated for a particular model day the presence 
of an ozone (03) peak in a then-unmonitored area. Subsequent location of a 
temporary monitoring station at that site lead to the observation of o3 
readings in excess of any previously measured. Also, models have had an 
influence on transportation network design (the balance of freeways, arterials, 
and feeders) and modal split {the mix between personal and mass transit). 
Through the EIS/R process, individual projects (for example, the Interstate 
470 freeway and the construction of wastewater treatment facilities, both 
in Denver) have been examined using models to estimate air quality impact. 

Second, we consider the nature of stationary single-source (S/S) 
issues. Important applications occur in both urban and rural areas. These 
focus on the following: (1) SIP/C and the permit approval process for new 
or modified stationary sources and (2) the variance process for existing 
facilities. As for the first of these, SIP/C and the permit approval pro­
cess, all new or modified major S/Ss, urban and rural, are subject to NSR 
ftnd must meet NSPS and use the best available pollution control equipment. 
Also, both direct and indirect impact on air quality must be considered. 

In urban areas, major S/Ss might include proposed refineries, power 

plants, and industrial facilities, as well as shopping, employment, and 
recreational/sports centers. With the last of these, indirect effects are 
particularly important. Each draws appreciable numbers of automobiles, 

adding to local vehicle miles traveled (VMT) and increasing congestion and 
thus pollutant emissions. Also, automobile hot soak and some cold start 

emissions are concentrated in accompanying parking lots. 
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Urban S/Ss are dealt with in the SIP/C and pennit application process 
differently than are rural S/Ss. In urban areas in noncompliance with the NAAQS, 
OSR must be considered. The air pollution 110deler must be able not only to 
represent the regional and localized downwind impact of the new S/S but also 
to estimate the subtractive effect of reducing emissions from one or rore 
existing sources. 

Another difference between urban and rural areas has important signif­
icance for the modeler. In rural areas, the relatively nonreactive pollu­
tants (so2 and TSP) are often of greater interest than are the more reactive 
ones. Although the NOx emissions also produced at some point could gener­
ate, with the addition of HC, photochemically reactive pollutants, they are 
usually not of primary concern. In urban areas, the reactive pollutants 
(Ox, N02, and HC) must also be modeled. When the incremental effect of a 
S/S is being considered in an urban areas (OSR, as well), this distinction 
can have a strong effect on model choice. This is particularly true when an 
S/S emits Ox precursors such as NO , which power plants do, or HC, which . x 
refineries do. 

In rural areas, applications centering on energy development have been 
prominent in recent years, particularly in the northern and central Great 
Plains. The direct air pollution impact of these S/Ss would be produced by 
coal extraction (strip mining), conversion to natural gas, transport to 
energy production facilities if they are not on site (via unit train or 
slurry pipelines), or coal combustion in large power plants. Indirect impact 
would result from the construction of the above-mentioned facilities (new 
highways, provision for temporary construction crews) and the growth of nearby 
"boom" towns (housing for families of workers and the additional population 
increase required to provide cor11T1ercial and public services to workers). 

A complicating factor not confronted in nonattainment regions arises in 
attainment areas: PSD must be considered. No S/S or combination of them is 
pennitted to degrade significantly the air quality in nonpolluted rural areas. 
In each SIP such areas are identified. The modeler must be able to assess the 
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likelihood that an S/S will impinge on such areas to an unacceptable degree. 
Also, because pollutants from rural source~ are either inert or slow in 
reacting and because surface deposition, rainout, and washout often proceed 
at slow rates (depending on synoptic meteorology), atmospheric residence times 

are long for some pollutants such as the derivative products of so2. Trans­
port distances on the order of a thousand kilometers may not be unusual. The 
modeler must be able to account for pollutant transport and transformation 
on this temporal and spatial scale, if required. 

In both urban and rural areas, the owner of a S/S has the right to seek 
a variance temporarily excusing the source from provisions of the law, but 
not such as to cause a violation of the NAAQS. A number of reasons could 
motivate such a request. For a power plant, petroleum shortages could result 
in a need to burn high-sulfur fuel. For a refinery, petroleum storage and 
shipping needs might result in a variance request. Other reasons might include 
a need for an extension of the time required to comply with SIP control 
strategy requirements or for periodic po~lution control equipment maintenance 
or replacement. 

3. The Issues: A Prologue to the Next Chapter 

In this chapter, we have examined the body of air pollution law and 
identified two 9eneric issue categories: multiple-source issues and single­
source issues. Seven separate (though interrelated) types of issues were 
classified within that structure: SIP/C, AQMP, PSD, NSR, OSR, EIS/R, and 

LIT. 

We have examined some practical examples illustrating particular 
features of these issues as they manifest themselves in both urban and rural 
areas. We have also discussed some key implications that these issues have 
for air pollution modeling. This serves as an important prologue to the 
discussion of specific models undertaken in the next chapter. In that 
chapter we will match application requirements to model capabilities. The 
issues identified here will serve as the framework within which that dis­

cussion is carried out. 
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IV AIR QUALITY MODELS 

In the last chapter, we identified generic types of air quality issues. 
In this chapter, we define generic classes of models. Having done so, 
we match the two, identifying those issues for which each model may be a 
suitable analytical tool. We also describe the technical formulations 
and underlying assumptions employed in each generic model class, indicating 
some key limitations. 

The final choice of a model for use in addressing a particular issue 
can be made only by considering the characteristics of the proposed applica­
tion. To facilitate the comparison between model capabilities and applica­
tions requirements, we define a set of applications attributes. We then 
match the two, identifying for each generic model the combinations of 
application attribut~s for which it is suited. A related means for match­
ing model to application is described in EPA {l978a). 

In this chapter we attempt to specify the relationship between issues, 
models, and applications. Having done so, we then develop in Chapter V 

model performance measures appropriate to each issue/model combination of 
practical interest. This will set the stage for a discussion of requisite 
model performance standards in Chapter VI. 

In order to preserve generality, our emphasis in this chapter centers 
primarily on generic model categories rather than on specific air quality 
models. Certain benefits may be achieved thereby: General conclusions 
appropriate to an entire class of models may be stated without reference 
to any particular model, and extensive discussions of any observed differ­
ences between intended capabilities and technically achieved ones need not 
be conducted for each specific model. 
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Our central purpose in this report is to discuss means for setting 
model perfonnance standards. While not central to this, however, we do 
recognize a need to associate some specific models with our generic 
model categories. To assist in doing so, we examine in Appendix .B a number 
of air quality models. Though the list is not a complete one, a number of 
available models are examined in detail and tabulated according to several 
attributes. Among these are the following: level of intended usage 
(screening or refined), type of pollutant {reactivity, averaging time), 
degree of resolution (spatial and temporal), and certain site specifics 
(terrain, geography, as well as source type and geometry). 

We sU11111arize at the end of this chapter that part of Appendix B needed 
to associate specific models with our generic categories. No attempt is 

made in this chapter or in Appendix .B to screen models for technical accept­
ability nor is· any atten;>t made to be all-inclusive. Models are classified 
according to their intended capabilities rather than their technically achieved 
ones. Among the references we have drawn upon in gathering this infonnation 
are the following: Argonne (1977), EPA (1978b), and Roth et al., (1976), as 
well as several program users' manuals. 

A. GENERIC MODEL CATEGORIES 

In this chapter air quality models and prediction 111ethods are class­
ified into generic model categories. Here we describe the structure of 
the classification scheme employed, the full form of which is shown in 
Exhibit IV-1. Though many such schemes have been proposed (Roth et al., 
1976, and Rosen, 1977, for example), we identify three broad divisions: 
rollback, isopleth, and physico-chemical. We describe here each of these 
categories, mentioning technical fonnulation, general capabilities, and 
major limitations. In doing so, we draw upon material in Roth et al. (1976). 

1. Rollback Categorl_ 

Included in the first of these are all those prediction methods in 
which ambient pollutant concentrations are assumed to be directly (though 

IV-2 



not necessarily linearly) proportional to emissions, according to some 
simple relationship. Emissions control requirements are presumed propor­

tional to the amount by which the peak pollutant concentration exceeds 

the NAAQS. Linear rollback and Appendix J are examples of such methods. 

I. Rollback 

II. Isopleth 

III. Physico-Chemical 

A. Grid 

l. Region Oriented 
2. Specific Source Oriented 

B. Trajectory 

1. Region Oriented 
2. Specific Source Oriented 

C. Gaussian 
1. Long-Tenn Averaging 
2. Short-Tenn Averaging 

D. Box 

EXHIBIT IV-1. GENERAL MODEL CATEGORIES 

Because atmospheric processes are generally complex and nonlinear, 
the fundamental proportionality assumption invoked in rollback methods 
is frequently violated in actual application. For this reason, rollback 
methods are usually regarded as ·screening techniques, whose results give 
at best only a general indication of the amount of emissions control 
required. They are most often used when insufficient data are available 
to perform an analysis that is more technically justifiable. Even then, 

results obtained with them are appropriate only as a crude indication of 

the need for more extensive data gathering and analysis. Because rollback 
methods lack spatial resolution, they are most suitable for addressing 

regional, multiple-source* issues. Also, their use is more appropriate 
for applications involving relatively nonreactive pollutants (S02, CO and TSP). 

*In this report, "multiple-source" refers to many, well-distributed 
sources of all types and sizes. It does not include, for instance, 
a single complex having multiple stacks. 
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2. Isopleth category 

Within the second generic model category are included those methods 
relying on isopleth diagrams to relate precursor concentrations of primary 
emissions (usually oxides of nitrogen and nonmethane hydrocarbon} to the 
level of secondary pollutant (usually ozone) resulting from such a mixture. 
As is true with the EPA EKMA method (see EPA, 1977), these diagrams are usually 
constructed from computer simulations using theoretically and chamber derived 
chemical kinetic mechanisms. They invoke assumptions about a number of 
parameters such as regional ventilation and solar insolation, as well as 
pollutant entrainment, carryover from the previous day, and transport from 
upwind. The accuracy of the postulated chain of chemical reactions is 
evaluated using smog-chamber data. The types of infonnation required to con­
struct an isopleth diagram are roughly equivalent to those required to employ 
a box model, and we note that the two methods are conceptually similar in 
many regards. We maintain a distinction between the two, however, because 
of the view prevailing in the user tDnlllunity that they are separate classes 
of models. Also, not all box models are photochemical, as are isopleth-
based methods. 

Entry into an isopleth diagram requires an estimate of the peak con­
centration actually occurring during the day on some initial base date. 
Given an assumption about the relative proportion of precursor species 
control (HC versus NO ), the degree of emissions cutback required to achieve x 
the NAAQS can be estimated directly. 

Isopleth methods lack spatial resolution. They are thus capable of 
addressing only regional, multiple-source issues. By their nature, isopleth 
methods are useful only for applications involving photochemically reactive 
pollutants. Because of the level of approximation involved in constructing 
the isopleth diagram itself, in entering it using measured ambient data, 
and in accounting for the effect of transport from upwind, such methods are 
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more appropriate for use as screening tools. In this capacity, they can 
be helpful in assessing_ the need for further, more refined analysis. How­
ever, in some limited applications where the assumptions invoked in the 
fonnulation of the isopleth methods are generally satisfied, estimates of the 
required degree of emissions control obtained using such a method can be 
regarded as acceptably accurate. 

3. Physico-Chemical Category 

The third category contains models based upon physical and chemical 
principles as embodied in the atmospheric equations of state. It is divided 
into four main subcategories: grid, trajectory, Gaussian, and box. We 
discuss here each subcategory. 

a. Grid Subcategory 

Grid models employ a fixed Cartesian reference system within which 
to describe atmospheric dynamics. The region to be modeled is bounded 
on the bottom by the ground, on the top usually by the inversion base 
(or some other maximum height), and on the sides by the desired east-west 
and north-south boundaries. This space is then subdivided into a two- or 
three-dimensional array of grid cells. Horizontal dimensions of each cell 
measure on the order of several 'kilometers~ while vertical dimensions can 
vary, depending on the number of vertical 1 ayers and the spatially and 
temporally varying inversion base height. Some grid models assume only a 
single, well-mixed cell extending from the ground to the inversion base; 
others subdivide the modeled region into a number of vertical layers. 

Ideally, the coupled atmospheric equations of state, expressing con­
servation of mass, momentum, and energy, would be solved systematically 
within each grid cell, with a chemical kinetic mechansin used to describe 
the evolution of pollutant species. Several major difficulties arise 
in practice. Computing limitations are rapidly e~countered. A region 
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fifty kilometers on a side and subdivided into five vertical layers requires 
12,500 separate grid cells if grid cells are one kilometer on a side. 
Maintaining a sufficient number of species to allow the functioning of a 
chemical kinetic mechanism compounds the storage problem. For a ten­
species mechanisw, storage of the concentrations for each species in each 
grid cell in our example would alone require 125,000 storage locations. 

To avoid these and other computing or numerical problems, most grid 
models solve only one atmospheric state equation--the conservation of 
mass, or continuity, equation, decoupling the other two. The momentum 
equation is replaced by meteorological data supplied to the model in the 
fonn of spatially and temporally varying wind fields. The energy equatien 
is supplanted by externally supplied vertical temperature profile data, 
from which inversion heights are also calculated. 

Other problems are encountered in solving the mass continuity equation, 
a principal such problem being the atmospheric viscosity tenns. Turbulence, 
which is a randomly varying quantity, can be described only in statistical 
tenns. Species concentrations, as a result, can be found only as values 
averaged over some time interval. Also, the continuity equation can be 
solved only if turbulence effects are decoupled through a series of approxi­
mations involving turbulence gust eddy sizes and strengths. 

Grid models require the specification of time-varying boundary condi­
tions on the outer sides and the top of the modeled region, the initial 
,conditions (species concentrations) in each grid cell at the start of a 
simulation, and spatially and temporally varying emissions for each pri­
mary pollutant species. The first two of these are derived from station 
measurement data, and the last is obtained from an appropriate emissions 
inventory for the modeled region. 
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Grid models are capable of considering both reactive and relatively 
nonreactive pollutant species. Models considering reactive species, 
because of their limited time scale {less than several days), are 
appropriate tools only for addressing questions involving pollutants 
having short-term standards (03, CO, HC, and so2) and for medium-range 
pollutant transport (an urban plume, for example). Some grid models 
are designed to model large spatial regions (such as the Northern Great 
Plains--see L~u and Durran, 1977) and thus can address long-range transport 
questions. At their present state of development, these models are appropriate 
tools only for examining questions involving relatively nonreactive pollutants 
{principally long-term so2 and TSP). 

There are two major classes among grid models: region oriented and 
specific source oriented. In the first class, two basic variants exist: 
urban scale and regional scale models. The first of these attempts to 
model the urban environment, considering emissions from a number of dif­
ferent sources and simulating both reactive and relatively non-reactive 
pollutant species over a spatial scale on the order of tens of kilometers 
through a temporal scale of 8 to 36 hours. Regional-scale models, on the 
other hand, represent an attempt to model long-range pollutant transport 
over a spatial scale of hundreds of kilometers through a temporal scale 
of several days. Emissions are assumed to come from a few widely dispersed, 
usually rural,:sources; the pollutants considered are relatively nonreac-
tive (or more precisely, slowly reactive) ones such as so2. (Though 
so2 ~ so4, it does so much more slowly than the time scale of reactions 
involving the more reactive species.) One such model was developed by SAI for 
use in assessing the air quality impact of large-scale energy development in 
the Northern Great Plains (Liu and Durran, 1977). 

Because of their spatial extent, regional oriented grid models are 
appropriate tools for addressing regional (multiple-source) issues, such 
as SIP/C and AQMP. Because of their spatial resolution, certain regional 
questions about single-source issues can also be addressed. The regional 
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effect of a new source can be assessed. The subtractive regional effect 
of removing an existing source also can be estimated, an essential cap­
ability for addressing OSR questions. However, only grid models specifi­
cally designed to consider a single source have sufficient spatial reso­
lution to assess near-source, or microscale effects. 

Specific source oriented models represent the second major class of 
grid models. Some specific examples of such models are listed later in 
this chapter. .Models of this type are particularly useful in two types 
of applications: examining the behavior of a plume containing reactive 
constituents, and accounting for the effects of complex terrain on a 
point source plLllle. Because of their fonnulation, these models can con­
sider the effects of plwne interaction with ambient reactive pollutants. 
This is of interest in addressing single-source issues in urban areas with 
significant levels of reactive pollutants. Often urban-scale grid models 
are used to predict the ambient conditions with which the plume interacts . 

. Those n:>dels designed for applications in complex terrain can be used 
tllhen it is necessary to describe explicitly the wind fields and inversion 
characteristics encountered by a dispersing pollutant. Although simpler 
models exists, they are often inadequate when applied in situations in 
which terrain is particularly complex or when photochemical reactivity 
is important. 

b. Trajectory Subcategory 

Trajectory models employ a reference coordinate system that is allowed 
to move with the particular air parcel of interest. A hypothetical collBDn 
of air is defined, bounded on the bottom by the ground and on the top by 
the inversion base (if one exists), which varies with time. Given a speci­
fied starting point, the column moves under the influence of prevailing 
winds. As it does so, it passes over emissions sources. which inject pri­
mary pollutant species into the column. Chemical reactions are simulated 
in the column, driven by a photochemical kinetic mechansim. Some trajectory 
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models allow the column to be partitioned vertically into several layers, 
or cells. Emissions in such models undergo vertical mixing upward from 
lower cells. Other trajectory models allow only a single layer; in these, 
vertical mixing is assumed to be uniform and instantaneous. 

The forumlation employed by trajectory models to describe atmospheric 
dynamics represents an attempt to solve the mass continuity equation 
in a moving coordinate system. The remaining state equations--conservation 
of momentum and energy--are not solved explicitly. As is done in grid models, 
solution of the momentum equation is avoided by specification of a spatially 
and temporally varying wind field, while solution of the energy equation 
is sidestepped by externally supplying temperature and inversion base height 
information. 

Several basic assumptions are invoked in the formulation of trajectory 
models. Since only a single air column is considered~ the effects of 
neighboring air parcels cannot be included. For this reason, horizontal 
diffusion of pollutants into the column along its sides must be neglected. 
This may not seriously impair model results so long as sources are suffic­
iently well distributed that emissions can be idealized as uniform, or 
nearly so, over the region of interest. However, if the space-time track 
of the air column passes near but not o~er large emissions sources, neglect 
of the effect of the horizontally diffusing material from those sources 
might cause model results to be deficient. In general, problems occur 
whenever there are significant concentration gradients perpendicular to 
the trajectory path. 

Also, the column is assumed to retain its vertical shape as it is 
advected by prevailing winds. This requires that actual winds be ideal-
ized by means of a mean wind velocity assumed constant with height. Because 
of the earth's rotation and frictional effects at ground level, winds aloft 
usually blow at greater speeds than do surface winds, and in different directions. 
This produces an effect known as wind shear, which is neglected in trajec-
tory models. If emissions are evenly distributed in amount and type over 
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the region of interest and winds are also unifonn, this may not represent 
a serious deficiency. In such a case, material blown out of the column 
by wind shear effects would be replaced by similar material blown into 
it, with the net effect on model results expected to be small. However, 
ff a significant fraction of the emissions inventory is contributed by 
large point sources or if wind patterns display significant spatial vari­
ation~ neglect of wind shear can seriously impair the reliability of 
trajectory model results. 

Additionally, many trajectory models assLtne that the horizontal dim­
ensions of the air column remain constant and unaffected by convergence 
and divergence of the wind field. Where winds are relatively unifonn, 
this may not be of serious consequence. Where winds have significant 
spatial variation, as could be the case in even mildly complex terrain, 
however, this assumption could lead to deficient results. In the San 
Francisco Bay region, for example, wind flow conver~ence during the day 
causes the merging of several air parcels. Peak pollutant concentrations 
subsequently ~ccur in this ·merged usuper-parce1.• A trajectory model 
would be an inadequate tool for addressing problems in such a region. 

In general, trajectory models require as inputs much the same types 
of data required to exercise a grid model. Emissions are required along 
the space-time track of the air colunn. Wind speed and direction must be 

provided to detennine its movement. Vertical temperature soundings must 
also be input in order to detennine the height of the colunn (the height 
of-the inversion base). Although these data need be prepared only for 
the corridor encompassing the trajectory path, general application of the 
model to an entire urban area requires that data be prepared for ~ signi­
ficant portion of the region. 

Two major classes exist among trajectory models: region oriented and 
specific source oriented. The first of these classes includes those models 
designed to address multiple-source, regional issues. usually in urban 
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areas. The second class contains so-called reactive plume models. For 
reasons noted above, the use of trajectory models is appropriate on an 
urban scale only in certain circumstances. Careful screening is required 
of the emission and meteorological characteristics in a proposed appli­
cation region to insure the appropriateness of trajectory model usage. 

The second class of trajectory models includes those designed to 
evaluate the air quality impact downwind of a specific source. Because 
of the underlying equation fonnation, these models are more ~ppropriate 
for use in areas having relatively simple terrain. However, because 
they are capable of simulating photochemical reaction, they can be used 
in addressing issues involving reactive pollutants. Often, region ori­
ented models are used to generate the ambient conditions with which the 
-reacthe plume downwind of the source must interact. For a 11 trajectory 
models considering reactive pollutants, the time scales remain short (less 

·than several days). Consequently, they are inappropriate for consideration 
of problems involving pollutants subject to long-tenn standards. 

c. Gaussian Subcategory 

In the fonnulation of Gaussian models, the atmosphere is assumed to 
consist of many diffusing pollutant 11 puffs, 11 all moving on individual 
trajectories detennined by prevailing winds. The concentration at any 
point is assumed due to the superimposed effect of all puffs passing over 
the point at the time of observation. Rather than keeping track of the 
path of each puff, their motion (both advection and diffusion) is described 
in tenns of conditional state transition probabilities. Given an initial 
location at a particular time, this state transition probability describes 
the likelihood that the puff will arrive at another specified point a 
given time interval later. With an entire field specified at some refer­
ence time, the net·expected effect at a.particular point and time is calcu­
lated by determining the integral sum of the separate expected effects of 
each puff in the field. 
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Central to this type of fonnulation is a knowledge of the time-varying 
state transition probabilities for the entire concentration field. In 
practice, turbulence nonunifonnities and terrain-specific effects combine 
to render it unlikely that such probabilities can be detennined. To over­
come this difficulty, traditional Gaussian models (among others, those 
reconmended by the EPA} invoke several assumptions. First; the turbulence 
field is assumed to be stationary and homogeneous, which implies it has 
two important qualities: First the statistics of the state transition 
probabilities can be assumed dependent only on spatial displacement, thus 
removing their time-dependency; and second, the probabilities are not 
dependent on puff location in the field, thus removing spatial variability. 
These are satisfactory approximations so long as significant differences 
do not exist between turbulence characteristics of the atmosphere in dif­
ferent portions of the region to be modeled. For applications in canplex 

. terrain, for instance, such an assunption might not be justified. 

Once turbulence field stationarity and homogenity have been assumed, 
it still remains to specify the functional fonn of the state transition 
probability. Gaussian models derive their name from their assumption that 
this probability function is Gaussian in fonn. Given this assumption, the 
concentration field can be detennined analytically by evaluating the integral 
expressing the stam1ation of separate effects from all pollutant puffs affect­
ing the region of interest. In order to isolate the effect of an individual 
source, only puffs containing pollutants emitted from that source are 
considered. 

Concentrations about the plume centerline are assumed to be distri­
buted according to a Gaussian relationship, whose vertical and horizontal 
cross-sectional shape is a function of downwind distance from the source 
and atmospheric stability class. Analytic forms can be determined express­
ing the fonn of the downwind concentration field for several different 
types of emissions regimes: instantaneous "puff," continuous pofot source 
emission (steady-state), continuous emissions from an area source, and 
continuous emissions along a line source. 
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Several other assumptions are invoked in Gaussian steady-state models. 
The vertical and horizontal spread of the plume is assumed characterized 
by dispersion coefficients, whose values are dependent on the distance 
downwind of the source. They are assumed to be functions of atmospheric 
stability and are thus characterized by stability class. Specific values 
are obtained from standard workbooks, such as that developed by Turner, or 
evaluation of data measured downwind of actual sources. 

In many models, plume interaction with the ground and the inversion is 
considered. Usually, perfect or near-perfect reflection is assumed to 
occur. Multiple reflections are often modeled, although some models assume 
that beyond a certain downwind distance mixing is uniform between the ground 
and the inversion base. 

Consideration of plume rise is made in Gaussian point source models. 
Depending upon ambient atmospheric conditons, such as temperature and humi­
dity, hot gases from an emitting stack may rise, sink or remain at the same 
height. Simplifying thermodynamic equilibdum relationships, such as that 
developed by Briggs, are often used to estimate the magnitude of plume rise. 

Two major classes of Gaussian models exist: long-term averaging and 
short-term averaging. Though both invoke the basic Gaussian assumptions, 
major differences exist in fonnulation. Long-term models divide the region 
surrounding each source into azimuthal sectors. The long-term variation 
of the wind at the source must then be specified by wind speed and direction 
(by sector) classes, along with the frequency of occurrence for each combin­
ation. This infonnation usually is conveyed in the form of a "wind rose. 11 

Data describing the frequency of occurrence of the various atmospheric 
stability categories must also be specified. The probability of occurrence of 
of stability category/wind vector (speed and direction) combination is then 
used to weight the downwind concentrations resulting from it. The weighted 
sum represents the expected value of the long-tenn averaged pollutant con­

centration. Models employing this so-called 11 climatological 11 formulation 
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are appropriate tools for addressing problems involving pollutants for 
which long-tenn (annual) standards are specified (S02, TSP, and N02). 

The second class of Gaussian models includes those designed for short­
tenn analysis. Prevailing wind direction and speed, as well as emissions 
characteristics, are assumed to persist long enough that steady-state con­
ditions are established. The downwind concentration field resulting from 
source emissions can then be evaluated analytically. Some models allow a 
limited fonn of temporal variability by dividing the modeling day into 
segments (perhaps one hour long), during each of which conditions are assumed 
to be in steady state. Source strengths and prevailing wind speed at the 
height of emissions release are required for each segment, as are sufficient 
vertical temperature profile data to calculate inversion base height, if 
one exists, and atmospheric stability class. The last of these is required 
in order to detennine vertical and horizontal dispersion coefficients. 
Because wind data frequently are not available at the height of emission 
release, surface wind measurements are extrapolated. Wind speed is assumed 
to vary vertically according to a power law, the exponent of which is given 
as a function of stability class. Detennination of stability class is made 
by one of several appropriate methods, each of which is also dependent on 
surface observations. 

Both Gaussian classes contain models that can be used to estimate the 
impact of single or multiple sources. Some models are designed to consider 
only a single point source; others can model many different sources simul­
taneously. Consequently, the first group of these is appropriate only for 
addressing single-source issues; the second group can be used to consider 
multiple-source issues as well. Most models in this second group, though 
able to account for many sources, can also simulate as few as one. They 
can thus be used to consider both single and multiple source issues. 

Full consideration of regional-scale issues (SIP/C and AQMP) requires 
of a model the ability to simulate all types of sources: point, area, and 
line. Not all multiple-source Gaussian models are capable of doing so. 
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Some are used to consider only point and area sources; others are used to 
consider line sources only. These latter ~re usually intended for use in 
addressing traffic related questions; they might be used, for instance, 
to estimate the impact of emissions from a full highway network on regional 
CO distribution and level. Consequent to the above, consideration of all 
source types in a region may require the joint use of more than one model-­
one considering point and area sources and another simulating line sources. 

An important restriction exists on the type of pollutant species 
that can be simulated using Gaussian models. Because the formulation 
cannot acconrnodate explicit kinetic mechanisms, only relatively nonreactive 
pollutants can be modeled (CO, TSP, and so2).* However, some models incor­
porate first-order, exponential decay to account for pollutant removal 
processes and limited species chemical conversion. Multiple-source Gaussian 
models assume that the combined effect of many emitters can be calculated 
by linearly superimposing the effects from each individual source. Such 
an assumption would be an erroneous one if questions involving reactive 
speci~s were being considered. 

Some Gaussian models have been designed to simulate the effects of 
point source emissions in complex terrain. Various assumptions are nade 
about the behavior of the plume and the variation in height of the inver­
sion base as an obstacle is approached. Usually the plume is allowed to 
impinge on the obstacle without any sophisticated means to account for flow 
alteration, although some models allow for flow convergence and divergence 
in the wind field. Also, the base of the inversion is sometimes assumed to 
be at constant height above the source; in other models it is assumed to be 
a fixed distance above the terrain, thus varying with it. However, the 
Gaussian fonnulation depends on the assumption of turbulence field station­
arity and homogeneity. This is a simplification that may not be justified 

in many applications in complex terrain. 

* Long-term Gaussian models are also used to model annual N02, a reactive 
species, for which no short-tenn standard currently is set. This 
usually is accomplished by combining NO and N02 as NOx, the "species" 
modeled. NOx exhibits less variability during the day than N02 taken 
separately. 
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d. Box Subcategory 

Box models are the simplest of the physico-chemical models. The region 
to be modeled is treated as a single cell or box, bounded by the ground 

on the bottom, the inversion base on the top, and the east-west and north­
south boundaries on the sides. The box may enclose an area on the order 
of several hundred square kilometers. Primary pollutants are emitted into 
the box by the various sources located within the modeled region, under­
going unifonn and instantaneous mixing. Concentrations of secondary pol­
lutants are calculated through the use of a chemical kinetic mechanism. 
The ventilation characteristics of the modeled region are represented, 
though only grossly, by specification of a characteristic wind speed. 

Because of their fonnulation, box models can predict, at best, only 
the temporal variation of the average regional concentration for each 
pollutant species. Consequently, they are capable of addressing only multi­
ple source, regional issues. Furthermore, such models are useful only in 
regions having relatively unifonn emissions. In those areas where point 
sources contribute significantly to the emissions inventory (in number and 
amount), the assumption of emissions uniformity may be an unsatisfactory one. 

Box models require only limited data. Emissions can be specified on 
a regional basis, eliminating any need for determining their spatial 
variation. Only simple meteorological data need be supplied as input. For 
these reasons, box models can be used when little information is available. 
They are more appropriately used as screening tools, helping to identify 
those situations requ1ring more extensive data collection and modeling 
analysis. 

8. GENERIC ISSUE/MODEL COMBINATIONS 

The discussion in the previous section outlined the characteristics 
of generic classes of air quality models. In this section we associate 
generic model type with generic issue category. In so doing, we indicate 
the gross suitability of a generic mJdel type as a tool in addressing a 
particular issue. As noted earlier, each generic model (GM) has associated 
with it a set of limitations on its use. In Section C we surrunarize the 
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effects of these limitations. We first classify types of actual applications 
according to several key attributes and then indicate those which each GM 
is capable of considering. The result is an enumeration of possible model/ 
application c001binations. 

In order to match model to issue, we present in Table IV-1 a matrix of 
model/issue combinations. For each GM, an indication is provided of its 
usefulness in addressing each of the seven generic issues identified in 
the previous chapter. Even where a GM is indicated as suitable, however, 
its inherent limitations (some of which are noted in the table) may prevent 
its use in certain applications. Consequently, further examination is 
required in order to make a final GM selection. 

Sunmarizing the basic features of Table IV-1, we note the following: 

> Grid Models 
- Region Oriented Models. Urban scale models are able to 

address multiple-source issues (SIP/C, AQMP) involving 
both reactive and nonreactive pollutants. Their short-
tenn temporal scale{< 36 hours), however, restricts 
them to problems involving pollutants with short-tenn 
standards (03, HC, CO, and secondary so2). Their spatial 
resolution (on the order of tens of kilometers) allows 
them to address some single-source issues (OSR, EIR, LIT}. 
Regional scale models, as opposed to urban scale ones, are 
more oriented towards application in rural areas (few sources) 
involving nonreactive (or rather, slowly reactive) pollu­
tants, such as so2, TSP, CO, and N02, which is slowly reactive 
in nonurban areas because of limited ambient HC). Their 
short-term temporal scale (on the order of a week or less), 
often a practical restriction due to computing requirements, 
limits their use in predicting long-term pollutant concen­
trations (so2, TSP, N0 2). They are suited for addressing 
questions involving single-source issues (PSD, NSR, EIS/R, . 

LIT) in isolated rural areas. 
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TABLE IV-1. AIR QUALITY ISSUES COMMONLY ADDRESSED 
BY GENERIC f()OEL TYPE 

Centric Node 1 Type SIP/C ~ 
Issue Citrgorz 
PSD !§! Os ti m 

bf tned Usage 
1. Sr1d1 

Region Or1111ted I J x J.2 l I •• 
'· Sptctfic Source Oriented l l 13 I 

z. Trajectory 1 

•• Reg 1 on Oriented J I l I 

'· Specific Source Oriented I I l3 I 

J. S.usstan3 

•• Short-Ten11 Avera9t1191 
t J Multiple Source I x x I I 

11 SillClle Source :r: I I I I 

'· Long Ter11 Aver19lng • I l I x I I 

Refined/Screening USaqe 
c. lsopleth1•5 l x 
Screening Usage 

5. Ro11tu1ct I I 

I. Box I x 

llotes: 

1. Only short·ter111 tline scales can be considered (less than several days). 

ltf 

I 

l 

I 

l 

I 
I 

I 

2. Regional 1..,act or new sources can be assessed but not near-source, or •lcroscate, effects. 
3. Only non-reactive pollutants can be considered. 

•• Only pollutants having 1ong-ten1 standards can be considered (so
2
, TSP, and N0

2
) • 

5. Only photochemically active pollutants can be consldered. 
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- Specific Source Oriented Models. These models are used 
primarily for addressing single-source issues (PSD, NSR, 
OSR, EIS/R, LIT}. This class contains the so-called 
reactive plume models. Their ability to consider reactive 
pollutants makes them suitable for urban applications or 
rural applications where plume reactivity is important. 
However, because OSR (a primarily urban issue} requires an 
estimate of the subtractive effect of removing an existing 
source, only questions involving pollutants for which linear 
superposition is approximately valid, i.e., nonreactive 
pollutants, CQn be addressed in an urban area with a specific­
source model. These models are also suitable for use in 
applications where terrain complexity is important. 

> Trajectory Models 
- Region Oriented Models. With some important restrictions, 

these models can be suitable for use in addressing multi­
ple-source issues (SIP/C and AQMP) and, in limited circum­
stances, some single-source issues (OSR, EIS/R, LIT}. Among 
the most important of such restrictions are the following: 
Emissions must be approximately uniform over the modeling 
region; air flow cannot be complex enough to cause merging 
of air parcels, i.e., flow convergence or divergence should 
not be important; and horizontal diffusion effects should 
not have significant nonuniformities, e.g., large point 
sources near but not within the space-time track of the 
advected air parcel being modeled. Because chemical kinetic 
mechansims can be included in their formulation, these models 
are capable of considering reactive as well as nonreactive 
species. Their temporal scale is so short, however, that 
no estimates of long-term concentration averages can be 

computed. 
- Specific Source Oriented Models. Subject to the same restric­

tions mentioned above, these models can be appropriate tools 
for use in considering single-source issues (PSD, NSR, OSR, 
EIS/R, LIT). Because they can consider reactive pollutant 
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species, they can be used in applications involving reactive 
plumes. Limited terrain complexity can also be simulated~ 
so long as the abovementioned restrictions are not violated. 

> Gaussian Mode1s 
Long-Tenn Averaging Models. These models can be used to 
address both multiple-source issues (SIP/C, AQMP) and some 
single-source issues (PSD, OSR, EIS/R, LIT). Because of 
the Gaussian formulation they cannot consider chenistry or 
surface removal effects beyond first order, i.e., exponential 
decay. Thus, they are appropriate tools only for addressing 
questions involving nonreactive (slowly reactive) pollutants. 
Their temporal scale is such that only pollutants having 
long-term (annual) standards can be considered (so2 primary 
standard, TSP, N02, where N02 is taken as NO+ N02, i.e., 
NOx). As currently configured, these models are appropriate 

for use in both urban and rural settings, although 
the terrain in such applications should be relatively 
simple. 

- Short-Tenn Averaging Models. Two variants exist among 
these models: multiple-source and single-source. The 
types of issues they may be used to address divide 
similarly. Some multiple-source models, however, do 
not consider all types of sources: Some consider only 
point and area sources; others consider only line 
sources. The latter group is useful for examining the 
effects of traffic-related pollutants (particularly CO) 
resulting from highway network emissions. Consequently, 
if regional questions are to be addressed, the concur­
rent use of more than one model may be required. Only 
relatively nonreactive pollutants may be examined 
using this type of model. Because of their short-tenn 
temporal scale, these models are best suited for 
addressing questions involving pollutants having short­
tenn standards (CO, so2 secondary standard). 
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> Rollback Models 
Because rollback models lack spatial resolution, they 
are appropriate only for considering questions involving 
multiple-source issues (SIP/C, AQMP). Their use is 
generally confined to urban areas located in simple 
terrain. Their assumption that emissions are directly 
proportional to peak pollutant values is a technically 
limiting one. Consequently, they should be viewed as 
screening tools to evaluate the need for more extensive 
analysis and data gathering. 

> Isopleth Models 
Lacking spatial resolution, isopleth models are appro­
priate only for use in addressing multiple-source 
issues (SIP/C, AQMP). Employing ozone isopleth dia­
grams derived through the use of a photochemical 
kinetic mechansim, these models are designed to examine 
questions involving reactive pollutants (03, ~C, short-
term N02). Their use is most appropriate for applications in 
urban areas located in simple terrain. Because the isopleth 
diagram is constructed using regional ventilation, emissions, 
and background/transport assumptions, it is similar to 
the box models, which are described below. Like the 
box model, its technical limitations, except under 
exceptional circumstances, render it more useful and 
reliable as a screening tool to evaluate the need for 
more extensive analysis. 

> Box Models 
Because they lack spatial resolution, box models are 
appropriate only for use in considering multiple-source 

·issues (SIP/C, AQMP). They assume spatially uniform 
emissions. For this reason, their use is more suited 
to areas that are urban or semi-urban. They are best 
used in modeling areas lcoated in simple terrain but have 
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also been used in applications in complex terrain. An 
example of the latter type of application might be the 
modeling of a mountain valley containing several ski 
resorts and related developments. Technical limitations 
render the box models more suitable as screening tools. 

C. MODEL/APPLICATION COMBJNATIONS 

In the previous section we discussed the relationship between generic 
models and generic issues. In this section we associate those generic 
models and the specific applications in which they may be used. We first 
classify applications by means of several key attributes. We then com-
pare the possible values of these with model capabilities. For each generic 
model type, we are thereby able to identify the range of applications for 
which the model is suited. 

Applications are characterized here by five attributes: number of 
sources, area type, pollutant, terrain complexity, and required resolution. 
In Table IV-2 we list the possible designations these attributes may assume. 
Against these we match generic model capabilities, identifying the list of 
designations for which each is suitable. A chart of the resulting model/ 
application combinations is presented in Table IV-3. While exceptions may 
occur, the list of attribute designations shown is chosen based upon con­
siderations presented earlier in this chapter. 

D. SOME SPECIFIC AIR QUALITY MODELS 

Our central purpose in this report is to discuss means for setting 
suitable standards for model perfonnance. As prologue to this, both 
air quality issues and the models used to address them needed to be 

exmnined. We have done so in general tenns to this point. Throughout 
this discussion we have referred to air quality models only in generic 
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tenns. By doing so, several advantages were achieved: General conclu­
sions appropriate to an entire class of models could be stated without 
reference to any specific model, and extensive discussions of any observed 
differences between intended capabilities and technically achieved ones 
were not necessary for each particular model. 

TABLE IV-2. POSSIBLE DESIGNATIONS OF APPLICATION ATTRIBUTES 

Attribute 

Number of Sources 

Area Type· 

Pollutant 

Terrain Complexity 

Required Resolution 

Possible Designations 

Multiple-Source 
Single-Source 

Urban 
Rural 

Ozone (03) 
Hydrocarbon (HC) 
Nitrogen Dioxide (N02) 
Sulfur Dioxide (S02) 
Carbon Monoxide (CO) 
Total Suspended Particulates (TSP) 

Simple 
Complex 

Temporal 
Spatial 
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TABLE IV-3. MODEL/APPLICATION COMBINATIONS 

Number of Terrain Required 
wneric Model !i,ee_ ~urces Area TJ:!!! Pollutant Complexit:i: Re solution 

1£r&•ED USAGE 

~r~ .. legion Oriented Multiple-Source Urban 03, HC, CO, NOz Simple l111POr1l 
lur1l {1-llour). S02 Complex (Limited) Spatial 

(3- and 24-hour), 
TSP 

•• Specific Source Single-Source lur1l 03, HC, CO, NOz Simple TlllPOr• l 
Oriented ( 1-hour), 502 Complex (limited) 

(3- and 24-llour), 
TSP 

Trajtctorr .. legion Oriented Mu 1tip1 e-SouTCe Urban 01, HC, CO, NOz SilllP le Te111POr1l 
{1-llour), SOz, Spatial (Li•ited) 
(3- and 24-liour), 
TSP 

•• Specific Source Stngle-Soun:e Urblll 03. KC, CO, MOz S1111P'e T~ral 
Orie11ted Rural O·llour), so2 , Collplex (Lt•fted) Spati1l (Lt•ited) 

( 3- and 24-llour), 
TSP 

~ 

•• Lo11g-Ter111 Multiple-Source Urban S0z fAnniMl), TSP, Simple Spatial 
Avef'19in9 Single-Source Rural "°2 Annui 1 ) * 

•• Short-Tera flult iple-Source Urban ~ (3- and 24- Staple Teqioral 
Averaging Sing 1 e-Source Rural hour), CO, TSP, Colllplex (li•ited) Spat ill 

NOz, Cl-hour)* 

1£F JllEO/SCREElllllG USAGE 

hoplettt Mult fple-Sovrce Urban Of, HC, 110z Simple . Temporal (Limited) 
( •llour) Complex (limited) · 

SCREENJt.IG USAGE 

Rol1bick Multiple-Source Urban 03, Ht, "°2 Simple 
Single-Source Rural ~.CO, TSP Complex (Limited) 

Boa Multiple-Source Urba11 01, HC, CO, NOz Staple T~r1l 
( -hour), Sf7 Complex (Lf•ited) 
~t and Z4-hour), 

• Onl1 tf N02 ts t1ket1 to be total IOa. 
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Having made our general points in previous sections, however, we 
associate here some specific models with our generic model categories. 
Though this is not central to our discussion of model perfonnance 
standards, it may be helpful in linking specific models to the issues 
and applications for which they are most suited. 

In Table IV-4 we associate a number of specific models with the generic 
model types identified earlier. We included many of the models with 
which we were familiar. Because the list is intended only to be a 
representative one, we did not seek to make it fully complete. Many 
other models, particularly Gaussian ones, certainly exist and would 
be appropriate for use in the proper ci rcL111stances. 

For the models listed in Table IV-4, a detailed sunmary of their 
characteristics is provided in Appendix B. Among the infonnation 
contained there is the following: model developer, EPA recommendation 
status, technical description, and model capabilities. The last of these 
is further subdivided into source type/nL111ber, pollutant type, terrain 

complexity, and spatial/temporal resolution. 

E. AIR QUALITY MODELS: A SUMMARY 

In Chapter III we identified generic classes of air quality issues. 
In_this chapter we defined generic types of models. Having done so, we 
associated the two, identifying those issues for which each model was a 
potentially suitable analysis tool. We also described the technical fonnula­
tions employed in each generic type of model, indicating some key limitations. 

As noted in Table IV-1, several generic model types may be of potential 
use in addressing the same generic class of issue. Only by considering the 
characteristics of a proposed application can a final choice of model be 
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TABLE IV-4. SOME AIR QUALITY MODELS 

Generic Model Type 
Refined Usage 

Grid 
a. Region Oriented 

b. Specific Source Oriented 

Trajectory 
a. ·Region Oriented 

b. Specific Source Oriented 

Gaussian 
a. Long-term Averaging 

b. Short-term Averaging 

Refin!r/Screening Usage 
Isopleth 

Screening Usage 
Rollback 

Specific Model Name 

SAi 
LIRAQ 
PICK 
EGAW\ 
DEPICT 

DIFKIN 
REM 
ARTS IM 
RPM 
LAPS 

AQDM 
CDM 
CDMQC 
TCM 
ERTAQ* 
CRSTER* 
VALLEY* 
TAPAS* 

APRAC-lA 
CRSTER* 
HANNA-GIFFORD 
HI WAY 
PTMTP 
PTOIS 
PT MAX 
RN~ 

VALLEY* 
TEM 
TAPAS* 
AQSTM 
CALINE-2 
ERTAQ* 

EK.MA 
WHITIEN 

LINEAR ROLLBACK 
MODIFIED ROLLBACK 
APPENDIX J 

ATll. 

* These models can be used for both long-tenn and short-tenn 
averaging. 1y_26 



made. To facilitate the comparison between model capabilities and appli­
cation requirements, we defined a set of application attributes. We then 
matched the two, identifyins for each generic model type the combinations of 
application attributes for which it was suited. 

In this chapter we defined the interface between issue, model, and 
application. In addition, we mentioned some specific air quality models 
within each model category, giving additional detail on each in Appendix 8. 

With the completion of this chapter, we are ready to consider model 
perfonnance measures. In the next chapter, we identify performance measures 
appropriate for the consideration of each air quality issue. Having done 
so, we examine the interface of perfonnance measure and model category. 
Finally, in Chapter VI, we discuss several alternative rationales and 
fonnats for setting model performance standards. These are designed to be 
consistent with the perfonnance measures defined in Chapter V. 
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V MODEL PERFORMANCE MEASURES 

The central purpose of this report is to identify means for 
setting standards for air quality model performance. As prologue to 
doing so, we identified generic types of air quality issues in Chapter III 
and generic classes of air quality models in Chapter IV, exploring their 
interrelationships. Now it remains to discuss the model perfonnance mea­
sures for which performance standards must be set. Several rationales for 
setting these standards are presented in Chapter VI. 

In this chapter our discussion proceeds as follows: We first 
identify generic types of performance measures; we then suggest some 
specific performance measures (describing them in detail in Appendix 
C); and finally we match generic performance measures to the issue/ 
model/application combinations presented in earlier chapters. Before 
beginning, however, the notion of a model "performance measure" needs 
to be defined in more detail. 

Typically, air quality models are used in the following context: 
a problem is posed, a model is chosen that is suitable for use in 
addressing the issue/application, existing data are assembled for in­
put and additional data are gathered (if needed), and a simulation is 
conducted. Results often are expressed in the form of spatially and 
temporally varying concentration predictions for one or many pollutant 
species. Since most problems are hypothetical ones posing "what-if" 
questions (e.g., what if a new power plant is built, or what if 
population growth and development proceeds as forecast), model results 
in such situations are inherently nonverifiable. Consequently, before 
its results can be accepted, the reliability of the chosen model must be 
demonstrated. Most frequently, "validation" is accomplished by using 
the model to simulate pollutant concentrations in a test situation 
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which is similar to the hypothetical one and for which measurement 
data are available. A region-oriented model (urban or regional scale) 
may be required to predict region-wide concentrations resulting from 
conditions existing on some past date. A specific-source model may 
have to reproduce the downwind concentrations resulting from emissions 
from an existing so~rce having size and siting characteristics similar 
to the proposed one. If its predictions are judged to be in sufficient 
agreement with observed data, the model is then accepted as a satis­
factory tool for use in addressing the hypothetical problem. 

However, what do we mean by •satisfactory" agreement between predic­
tion and observation? What are the quantities most appropriate for use 
in characterizing differences between the two? Within what range of 
values must these quantities remain? The values for how many different 
quantities must be usatisfactory" before we judge model predictions to 
be acceptably near test case observations? 

In this chapter~ we explore the second of these questions. In doing 
so, we identify a set of model perfonnance measures, surrogate quantities 
whose values serve to characterize the comparison between prediction and 
observation. We match these perfonnance measures with the generic types of 
air quality issues identified in Chapter III and the generic classes of air 
quality models listed in Chapter IV. We defer until Chapter VI the next and 
final step: the specification of model perfonnance standards against which 
to compare for acceptability the values of the model perfonnance measures. 

A~ THE COMPARISON OF PREDICTION WITH OBSERVATION 

Before accepting a model for use in addressing hypothetical air 
quality questions, the user must validate it. This is often done by 

demonstrating its ability to reproduce a set of test results, usually 
consisting of observational concentration data recorded at a number of 
measurement stations for several hours during the day. In comparing 
predictions with observation, several questions should be asked. Among 
these are the following: 
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> What are the differences? How much does prediction 
differ from observation at the location of the peak 
concentration level and at each of the monitoring sta­
tions? What is the spatial and temporal distribution 
of the residuals (the difference between prediction and 
observation)? Do these differences correlate with diur­
nal changes in atmospheric characteristics (mixing 
height, wind speed, or solar irradiation, for instance)? 
If more than one species is being considered, are there 
differences in performance between each species? 

> How serious are the differences? Are peak concentration 
levels widely different? Are the estimates of the area 
in violation of the NAAQS in substantial disagreement? 
How near to agreement are the estimates of the area ex­
posed to concentrations within 10 percent of the peak 
value? Are differences in the timing and spatial dis­
tribution of concentrations such that the expected 
health impacts on the population (exposure/dosage) are 
of different magnitude? Do the predicted and observed 
patterns and levels of concentrations lead to seriously 
different conclusions about the required amount and cost 
of emissions control? Are policy decisions deriving 
from prediction and observation different (such as a 
"build-no build" decision on a power plant based on PSD 

considerations)? 
> Are there straightforward reasons for the differences? Are 

the locations and timing of the concentration peaks slightly 
different between prediction and observation? {If con­
centration gradients within the pollutant cloud are 
steep, even a slight difference in cloud location can 
produce large discrepancies at set monitoring sites. 
Such a problem could occur if there were only slight 
errors in the wind speed or direction input to the model. 
In such an instance, model performance might otherwise 
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-be perfectly adequate.) Are wide fluctuations in ground­
level concentrations and thus ·station measurements produced 
by relatively small discrepancies between the modeled and 
the actual atmospheric characteristics? [This "multiplier 
effect" can occur downwind of an elevated point source, 
for example. Because the emissions plume from a point 
source has dimensions much greater downwind than crosswind, 
slight changes in the abnospheric profile (stability 
category), having an effect on plLllle rise and dispersion, 
have a more than proportionate effect both on the downwind 
distance. at which the ground-level peak concentration 
occurs and on the amount of area exposed to a given con­
centration level~] 

In the remainder of this chapter we discuss, first in generic 
terms and then in specific ones, several different types of model 
perfonnance measures. While each type and variant is designed to high­
light different aspects of the comparison between prediction and obser­
vation, they all address the general questions noted above. Those 
questions, and others like them, are the fundamental ones from which 
the notion of perfonnance measures and standards derive. 

B. GENERIC PERFORMANCE MEASURE CATEGORIES 

In this section! we define sev~ral generic model perfonnance 
~measure categories, distinguishing among them on the basis of their 
general characteristics and the amount of 1nfonnation required to 
compute them. We also note three variants found among measures in each 
category. We then introduce some practical considerations which can 
limit the choice of perfonnance measure. In Section C we list some of 
the specific measures included in the generic categories, beginning 
with a discussion of the fundamental differences between those designed 
to measure perfonnance on a regional scale and those characterizing it 
on a specific-source scale. Details of these specific measures are 
provided in Appendix C. 
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1. The Generic Measures 

We consider here four generic perfonnance measure categories: 
peak, station, area, and exposure/dosage. The first category contains 
those measures related to the differences between the predicted and 
observed concentration peak, its level, location and timing. The second 
category includes measures based upon concentration differences between 
prediction and observation at specific measurement stations. Within the 
third category are contained those measures based upon concentration 
field differences throughout a specified area. The fourth category in­
cludes measures derived from differences in population exposure and 
dosage within a specified area. 

Each of these generic performance measure categories requires 
successively greater knowledge of the spatial and temporal distribution 
of concentrations. We show in Figure V-1 a schematic representation 
illustrating several distinct levels of knowledge about regional con­
centrations. A similar schematic appropriate for source-specific 
situations is shown in Figure V-2. Listed in Table V-1 are the infor­
mation requirements for the four categories. These range from an 
estimate of a simple scalar quantity, concentration at the peak, all 
the way to full knowledge of the spatially and temporally resolved 
concentration field and population distribution. For peak measures, 
the concentration residuals (the difference between predicted and 
observed values) are required at a single point and time. For station 

; measures, the temporal variations of the residuals are required at 
several points. For both area and exposure/dosage measures, the full 
residual field is required, both spatially and temporally resolved. 
The latter type of measure requires, in addition, the spatial and 
temporal history of population movement within the area of interest. 

As the infonnation content increases, the ability of the performance 
measure to characterize the comparison between prediction and observation 
also can increase. However, measures from different categories tend to 
emphasize different aspects of the comparison. For this reason, several 
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TABLE V-1. GENERIC PERFORMANCE MEASURE 
INFORMATION REQUIREMENTS 

Infonnation Required 

Predicted and measured concentration peak (level, 
location, and time), 1.e., 

CP(xp,yp,t~)Pred., Meas. 

Predicted and measured concentrations at specific 
stations (te111>oral history), i.e., 
C1(x1,y1,t)Pred.,Meas. , 1 ~ 1 s N stations 

Predicted and measured concentration field within 
a specified area (spatial and te~oral history). 
1.e., 

C(x,y,t)Pred.,Meas. 

Both the predicted and measured concentration 
field and the predicted and actual population 
distribution within a specified area (spatial 
and te1T1>oral history), 1.e., 

C(x,y,t)Pred.,Meas. 

C(x,y,t)Pred.,Actual 



types of perfonnance measures are usually required in order to fully 
characterize a 111>del's ability to reproduce observationally obtained 
data. 

Because a 111>del predicts well the observed concentration peak, for 
instance, does not necessarily mean its predictions can reproduce the 
spatially distributed concentration field. A comparison of the temporal 
history of concentration values at several specific stations might give 
a better indication of spatial model behavior. Even this might not 
prove conclusive. The prevailing direction of the winds input to the 
model might have been slightly in error. This may have little impact 
on concentration levels, resulting only in a pollutant cloud slightly 
displaced from its actual location. If concentration gradients are 
steep within the cloud, station predictions might not agree well with 
the values observed, even though the model might not be significantly 
deficient. In such a circumstance, area measures might provide a better 
means for assessing model perfonnance. For instance, the areas in 
excess of a specified concentration value could be compared for several 
values ranging between the peak and background values. 

Even employing the above measures, the degree of seriousness of 
the disagreement betw~en prediction and observation might not be 
obvious. Since health effects result from both the pollutant level and 
length of exposure, measures expressing differences in exposure/dosage 
might give an indication of a model's ability to estimate the inter­

action of population with pollutant. This might be helpful in a number 
of circumstances. For example, suppose prevailing winds on "worst" epi­
sode days carry the pollutant cloud containing ozone and its precursors 
into adjacent rural areas before the early-afternoon peak occurs. If few 
people live in the affected area, exposure/dosage measures may indicate 
that the model's failure to accurately predict peak concentrations is of 

little practical consequence. 
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2. Some TyPes of Variations Among Pe~fonnance Measures 

Three types of variations are found among performance measures: 

sci\lar. statistical, and 11 pattern recopnition. 11 Those measures 
of the first type are based upon a comparison of the predicted and 
observed values of a specific quantity: the peak concentration level, 
for instance. Those of the second type compare the statistical behavior 
{the mean, variance and correlation, for example} of the differences 
between the predicted and observed values for the quantities of interest. 
Measures of the final type are useful in providing qualitative insight 
into model behavior, transfonning concentration "residuals" (the differ­
ences between predicted and observed values) into fonns that highlight 
certain aspects of model perfonnance and thus triggering "pattern 
recognition.• 

In order to illustrate the types of variations found in each 
generic performance measure category, we present Table V-2. Some 
typical exa111>les are included for each category/variation combination. 
In section D of this chapter, a number of specific perfonnance measures 
are listed. Examined in detail in Appendix C, they are classified 
according to the scheme presented here. 

3. Several Practical Considerations 

Several practical considerations have a strong impact on the choice 
of model performance measures. Each of these derive from limitations on 
the degree of spatial resolution attainable with most models and measure­
ment networks. 

Ideally, ;n assessing the performance of a model, one might want to 
exam;ne for several hours during the day the agreement between prediction 
and observation throughout the concentration field (the spatial distribu­
tion of concentrations). Differences between the predicted and observed 
values of the follow;ng could be uncovered thereby: the location, t;ming, 
and level of the concentration peak; the area exposed to a concentration 
;n excess of a g;ven value (e.g.~ the NAAQS); and the concentration values 
at stations within a measurement network. 
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TABLE V-2. TYPES OF VARIATIONS AMONG GENERIC 
PERFORMANCE MEASUR: CATEGORIES 

Generic Perfonnance 
Measure Category 

Peak 

Area 

Types of 
Variations 

Scalar 

Pattern 
recognition 

Scalar 

Statistical 

Pattern 
recognition 

Scalar 

Statistical 

Pattern 
recognition 

Typical Example 

Concentration residual* at 
the peak. 
Map showing locations and 
values of maximum one-hour­
average concentrations for 
each hour. 

Concentration residual at the 
station measuring the highest 
value. 
Expected value, variance and 
correlation coefficient of 
the residuals for the model­
ing day at a particular 
measurement station. 
At the time of the peak(event­
related), the ratio of the 
residual at the station hav­
ing the highest value to the 
average of the residuals at 
the other station sites (this 
can indicate whether the model 
performs better near the peak 
than it does throughout the 
rest of the modeled region}. 

Difference in the fraction of 
the modeled area in which the 
NAAQS are exceeded. 
At the time of the peak, dif­
ferences in the area/concen­
tration frequency distribution. 
For each modeled hour, iso­
pleth plots of the ground­
level residual field. 

*Residual: The difference between "predicted" and "observed." 

V-11 



Generic Perfonnance 
Measure Category 

Exposure/dosage 

TABLE V-2 (Concluded) 

Types of 
Varbtions 

Scalar 

Statistical 

Pattern 
recognition 

V-12 

Typical Example 

Differences in the number of 
person-hours of exposure to 
concentrations greater than 
the NAAQS. 
Differences in the exposure 
concentration frequency dis­
tribution. 
For the entire modeled day. an 
isopleth plot of the ground 
level dosage residuals. 



Difficulties hindering such an examination arise from two sources: 
the limited spatial resolution of the model and the sparsity of the 
measurement network. While some models, such as the Gaussian ones, are 
analytic and thus able to resolve the concentration field, many cannot 
do so completely. Grid models, for example, predict a single average 
concentration value for each cell. For this reason, they can not resolve 
the concentration field on a spatial scale any finer than the intergrid 
spacing (usually on the order of one or two kilometers for urban scale 
grid models). Trajectory models are similarly limited: They can resolve 
the concentration field only as finely as the dimensions of the air 
parcel being simulated. Further, predictions are computed only for a 
particular space-time track, and not for the entire concentration field. 

The relatively small number of stations in most measurement networks 
limits the ability to reconstruct completely the concentration field 

actually occurring on the modeled day. While stations are well-placed in 
some networks, in others they are not. Thus, not on1y are stations 
often 3-10 kilometers apart, their placement does not always guarantee 
the observation of peak or near-peak concentrations. Further, even in 
extended urban areas, seldom does the number of stations exceed 10 to 20. 

For these reasons, concentration fields generally are not known 
with precision, from either model predictions or observational data. 
Estimates of the spatial distribution of concentrations can be obtained 
only by inference from "sparse" data. The use of numerical processes, 
such as interpolation and extrapolation, to extend that data introduces 
additional uncertainty into the comparison of predictions with observations. 

Another consequence results from the limited resolution of measure­
ment networks: The value of the concentration peak actually occurring on 
the day of observation may not be known. Measurement networks usually 

consist of fixed stations arranged in a set pattern. Unless the air 
parcel containing the peak drifts over or near one of the stations, the 
maximum concentration value sensed by the network will be less (sometimes 
substantially so) than the value of the actual maximum. When prevailing 
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winds and pollutant chemistry are highly predictable for the days of 
worst episode conditions, station placement can be designed so as to 
maximize the likelihood of sensing the true peak. When conditions are 

not so predictable, a measurement network with a roodest number of 
stations has little chance of "seeing" the true peak. For instance, 
suppose the cloud containing the peak and all concentrations within 20 

... 
percent of it covers an area of 25 square kilometers in an urban area 
having a total area of 1000 square kilometers. If the cloud has an 

equal likelihood of being above any point in the urban region at the 
time of the peak, by dividing the area of the cloud into the total 
urban area, we can make a crude estimate of the number of stations 
required to guarantee a measurement within 20 percent of the peak: 
40 stations evenly spaced about 5 kilometers apart throughout the 
urban region would be required. Even if the probable location of 
the cloud were known to be within an area equal to one-quarter of the 
urban area, 10 stations would be required just within that small area. 
This degree of station density is high and may not be found in many 
ci rcuns tances. 

The above example is a simplistic one. The design of actual 
station placement can be a far more complex process than indicated here. 
However, the example serves to underscore the main point: a ~easurement 
network, though satisfying EPA regulations,* may still be unable to 
guarantee an observation "close" to the actual concentration peak, i.e., 
within 1 O to 20 percent. 

The points raised in the above discussion have some practical 
implications for the choice of a model perfonnance measure. Among 
these are tha following: 

*Source: 40 CFR §51.17 (1975). 
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> Performance measures relying on a comparison of the 
predicted and "true" peak concentrations may not be 

reliable in all circumstances since measurement networks 
can provide only the concentration at the station re­

cording the highest value, not necessarily the value at 
the "true" peak. 

> . Performance measures relying on a comparison of the 

predicted and 11 true" concentration fields may not be 

computationally feasible since neither predicted nor "true" 
concentration fields are always resolvable, spatially or 

temporally, at the scales required for comparison. 
> Perfonnance measures based upon a comparison of predicted 

and "true" exposure/dosage, though they are appealing 
because of their ability to serve as surrogates for the 
health effects experienced by the populace, may not be 
computationally feasible because of the difficulty in 
measuring the "true" population distribution and the 

"true" concentration field. (We do suggest in Chapter 
VI, however, one means by which health effects considera­

tions can be accounted for implicitly.) 
> Performance measures based upon a comparison of the 

predicted and observed concentrations at station sites 
in the measurement network may be of the greatest practical 
value.* 

While the above points are general ones, exceptions to them do 
occur in specific applications. Also, certain performance measures, 

though not fully reliable on their own, can be useful in a qualitative 

sense when used in conjunction with other measures. 

C. A BASIC DISTINCTION: REGIONAL VERSUS SOURCE-SPECIFIC 
PERFORMANCE MEASURES 

Some mo~els are used to address multiple-source, region-oriented 

issues; others are applied to consider single-source issues. The 

*Note caveat on pages VI-18 and VI-19, with respect to point source applications. 
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perfonnance measures appropriate for each differ. We consider here the 
distinction betweer1 regional and source-spedfic performance measures. 

The distinction is drawn not so much between the type of perfonnance 
measure used (peak, station, area, or exposure/dosage), but rather between 
the spatial scales over which it is applied. To address urban or regional 

scale issues (SIP/C, AQMP}, we must consider a region hundreds of square 
kilometers in area, with the spatial and temporal distribution of 
concentrations the result of emissions from many sources. The quantities 
of interest are: the regional peak concentration (its level, location 
and timing} and for each hour during the day (particularly at the time 
of the peak), the spatial distribution of the pollutant concentrations, 
by species. This infonnation is frequently conveyed in the fonn of a 
concentration isopleth diagram, an example of which is shown in Figure 
V-3. The diagram shown was produced by the SAI Urban Airshed Model, 

• 
illustrating its ozone predictions for the Denver Metropolitan region 
at Hour 1200-1300 MST on 29 July 1975. 

To address single-source issues, on the other hand, we consider 
only the region downwind of the specific source being modeled. While 
emissions from it contribute to the overall pattern and level of 
regional pollutant concentrations, it is usually the focremental ·impact 
of those emissions that are of concern. The principal quantities of 
interest are: the peak incremental ground-level concentration downwind 
of the source and the spatial distribution of the incremental concen­
trations within the downwind groundwlevel "footprint." Specific para­
meters describing the latter are: the area within which concentrations 
exceed a certain value and the shape of the concentration isopleths, usu­
ally conveyed in the fonn of a diagram such as the one shown in Figure V-4. 
This diagram was constructed using a Gaussian fonnulation for a continu­
ously emitting elevated point source. Conditions are in steady-state and 
"perfect" reflection from the ground is ass.urned. _No inversion layer exists. 
It should be noted that winds are unlikely to persist long enough for 
actual conditions ever to resemble these isopleths beyond 20 to 25 km 

(about 6 to 10 hours). 
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miles. Actual air quality monitoring station 
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et a 1 . , 1977. ) 
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Other types of sources produce different downwind.isopleth 
patterns. In Figure V-5 we show qualitatively the downwind concentra­
tion patterns resulting from emissions from each of the tpree prin­
cipal source types: point, line, and area. These are only represen­
tations; the actual location, level, and shape of the isopleth lines 
are heavily dependent on wind speed, source strength, and atmospheric 
stability class. The figure does indicate, however, the general shape 
of the downwind area within which the source impact is felt. 

The type of source provides infonnation in two areas: It identifies 
the modeling region within which the peak, station, area, and exposure/ 
dosage perfonnance measures are to be applied; and it provides insight 
for monitoring network design. The observational data against which 
model perfonnance is to be judged are gathered at the measurement stations 

within that network. To measure properly the impact produced by a 
specific source, the measurement network should be.deployed in a 
pattern consistent with the concentration field shapes shown in Figure 
V-5. The station designed to measure the ground-level peak concentra­
tion should be located downwind from the source, several kilometers 
distant for an elevated point source and immediately adjacent for 
either a line or an area source. Located farther downwind are those 
stations designed to resolve the concentration field and to determine 
the concentration value most representative of the regional incremental 
impact of the source. A schematic of such a measurement network for a 
point source is presented in Figure V-69 showing one possible configu­

ration for the stations. 

Several difficulties arise in practice: Wind direction is change­
able, and the location of ground--level footprints is very sensitive to 
atmospheric stability. These problems are particularly acute when the 
emitter being considered is an elevated point source. To illustrate, we 

show in Figure V-7 the locus of the downwind footprint if all wind direc­
tions are considered equally likely to occur. If we idealize the concen­
tration isopleths as being elliptical in shape, we can determine an 
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expression for the ratio of the area within a given isopleth to the 
area of annulus, as shown in Figure V~7. Doing so, we can evaluate a 
sample problem. Referring once again to Figure V-4, let the minimum 
concentration value of interest be 300 ~g/m3. Then, obtaining from 
the figure the appropriate values, we can calculate that the isopleth 
contains only 1.2 percent of the total area of the annulus. A monitor 
placed at random within the annulus would have only a 1.2 percent chance 
of observing a_concentration greater than the minimum value of interest. 
T~is problem is compounded if we consider variations in the inner and 
outer radii due to the varying dispersive power of the wind. 

The message of all this is clear: When winds are variable, fixed 
monitoring stations have little chance of characterizing the concen­
tration field downwind of an elevated point source. Several specific 
implications result for the gathering of measurement data for computing 
point source performance measures. Among these are the following: 

> Measurement data may have to be gathered using mobile 
monitoring stations. Plume cross sectional sampling 
could be done then based on the wind speed/direction 
and atmospheric stability observed in "real time." 

> The an~ulus (or sector, if winds are more predictable) 
containing the locus of peak concentrations is much 
smaller in area than that containing the minim1.111 
concentration of interest and is much closer to the 
source (usually ranging from 1-5 km distant). 

D. SOME SPECIFIC PERFORMANCE MEASURES 

Having discussed model perfonnance measures in generic tenns, we 
now p~sent some specific examples. We provide in Appendix C a detailed 
discussion of each specific measure. To sulllllarize here, we provide a 
list for each of the four generic types of perfonnance measures: peak 
(Table V-3), station (Table V-4), area (Table V-5 ), and exposure/dosage 
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TABLE V-3. SOME PEAK PERFORMANCE MEASURES 

Type Performance Measure 

Scalar a. Difference* in the peak ground-level 
concentration values. 

* 

Pattern 
recognition 

b. Difference in the spatial location of 
the peak. 

c. Difference in the time at which the 
peak occurs. 

d. Difference in the peak concentration_ 
levels at the time of the observed 
peak. 

e. Difference in the spatial location of 
the peak at the time of the observed 
peak. 

Map showing the locations and values of the 
predicted maximum one-hour-average concen­
trations for each hour. 

"Difference" as used here usually refers to "prediction minus 
observation." 
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Type 

Scalar 

Statistical 

TABLE V-4. SOt-E STATION PERFORMANCE MEASURES 

Perfonnance Measure 

a. Concentration residual at the station measuring 
the highest concentration (event-specific time 
and fixed-time comparisons). 

b. Difference in the spatial locations of the pre­
dicted peak and the observed maximum (event­
speci fic time and fixed-time comparisons). 

c. Difference in the times of the predicted peak 
and the observed maximum. 

a. For each nonitoring station separately, the 
following concentration residuals statistics 
are of interest for the entire day: 
1) Average deviation . 
2) Average absolute deviation 
3) Average relative absolute deviation 
4) Standard deviation 
5) Correlation coefficient 
6) Offset-correlation coefficient. 

b. For all 111>nitoring stations considered together, 
the following residuals statistics are of 
interest: 
1) Average deviation 
2) Average absolute deviation 
3) Average relative absolute deviation 
4) Standard deviation 
5) Correlation coefficient 
6) Estimate of bias as a function of 

concentration 
7) Comparison of the probabilities of concen­

tration exceedances as a function of 
concentration 

c. Scatter plots of all predicted and observed 
concentrations with a line of best fit deter­
mined in a least squares sense. 

d. Plot of the deviations of the predicted versus 
observed points from the perfect correlation 
line compared with estimates of instrumentation 
errors. 
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Type 

Pattern 
recognition 

TABLE V-4 {Concluded) 

Perfonnance ~~asure 

a. Time history for the JOO~eling day of the pre­
dicted and observed concentrations at each site. 

b. Time history of the variations over all stations 
of the predicted and observed average concentra­
tions. 

c. At the time of the peak {event-related), the ratio 
of the nonnalized residual at the station having 
the highest value to the average of the nonnal­
ized residuals at the other stations. 
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Type 

Scalar 

Statistical 

Pattern 
recognition 

l ABLE V-5. SOME AREA PERFORMANCE MEASURES 

Perfonnance Measure 

a. Difference in the fraction of the area in which 
the NAAQS are exceeded. 

b. Nearest distance at which the observed concen­
tration is predicted. 

c. Difference in the fraction of the area in which 
concentrations are within 10 percent of the 
peak value. 

a. At the time of the peak, differences in the 
fraction of the area experiencing greater than 
a certain concentration; differences in the 
following are of interest: 
1) Cumulative distribution function 
2) Density function 
3) Expected value of concentration 
4) Standard deviation of density function 

b. For the entire residual field, the following 
statistics are of interest: 
1) Average deviation 
2) Average absolute deviation 
3) Average relative absolute deviation 
4) Standard deviation 
5) Correlation coefficient 
6) Estimate of bias as a function of 

concentration 
7} Comparison of the probabilities of concen­

tration exceedances as a function of con­
centration 

c. Scatter plots of prediction-observation concen­
tration pairs with a line of best fit determined 
in a least squares sense. 

a. Isopleth plots showing lines of constant pollu­
tant concentration for each hour during the 
modeling day. 

b. Time history of the size of the area in which 
concentrations exceed a certain value. 

c. Isopleth plots showing lines of constant residual 
values for each hour during the day ("subtract" 
prediction and observed isopleths). 

d. Isopleth plots showing lines of constant residuals 
normalized to selected forcing variables (inver­
sion height, for instance}. 

e. Peak-to-overall perfonnance. indicator, computed 
by taking the ratio of the mean residual in the 
area of the peak (e.g., where concentrations are 
within 10 percent of the peak) to the mean 
residual in the overall region. 
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{Table V-6). We include scalar, statistical, and qualitative/composite 
pattern recognition variants. 

E. MATCHING PERFORMANCE MEASURES TO ISSUES AND MODELS 

To this point we have identified several perfonnance measures 
categories, discussed their general attributes and data requirements, 
and associated with them a number of specific perfonnance measures. 
Two tasks remain in this chapter: We first indicate for each of the 
generic types of issues the perfonnance measures most appropriate for 

use; we then discuss the capability of each generic class of model to 
calculate those measures. 

1. Perfonnance Measures and Air Quality Issues 

In Chapter III we identified seven generic types of air quality 

issues, dividing them into two broad categories. Within the first of 
these multiple-source issues, we included: State Implementation Plan/ 

Compliance {SIP/C} and Air Quality Maintenance Planning (AQMP}. The 
second category, source-specific issues, was defined to contain the 
following: Prevention of Significant Deterioration (PSD}, New Source 
Review (NSR}, Offset Rules (OSR), Environmental Impact Statements/ 
Reports (EIS/R), and Litigation (LIT). For each of these issues we now 
consider some important distinctions that bear on the selection of the 
most appropriate model perfonnance measures {PMs). 

> Multiple-Source Issues 
- SIP/C. The compliance portion of a SIP details 

plans for achieving ambient pollutant levels at 
or below the NAAQS in Air Quality Control Regions 
(AQCRs) currently in noncompliance. Because it 
is the peak concentration level that is of primary 
concern, a model should demonstrate its ability 
to predict that peak. For a day chosen as the one 
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TABLE V-6. SOf.£ EXPOSURE/DOSAGE PERFORMANCE MEASURES 

Type 

Scalar 

·Statistical 

Pattern 
recognition 

Performance f1eas ure 

a. Difference for the modeling day in the nunt>er of 
person-hours of exposure to concentrations: 
1) Greater than the NAAQS 
2) Within 10 percent of the peak. 

b. Difference for the modeling day in the total 
pollutant dosage. 

a. Differences in the exposure/concentration fre­
quency distribution function; differences in the 
following are of interest: 
1) Cumulative distribution function 
2) Density function 
3) Expected value of concentration 
4) Standard deviation of density function 

b. Cumulative dosage distribution function as a 
function of time during the ni>deled day. 

For each hour during the modeled day, an isopleth 
plot of the following (both for predictions and 
observations): 

1) Dosage 
2) Exposure 

V-28 



to be used for model verification, peak performance 
measures should be computed. Also contained within 
SIPs are emissions control strategies. To assess 
the effects of controlling specific sources, a model 
must be capable of spatially resolving its concen­
tration predictions. Area PMs should be calculated, 
if possible, to evaluate a model's ability to do so. 
Station PMs are another means to evaluate model 
spatial resolution, although pollutant cloud offset 
can account sometimes for apparent large discrep­
ancies. Because SIP/C is most frequently an issue 
in densely populated urban areas, large differences in 
health effect impact can exist between prediction and 
observation. Exposure/dosage PMs should be calcu­
lated, if possible, in order to evaluate the ac­
ceptability of a model's performance. 
AQMP. Detailed within the maintenance portion of 
a SIP are procedures for insuring, once compliance 
has been achieved, that ambient pollutant concen­
trations do not again rise above the NAAQS. Because 
violation of the NAAQS is an issue, peak PM's are 
important measures of model perfonnance. However, 
because pollutant levels are low (relative to the 
values before compliance), small errors in model 
perfonnance might not produce a large uncertainty 
in expected health impact. Consequently, the use 
of exposure/dosage PMs may not be necessary. Also, 

emissions control strategies may not be as global. 
Retrofit of control devices on existing sources will 
have been accomplished. Automotive emissions will 
have been controlled (presumably) such that point 

sources will contribute a large fraction of the 
emissions inventory. While incremental growth and 
development will alter the spatial and temporal 
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distribution of pollutants, the need for modeling 
spatial resolution may not be so crucial as it was 
with SIP/C. Agreement between prediction and observa-· 
tion as measured by area and station PMs, while desir­
able, may not always be required within the same 
tolerance as for SIP/C issues. 

> Specific-Source Issues 
- PSD. Individual sources are not pennitted to cause 

more than small incremental increases in concentra­
tions in areas currently in attainment of the NAAQS. 
Since these so-called "Class I" regions (often state 
or national parks) are generally some distance from 
the polluting source (>10 kilometers), a model must 
be able to predict accurately ground-level concentra­
tions some distance downwind from the source. If the 
source being mdeled is by itself likely to produce 
near-stack ground-level concentrations in excess of 
the NAAQS or · increments greater than Class II allow­
able increments, peak measures are of particular 
interest. Otherwfae, "far-field" concentration predic­
tions are more important than estimates of the peak 
value. Downwind station PMs are often the measures 
most suitable for evaluating model predictions for 
PSD Class I. Also, plumes from point source are very 
narrow, that is, their cross-wind dimensions are much 
smaller than their dowrMind ones. Consequently, the 
incidence of a Class I violation may be quite sensi­
tive to model perfonnance, as measured by area PMs. 
However, exposure/dosage PMs are not likely to be of 
interest because of the sparsity of population in areas 
where PSD is an issue and the relatively low concentra­
tions occurring there. 

- NSR. New source review is an important issue in both 
urban and nonurban regions. With the-density of popula­
tion in urban areas, many persons may live within a short 
distance (<5 kilometers) of a source. The ground- · 
level peak concentration, then, may be an important 
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indicator of near-source health impact. Prediction 
of that peak, as measured by a peak PM, may be an 
important model performance requirement. However, 

because ground-level concentrations fall off rapidly 
farther downwind and because of the "narrowness" of 

the plume, differences in exposure and dosage between 
prediction and observation may not be of substantial 
consequence. Close agreement, as measured by area 

and exposure/dosage PMs, may not be required. Also, 
in order to assess the impact of a new or modified 
source, it is necessary to know its incremental effect 
on regional air quality. This is best represented by 
an "average" concentration value (including background) 
well downwind of the source {> 10 kilometers). Thus, a 
model should demonstrate its ability to reproduce mea­
surement data at that downwind range. The use of 
station PMs is indicated. 
OSR. In order to construct a new source or modify 
an existing one in a region experiencing concentra­
tions in excess of the NAAQS, the owner of the source 
must arrange for the removal of existing sources. 
An amount greater than the emissions from the proposed 

new source must be removed from the regional inven­
tory. Currently, these "offsets" are made on the 
basis of emissions rather than as a result of their 
impact on ambi~nt concentrations. In such a case, 
no air quality predictions are required {unless a 
region-wide violation is attributable to the source 
being removed or cleaned up). Only an accurate 
emissions inventory is necessary. However, if off­
sets were "negotiated" at the level of ambient concen­
trations, the predictions of air quality models would 
assume significance. The 11 far 11 downwind concentration 
value, representative of its regional incremental 
impact, would be the quantity of greatest interest, 
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since it would describe the source's offset "potential." 
Station PMs then would be of use in £'Valuating 
model performance. 

- EIS/R. Projects having a si gni ftcant, adverse impact 
on air quality usually are presented for public 
review by means of an EIS or an EIR. Such projects 
generally consist of one or a few distinct sources, 
although some consist of a greater m.anber. An 

example of the latter is the Denver Metropolitan 
Wastewater Overview EIS recently completed by 
Region VIII of the EPA. Federal funding for 
twenty-two separate sewerage treatment facilities 
was conditioned upon favorable review of the EIS 
which examined their combined regional impact. If 
the sources are widely distributed throughout the 
modeling region. spatial resolution may be an im­
portant model requirement. In such a case. area 
and stationPMs would provide a useful means to 
verify model acceptability. If the combined 
emissions from the proposed sources are relatively 
low or they are localized to a narrow downwind 
plume. their incremental health i~act may be 
small." Exposure/dosage PMs might be applied to 
assess model perfonnance. However, if, as in 
Denver, the potential impact is more serious and 
widespread. this latter type of PM can be useful. 

- LIT. Court challenges can arise to the basic air 
pollution laws themselves, to their implementation 
to federal regulation, or to decisions regarding 
specific sources (requests for variances and 
applications for construction/modification approval, 
for example). While challenges of the first two 
types can and have had im~ortant consequences, we 
identify the third type as the principal variant 
included in LIT. When the specific source in question 
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is to be located in an urban area, the model used to 
estimate its effects sh~uld be expected to predict 
both its near-source, ground-level concentration peak 
and its far-field "average" value. Peak and station 

PMs should be used. If the source is to be constructed 
in a rural area, PSD may be an issue in arriving at a 
build/no-build decision. If so, accuracy of spatial 
resolution could be important. The use of area PMs 
could be of assistance. 

We su11111arize in Table V-7 many of the points mentioned above. In it 
issues are associated with the generic categories of perfonnance measures 
most corrmonly required for use in assessing model performance. However, 

exceptions do occur. For this reason, the final choice of performance 
measures should be dictated by the character of the specific application. 

2. Perfonnance Measures and Air Quality Models 

In the previous section we associated performance measures with gen­
eric types of issues. We now discuss the ability of generic classes of 
models to generate predictions in a form suitable for calculation of those 
measures. All model types produce estimates of the concentration peak. 
Some can predict station concentrations. Fewer can spatially resolve 
the concentration field. Fewer still are able to determine an estimate 
of exposure/dosage. For each generic modei category, we outline here 
their general capabilities. 

> Grid. The formulation of grid models permits the esti­

mation of concentrations avera9ed for each grid cell. 
Consequently, the concentration field can be resolved 
spatially as finely as the dimensions of the grid cell. 
The peak is estimated to be the maximum ground-level 
grid cell concentration occurring during the modeling day. 
The location of the peak is predicted only as closely as 
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TABLE V- 7. PERFORMANCE MEASURES ASSOCIATED 
WITH SPECIFIC ISSUES 

Perfonnance Measure T!~e 
Issue Peak Station Area ExQosure/Dosage 

Multiple-source 
SIP/C x x x x 
AQMP x x x 

Specific-source 
PSD x x x 
NSR x x x 
OSR x x 
EIS/R x x x x 
LIT x x x 
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a single grid cell dimension. The value at the peak is 
predicted only as an area average in the vicinity of the 
peak (within one grid cell). Because of its spatial and 
temporal resolution, predictions suitable for calculation 
of statio~, area and exposure/dosage performance measures 
also can be generated. 

> Trajectory. Because a single air 11 column" is simulated, 
only concentrations along the space-time track followed 
by the advecting air parcel can be estimated. Such 
models, as a consequence, can predict station concentra­
tions only for those over which they pass. If several 
adjoining parcels are modeled, predictions at other 
stations can be determined. The spatial location of the 
peak can be estimated only as closely as the dimensions 
of the air column. The peak level is estimated to be 
the greatest column-averaged concentration occurring 

·during the modeling day. Averaging can take place over 
the entire vertical region from the ground to the inver­
sion base or over the lowest of several vertical column­
layers. Because of their limited spatial resolution, 
regional trajectory models do not generate predictions 
in a form suitable for the calculation of area or 
exposure/dosage PMs. Specific-source trajectory models, 
on the other hand, may do so. Concentrations are pre­
dicted as a function of downwind distance from the source. 
Though lateral resolution is limited, concentration esti­
mates can be put in a form appropriate for calculation of 
station, area and exposure/dosage PMs. 

> Gaussian. Concentration field predict ions are expressed 
analytically. Thus, subject to the steady-state limita­
tions of their formulation, the short-term averaging 
versions of these models can provide their estimates in a 
fonn that is suitable for the calculation of all perfonnance 
measure types. The long-term averaging versions, however, 
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predict regional or sector-averaged estimates of annual 
concentrations. Estimates of exposure/dosage (except 

_crudely on the basis of an annual concentration level) are 
difficult to derive. Predictions of annual station averages, 
though, can be obtained for regional models of this type. 

> Isopleth. Estimates in no other fonn than the regional 
peak concentration can be obtained with this method. This 
can be done only when the isopleth diagrams can be inter­
preted in an absolute sense. This is the case only when 
the isopleth diagram has been derived for ambient condi­
tions similar to the ones in the area being modeled. In 
addition, a prediction of the peak can be verified only 
if a historical data base exists that is sufficient to 
detennine a peak concentration in a previous base year and 
a record of the emissions cutbacks occurring since then. 

> Rollback. The only prediction obtainable from rollback 
is an estimate of the regional peak concentration. This 
is detenninable only if an historical da~a base exists 
such as that described for the isopleth method. 

> Box. A prediction of the regional peak concentration 
can be detennined using this method. No other estimates 
requiring finer spatial resolution can be computed. 
Diurnal variation in the estimates of regional average 
concentration, however, can be made. 

We sulllllarize in Table V-8 many of the points mentioned above. In 
it, we indicate for each generic model the type of performance measure 
that may be calculated, given the capabilities and limitations of each 
fonnulation. 

F. PERFORMANCE MEASURES: A SUMMARY 

In this ~hapter we identified generic performance measure categories, 
listed some specific performance measures, and then associated the 
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TABLE V-8. PERFORMANCE MEASURES THAT CAN BE 
CALCULATED BY EACH MODEL TYPE 

Performance Measure lt~e 
Exposure/ 

Model Peak Station Area Dosage 

Refined usage 
Grid 

Region oriented x x x x 
Specific source oriented x x x x 

Trajectory 
Region ·oriented x x 
Specific source oriented x x x x 

Gaussian 
Long-tenn averaging x x x 
Short-tenn averaging x x x x 

Refined/screening usage 
Isopleth x 

Screening usage 
Rollback x 
Box x 
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generic measure with generic issues. noting for each model type the PMs 
they are capable of calculating. Having done so, we are now ready to 
proceed with the final objective of this report: the discussion of 
model perfonnance standards. The presentation in Chapter VI will be 
based upon the points raised in this chapter. The following are of 
crucial importance: 

> Measurement networks often do not sense the "true" 
concentration peak. 

> Only perfonnance measures based upon station measure­
ment data may be c~utationally feasible. 

> Model predictions are often resolvable on a finer 
scale than measured concentrations; even though 
strict comparison of prediction with observation 
through some computed measure may not be fruitful, 
the model predictions themselves may still offer 

valuable insight. 
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VI MODEL PERFORMANCE STANDARDS 

The central purpose of this report is to suggest means for setting 
performance standards for air quality dispersion models. Toward that end 
our discussion has proceeded as follows: Issues were identified (Chapter 
III); issue/model combinations were presented (Chapter IV); and alternative 
issue/model/perfonnance measure associations were discussed (Chapter V). 
We are now at the final step: the setting of standards. To place this 
in the proper framework, we first identify five attributes of desirable 
model performance, ·showing how their relative importance depends on the 
issue being addressed an]:! the pollutant being considered. Then we recom­
mend specific performance measures whose values reveal the presence or 
absence of each performance attribute. We detail several rationales for 
establishing standards for those measures. To illustrate the use of these 
measures in assessing model perfonnance, we present a sample case. It is 
based upon SAI experience in using a grid-based photochemical model in the 

. Denver metropolitan region. Finally, we detail possible forms the actual 
standard might assume, suggesting a sample draft outline and format. 

The subject addressed in this report is a broad and complex one. 
Seldom can a rule for judging model performance be stated that does not 
have several plausible exceptions to it. Consequently, we view the estab-
1 ishment of model performance standards to be a pragmatic and evolutionary 
exercise. As we gain experience in evaluating model performance, we will 
need to modify both our choice of performance measures and the range of 
acceptable values ·we insist on. Nevertheless, the process must begin 
somewhere. The recorrmendations contained in this chapter represent such 

a beginning. 

We feel the measures and standards we suggest for use here will almost 
-certainly change as experience improves our "collective judgment" about 
what constitutes model acceptability and what does not. Perhaps the 
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number of measures will increase to provide richer insight into model 
perfonnance, or perhaps the number will shrink without any loss of "infonna­
tion content. 11 ~egardless of the list of measures and their standards that 
ultimately emerges for use, it is the conceptual structuring of the per­
fonnance evaluation itself that seems to be most important at this point. 
We must identify the attributes of a well-perfonning'.model, and we need to 
understand how we assess their relative importance, depending on the issue 
we are addressing and the pollutant species we are considering. The dis­
cussion in this chapter offers a conceptual structure for 11folding in 11 all 
these concerns and suggests candidate measures and standards. 

A. PERFORMANCE STANDARDS: A CONCEPTUAL OVERVIEW 

The chief value of air quality 11adels lies tn their predictive ability. 
Only through their use ca.n the consequences of pollution abatement alter­
natives be assessed and compared. Only by means of model predictions can 
the impact of emissions from newly proposed sources be estimated and evalua­
ted for acceptability. However, because the questions typically asked of 
models are hypothetical ones, their predictions are inherently nonverifiable. 
Only after the proposed action has been taken and the required implementation 
time elapsed will measurement data confinn or refute the model's predictive 
ability. 

Herein lies the dilentna faced.by users of air quality models: If 
a model's predictions at some future time cannot be verified in advance, 
on what basis can we rely on that model to decide among policy alternatives? 
In resolving this, most users have adopted a pragmatic approach: If a 
model can demonstrate its ability to reproduce for a similar type of appli­
cation a set of 11 known" results, then it is judged an acceptable predictive 
tool. It is on this basis that model •verification" has become an essential 
prelude to most modeling exercises. 

A further difficulty exists. What constitutes a set of "known" results? 
This is not a problem easily solved. For "answers" to be known exactly, the 
•test11 problem must be simple enough to be solved analytically. Few problems 
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involving atmospheric dynamics are so simple. Most are complex and nonlinear. 
For these, the analytic test problem is an unacceptable one. Another, more 
practical alternative often is employed. For regional, multiple-source 
applications, the "known" results are taken to be the station measurements 
of concentrations actually recorded on a "test" date. For pollutants having 
a short-tenn standard, the duration of measurement is a day or less. For 
those subject to a long-term (annual) standard, the duration is a year or more. 

For source-specific applications, the source of interest may not yet 
exist, pennission for its construction being the principal issue at hand. 
For these applications, it is often necessary to verify a model using the 
most appropriate of several protypical "test cases." These could be assembled 
from measurements taken at existing sources, tbe variety of source size, 
type and location spanning the range of values found in applications of interest. 

The term "known" is used imprecisely when referring to a set of measure­
ment data. Station observations are subject to instrunentation error. The 
locations of fixed monitoring sites may not be sufficiently well distributed 
spatially to record data fully characterizing the concentration field and its 
peak value. Nevertheless, despite those shortcomings, "observed" data often 
are regarded as "true" data for the purposes of model verification. 

Having assembled two sets of data, one "known" and the other "predicted," 
we can assess model performance by comparing one with the other. Predic-
tion and observation, however, can be compared in many ways. We must select 
the quantities that can best characterize the distribution of pollutants in 
the ambient air, for it is through comparison of their predicted and observed 
{"known") values that we specify model perfonnance. We catalo~ued a number 
of useful performance measures in Chapter IV, as well as in Appendix C. 
Later in this chapter we indicate that subset we view as having the 
greatest practical usefulness. 

Once we have decided on the performance measures best suited to our 
issue/application {and most feasible computationally), we can calculate 
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these values. Having done so, however, we must ask a central question: How 
close must prediction be to observation in order for us to judge model per­
fonnance as acceptable? In order for us to answer "how good is good, 11 per­
fonnance standards for these measures must be set, with allowable tolerances 
(predicted values minus observed ones) derived based upon a reasonable 
rationale (health effects or pollution control cost considerations, for 
instance). 

By setting these standards explicitly, certain benefits may be gained. 
Among these are the following: 

> A degree of uniformity is introduced in assessing model 
reliability. 

> The impact of limitations in both data gathering proce­
dures and measurement network design can be made more 
explicit, facilitating any review of them that may be 
required. 

> The performance expected of a model is stated clearly, 
in advance of the expenditure of substantial analysis 
funds, allowing model selection to be a more straight­
forward and less "risky" process. 

> The needs for additional research can be identified clearly, 
with such efforts more directed in purpose. 

B. PERFORMANCE STANDARDS: SOME PRACTICAL CONSIDERATIONS 

Before continuing, we point put several·practical considerations that 
can have a direct impact on model verification. Among the most important 
of these are the following: data limitations (due to its fonn, quantity, 
quality, and availability); time/resource constraints; and variability in 
the level and timing of analysis requirements. We discuss each of these 
in turn. 
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1. Data Limitations 

For a modeling simulation to be conducted, data must be gathered charac­
terizing both the 11 driving forces" (emissions, meteorology, and vertical 
temperature profile, for example) and the 11 resulting effects" (pollutant 
concentrations). To do so requires an extensive and coordinated effort. 
Consequently, complete data sets usually are assembled for only a few sample 
days. The dates on which these data are gathered are chosen as ones likely 
to be typical of "worst" episode conditions. However, unanticipated shifts 
in meteorology (frontal passage, for example) can occur, confounding attempts 
to measure ambient conditions on high-concentration days. Consequently, the 
data available for model verification may not be representative of conditions 
on the day when the "second highest" concentration occurs, i.e., the worst 
NAAQS violation. 

Confronted with such a situation, the modeler must decide the following: 
Even if model perfonnance proves acceptable for non-episode conditions, can 
it be considered "verified" as a predictive tool for higher-concentration 
days? This question is part of a still more general one: Should a model 
be verified for more than one day, each of these days experiencing a dif­
ferent peak concentration? If such a procedure were followed, model perfor­
mance could be evaluated for concentrations ranging from the current peak 
value to ones nearer the NAAQS. But, the meteorology occurring on days 
experiencing low peak concentrations is not typical of that occurring on 
high peak days. Should not the model, when used as a predictive tool, 
employ maximum-episode meteorology? We do not answer these questions here 
but note their importance as questions remaining to be resolved. We observe, 
however, that limitations on data quantity and ava)lability can constrain us, 
limiting our flexibility in dealing with these questions. 

Another difficulty can arise because of spatial limitations in the 
data. As we noted in the last chapter, measurement networks provide 
concentration data only at a few fixed sites. In general, these networks 
cannot guarantee observation of the "true" peak, nor are they sufficiently 
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well-spaced to assure that the "true" concentration field can be reconstructed 
from the station measurements. As a practical matter, however, these station 
data must fonn the basis for the comparison of prediction and observation. 
Station-type perfonnance measures, as defined in Chapter V, therefore must 
be the "preferred" (or rather the "unavoidable"} measures of interest. We 
detail some of these later in Section D. 

2. Time/Resource Constraints 

Both the amount and quality of the data collected as well as the level 
of modeling analysis perfonned are all strongly influenced by time dead­
lines and resource constraints. This has several consequences among which 
are the following: Because it is difficult, expensive and time comsuming 
to mount special data gathering efforts, heavy reliance is placed on previously 
gathered data, even with its recognized deficiencies; also, model selection 
occasionally is made more on the basis of the form and extent of existing 
data and financial budgetary considerations than on grounds more technically 
justifiable. In such cases a conscious choice has been made, trading model 
performance for other considerations. 

The combined effect of inadequate data and inappropriate model choice 
can reduce in value any assessment of model performance. In this report, 
however, we take_ the following view: The level of performance required of 
a model is determined not by exogeneous considerations but by the nature of 
the issue and the specific modeling application. 

3. Variability of Analysis Requirements 

Modeling analysis requirements differ from one application to another. 
There is an important question to ask in every modeling situation: How 
much analysis is justified? In the Los Angeles Basin, for instance, attain­
ment of the NAAQS for ozone cannot be achieved without widespread and 
extensive hydrocarbon (HC) emissions control. Ambient HC levels are currently 
so Mgh that more HC radicals are a>vailable than are "needed" by the chain 
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of-photochemical reactions that results in the o3 peak. Consequently, reduc­
tions in HC emissions must be sizable before any appreciable reduction in 
peak o3 can be achieved. The result of this is the following: Estimates of 
the percentage HC emissions control required to reach NAAQS compliance in 
Los Angeles are so high {75 to 80 percent) that they are not strongly sensi­
tive to uncertainties in the value of the o3 peak, either measured or predicted. 

If the only questions to be answered depended on the general region­
wide level of HC emissions control required {a SIP/C-related problem), then 
a fair amount of uncertainty could be tolerated in model predictions of the 
o3 peak: Use of a less sophisticated model might be acceptable. Were a 
different issue/question addressed, however, a model providing more detailed 
predictions might be required. 

C. MODEL PERFORMANCE ATTRIBUTES 

Mode 1 predictions are subject to a number of sources of uncerta·i nty. Some 
of these are data related, while others are inherent in the model theoretical 
fonnulations. Regardless of their source, however, errors manifest themselves 
in similar ways. They may affect a model's ability to predict peak concen­
trations, as well as introduce systematic bias or gross error into its pre­
dictions. They may limit a model's ability to reproduce temporal variation 
or affect the spatial distribution of the concentration field. 

What are the attributes of desirable model performance? Ideally, we 
would ask that a model have five major attributes, the strength of our insis­
tence depending on the circumstance of our application and the pollutant we 
are considering. The five model performance attributes are: accuracy of the 
peak prediction, systematic bias, lack of gross error, temporal correlation, 
and spatial alignment. The first of these concerns the model's 
ability to predict accurately the level, timing, and location of the concen­
tration peak. The second attribute is the absence of systematic bias, where 
predictions are shown not to differ from observations in any consistent and 
unexplained way. The third attribute concerns the lack of gross error, or 
rather the absolute amount by which predictions differ from observations. 
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We classify the difference between bias and error by means of the 
following example. Suppose when we CCJTlpare a set of model predictions with 
station observations, we find several large positive residuals (predicted 
minus observed concentrations) balanced by several equally large negative 
residuals. If we were testing for bias, we would allow the oppositely 
signed residuals to cancel. A conclusion that the model displayed no syste­
matic bias therefore might be a justifiable one. On the other hand, were 
we testing for gross error, the signs of tne residuals would not be considered, 
with oppositely signed residuals no longer allowed to cancel. Becaose the 
absolute value of the residuals is large in our example, we might well con­
clude that the model predictions are subject to significant gross error. 

The fourth of the desirable perfonnance attributes is that of temporal 
correlation. When this is important, can the model reproduce the temporal 
variation displayed by the observational data? A model might be judged as 
being capable of doing so if its predictions varied in phase with observa­
tion, that is, if they were "correlated." The fifth desirable attribute is 
that of spatial alignment. At each time of interest, does the model pre­
dict a concentration field that is distributed spatially like the observed 
one? To detennine this, correlation of prediction with observation could 
be assessed at several points in the concentration field, e.g., monitoring 
stations. 

The five performance attributes are interrelated. Suppose, for instance, 
that our model does not reproduce well the photochemistry of ozone formation 
in the atmosphere. Not only could its estimates of the concentration peak 
be in error, but also its temporal correlation and spatial alignment mjght 
be poor. Even if the model predi.cted the peak properly, problems might still 
exist. If the chemistry were "fast," the peak, though correct, might be pre­
dicted to occur sooner than that actually observed. Even if atmospheric 
transport were properly modeled, performance measures might then "detect" 
temporal and spatial problems. 

By treating each performance attribute separately, we may run the risk 
of rejecting a model on several grounds where only a single reason actually 
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exists .. For example, slight errors in the wind field input to the model 
might result in predictions apparently wro1.g both spatially and temporally. 
Yet, only a single defect exists, in this case not due to the model at all. 

Nevertheless, we adopt a conservative viewpoint.· We suggest evaluating 
the model separately for the presence of each attribute, even though they 
themselves may be interrelated. Redundancy should not result in a satis­
factory model being unfairly rejected. If model predictions are good, they 
will be acceptable both spatially and temporally. If they are poor, they 
will probably be rejected, both for temporal and spatial ~easons. 

If model performance is mixed, showing, for example, good temporal cor­
relation but poor spatial alignment, two possibilities exist. fither the 
model perfonnance may not be particularly poor or the performance measure 
used to detect one or the other perfonnance attribute is deficient {too 

stringent or too lenient). In either case, however, forcing model perfor­
mance to be reassessed makes sense. On balance, while requiring a model to 
"jump the hoop" twice may be redundant in looking for the same problem, it 
should provide us a measure of safety in the "double-check" it provides, pre­
suming each attribute assumes the same importance {see the discussion below). 

Although they are interrelated, the five model performance attri­
butes are distinct. Consequently, we must employ different kinds of per­
fonnance measures to determine the presence of each attribute. While we 
defer to Section D a statement of specific measures we recommend using, we 
list in Table VI-1 their objectives. 

We have identified five model performance attributes. Which of these, 
however, is most important? This question has no unique answer, the rela­
tive importance tn each problem depending on the type of issue the model 
is being used to address and the type of pollutant under consideration. 
In order to relate attribute importance to application issue in a more con­
venient manner, we present in Table VI-2 a matrix of generic issue class 
(as defined earlier in this report) and problem type. For each combination 
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TABLES VI-1. PERFORMANCE MEASURE OBJECTIVES 

Perfonnance 
Attributes 

Accuracy of the 
peak prediction 

Absence of 
systematic bi as 

Lack of gross 
error 

Temporal 
correlation 

Spatial alignment 

Objective of Perfonnance Measures 

Assess the model's ability to predict the concentra­
tion peak {its level, timing and location) 

Reveal any systematic bias in model predictions 

Characterize the error in model predictions both at 
specific monitoring stations and overall 

Detennine differences between predicted and observed 
temporal behavior 

Uncover spatial misalignment between the predicted 
and observed concentration fields 

TABLE Vl-2. IMPORTANCE OF PERFORMANCE ATTRIBUTES BY ISSUE 

Im~ortance of Perfonnance Attribute* 
Perfonnance Attribute SIP[C AQMP PSO NSR OSR EIS/R LIT 

Accuracy of the peak 1 1 1 1 2 l 1 
prediction 
Absence of systematic 1 l l 1 1 l 1 
bias 

. Lack of gross error l 1 1 1 1 1 1 

Temporal correlation 2 2 3 3 3 3 3 

Spatial alignment 2 2 1 3 3 3 3 

* Category 1 - Perfonnance standard must always be satisfied. 
Category 2 - Perfonnance standard should be satisfied, but some leeway 

may be allowed at the discretion of a reviewer. 
Category 3 - Meeting the perfonnance standard is desirable but failure 

is not sufficient to reject the model; measures dealing 
with this problem s~ould be regarded as 11 infonnationa1.• 
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we indicate an "importance category." We define the three categories based 
upon how strongly we insist our model demonstrate the presence of a given 
attribute. For Category l, we require that perfonnance standards always 
be satisfied (the problem type is of prime importance). For Category 2, 
we state that the standard should be satisfied but some leeway ought to 
be allowed, perhaps at the discretion of a reviewer (while the problem type 
is of considerable importance, some degree of "mismatch" may be tolerable). 
For Category 3, we are not insistent that standards be met, though we state 
that as being a desirable objective (the problem type is not of central 
importa nee) • 

A number of assumptions are embedded in Table VI-2. Among the more 
significant are the following: 

> Both peak and 11 far-field" concentrations are of interest 
in cot.sidering PSD and NSR questions. 

> Specific-source issues (PSD, NSR, OSR, EIS/R and Liff most 
often deal with sources assumed to be continuously emitting 
at a constant level (or nearly so); consequently, performance 
measures considering time variations between prediction 
and observation are not the principal measures of interest. 

> Spatial agreement between prediction and observation is par­
ticul~rly important in applications where PSD is an issue; 
this is so because source impact on pristine areas (Class I) 
and elevated terrain (Class II) often occurs well downwind 
of the source, with the magnitude and incidence of impact 
highly directional and spatially dependent. 

> Specific-source impact generally occurs in a narrow downwind 
plume; thus, the monitoring network set up to provide measure­
ment data often consists of only a few stations; as a result, 
the calculation of all-station performance measures may not 
prove meaningful. 

> Error is less important in considering regional issues than is 
the presence of a systematic bias . 
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> To achieve and maintain ccrnpliance with the NAAQS (SIP/C, AQMP), 
alternate control strategies must be developed and evaluated. 
For this to be done properly, some degree of spatial resolution 
should be attained by the model and verified. 

The relative importance of each performance attribute is dependent 
on the type of pollutant being cons;dered and the averaging time required 
by the NAAQS. If a species is subject to a short-tenn standard, for 
instance, accuracy of the peak prediction and temporal correlation m;ght 
be of considerable concern, depending on the ;ssue being addressed. How­
ever, if the species is subject to a long-tenn standard, neither of these 
problem types are of appropriate fonn. We indicate in Table VI-3 a matrix 
of the performance attributes and pollutant species. We rank each combina­
tion by the same ;mportance categories we used earlier in Table VI-2. 

Conceivably, a conflict might exist between the ranking indicated by the 
issue and the pollutant matrices in Tables Vl-2 and VI-3. We suggest resolving 
the conflict in favor of the less stringent of the two rankings. For example, 
suppose the issue being addressed was SIP/C and pollutant being considered 
was CO. According to Table VI-2, the accuracy of the peak prediction should 
be regarded as Category 1 (the standard must always be satisfied). However, 
according to Table Vl-3, it should be considered as Category 2 (the standard 
should be satisfied but some leeway may be allowed). The conflict should 
be resolved by allowing the combined issue/pollutant ranking to be Category 2. 

D. RECOtf.1ENDED MEASURES AND STANDARDS 

In this section we reach a major goal of this report: We identify a 
recoJTmended set of performance measures and propose rationales for setting 
standards for each. Our discussion in this section unfolds as follows. 
First, we isolate a candidate list of performance measures from which we 
select the reconmended set. Then, we detail several rationales on which to 
base standards for our "preferred" measures. Using these we identify 
spec;fic "guiding principles" from which standards may be set. In a final· 
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TABLE VI-3. IMPORTANCE OF PERF0Rt1ANCE ATTRIBUTES BY 
POLLUTANT AND AVERAGING TIME 

I!!!!ort1nce of Perfonnance Attribute* 
Po 11 ut1nts wl th 

Pollutants with Short·tenn Standards Long-tenn Standards 

Perfonnance 0" CO** NltiC* SOz NOz co TSP** so ** NOz** TSP SOz 3 2 
Attr1 bute (1 hour) 1 (1 hour) p hour) (3 hour} ~ (8 ho.!!!l. l24 hour} (24 hourl p ,lHr) 'l ,xearj '1 l!arl 

Accuracy of the 3 3 3 
peat prediction 
Absence of 
11stemattc bias 
Lack of gross 
11"1"0r 
Ttq1Gral 2 2 2 2 3 3 N/Att N/A N/A 
corre1atton 
Spatial 2 2 2 2 2 2 2 2 2 
al lgnment 

* Category 1 • Perfonnance standard must be sat1sf1ed. 
Category 2 • Performance standard should be satisfied, but some leeway may be allowed at the discretion of a reviewer. 
Category 3 - Meeting the performance standard Is desirable but failure Is not sufficient to reject the llOdel. 

t Ho short-tenn N02 standard currently extsts. 
I Averaging times required by the NAAQS are in parentheses. 

** Pr11111ry stlndards. 
tt The perfonnance 1ttribute 1s not app11c1ble. 
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synthesis, we present a sunrnary table listing for each p~rformance attri­
bute, the recomnended measures and a means for setting standards for them, 
along with a sample value for the standard (ones listed are appropriate 
for the Denver case study described in Section E of this chapter). 

1. Reconmended Perfonnance Measures 

Of the many performance measures considered fo Chapter V (and in more 
detail in Appendix C), which of these are most suitable for use in establishing 
standards for model performance? The answer to this is constrained in two 
major ways, the first conceptual and the second practical. First, the con­
ceptual constraint is imposed by the types of perfonnance attributes we are 
concerned with: The measures must adequately assess the presence or absence 
of each of the five attributes. Second, the practical constraint is imposed 
by the "sparseness" of the observational data: Since station observations 
constitute the only data available for characterizing "true" ambient con­
ditions, we have little choice but to employ station performance measures 
in determining model acceptability. 

We draw a distinction between those measures that are of general use 
in examining model perfonnance and the much smaller subset of them that is 
most amenable to the establishment of explicit standards. Many measures 
can provide rich insight into model behavior but the information is conveyed 
in a qualitative way not suitable for quantitative characterization (a 
requisite for use in setting performance standards). These "measures," 
often involving graphical display, really are tools for use in "pattern 
recognition." They display model behavior in suggestive ways, highlighting 
"patterns" whose presence reveals much about model performance. Several 
examples of such "measures" are isopleth contour maps of predicted concen­
trations and estimated "observed" ones, isopleth contour maps of the dif­
ferences between the two, and time histories of predicted and observed con­
centrations at specific monitoring stations. 
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Though we focus on station measures for use in setting model performance 
standards, we do not suggest the calculation of perfonnancc measures be 
limited to them. Many others, where each is appropriate, should be used. 
The data should be viewed in as many, varied ways as possible in order to 
enrich insight into model behavior. We suggest a number of useful measures 
both in Chapter V and Appendix C. 

Given that station measures are our 11 preferred 11 (rather, our "unavoid­
able") choice, we now consider the list of candidate measures. From these 
we select our final reconmended set. We present the candidate station per­
fonnance measures in Table VI-4. We group them by the number of stations 
compared noting the performance attribute and generic issue class they are 
most suited for addressing. We identify four types of comparisons: 

> Event Specific Values. Predicted and observed concentra-
. tions are compared at the time a specific event occurs. 
For instance, the peak station prediction can be compared 
with the peak station observation, even though these may 
occur at different stations and times. 

> Comparative Values. Predicted and observed concentrations 
are compared at the same monitoring station. 

> Average Values. Predicted and observed concentrations are 
compared averaged for all monitoring stations. 

> Offset Values. Observed concentrations at a given station 
are compared with predicted values offset by a small amount 
spatially (values at near.by stations) and/or temporally (values 
at other times, either earlier or later). 

Performance measures are of two different kinds: "absolute" and 
"informational." The first type includes those measures for which we can 
set specific, absolute standards. Measures of the second type are more 
infonnational in nature, providing qualitative insight into model performance. 
Their values are to be considered as 11advisory, 11 having associated with them 

no specific standard. 
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TABLE VI-4. CANDIDATE STATION PERFORMANCE MEASURES 

Issue tlte~rl 

SUtiClftS Perfo!Wlnct hrforMnce tlHsu" Mu 1tt2 le·!ooun:e S2ec 1 f1 c ·!oourtt 

(ensidtrff Attributes Drscr;J!tlon St1tus SIP/t ~ PSD !fil ~ EIS/R LIT 

Peat Suttons Accuracy of 1. Difference between or Absolute I I x x x x x 
u-t-!oitectflc the PHl ratio of pe.k iUtion 
.. l•n) pred1ctton concentr•tiOlls (could be 

(Concentr1· 1t different •Hurelltflt 
ttan level\ suti011$ l 

.. -- ~ --- -·. 

2. o; ffertncr betweeft or MIH\ute I I I I I 
ratio of predicted 1nd 
observed concentr1ti011s 
1t tilt stat ion recording 
tlle .... ,_ measured 
Hlllt 

Accuracy of l. Sp1tl1l displacement JnforwttOllll I I I I I 
the peat between predicted and 
pred1tt1on obsel"ffd peak sutl0115 
(Location 
of Peak) 

Accuracy of 4. Ttmtng difference lie- Mlseltrte I I 
tlle ptlk tween occurrence of 
prtd'ictton predicted ud ollsened 
(Tt•i"9 of pel~ 

Pdt) 

(acll Sutton Absence of s. Average relative devta· AbHlute I I I I I I I 
Separately syst1111ttc tton 
( tQlllMI rat\ we bi IS 
11hies) 

Lact of 6. Average lbsolute rela· Ab101ute I I I I l I I 
vross error tive deviation 

7. Standard deviation of Absolute I I II I I I I 
clevt1tions 

Teiiponl 8. Correl1tfon co.fftctent Absolute I I 
correlation/ 
spattal 
1l19~t 

T~r1J t. letii'Ortl offset corre· lnfonMUlllll 1 l I 
correl1t1on lation coefficient 

10. Plot5 of tOllParattwe In for1111 t1 ona \ I I 
t1• ll'istories 

an suttOllS Absence of 11. Aver1ge relative de· Absolute I I I l I I I 
Toge ti.tr Systellltfc. vtatton 
(Aver1ge f11ues) llfu 

L1ct of 1Z. Average absolute rel· Absolute I I I l I I I 
gross error 1tfve deviatfon 

n. St1ndarcl deviation of Absolute I I I l II I l 
deviations 

, ... Correlogn• of lnforma ti 11111 l l x 
prediction-observ1tion 
p1irs 

15. Rltfo of pHt to Jnforaationl 1 I I 
1ver1ge devi1tion 

Tt!lllPOrt 1 16. Corre11tion c~fficfent 
corre 11tion/ 

Absolute I I 

spatial 
lltgMeftt 
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TABLE Vl-4 (Concluded) 

Stitt OM ,,.., .. Perfo,....nce Measure Multlf!le-~urce 

Coftstde"" TJ1!e DHcr11!t 1on Status SIP/C !!l! 
T~oral 17. Temporal offset corre- lnfonutiona 1 I x 
correlation lation coefficient 

18. Plot of c~1r1ttve Jnfonnational x x 
time histories 

lleartiy Stat10M Spatial 19. Spatial offset corre- lnfo..-tional x x 
(Offset Values)_ alignment 11t1on coefficient 

(comparison at the 
same time) 

T9'1or1l zo. Spatial/t~ral offset lnfon111tional x x 
corre lat i orv correlation coefficient 
5'11ti1l (c~arison at differ-
AH9-nt -ent times) 

• Tllese ..e•sures are A!>Prop~iate 1f offsets are considered It the level of lllbient concentrations 
rather thin prh-.r.t •1n1ons. 

Issue Clte!J!!rt 
Seec1f1c-Source 

PSD !2 ~ EIS/R llT 

Often in practice modeling predictions are known with greater spatial 
resolution than measurement data. The predicted concentration field, for 
instance, can be resolved at intervals of several kilometers or less by 
vatious types of models, including grid and Gaussian ones. To retain the 
infonnation contained in concentration field predictions, several "hybrid" 
performance measures can be employed. With these, concentration field 

predictions are compared with station measurements. We list in Table Vl-5 
several of these hybrid measures. When predictions are available in this 
more detailed fonn, these measures may be calculated to supplement those in 

Table VI-4. 
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Our reconrnended choice of perfonnance measures is based upon the 
following criteria: 

> The measure is an accurate indicator of the presence of a 
given perfonnance attribute. 

> The measure is of the "absolute" kind, that is, specific 
standards can be set. 

> Only station measures should be considered for use in 
setting standards. (This is more an unavoidable choice 
than a preferred one.) 

Based on these criteria, we have selected the set of measures described 
in Table VI-6. The use of ratios (Cpp/CPm and µ, for example) can introduce 
difficulties: They can become unstable at low concentrations, and the sta­
tistics of a ratio of two random variables can become troublesome. Neverthe­
less, when used properly, their advantages can be offsetting. For example, 
the use of C,,p/CPm instead of (Cpp-CPm) permits a health effects rationale to 
be used in reco111T1ending a performance standard (see a later discussion of the 
effects rationale). 

Before continuing, however, we insert an important caveat. For calcu­
lation of these measures to be statistically meaningful, a certain minimum 
level of spatial and temporal "richness" must be available from monitoring 
data. Often, this criterion is met for multiple-source, urban applications. 
However, for isolated point source applications, it may not be. For such 
cases, data inadequacies may be overcome by using prototypical "test bed" 
data bases for the purposes of model verification. Selection of the 
proper "test bed" could be accomplished by choosing the prototypical data 
base that describes an application most nearly like the proposed one. 
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These data bases, where they do not already exist, could be assembled 
through special measurement efforts at existing large point sources. Mon­
itoring could be extensive enough to insure adequate data "richness." 

As a practical matter, however, such "test beds" are not currently 
available. Verification instead must be conducted using whatever data are 
at hand. These may be provided by tracer experiments. Alternatively, 
where a source already exists (for instance, where retrofit of pollution 
control equipment is the issue or where construction of a new source is 
to occur on the site of an existing source), some site-specific data already 
may be available. 

Considerable care should be exercised when using such data to calcu­
late the perfonnance measures listed in Table VI-6. If the data are too 
"sparse, 11 in either a spatial or a tempora 1 sense, these measures may be 
of little value, or worse yet, may actually be misleading. Additional 
work needs to be conducted to identify, if possible, supplementary perfor­
mance measures for use when the available data is inadequate for reliable 
use of the reconmended measures. 

Having stated the above caveat, we continue. A number of key assump­
tions are embedded in the choice of the specific measures shown in Table 
VI-5. We state several of them: 

> Concentration gradients within a pollutant cloud can be 
11 steep 11

• Thus a slight spatial misalignment of the cloud, 
perhaps an unconsequential problem on its own, can sometimes 
result in the predicted peak occurring at a different 
monitoring station than the measured peak. Estimating the 
value of the concentration peak, however, is often of 
much greater importance than predicting its exact location. 
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TABLE VI- 5. USEFUL HYBRID PERFORMANCE MEASURES 

lssllt! C.tegori 

Sutions Perforunu Perfon111nce Me•sure llwltt2le-Source Specific-Source 

Considere4 Attdbute Dtscri2tton Status SIP/C !!it!! ~ ~ ~ [IS/R ill 
Put Sution Accur1t1 of 1. Difference bet.ween or Absolute x l x l x I x 
((vent-Specific the ...... nit to of predicted pe•k 
·w.1ues) predtctton concentr•tian and high-1 

(Concentra- est sutton value 
t1on level) 

Accuracy ef !. S,.t il 1 tli sp lat9Rllt laf-Uonal I I x I l 

tilt peak bl!i.etn the predicted 
predicUClll peak and tlle station 
(Location .. sur19111 tM highest 
ef Put.) w1lue 

Accuracy ef 3. Ttllfng tlffference be- l•formt111111 l I I 
ate peat t.een occurrence of 
predi ct ton the predicted peak and 
(T1•ing of tlle •xi- stltton 
Petk) •asure.ent 

Each Station Spatial 4. Plot showing for each lnfol'Wllti Diil 1 I x x 
Separatel1 alti.-nt hour during the dly tlle 
(C1111Parathe Cltsunce Ind direction 
ratues) fro11 the measuraent 

station to the nearest 
point at llllich 1 pre-
dieted conc111tr1tiD11 
occurs equa 1 to tlle 
station .. sured value 

an Suttons Leet of 5. Difference for eadl flour Jnforw t f ona 1 I I l l I l x 
Together tross error bet.een the 1verage pre-
cawerar tlfcted concentr1tion 
Walues (1ver19ed over tlle en-

tfre field) and the 
1ver1f: station ••sure-
111nt averaged over 111 
sutions) 

6. Difference for each hour Jnfol'Wllttonal l l It It x It It 

be boeen tlle s Ullcllrd 
devil ti ons of tile pre-
dieted concentr1tions 
1nd the station •asured 
values 
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TABLE VI-6. MEASURES RECOMMENDED FOR USE IN SETTING MODEL PERFORMANCE STANDARost 

Perfonnance 
Attribute 

Accuracy of the 
peak prediction 

Absence of 
systenatic bias 

Lack of gross 
error 

Temporal cor­
relation* 

Spatial alignment 

Ratio of the predicted station peak to the measured station 
(could be at different stations and times) c ;c 

PP Pm 

Difference in timing of occurrence of station peak* 

t:.tp 

Average value and standard deviation of the mean deviation 
about the perfect correlation line normalized by the average 
of the predicted and observed concen~rations, calculated for 
all stations during those hours when either the predicted or 
the observed values exceed some appropriate minimum value 
(possibly the NAAQS) 

Average value and standard deviation of the absolute devia­
tion about the perfect correlation line normalized by the 
average of the predicted and observed concentrations, calcu­
lated for all stations during those hours when either the 
predicted or the observed values exceed some appropriate 
minimum value (~ossibly the NAAQS) 

(lli"I. oi-i) 
ll OVERALL 

Temporal correlation coefficients at each monitoring station 
for the entire modeling period and an overall coefficient 
averaged for all stations 

rt;' rtOVERALL 

for" 1 ~ i ~ M monitoring stations 

Spatial correlation coefficients calculated for each modeling 
hour considering all monitoring stations, as well as an over­
all coefficient average for the entire day 

r , r 
Xj XovERAll 

for 1 ~ j ~ N modeling hours 

* These measures are appropriate when the chosen model is used to consider questions 
involving photochemically reactive pollutants subject to short-term standards. 

t There is deliberate redundancy in the performance measures. For example, in 
testing for systematic bias,µ and 0 17 are calculated. The latter quantity 
is a measure of "scatter" about the perfect correlation line. This is also and 
indicator of gross error and could be used in conjunction with IVI and oµ· 
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Consequently, we suggest, when this seems reasonable (judg­
ment is necessary here), comparing the peak station pre­
diction with the peak station measurement, regardless of 
when or where they both occur. 

> In addressing questions involving pollutants subject to 
short-term standards. diurnal variation occurs in concen­
tration levels. It is reasonable to insist short-term 
predictions emulate that pattern. Differences in the tim­
ing o~ the peak should be considered (particularly for photo­
chemically reactive pollutants) and temporal correlation 
should be evaluated. 

> In many circumstances, percentage differences between predicted 
and observed concentrations seem better indicators of model 
perfonnance than gross differences. For instance, a difference 
of 0.04 ppm of ozone might be regarded as serious if ambient 
levels were 0.10 ppm where it might not be if those levels were 
0.24 ppm. The use of such measures can cause some problems: 
Ratios can become unstable at low concentrations, and the statistics 
of a ratio of two random variables can be complex. Neverthe-
less, percentage differences should be calculated (possibly 
along with gross differences). Further, we suggest that residuals 
(prediction minus observation) be taken about the perfect correla­
tion line (prediction equals observation), since we have no a 
priori: reason to regard.observation as any more accurate than 
prediction. This was pointed out by Anderson et al. (1977). We 
also suggest nonnalizing the residuals by the arithmetic 
average of the predicted and observed concentration. 

> The concentrations of greatest ·interest are often the higher 
values, that is, those that exceed some appropriate minimum 
value (possibly the NAAQS, though this may differ from one 
situation to another). We may be less interested in model 
reliability below those levels. We suggest that performance 
measures include only those prediction-observation "pairs" where 
one or the other value exceeds the chosen minimum value. (Possibly 
"stratification" may be of interest, that is, repeating the calcu­
lation of measures using different minimum values). 

VI-22 



This should not be done, however, if it results in the 
'-

number of pairs being reduced below the number required 
for statistical significance. 

> Measurement stations usually are widely spaced. We assumed 
this spacing to be so gr.eat that the use of spatial/temporal 
offset correlation coefficients would be of uncertain value. 
Consequently, we did not include them among the list of 
measures reconmended for use. 

> Redundancy should be built into the calculation of per­
formance measures. This provides an internal means for 
double-checking results. For example, in testing for 
systematic bias, ii and oµ are calculated. The latter quan­
tity is a measure of "scatter" about the perfect correla­
tion line. This is also an indicator of gross error and 

should be used in conjunction with liil and a liil. 

2. Recommended Perfonnance Standards 

Having identified the performance measures requ1r1ng a specific 
standard, we now consider four alternative rationales for setting those 
standards. We designate the four as follows: 

> Health Effects 
> Control Level Uncertainty 
> Guaranteed Compliance 
> Pragmatic/Historic 

The guiding principles for each of these rationales are stated in 

Table Vl-7·. 

We describe in detail each rationale in Appendix 0, deferring their 
technical description in order not to interrupt the flow of this chapter. 
However, to offer insight into their general nature, we present here a 

brief outline of each. 

VI-23 



TABLE VI-7. POSSIBLE RATIONALES FOR SETTING MODEL 
PERFORMANCE STANDARDS 

Rationale 

Health Effects 

Control level 
Uncertainty 

Guaranteed Compliance 

Pragmatic/Historic 

Guiding Principle 

The metric of concern is the area-integrated cum­
ulative health effects due to pollutant exposure; 
the ratio of the metric's value based on pre­
diction to its value based on observation must be 
kept to within a prescribed tolerance of unity. 

Uncertainty in the percentage of emissions control 
required must be kept within certain allowable 
bounds. 

Compliance with the NAAQS must be "guaranteed;" 
all uncertainty must be on the conservative side 
even if its means introducing a systematic bias. 

In each new application of a model should perfonn 
at least as well as the "best" previous perfonnance 
of a model in its generic class in a similar appli­
cation; until such a historical data base. is com­
plete, other more heuristic approaches may be 
applied. 

> Health Effects. The most fundamental reason for setting 
air quality standards is to limit the adverse health impact 
the regulated pollutants {and their products) produce. 
Thus, founding a model performance standard on a health 
effects basis has strong intuitive appeal. To do so, we 
asslllle an analytic fonn for urban population distribution 
and an exposure/dosage health effects functional, both 
of which require as inputs only easily derived data. Using 
these, we determine in analytic form a new health-based 
metric: the area-integrated cumulative health effects. We 
estimate through this metric the total health burden experi­
enced by the population during the day. The model is required 
to predict concentrations that do not differ from observa­
tions to the point an unacceptable difference is seen in the 
health metric. While the data used is application-specific, 
the method itself is general. The assumptions made in deriving 
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this rationale, while extensive, seem plausible. A sample case 
was conducted for ozone exposure i .1 the Denver Metropo 1 i tan 
region, with promising corroboration of the rationale in several 
key regards. The sample case is described in detail in 
Appendix D. 

> Control Level Uncertainty. With this rationale we set perfor­
mance standards to ensure that uncertainty in estimates of the 
amount of pollution control required be kept within acceptable 
bounds. These limits may be detennined in a number of ways, 
but we consider limits on uncertainty in control :ost as a 
promising means for doing so. If we can asslJTle that pollutant 
production and evolution over the modeled region can be approxi­
mated by some simple surrogate, such as an isopleth diagram 
for ozone, then control uncertainty limits can be directly and 
easily related to equivalent bounds in uncertainty in the pol­
lutant peak, the quantity to which control strategies are often 
designed. 

> Guaranteed Compliance. The NAAQS are written in quite 
specific tenns and must ultimately be cornplied with. An 
argument can be made that to "guarantee" such compliances 
uncertainty in model predictions must be on the "conser­
vative" side. That is, the probability must be accept­
ably small that a control strategy designed based on model 
predictions will not actually achieve compliance. We con­
sider this rationale here and in Appendix D primarily for 
completeness. While the rationale has some potential 
usefulness, it implies the introduction of a systematic 
bias into modeling results, something we would hope to 
avoid in a final choice of a perfonnance standard. 

> Pragmatic/Historic. Standards for all performance measures 
cannot be derived based on the rationales mentioned above, 
something we v'!ill discuss later in this chapter. Until 
additional research expands our options by providing insight 
into other rationales, we adopt a pragmatic approach. We 
may proceed in either of two ways. If we are able to state 
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heuristically a specific guiding principle for setting a 
standard for a particular measure, we invoke it. Otherwise, 
we simply require the following: In each new application 
a model should perform at least as well as the "best11 pre­
vious performance of a model in its generic class in a 
similar application. In addition to being pragmatic, this 
last approach is also evolutionary, ·requiring a continually 
expanding and updated model/application data base. 

The four rationales differ in their usefulness vis-a-vis the five 
perfonnance attributes. Shown in Table VI-8 are the attributes addressable 
by measures whose standards are set by each of the rationales. Only the 
Pragmatic/Historic rationale is of use in addressing all attributes; 
the other three are of use principally in defining the level of performance 
required in predicting values at or near the concentration peak. The Health 
Effects and Guaranteed Compliance rationales also may have some application 
to problems involving concentration field error. 

TABLE VI-8. PERFORMANCE ATTRIBUTES ADDRESSABLE USING 
PERFORMANCE STANDARD RATIONALES 

Perfonnance Health* Control level* Guaranteed 
Attribute Effects Uncertai nt,l Com[!liance 

Accuracy of the x x x 
peak prediction 
Absence of 
systematic bias 

. lack of gross x x 
error 
Temporal 
correlation 
Spatial alignment 

Pragmatic/ 
Historic 

x 

x 

x 

x 

x 

*These are most suited for photochemically reactive pollutants subject 
to short-term standards. 
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One conclusion seems clear. Unless more comprehensive rationales are 
developed in subsequent research work, several must be used simultaneously 
to completely define standards of performance. Any one of the four can be 
used to specify allowable bounds on model perfonnance in predicting peak 
concentrations. Either the Health Effects or the Pragmatic/Historic ration­
ales can be helpful in setting standards for error measures. Only the latter 
of these two rationales is of use for addressing attributes of the other types. 

We associate in Table VI-9 each rationale with those generic issues 
for which its use is appropriate. Several assumptions are embedded in 
that table. Among them are the following: 

> Health effects are not of overriding concern in PSD and OSR 
issues, for reasons noted earlier. (Even though we indicate 
such a rationale may be used in addressing other specific­
source issues, we observe that plume "narrowness" can limit 
downwind health impact}. 

> Near-source peak concentrations are not of primary interest 
in OSR, but rather 11 far-field 11 average values. 

> The Guaranteed Compliance rationale is of use in addressing 
questions involving PSD as long as the air quality standards 
being used are the PSD class increments. 

TABLE VI-9. ASSOCIATION OF RATIONALES WITH GENERIC ISSUES 

Issue Categor_y 
Multi2le-Source SQecific-Source 

P.ationale SIP/C AQMP PSD NSR OSR EIS/R 

Health Effects x x x x x 

Control Level x x x x x 
Uncertainty 

Guaranteed x x x x x 
Compliance 

Pragmatic/ x x x x x x 
Historic 
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Having outlined the rationales we consider in this report, it remains 
to match them with the set of perfonnance measures we reco1T1T1ended earlier 
in this chapter. As is clear from Table VI-8, we have no alternative but 
to apply the Pragmatic/Historic rationale for those measures designed to 
test for systematic bias or to evaluate temporal behavior and spatial align­
ment. However, several alternatives exist for measures dealing with peak 
performance and gross error. 

We select in the following ways from among the alternatives. Hoping to 
avoid introducing a ~rocedural bias, we first eliminate the Guaranteed Com­
pliance rationale from further consideration. Then, because the Health 
Effects rationale is better suited for use in setting standards for peak­
accuracy measures, we choose to use it only in that way. 

Our reconmended choice for use in establishing standards for peak­
accuracy measures is a composite one, combining the Health Effects and Control 
Level Uncertainty rationales. Were a model to overpredict the peak, a 
control strategy designed based on its prediction might be expected to abate 
the health impact actually occurring. If the model underpredicted, however, 
the control strategy might be "underdesigned," with the risk existing that 
some of the health impact might remain unabated even after control implemen­
tation. The penalty, in a health sense, is incurred only when the model 
underpredicts. The Health Effects rationale then is one-sided, helping us 
set performance standards only on the "low side." 

On the other hand, the Control Level Uncertainty rationale is bounded 
"above" and "below", that.is, its use provides a tolerance interval about the 
value of the measured peak concentration. For a model to be judged accept­
able under this criterion, its prediction of the peak concentration would 
have to fall within this interval. Model underprediction could lead to 
control levels lower than required, but residual health risks. Overpre­
diction, on the other hand, could lead to abate~ent strategies posing little 
or no health risk but incurring control costs greater than required . 
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For the above reasons, we suggest that the Control Level Uncertainty 
rationale be used to establish an upper bound {overprediction) on the 
acceptable difference between the predicted and observed peak. We would 
choose the lower bound (underprediction) to be the interval that is the 
minimum of that suggested by the Health Effects and Control Level Uncertainty 
rationales. 

We list pur reconmendations in Table VI-10, noting the possibility for 
peak-accuracy measures that the recorrrnended rationales may not be appropriate 
in all applications for all pollutants. Whether health effects would be an 
appropriate consideration when considering TSP, for instance, is unclear. 
The Health Effects rationale is best suited for use in urban applications 
involving short-tenn, reactive pollutants. In those circumstances when the 
HE or CLU rationales are not suitable, we suggest the Pragmatic/Historic 
rationale. 

TABLE VI-10. 

Performance 
Attribute 

Accuracy of peak 
prediction 

Absence of 
sytematic bias 

Lack of gross 
error 

Temporal cor­
relation 

Spatial alignment 

RECOr+1ENDED RATIONALES FOR SETTING STANDARDS 

Reconvnended Rationale 

Health Effects* (lower side/underprediction) 
Control Level Uncertainty* (upper side/overprediction) 

Pragmatic/Historic 

Pragmatic/Historic 

Pragmatic/Historic 

Pragmatic/Historic 

*These may not be appropriate for all regulated pollutants in all applica­
tions. When they are not, the Pragmatic/Historic rationale should be 
employed. They are most applicable for photochemically reactive pollu­
tants subject to a short-tenn standard (03 and N02, if a 1-hour standard 
is set). · 
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3. Sunmary Table of Recomnended Measures and Standards 

Unt;1 now, our discussion has remained general when relating performance 
measures and standards. Here we become specif;c. In Table VI-11, we sum­
mar;ze for each of the five problem types whose presence we are testing for 
the perfonnance measures we reconmend and the standards we suggest. Since 
the actual value of the standard may vary from one application to another 
or between pollutant types, we present sample values calculated based on a 
sample case. The exa°"le ;s appropriate for consideration of SIP/C in the 
Denver Metropolitan region and ;s described in a case study fashion in Section 
E of this chapter. 

Where we ;nvoke the Pragmat;c/Historic rationale as justification for 
selecting specific standards, we also state the specific guiding principle 
we followed. We sum1arize those here: 

> When the pollutant being considered fs subject to a short­
term standard, the timing of the concentration peak may be an 
important quantity for a model to predict. This is parti­
cularly true when the pollutant is also photochemically 
reactive. We state as a guiding principle: "For photochem­
ically reactive pollutants. the model must reproduce reason­
ably well the phasing of the peak." For ozone an acceptable 
tolerance for peak timing might be ± 1 hour. 

> The model should not exhibit any systematic bias at concen­
trations at ~r above some appropriate minimum value {possibly 
the NAAQS) greater than the maximum resulting from EPA­
allowable calibration error. We would consider in our calcu­
lations any prediction-observation pair in which either of 
the values exceed the pollutant standard. Error (as 
measured by its mean and standard deviation) should be 
indistinguishable from the distribution of differences 
resulting from the comparison of an EPA-acceptable monitor 
with an EPA reference monitcr. The EPA has set maximum 
allowable limits on the amount by which a monitoring technique 
may differ from a reference method (40 CFR §53.20). An • 
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TABLE VI-11. SUMMARY OF RECOMMENDED PERFORMANCE MEASURES AND STANDARDS 

Perfol"lllilnce 
Attribute 

Accuracy of the 
peak prediction 

AMence of 
systematic bias 

lack of gross 
error 

Teraporal correla­
tion* 

Spatial al igment 

Perfonriance of Pleasure 

Ratio of the predicted 
station peak to the 
111easured station peak . 
(could be at different 
stations and times) 

Type of Rationale 

Health Effects+. 
(lower side) can­
binee with Control 
level Uncertainty 
{upper side) 

Perfonnance Standard 

Guiding Principle 

limitation on uncertainty 
in egg reg ate hea 1th 
impact and pollution 
abatement costs~ 

CplCPrn 
Difference in timing of 
occurrence of station 
peak* 

Pra!1ftatic/Historic Model must reproduce 
reasonabiy well the 
phasing of the peak, 
say, :11 hour 

Average value and standard Praglllitic/l!istoric 
deviation of mean devia-
tion about the perfect 
correlation line normal-
ized by the average of the 
predicted and observed con-
centrations, calculated for 
all stations during those 
hours when either predicted 
or observed values exceed 
some appropriate minimum 
value (possibly the NAAQS). 

(ii. "-) 
" OVERALL 

Average value and Stan- Pra~tic/l!istoric 
derd deviation of absolute 
mean deviation about the 
perfect correlation line 
nonna 1 i zed by the average 
of the predicted and 
observed concentrations, 
calculated for all sta-
tions durino those hours 
when either predicted or 
observed values exceed some 
apvropriate minimum value 
(possibly the KAAQS) 

/Ji;j, 0 1 1) 
\ 'IT OVERALL 

Temporal correlation coef- PraQllliltic/Historic 
ficients at each monitor-
ing station for the entire 
modeling period and an 
overall coefficfent for 
all stations 

rt • rt 
i OVERALL 

for l ~ i .s. M monitoring 
stati ens 

Spatial correlation coef- Pragmatic/Historic 
ficients calculated for 
each modeling hour con-
sidering all monitoring 
stations, as well as an 
overall coefficient for 
the entire day 

r , r 
xj XovERALL 

for 1 .s. j ~ N modeling 
hours 

No or very little systematic 
bias at concentrations (pre­
dictions or observations) at 
or above some appropriate· 
Wlinimum value (possibly the 
NAAQS) ; the bi as should not 
be worse than the 111aximum 
bias resulting from EPA­
allowable monitor calibra­
tion error (-8 percent is 
a representative value for 
ozone); the standard devia­
tion should be less than or 
equal to that of the differ­
ence distribution of an EPA­
acceptable 110nitor** com­
pared with a reference 110ni­
tor. (3 pptun is representa­
tive for ozone et the 95 
percent confidence level) 

For concentrations at or 
above some appropriate 
minimum value (possibly 
the NAAQS), the error 
(as measured by the overall 
va 1 ues of l"I and o l;-1 ) 
should be indistinguishable 
from the differe~ce result­
ing from comparison of an 
EPA-acceptable monitor with 
1 reference monitor 

At a 95 percent confidence 
level, the temporal pro­
file of predicted and 
observed concentrations 
should appear to be in 
phase (in the absence of 
better information, a con­
fidence interval may be 
converted into a minimum 
allowable correlation 
coefficient by using an 
appropriate t-statistic) 

At a 95 percent confidence 
level, the spatial distri­
bution of predicted and 
observed concentrations 
should appear to be cor­
relateC: 

~le Value 
(Denver Exair.ple) 

cP 
BO ~ r ~ 150 percent 

Pm 

~ 1 hour 

No epparent bi as at 
ozone concentrations 
above 0.06 Pill" 
(see Table Vl-12 and 
Figures Yl-5 and Vl-6 
for further details) 

NO excessive gross 
error (see Table 
Vl-12 and Figures 
Vl-5 and Yl-6 for 
further de ta i 1 s) 

For each monitoring 
station, 

0.69 ~rt ~ 0.97 
i 

Overall, 

rtOVERALL • 0.88 

In this e,..ample a 
value of r?. 0.53 is 
significant at the 
95 percent confidence 
level 

For each hour, 
-0.43 ,,_ r ~ 0.66 

xj 

Overal 1, 
r • 0.17 
XovERALL 

In this example I 
value of T' z. 0.71 is 
significant at the 95 
percent con fl dence 
level 

* These measures are appropriate when the chosen ll'IOdel is used to consider questions involving photochemically reactive 
pollutants subject to short-term standards. 

t These may not be appropriate for all regulated pollutants in all applications. When they are not the Pragmatic/ 
historic rationale should be anployed. 

**The EPA has set maximum allowable limits on the amou"t by which a monitoring technique may differ from ii reference 
method. An •[PA-acceptable monitor" is defined here to be one that differs from a reference monitor by up to the 
•xiaun allowable amount. 
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"EPA-acceptable monitor" is defined here to be one that 
differs from a reference monitor by up to the maximum 
allowable amount. 

> Prediction and observation should appear to-be correlated 
at a 95 percent confidence level, both when compared 
temporally and spatially. We.can estimate the mininum 
allowable value for the respective correlation coef­
ficient by using a t-statistic at the appropriate per­
centage level and having the degrees of freedom required 
by the number of prediction-observation pairs. 

The guiding principles noted above are plausible ones, though in some 
cases they are arbitrary. As a •verification data base" of experience is 
assembled, historically achieved perfonnance levels may be better indicators 
of the expected level of model perfonnance. Standards derived on this more 
pragmatic basis may supplant those deriving fran the "guiding principles" 
followed in this report. 

4. Fonnulas for Calculating Performance Measures and Standards 

A number of performance measures are reconmended in Table VI-6. Here 
we state explicitly the equations used for their calculation and the fonns 
assumed by the:~tandards. We include, where appropriate, brief theoretical 
justifications for these relationships. 

The definitions are self-explanatory for measures testing the accuracy 
of the peak model prediction. Specifically, 

I (VI-1) 

where Cpp is the peak station prediction, CPm is th~ peak station measurement, 
m is the lower bound on the ratio of the peaks, and 8 is the upper bound. 
The bounds may be detennined either from Pragmatic/Historic considerations 

VI-32 



or, where possible, by means of the Health Effects/Control Level Uncertainty 

rationales described in Appendix D. The latter of these two approaches may 
prove feasible only when considering photochemically reactive pollutants 
(particularly ozone} subject to a short-term standard. Also, for such 
reactive species, 

(VI-2) 

where l~t I is the absolute value of the difference between the predicted p 
and observed times of the station peak, and 6 is the maximum allowable dif-
ference, say, one hour (this is an arbitrarily set value). 

Underlying our definitions of bias and error is the following assump­
tion: A priori, we have no reason to prefer either prediction or observa­
tion as a better measure of reality. Both, in fact, can be subject to sig­
nificant uncertainty. It follows from this assumption that residuals (pre­
dicted concentrations minus observed ones) should be taken perpendicularly 

about the perfect correlation line. 

We emphasize an important point: The residual for a given prediction­
observation pair is not the geometric distance from the perfect correlation 
line, as displayed in a correlogram (such as the one shown later in 
Figure VI-3). Rather, the geometric distance must be scaled downward by a 
factor of 12. That this is so follows from the discussion presented below. 

It is based on our requirement that prediction and observation differ by no 
more than the maximum amount by which an EPA-acceptable monitoring technique 
may differ from the accepted reference technique. 

Uncertainty in monitoring results can be introduced from many sources. 
Three principle source categories are the calibration method, the agreement 
with the reference monitoring technique, and the actual instrument error. 
The last of these categories includes instrument noise and precision, mea­
surement drift, and interference from other contaminants. In defining the 
characteristics of the EPA-acceptable monitor we wish to use as a standard, 
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we have chosen to include only the first two error source categories. We 
thus eliminate the need to consider perfonnance characteristics of specific 
monitoring instruments. Also, in comparing a monitor with an instrument 
using the EPA-accepted reference monitoring technique, it is not unreason­
able to assume that both are subject to the same instrument error. 

We may define an acceptance standard for a model insofar as error 
and bias are concerned: The distribution of differences between prediction 
and observation must be indistinguishable from that resulting from the com­
parison of an EPA-acceptable monitor with the accepted reference monitor. 
Specifically, we define "indistinguishable" to mean 

0- < £ 
\J - • 

' (VI-3) 

(VI-4) 

where t and c can be detennined fran federal regulations (40 CFR §53.20) 
for instrument performance, and "ii and o-are defined below. 

' ).I 

We may confinn a model's acceptability by hypothesizing that the 
acceptance standard for bias and error is satisfied and checking to deter­
mine whether this hypothesis is violated. Consistent with this approach, 
we may assume that each prediction and observation pair are random samples 
drawn from the same distribution, the one that aescribes the behavior of 
an EPA-acceptable monitor with respect to a reference monitor. The stan­
dard deviation (S.D.) of a random varia~le whose value is the difference of 

'two other random variables having the same S.D. a may be expressed as 

The geanetric distance from the perfect correlation line, d1, may 
be written as 

pi - M; 
d. = ---

1 /2 • 
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where P1. and M. are the i-th prediction-observation pair. We are search-1 . 

ing for a test variable aµ to compare with o. Therefore, referring to 
Equation VI-5, we see that we must divide di by 12 to obtain the properly 
scaled mean deviation from the perfect correlation line, di, that is, 

P. - M. 
d~ = l l 

l 2 

Thus, the average and standard deviation of the mean deviation may be 
expressed as 

a = 
µ 

N 2 
_l ~(pi - Mi ) 
N-1~ 2 - µ 

i =l 

(VI-7) 

(VI-8) 

(VI-9) 

These quantities may be compared with those characterizing the distri­
bution of differences between an EPA-acceptable monitor and a reference 
instrument. Those values may be derived from 40 CFR §53.20. As an example, 
{see Burton, et al., 1976) an EPA-acceptable monitor for ozone/oxidants 
could have a -8 percent bias and a 95 percent confidence interval of 
±3 pphm {a o of 1.53 ppm). If an EPA-acceptable monitor were defined to 
be subject to instrument error as well, the -8 percent bias would remain 
because it is assumed due to calibration, but the 95 percent confidence 
interval would increase to ±7 pphm (a a of 3.57 ppm). 

We noted earlier that the "seriousness" of the magnitude of a given 
residual depends on the ambient concentration of the pollutant being con­
sidered. For instance, a value for di of 2 pphm ~ight be considered of 
less importance when ambient concentrations are on the order of 30 pphm 
than when they are 10 pphm. In consideration of this effect, we suggest 
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nonnalizing residuals by the aritl'lnetic average of the predicted and 
observed concentrations for a given pair. This is consistent with our 
earlier statement that, a priori, we have no reason to prefer observa­
tion over predittion as inherently better indicators of reality. 

Defining the average concentration to be 

Pi + M. c - 1 
AVE - 2 • (VI-10) 

we may write expressions for the nonnalized average and standard deviation 
of the mean deviation about the perfect correlation line: 

N 
__ 1 E(pi µ--N P. 

i=l 1 
- "·) 
+ M~ (VI-11) 

N )2 l P. - M. 
N-1 E ( p ~ + M ~ - lf 

i=l 1 1 

(VI-12} 0- = 
IJ 

A deliberate redundancy has been built into the list of suggested per­
fonnance measures. Both aµ and 0

11 
are measures of "scatter" about the 

perfect correlation line. Thus, they are also indicators of gross error 
and may be used in conjunction with those measures explicitly listed in 
Table VI-6 for use in investigating gross error. These measures consider 
absolute rather than signed residuals. Specifically the nonnalized 
average value and standard deviation of the absolute deviation about the 
perfect correlation line may be written 

N 
- = ! ~ (Ip i - M; I) 
llll N L.J P. + M. 

i=l 1 1 
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(VI-14) 

Their values may be compared with standards such that 

(VI-15) 

, (VI-16) 

when the values of A and Y may be derived from instrument performance 
specifications in federal regulations. 

It may be helpful to visualize the definitions of di and CAVE geomet­
rically on a correlogram. Figure VI-1 is a schematic, showing the orien­
tation of the d*-CAVE axes with respect to the P-M axes of the correlogram. 
The CAVE axis is aligned with the perfect correlation line, and both the 
d* and CAVE axes are scaled downward by a factor of fl from the P and 
M axes. 

.. 
t: 
0 ..... 

3 4 
Prediction, P 

d* 

FIGURE VI-1. ORIENTATION AND SCALING OF CAVE Arm d* AXES 
ON A PREDICTION-OBSERVATION CORRELOGRAM 
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Finally, we consider measures suitable for use in testing for tem­
poral correlation and spatial alignnent. The former of these is of con­
cern when the chosen model is used to consider questions involving photo­
chemically reactive pollutants subject to a short-term standard. We sug­
gest the use of temporal correlation coefficients, whose values are 
defined to be 

1 N 
-N 1 L ( p. • - 'I.Ip ) (M. • - 1.1 ) = - j=l 1,J i 1,J M; 

K ,E r = - r 
tovERALL K t; i=l 

oP.aM. 
1 1. 

, 

(VI-17) 

(VI-18) 

where rt; is the temporal correlation coefficient at the i-th station for 
the N divisions of the modeling period, and rtoVERALL is the average correla­
tion coefficient for all the K monitoring stations. Also, µPi and 0 pi 
are the mean and standard deviations of the predictions for N hours at the 
i-th station. Similarly, ~i and OM; are the mean and standard deviations 
of the concentrations at the f-th station. 

In testing for spatial alignment, we recOll'lllend using the following 
spatial correlation coefficients: 

(VI-19) 

N 

r =l~r 
XclVERALL N 4J X. 

J=l J 

, (Vl-20) 
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where rXj is the spatial correlation coefficient at the j-th hour for the 

K monitoring stations, and rxovERALL is the average correlation coefficient 
for all the N modeling period divisions (e.g., hours). Also, µp. and op. 
are the mean and standard deviations of the predictions for K st~tions ai 
the j-th hour. Similarly, µMj and oMj are the mean and standard deviations 
of the concentration at the j-th hour. 

As for the form of the standard, we would require that 

r > r . - min , (VI-21) 

where rmin is defined at the 95 percent confidence level, perhaps using 
a t-statistic if no better method is apparent. 

E. A SAMPLE CASE: THE SAI DENVER EXPERIENCE 

In Section D we reconmended a set of measures and standards for use in 
evaluating model performance. Here we illustrate how these measures might 
actually be used in practice. To do so, we draw on SAI experience in model­
ing the Denver metropolitan region (Anderson et al., 1977) using the grid­
based SAI Airshed Model (Ames et al., 1978). We first show for the sample 
case the values we calculate for the performance measures; then we discuss 
how to interpret their meaning. 

1. The Denver Modeling Problen 

Over the past several years, Region VIII of the EPA has prepared an 
Overview EIS assessing the impact on the Denver metropolitan region of the 
proposed construction of twenty-two separate wastewater treatment projects. 
Adopting a regional approach, they assessed the projected impact of the 
facilities in several key ways, among which was tbeir effect on air quality. 
They contracted with SAI in late 1976 to conduct that portion of the 
assessment. SAI employed several air quality models, one a long-term 
climatological model (COM) and the other a short-term photochemical model 
{the SAI Airshed Model). We consider the latter of these in our sample 

case. 
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The grid-based Airshed Model is fully three-dimensional and capable 
of simulating concentrations of up to 13 chemical species, including ozone, 
nitrogen dioxide and several types of reactive hydrocarbons. The modeling 
grid chosen for overlaying the Denver Metropolitan region was 30 miles by 
30 miles, subdivided horizontally into grid cells two miles on a side. 

In cooperation with local agencies, SAi assembled meteorological 
infonnation (spatial and temporal profiles of temperature and inversion 
height, as well as wind speeds and directions) characterizing atmospheric 
conditions on several Sllllllertime test days, 29 July 1975, 28 July 1976, 
and 3 August 1976. Also, gridded emissions inventories were compiled 
(hourly by species) for those days as were estimates for the years 1985 
and 2000. Simulations were then conducted, with projections also made 
of air quality in the two subsequent years. 

2. Values of the Performance Measures 

We compare in this sample case the predicted and observed concentra­
tions of ozone at each monitoring station in the regional measurement net­
work.~ The issues we address are SIP/C and AQMP. On the test date we have 
chosen, 28 July 1976, eight monitoring stations provided ozone concentra­
tion data. Their locations are shown in Figure VI-2. Of the nine sta­
tions, all but CAMP provided usable ozone measurements. Data were 
recorded as ·hourly averages for each hour throughout the day. 

The Airshed Model generates its predictions as grid cell-averaged 
hourly concentrations. Through interpolation, these values may then be 
used to estimate station predictions (concentrations at fixed points 
rather than grid cell averages). Plotted in Figure VI-3 are the predicted 
and observed ozone concentrations at each of the eight stations reporting 
on the modeled day (Anderson, et al., 1977). From the station predictions 
and observations, we can calculate perfonnance measure values. We present 
the values of these measures in Table VI-12. We indicate in the table 
how these values might be interpreted in evaluating model performance, 
considering each in more detail below. 
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FIGURE VI-2. LOCATIONS OF MONITORING STATIONS IN THE DENVER METROPOLITAN REGION 
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TABLE VI-12. SAMPLE VALUES FOR MODEL PERFORMANCE ~TANDARDS (DENVER EXAMPLE) 

Perfonnance 
~i!!.!!.!!_ 

Accuracy of 
the pnk pre­
diction 

AbHnce of 
systematic 
blU 

Composite 
Importance 
Category* Perfonnance Measure 

Ratio of predicted to mea­
sured station peaks 

CP /CP 
P m 

Timing of the peakt 

6tp 

Average value and standard 
deviation of the mean 
deviation about the per­
fect correlation line. 
normalized by the average 
of the predicted and 
observed concentrations 

µ,a~ 

Performance Standard 

cP 
80 .s. r .s. 1 so percent 

Pm 

t 1 hour 

For concentrations (predicted 
or observed) at or above the 
NAAQS, the bias should not be 
greater than the maximum bias 
resulting from EPA-allowable 
monitor calibration error. A 
-8 percent btas--not nonnal­
lzed--ts representative, which 
for this case ts 

11 • -0.4 pphm 
a

11 
• 1. 53 pphm 

for an EPA-acceptable 
mon1tor1--see Burton, et al. 
(1976)--when all concentra­
tions are considered. An 
EPA-acceptable monitor can 
have an uncertainty wtth 
respect to a reference moni­
tor of es much u :1: 3 pphm 
for ozone 1t 1 95 percent 
confidence level. 

Calcullted Value 

99 percent 

+ 1 hour 

For concentrations greater 
than the NAAQS (8.0 pphm), 

µ • 4.lS 
a- • 19.4S 

II 

For all concentrations, 
µ • -23.41 

O• • 33.SS 
" In a form suitable for 

comparison with non­
normaltzed Instrument bias, 

· 11 • ·0.52 pphm 
0

11 
• 1.22 pphm 

when 111 concentr1tton1 
are considered. 

Interpretation 

,eak performance of the 1110del 
1s utisfactory. 

The timing of the peak Is 
satisfactory. Since the model 
provides only hourly averages, 
this Is IS finely IS At tin bt 
determl ned. P 

For concentrations at or above 
the NAAQS, a slight positive 
bias exists, though within 
acceptable bounds. When 111 con­
centrations ire considered, 1 
larger negative bias seems to 
exist. Put In a fol"lll suit1blt 
for comparison wl th 1n EPA· 
allowable monitor,! however, tht 
bias appears to be lndlstlngulsh· 
ble fro~ that resulting from 1111x1· 
mum allowable ca11br1tlon error. 
Overall, no conclusion of unac­
ceptably high btes would seem 
Justified. 
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Perfol"llllnc1 
AWlbl!t1 

Lick or 

''°" '""'" 

fMpOrl1 
corl'tl1tfon 

Sp1tt11 
11 f """"' t 

Co111posf t1 
l111Port1nc1 
Cate!!Ort• 

2 

2 

z 

Perfol'llllnc1 Measure 

AY!r1ge YllUI 1nd standard 
deviation of the absolute 
111e1n devtat1on about the 
perfect correlation 1fne, 
norma lt '"' by the ner191 
of the predfcted 1nd 
observed concentr1ttons 

1;1 •• ,., 

flftlPOral COl"f'llatfon coef• 
ffctents 1t each 1110nftor• 
tng statton and en onr111 
coefffc1ent (the 111· 
stet1on ner191) 

rt .rt 
f OVERALL 

for 1 .s. f .s. M mnftorfng 
st1tton1 

S111tt11 correlation coef­
ft c fents for each 1110del­
fn9 hour and 1n overall 
coefficient for the entire 
day (the a 11 •hours 
ever19e) 

r ,r 
xJ •ovERALL 

for 1 .s. J .s." lllOde11ng 
hours 

TABLE Vl-12 (Concluded) 

Pe1'fon111nce St1nd1rd 

For concentratfons It or 
1bove the NAAQS, the error 
should be tndtsttn9ulsh1bl1 
from the dtstrtbutlon or ll"ror 
resulting from comparison of 
an EPA-acceptable monitorl 
with 1 reference 1110nttor. 
Representative values for en 
£PA·1cc1pt1ble 1110nitor (·8 
percent btas; t J pphnt 1t 1 
95 percent confidence level) 
111ight be estt1111ted to be 

h•I • t.22 """"' 
•1ul • a.ts Pllhll 

Note that these v1lues 11'1 
based on non-nof'llll1tzed 
d1Yf1ttons. 

At a 95 percent conf1dtnct 
level, predicted end 
observed concentr1tlons 
should 1pp11r to be cor· 
rel1ted. Using 1 t­
st1ttstfc to est1Nte the 
111lnlmum 1cceptable correla• 
tion coefficient, fn this 
example, we find 

"t • 0.53 

"'" 
At • 95 percent conftdenct 
level, predicted Ind 
observed concentrations 
shodld 1ppe1r to be cor­
related, Using 1 t· 
statistic to estl111te the 
11tntmum acceptable correl1-
tlon coefficient, fn thfs 
exa...,le WI ffnd 

rx • 0.71 
-1111n 

C1lcul1te4 Y11ue 

For COlll:entr1tto«s 9~t1r 
then the NAAQS (9.0 ppllln), 

1;1 • 11. 11 

•1;1 • 19.U 
For 111 conc1ntr1tfons, 

1•1 • 31.51 

•1;1 • 33.51 

In 1 font suitable for c011-
1111rfson wfth non-nor1111lf1ed 
lnstl'Ullllnt error, 

1111 • 1.12·pphll 

•1 .. 1 • 0,72 pphlll • 

lnterpl"ttatton 

For c011Cntr1tton1 at or above 
the NAllQS, the error seems to be 
1bout half of w111t ts seen If 111 
concentratlont are considered. 
The lllOdel thus 1ppe1rs to be sub· 
Ject to less error at the hlqher 
conci!ntret Ion r1nge. lie can 
deteMlllne the 1ccept1btltty of 
thfs error level by converting to 
a non-nor1111ll1ed for111 for cOlll• 
p1rfson with en estlnttte of thlt 
resultlllfJ frOlll use or en EPA· 
1ccept1ble monitor.I Even wh911 
111 concentrations 'Ire considered, 
the error In inodel predictions 
1ppe1rs to be less than that 
resulting frOlll monitoring technique 
differences. We conclude that the 
lllOde1 perfol'llllnce ts 1cceptably 
good fnsofar as error Is concerned. 

For etch 11111nltorfnt st1tfon, For 111 1t1ttons end owert11, pre• 
dfcted end observed conctntr1tlon1 

0.&9 ~ "tt .s.0.97 • 1ppe1r to bt correlated. The model 
perforNnct 1ppe1rs to be wfthln 

OY1r111, acceptable bounds. 
"t • 0.88 

OltllALL 

For HCll tllOdeHnt hour, 

-0.44 s "• s 0.6'1 
J 

0Yer111, 
" • 0.17 
AoftRALL 

0Urfn9 nont or tlle hours consfder"H 
(all daylight hours) do prediction 
Ind observ1tlon 1ppear to be cor­
related at the 95 percent confidence 
level. Model predictions appear to 
be spatially 11ts1ll9ned, although 
the presence of temporal correl1tfon 
su99ests that the 111tsal l9rwnent NY 
not be 1 serious problem. (Another 
Interpretation NY be correct: 
Either rx ts too stringent a 11111sure 
of sp1tl1l al lgn1111nt or rt ts too 
lenient a measure of tl!ftlporal be­
havior. Only by 1ddlttonal research, 
however, wtll we be 1ble to conftr111 
or refute thfs.) 

•The COlftPOSlte fniportance category Is detennlned by consulting T1ble1 Vl·2 1nd IY-3 for the 1pproprf1t1 Issue 1nd pollut1nt/1ver19fng thnt (fn this 
txlftlPle, SIP/C ind ozon1/one·hour 1ver1gln9 time). The composite c1tegory ft the less 1trfn9ent of the two l111POrt1nce rankings. 

t These 1111asures are appropriate wtlen the chosen model ts ust11 to consider questions Involving photoch1111tc1lly reactive pollutants 
subject to short-tel'lll 1t1nd1rd1. 

I An "EPA-1cceptable monitor• fs defined here to be one that differs from 1 1110nltor uslnq the EPA reference technique by up to the 
111ul111U111 allowable 1111011nt. 



3. Interpreting the Perfonnance Measure Values 

Briefly, we su1T1Tiarize the conclusions suggested by the model perfor­
mance measures. First, even though the predicted and observed concentra­
tion peaks occur at different monitoring stations and times (North Glenn 
at 2-3 p.m. versus Welby at 1-2 p.m.), their values agree quite closely, 
well within the acceptable tolerance. 

Second, systematic bias appears to rema]n within acceptable limits. 
We can demonstrate this graphically, first by plotting prediction­
observation pairs in a correlogram (see Figure VI-4) a~d then plotting the 
normalized mean devi~tion about the perfect correlation line as is done 
in Figure VI-5. From this latter figure (suggested by Anderson, et al., 
1977) we see that the Airshed Model, while systematically underpredicting 
at concentration levels below 4.5 pphm, does not appear subject to such 
bias at concentrations above that level. Incidentally, recent internal 
studies at SAI have indicated that the Denver region may be subject to 
background concentrations as high as 4 pphm (Anderson, 1978}, values 
substantially higher than those supplied as input to the Airshed Model. 
Also, we may compare the deviations about the perfect correlation line 
to those that we would expect from comparison of an EPA-acceptable 
monitor with a monitor using the EPA reference technique (nonnally 
distributed, -8 percent bias, ± 3 pphm at the 95 percent confidence level-­
see Burton, et al., 1976). This comparison is shown in Figure VI-6. To 
aid in presenting this graphical comparison, we have converted deviations 
to the non-normalized form. We observed that the means (a measure of syste­
matic bias) of both are nearly the same and that the standard deviation of 
prediction-observation deviations is somewhat less than that of the monitor­
ing error distribution. 

Third, consistent with our conclusions about systematic bias, gross 
error also appears to be within tolerable bounds. We show in Figure VI-7 
the distribution of non-normalized error, that is, the absolute deviation 
of predictions and observations from the perfect correlation line. For 
reference we also· estimate the corresponding distribution resulting from 
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NORMALIZED DEVIATIONS ABOUT THE PERFECT CORRELATION LINE AS A FUNCTION 
OF OZONE CONCENTRATION (DENVER, 28 JULY 1976) 
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DENVER, 28 JULY 1976) 
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comparison of an EPA-acceptable monitor with an EPA reference instrument. We 

see that the mean value and standard deviation of the prediction-observation 
"error" are both somewhat less than those resulting from instrument differ­
ences. The conclusion suggests itself that gross error is within acceptable 
bounds~ though we cautfo11 that the shape of the instrument difference curve 
is an estimate and needs to be analyzed in further detail. 

Fourth, temporal behavior at each monitoring station seems satisfac­
tory, appearing correlated to better than the requisite 95 percent con­
fidence level. We note that the correlation we have observed provides 
infonnation only about the "shape" of the concentration profiles (shown 
in Figure Vl-3), not its absolute level. In general, predicted concen­
trations rise and fall when observed values do, though the concentration 
values might be quite different. Only by examining bias and error per­
fonnance measures can we draw conclusions about concentration levels. 

Fifth, spatial alignment does not appear to be acceptably good. 
During none of the 14 hours considered, do the spatial patterns of pre­
dictions and observations appear to be correlated at the 95 percent 
confidence level. In fact, for a number of hours, the correlation seems 
quite poor. Two possible explanations exist. Either the spatial cor­
relation coefficient is too "stringent" or the predkted concentration 
field in fact is misaligned. Since temporal correlation appears strong, 
the lack of corresponding spatial correlation is somewhat surprising, 
though countervailing errors responsible for this conceivably could be 
present. It is also possible that the temporal correlation coefficient 

· either is too "lenient" or it should not be computed including concentra­
tions at all daylight hours. Presently, we do not know which of these 
explanations is correct, noting only that it is a subject for future 
investigation. Conceivably, measurement data errors could also be contri­
buting to the problem. 

In this example, we can examine model predictions for spatial mis­
alignment. To do so, we conducted an informal experiment among several 
of our staff. In general, reconstructing the "true" concentration 
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field from a "sparse" set of observational data is a difficult and uncer­
tain process. Nevertheless, we attempted, using only station measurement 
data, to draw isopleth maps showing contours of constant concentration 
values. The process, of course, is a highly subjective one, requiring the 
person doing the drawing to make a number of judgmental and often arbi­
trary decisions. In this case, a useful result was achieved. 

None of the participants in the experiment were able to draw unam­
biguous isopleth maps for those hours when overall concentrations were low 

(before 11 in the morning and after 3 in the afternoon). However, while 
they varied widely in their estimates during the four "peak hours" of the 
COllfigurations for lower outlying concentration isopleths, each agreed 
reasonably well on their estimates of the location of the peak. We com­
pare in Figure VI-8 a 11 ground-trace11 of their composite estir.lates with 
the peak locations predicted by the Airshed Model. 

We observe that the ground-traces of the predicted and observed peaks 
differ, both in direction and speed of drift. This suggests that either 
the model has had some difficulty in simulating atmospheric dispersion 
or it is being driven by inputs that imperfectly characterize ambient 
conditions on the modeling day. Based on a generally favorable model 
perfonnance rating, as judged by the other four types of measures, we 
feel the latter of these two explanations is more likely. 

The model input data most likely to have caused the alignment problem 
is the temporally and spatially varying wind field. By comparing the 
ground-trace of the predicted peak with the directions and speeds of pre­
vailing winds that we input to the Airshed model, we confirmed that the 
wind field did indeed appear to be "forcing" the predicted pollutant 
cloud in just the direction noted in Figure VI-8. 

We emphasize that this does not confirm that 11 errors 11 in the input 
wind field were responsible for the spatial misalignment, but the evi­
dence is suggestive. Final confirmation or refutation would come by 
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rerunning the Airshed Model using a wind field "adjusted" to better 
mirror our updated estimates of the meteorology on the modeling day. If 
agreement, as evaluated by the five types of perfonnance measures, were 
"better," then we might conclude that wind field imperfections were 
responsible for our misalignment problems. 

F. SUGGESTED FRAMEWORK FOR A DRAFT STANDARD 

We have now completed our central objective in this report: the 
identification and specification of model performance measures and stan­
dards. In doing so, however, we have not solved the problem but rather 
only begun a discussion that will be a continually evolving one. Almost 
certainly, the specific measures and standards employed to evaluate 
model perfonnance will change as our insight and experience expands. 
On balance, the most enduring benefit from this study will be the con­
ceptual structure it sets. 

With that structure in mind, we discuss one final subject: a frame­
work for a draft model perfonnance standard. We view the promulgation 
of the standard as having two distinct parts: the text of the standard 
itself and an accomp~nying guidelines document. Where the standard 
should be quite specific about selecting and applying the performance mea­
sures to be used, there needs to be a guidelines document in which sup­
plementary discussion and examples are provided. While a full examina­
tion of the interrelationships between the two documents is beyond the 
scope of the current study, we illustrate in Figure VI-9 one possible 
configuration. 

We focus in this discussion on suggested elements of a draft per­
formance standard. We state several of the functional sections it 
should contain: 

> Goals and Objectives. The reasons for insisting on model 
validation should be stated, as well as a summary of 
expected costs and benefits. Our objectives in conduct­
ing performance evaluation should be clearly presented. 
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FIGURE VI-9. POSSIBLE RELATIONSHIPS BETWEEN THE MODEL PERFORMANCE 
STANDARDS AND A GUIDELINES DOCUMENT 
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> Overall Modeling Acceptance Criteria. Important criteria 
for judging a modeling effort in an overall sense should 
be clearly stated, along with the action required if any 
of the criteria are not satisfied. Among possible criteria are 

the following: The verification must be done for modeling 
days typical of "worst case" conditions, the measurement 
network must meet certain stated minimum standards 
(numbers, types and configurations of the monitoring 
stations), and point source models must be verified using 
the appropriate prototypical data base (one appropriate for 
an application similar to the proposed hypothetical one). 
Without these and perhaps other overall criteria being sat­
isfied, model evaluation would be premature. 

> Determination of Perfonnance Measures. The procedure must be 
stated for determining the performance measures to be used 
for model evaluation. Instructions must also be provided 
for matching the importance ranking of each of the model 
performance attributes to the type of issue being 
addressed and the pollutant/averaging time being considered. 
We might do so using the importance tables we presented 
earlier in this chapter and repeat for convenience in 
Tables Vl-13 and VI-14. 

> Specification of Performance Standards. The standards must 
be clearly stated for each of the performance measures to 
be used. We present in Table VI-15 one fonnat for doing 
so, presenting the standards in the form of general prin­
ciples. In each instance, the actual numerical standard is 
dependent on the characteristics of the specific application. 
Guidance must be provided on how to determine the.proper 
numerical values. 

> Calculation of Measures. Each measure should be defined 
mathematically, accompanied by directions on precisely how 
the measures are to be calculated. 
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TABLE VI-13. IMPORTANCE OF PERFORMANCE ATTRIBUTES BY ISSUE 

l!!!l!!!rtance ef 'erfo .... nce Attr1bute• 

Perfo1W111Ct Attribute SIP/C !If !!2 .!i! ~ EIS/R UT 

Accuracy of Ult peat 1 2 1 
pndicUon 
AbHnce of systaat1c 1 1 
bias 

Lact of vross error 2 2 2 

fllllPOf'a1 correl1tt111 2 2 3 3 3 l 3 

Spat11l 111.-nt 2 2 1 3 3 l 3 

• Clt.egor;y 1 • hrfolWlnct standard 111st always be ut1sf1ed. 
Cltetor,r 2 • Perfo19111ct Stlllclard should be Slt1Sfied. but -- 1...., 

•Y bf 11lc.ed at the dtscretton of 1 reviewer. 

TABLE VI-14. 

Categor;y 3 • Meeting the perfolWlnte standard ts desirable but f1t111re 
ts IOt suff1c1ent to reject Ule model; •Hures dealing 
w1UI U.1s ,..,. should lie ftllrded as •111fo1W1tt0111l. • 

IMPORTANCE OF PERFORMANCE ATTRIBUTES BY POLLUTANT 
ANO AVERAGING TIME 

!!l!!!rtance of 'erfonunce Attribute• 
Pollutants with 

Pollutants witll Short•tel9 Stalldlnh Lon9-tenn Standards 

Perfonnance o- m- llttC- SOz ll>z co TSP** soz- NOz- TSP so2 3 
Attr1bUU {1 hour) 1 (1 hovrJ (3 hour) (3 llovrJ ~ ,, llourJ (24 llourJ (24 hourJ {1 ,rear) 11 l!ar) 11 l!•rJ 

Accvraey of Ult 1 1 1 1 l l J 
put prediction 
Absence of 1 1 1 1 1 1 1 1 
uste111Uc b1u 

Lid of 9ros1 1 1 1 1 1 1 1 1 1 1 1 
· error 

Tet11PDral 1 2 2 z 1 z 3 3 l/Att I/A I/A 
correl1Uon 
Spat1a1 1 2 2 2 1 z z z 2 2 2 
11igr-..t 

• Catego?')' 1 - Perfonnance standard nist be sattsfted. 
Category 2 - Performance standard should be satisfied, but some leeway .. y be allowed at the discretion of a revt~r. 
Category 3 - Meeting the perfonnance standard ts desirable but failure ts not sufficient to reject the mdel. 

~ ND short-term N02 standard currently exists. 
I Aver1ging tl11ts required by the NAAQS ire in perentheses. 

•• Pr1maey standanls. 

tt The perfonnance attribute ts •t applfclble. 
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TABLE VI-15. MODEL PERFORMANCE M~ASURES AND STANDARDS* 

Perfonnance 
Attribute 

Accuracy of the 
peak prediction 

Perfonnance Measure 

Ratio of the predicted station peak to the mea­
sured station (could be at different st1t1ons) 

Cp /C0 p II 

Difference in timing of occurrence of station 
pea kt 

Absence of system- Average value and standard deviation of the mean 
atic bias~ deviation about the perfect correlation line, 

normalized by the average of the predicted and 
observed concentrations, calculated for 111 
stations during those hours when either the 
predicted or the observed values exceed some 
appropriate 11ini111U111 value (possibly the NAAQS) 

( II 1 o-) 
11 OVERALL 

Lack of gross Average value and standard deviation of the 
errorl absolute mean deviation about the perfect cor­

relation line, normalized by the average of the 
predicted and observed concentrations, calcu­
lated for all stations during those hours when 
either the predicted or the observed values 
exceed some appropirate minimum value (pos­
sibly the NAAQS) 

(liil. 01-1) 
II OVERALL 

Temporal Cor- Temporal correlation coefficients at each mon-
relationt itoring station for the entire modeling period 

and an overall coefficient averaged for all 
stations 

rt • rt 
i OVERALL 

for 1 .!. 1 .!. M monitoring stations 

Spatial alignment Spatial correlation coefficients calculated 
for each modeling hour considering all monitor­
ing stations, as well as an overall coefficient 
average for the entire day 

r • r 
xj xOVERALL 

for 1 ~ j ~ N modeling hours 

Performance Standard 

Limitation on uncertainty in aggregate health 
impact and pollution abatement costs* 

Model must reproduce reasonably well the 
phasing of the peak--say, tl hour 

No or very little systematic bias at concen­
trations (predictions or observations) at or 
above some aopropriate minimum value (possibly 
the NAAQS); the bias should not be worse 
than the maximum bias resulting from EPA-
11lowabre calibration error (-8 percent is a 
representative value for ozone); also, the 
standard deviation should be less than or 
equal to that of the difference distribution 
between an EPA-acceptable monitor** and an EP;.. 
reference monitor (3 pphm is representative 
for ozone at the 95 percent confidence level) 

For concentrations at or above some appropria:e 
minimum value (possibly the NAAQS) the error 
(as measured by the overall values of 1~1 and 
olPI) should not be worse than the error result­
ing from the use of an EPA-acceptable monitor•• 

At a 95 percent confidence level, the temporal 
profile of predicted and observed concentra­
tions should appear to be in phase (in the 
absence of better information, a confidence 
interval may be converted into a minimum 
allowable correlation coefficient by using an 
appropriate t-statistic) 

At a 95 percent confidence level, the spatial 
distribution of predicted and observed concen­
trations should appear to be correlated 

•There is deliberate redundancy in the performance measures. For example, in testing for systematic bias ii and 0 -

are _ca~culated. The latter quantity is a measure of "scatter" about the perfect correlation line. This.is also~ 
an 1nd1cator of gross error and should be used 1n conjunction with liil and oliil" 

These measures are appropriate when the chosen model is used to consider questions involving photochemically reac­
tive pollutants subject to short-term standards. 

t These may not be appropriate for all regulated pollutants in all applications. When they are not, standards derived 
based on pragmatic/historic experience should be employed. 

'"* By "EPA-acceptable monitor" we mean a l!IDnHor that satisfies the requirements of 40 CFR s53.ZO. 
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> Evaluation of Model Acceptability. The rating procedure 
to be used in evaluating model performance must be stated. 
Guidance should be supplied on the way in which problem 
importance ranking is "folded in" with the performance 
rating for each of the measures. 

> Determination of Required Action. The alternative actions 
required of the model user. depending on the model evalua­
tion, must be stated. Among the possible alternative out­
comes of the model evaluation are the following: The model 
is rated acceptable, the model requires a waiver from an 
outside reviewer before acceptance can be granted {that is, 
the model is deficient in some Category 2-importance problem 
area}. or the model is unacceptable (the model is deficient 
in some Category 1-importance problem area}. 

We end our discussion of a suitable structure for a draft performance 
standard by noting that this has been only a brief encounter with an 
important and complex subject. We recor.mend that it be examined in far 
greater detail in subsequent work. 
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VI I RECOM.~ENDATl~~~S FOR FUTURE WORK 

In this study we .have suggested a conceptual framework within which model 
perfonnance may be objectively evaluated. We have identified key attributes 
of a well performing model and selected perfonnance measures for use in detect­
ing the presence or absence of each attribute. For the measures chosen for 
use, we have developed explicit standards that specify the range of their 
acceptable values. 

Throughout, we have maintained the point of view that measures and stan~ 
dards of perfonnance for models should be determined as independently as possible 
of considerations about model-specific limitations and data inadequacies. 
Renembering this perspective may be important when evaluating the practical 
utility of the procedure suggested in this report in certain point source appli­
cations. This is particularly true when the available measurement data are 
"sparse." Where data quantity and resolution (temporal and spatial) are insuf­
ficient to permit meaningful calculation of the performance measures, we view 
this more as a data inadequacy that must be overcome than as a deficiency in 
the model evaluation framework suggested here. 

The development of a performance evaluation procedure for models is an 
evolutionary process. We have advanced in this study a conceptual structure 
and a first-generation procedure for conducting such an evaluation. We now 
recor.rnend ways in which development may proceed, moving from the conceptual 
framework provided in this study to the realm of practical application of per­
formance evaluation procedures. 

We recommend that the work begun in this study continue in several key 
areas. In this chapter we outline briefly our specific recorrrnendations, group~ 
ing them into three categories: areas for techni-cal development, assessment of 
institutional implications, and documents to be compiled. We consider each 
category in turn. 
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A. AREAS FOR TECHNICAL DEVELOPMENT 

A number of important technical areas remain that would benefit from 
additional developmental work. We consider four key areas here. 

1. Further Evaluation of Perfonnance Measures 

In this study, a sample case has been considered that permits us to 
evaluate in a practical situation the utility of the reconrnended perfonnance 
measures in detecting the presence or absence of desirable model attributes. 
However, the suitability for use of each of these measures needs further evalu­
ation over a range of circumstances. Specifically, we rec0111nend the following: 

> Additional case studies need to be considered, with perfor­
mance measures calculated for each. The choice of case studies 
should be nade in order to "stress" the evaluation procedure, 
that is, any limitations should be made apparent. The range of 
case studies should include both multiple-source and specific­
source applications. 

> The behavior of the suggested performance measures needs 
to be assessed over a range of conditions. Alternate or supple­
mentary performance measures should be identified, if required, 
so as to further extend the range of a9plicability of the evalua­
tion procedure suggested in this study. 

> A perfonnance measure evaluation analysis should be conducted. 
Two concentration fields, initially aligned spatially and 
temporally, could be progressively "degraded," that is, offset 
in space or time. By observing the corresponding changes in the 
values of the performance measures and the conclusions that derive 
therefrom, insight could be gained into their overall suitability for use. 

2. Identification and Specification of Prototypical Point Source 
"Test Bed" Data Bases 

For the purposes of model evaluation in the many specific-source appli­
cations where site-specific data are either inadequate or nonexistent, a 
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"test-bed'" or surrogate, data base is req11ired. This data base must provide 
concentration data of sufficient spatial extent and temporal frequency to 
permit the calculation of meaningful values for the model performance measures. 
Selection of a particular data base could be made by detennining, from among 
several prototypical "test beds, 11 which derives from condi ti ens most 1i ke those 
in the proposed application. We recommend that the following work be under­
taken: 

> A comprehensive list of prototypical point source situa­
tions should be compiled. 

> For each prototypical situation, a "test bed 11 data base 
should be specified and assembled. 

3. Examination of Performance Evaluation Procedure in Sparse-Data 
Point Source Applications 

We have identified in this study several key attributes of a well­
performing model, for each of which presence or absence may be detected 
by calculating certain performance measures. However, for the values of 
these measures to assume statistical significance, a certain minimum level 
is required for the spatial extent and the temporal frequency of the measure­
ment data. Often, in multiple-source applications, such a minimum level is 
attained, particularly in urban areas with well-developed monitoring networks. 
In specific-source applications, though, a minimum acceptable level of data 
may not be attained. To overcome this problem, we have suggested that proto­
typical point source data bases be assembled for the purposes of model evalua­
tion. These data bases would provide sufficiently well-conditioned data for 
calculation of the performance measures to be useful. 

As a practical matter, however, such data bases are not presently available 
to the modeling community. In lieu of their use, other sources of data may be 
used for the purpose of model evaluation, despite the deficiencies in such data. 
For example, a limited amount of tracer data may be gathered. If the situation 
to be modeled involves either construction at a site where another source already 
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exists or retrofit of pollution control equipment, then some limited site­
specific 11Dnitoring data may be available. Such data may not be sufficiently 
"well-conditfoned" to permit meaningful calculation of the performance measures 
suggested for use. What can be done? Should calculation of the perfonnance 
measures be allowed using the possibly deficient, sparse data available, or 
should the model evaluation process be halted until more "robust" data are 
acquired? We suggest that the implications of both-these alternatives be assessedi 
searching for. those limited circumstances where a "middle ground" may be found, 
with alternative measures and standards identified for use that are less 
"demanding" in their measurement data requirements. The implications of ~llow­
ing the use of such supplementary measurements also need to be examined. 

Also, a related issue may be important in point source modeling appli­
cations: relative versus absolute model performance. Are there circumstances 
in which a model may be better able to predict relative, incremental changes 
in concentration than absolute ground-level values? It should be determined 
whether or not such situations occur in practice. If they do, relative vali­
dation of a model may become a consideration. This could be of concern, for 
example, when using a Gaussian model to assess the impact of control equipment 
that is retrofit on an existing source. If relative performance is deemed im­
P,Ortant in some circumstances, then additional performance measures and stan­
dards should be identified which allow the modeler to make such an assessment. 

4. Further Development of Rationales for Setting Performance Standards 

Several rationales for setting performance standards have been examined 
. in this study. Some of these merit further technical development and assess­

ment of the range of their applicability. Also, additional rationales should 
be identified where possible. Towards these ends, we recommend the following: 

> Additional developmental work should continue on t~e Health 
Effects (HE} and Control Level Uncertainty (CLU} rationales. 

> The use of the HE/CLU rationales ;n setting a standard for 
the ratio of predicted and observed peak station concentra-
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tions should be exposed to peer review. A journal article 
on the subject should be prepared and submitted for publi­
cation. 

> Explicit error and bias standards should be calculated for 
all regulated pollutants. This may be done using monitoring 
specifications in federal regulations. In this study, only 
bias and error standards for ozone were calculated numerically. 

B. ASSESSMENT OF INSTITUTIONAL IMPLICATIONS 

A number of institutional requirements are implied by any decision to 
promulgate standards for model performance, or even by a decision to publish 
fonnal guidelines for model performance evaluation. We recommend that these 
implications and their attendant procedural and resource requirements be 
assessed. Among the many questions to be resolved are the following: 

> Regulatory Responsibility 
- How should formal performance standards be promulgated-­

or should they be promulgated at all? 
If standards are stated or recommended, how will they 
be updated? 

- Who will accumulate infonnation about historically 
achieved model performance? (This infonnation would 
be required when setting a standard invoking the Pragmatic/ 
Historic rationale.) 

> Custodial Responsibility 
- Who will identify and assemble the prototypical "test 

bed" data bases for use in point source applications? 
- Who will maintain, store, and distribute the "test bed" 

data bases? 
> Review Responsibility 

- Who should review the adequacy of model performance in 
a specific application? 
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- Does a model need to be repeatedly evaluated using a 
"test bed" data base? If not, who decides when a 
model/data base combination has been sufficiently 
examined? 

> Advisory Responsibility 
- What advisory documents should be provided to the model 

user connunity? 
- Who will provide guidance to model users and how should 

that support·be funded? 

These are simply a few of the many procedural and institutional questions 
that arise. Answers to these and other key questions should be sought at 
an early date. 

C. DOCUMENTS TO BE COMPILED 

Specific documents will have to be drafted that describe suggested or 
mandated model perfonnance standards. Two docL1Dents seem appropriate for 
publication (though conceivably they could be combined into a single guide­
lines doc1.111ent). These doc1.111ents are the following: 

> Formally promulgated model performance standards along with 
specific procedures for evaluating performance. These could 
be presented in guideline form rather than as mandated stan­
dards. The latter of these two approaches may be preferable, 
given the complexities of rriodeling and its attendant uncertain­
ties. 

> Advisory/informative model performance guidelines document. 
This may provide the advice and information necessary to con­
duct a meaningful model performance evaluation. It could 
play the role, with respect to the performance standards, 
that is indicated in Figure VI-9. 
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Section 

APPENDIX A 

IMPORTANT PARTS OF THE CODE OE FEDERAL 
REGULATIONS CONCERNING AIR PROGRAMS 

PART 50. NATIONAL PRIMARY ANO SECONDARY 
AMBIENT AIR QUALITY STANDARDS 

50.1 Definitions. 
50.2 Scope. 
50.3 Reference Conditions. 
50.4 National primary ant>ient air quality standards for 

sulfur oxides (sulfur dioxide}. 
50.5 National secondary ambient air quality standards for 

sulfur oxides (sulfur dioxide}. 
50.6 National primary AAQS for particulate matter. 
50.7 National secondary AAQS for particulate matter. 
50.8 National primary and secondary AAQS for carbon monoxide. 
50.9 National primary and secondary AAQS for photochemical oxidants. 
50.10 National primary and secondary AAQS for hydrocarbons. 
50.11 National primary and secondary AAQS for nitrogen dioxide. 

Appendix A--Reference Method for the Detennination of Sulfur Dioxide in 
the Atmosphere (Pararosaniline Method). 

Appendix B--Reference Method for the Determination of Suspended 
Particulates in the Atmosphere (High Volume Method). 

Appendix C--Measurement Principle and Calibration Procedure for the 
Continuous Measurement of Carbon ftk>noxide in the Atmosphere 
(Non-Dispersive Infrared Spectrometry). 

Appendix D--Measurement Principle and Calibration Procedure for the 
Measurement of Photochemical Oxidants Corrected for Inter­
ferences due to Nitrogen Oxides and Sulfur Dioxide. 

Appendix E--Reference Method for the Detennination of Hydrocarbons 
Corrected for Methane. 

Appendix F--Reference Method for the Detennination of Nitrogen Dioxide 
{24-Hour Sampling Method) 

Authority: The provisions of this Part 50 issued under Sec. 4, Public 
Law 91-604, 84 Stat. 1679 {42 U.S.C. l857c-4). 

Source: The provisions of this Part 50 appear at 36 F.R. 22384, 
November 25, 1971, unless otherwise noted in the CFR. 
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Section 

PART 51. REQUIREMENTS FOR PREPARATION, ADOPTION, 
AND SUBMITTAL OF IMPLEMENTATION PLANS 

Subpart A--General Provisions 

51.1 Definitions. 
51.2 Stipulations. 
51.3 Classification of regions. 
51.4 Public hearings. 
51.5 Submittal of plans; preliminary review of plans. 
51.6 Revisions. 
51.7 Reports. 
51.8 Approval of plans. 

51. l 0 

51 . l l 
51 .12 

51.13 
51.14 

51.15 
51.16 

51.17 

51. l 7a 

51.18 

51.19 

51.20 

51. 21 

51 .22 

51.23 

Subpart B--Plan Content and Requirements 

General requirements. 
Legal authority. 
Control strategy: General. 
Control strategy: Sulfur oxides and particulate matter. 
Control strategy: Carbon monoxide, hydrocarbons, photo­
chemical oxidants, and nitrogen dioxide. 
Compliance schedules. 
Prevention of air pollution emergency episodes. 
Air quality surveillance. 
Air quality monitoring methods. 
Review of new sources and modifications. 
Source surveillance. 
Resources. 
Intergovernmental cooperation. 
Rules and regulations. 
Exceptions. 
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Part 51 (continued} 

Subpart C--Extensions 

51.30 Requests for 2-year extension. 
51.31 Requests for 18-month extension. 
51.32 Requests for 1-year postponement. 
51.33 Hearings and appeals relating to requests for one year 

postponement. 
51.34 Variances. 

Subpart D--Maintenance of National Standards 

51.40 Scope. 

51.41 
51.42 
51.43 
51.44 
51.45 
51.46 
51.47 
51.48 
51.49 
51.50 
51.51 

51.52 
51.53 
51.54 
51.55 

51.56 

51.57 
51.58 
51.59 

AQMA Analysis 
Submittal date. 
Analysis period. 
GuideHnes. 
Projection of emissions. 
Allocation of emissions. 
Projection of air quality concentrations. 
Description of data sources. 
Data bases. 
Techniques description. 
Accuracy factors. 
Submittal of calculations. 

AQMA Plan 
General 
Demonstration of adequacy. 
Strategies. 
lega 1 authority. 
Future strategies. 
Future legal authority. 
Intergovernmental cooperation. 
Surve il 1 ance. 
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51.60 

51.61 

51.62 
51.63 

Part 51 (continued) 

Resources. 
Submittal fonnat. 
Data availability. 
Alternative procedures. 

Appendix A--Air Quality Estimation. 
Appendix 8--Examples of Emission Limitations Attainable with Reasonably 

Available Technology. 
Appendix C--Major Pollutant Sources. 
Appendix D--Emissions Inventory Surmiary (Example Regions). 
Appendix E--Point Source Data. 
Appendix F--Area Source Data. 
Appendix G--Emissions Inventory Summary (other Regions). 
Appendix H--Air Quality Data Sunvnary. 
Appendix J--Required Hydrocarbon Em·ission Control as a Function of 

Photochemical Oxidant Concentrations. 
Appendix K--Control Agency Functions. 
Appendix L--Example Regulations for Prevention of Air Pollution 

Emergency Episodes. 
Appendix M--Transportation Control Supporting Data Surrmary. 
Appendix N--Emissions Reductions Achievable Through Inspection, 

Maintenance and Retrofit of Light Duty Vehicles. 
Appendix 0--[No title--but related to §51.18] 
Appendix P--Minimum Emission Monitoring Requirements. 
Appendix Q--[Reserved] 
Appendix R--Agency Functions for Air Quality Maintenance Area Plans 

Authority: 

Source: 

for the AQMA in the State of --------for the year ----

Part 51 issued under Section 30l(a) of the Clean Air Act 
[42 U.S.C. 1857(a)], as amended by Section 15(c){2) of 
Public Law 91-064, 84 Stat. 1713, unless otherwise noted. 

Part 51 appears at 36 F.R. 22398, November 25, 1971, unless 
otherwise noted. AQMA considerations arose from 41 F.R. 18388, 
May 3, 1976, unless otherwise noted in the CFR. NSR seems to 
be required by §51.18, with Appendix 0 intended to assist in 
developing regulations. Standards are in Part 60. 
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PART 52. APPROVAL AND PROMULGATION 
OF IMPLEMENTATION PLANS 

Section 

Subpart A--General Provisions 

52.01 Definitions. 
52.02 Introduction. 
52.03 Extensions. 
52.04 Classification of regions. 
52.05 Public availability of emission data. 
52.06 Legal authority. 
52.07 Control strategies. 
52.08 Rules and regulations. 
52.09 Compliance schedules. 
52.10 Review of new source and modification. 
52.11 Prevention of air pollution emergency episodes. 
52.12 Source surveillance. 
52.13 Air quality surveillance; resources; intergovernmental 

cooperation. 
52.14 State ambient air quality standards. 
52.15 Public availability of plans. 
52.16 Submission to administrator. 
52.17 Severability of provisions.' 
52.18 Abbreviations. 
52.19 Revision of plans by Administrator. 
52.20 Attainment dates for national standards. 
52.21 Significant deterioration of air quality. 
52.22 Maintenance of national standards. 
52.23 Violation and enforcement. 

Subpart 8--Subpart ODD 

SIPs for States and Territories 
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Part 52 (concluded) 

Subpart EEE--Aeproval and Promulgation of Plans 

Appendix A--Interpretive rulings for §52.22(b)--Regulation for review 
of new or modified indirect sources. 

Appendix B-C--[Reserved] 
Appendix 0--Determination of sulfur dioxide emission from stationary 

sources by continuous monitors. 
Appendix E--Perfonnance specifications and specification test procedures 

for monitoring systems for effluent stream gas volumetric 
flow rate. 

Authority: 40 U.S.C. l857c-5, 42 U.S.C. 1857c-5 and 6; 1857g{a); 1859(9). 

Source: For Subpart A, 37 FR 10846, May 31, 1972, unless otherwise 
noted. 

A-7 



PART 60. STANDARDS OF PERFORMANCE FOR 
NEW STATIONARY SOURCES 

Subpart A--General Provisions 
Subpart 8--Adoption and Submittal of State Plans for Designated Facilities 
Subpart C--[Reserved] 
Subpart D--Standards of Perfonnance for Fossil-Fuel-Fired Streat Generators 
Subpart E--SOP for Incinerators 
Subpart F--SOP for Portland Cement Plants 
Subpart G--SOP for Nitric Acid Plants 
Subpart H--SOP for Sulfuric Acid Plants 
Subpart I--SOP for Asphalt Concrete Plants 
Subpart J--SOP for Petrolellll Refineries 
Subpart K--SOP for Storage Vessels for Petroleum Liquids 
Subpart L--SOP for Secondary Lead Smelters 
Subpart M--SOP for Brass and Bronze Ingot Production Plants 
Subpart N--SOP for Iron and Steel Plants 
Subpart 0--SOP for Sewerage Treatment Plants 
Subpart P--SOP for Primary Copper Smelters 
Subpart Q--SOP for Primary Zinc Smelters 
Subpart R--SOP for Primary Lead Smelters 
Subpart S--SOP for Primary Aluminum Reduction Plants 
Subpart T--SOP for the Phosphate Fertilizer Industry: Wet Process 

Phosphoric Acid Plants 
Subpart U--SOP for the Phosphate Fertilizer Industry: Superphosphoric 

Acid Plants 
Subpart V--SOP for the Phosphate Fertilizer Industry: Diamnonium 

Phosphate Plants 
Subpart W--SOP for the Phosphate Fertilizer Industry: Triple 

Superphosphate Plants 
Subpart X--SOP for the Phosphate Fertilizer Industry: Granular Triple 

Superphosphate Storage Facilities 
Subpart Y--SOP for Coal Preparation Plants 
Subpart Z--SOP for Ferroalloy Production Facilities 
Subpart AA--SOP for Steel Plants: Electric Arc Furnaces 
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Part 60 (concluded) 

Appendix A--Reference Methods. 
Appendix B--Perfonnance Specifications. 
Appendix C--Detennination of Emission Rate Change. 
Appendix D--Required Emission Inventory lnfonnation. 

Authority: Sections 111 and 114 of the Clean Air Act, as amended by 
Section 4{a) of Public Law 91-604, 84 Stat. 16i8 . 

Source: 

(42 U.S.C. 1857c-6, 1857c-9). 

36 FR 24877, December 23, 1971, unless otherwise noted 
in the CFR. 
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APPENDIX B 
SOME SPECIFIC AIR QUALITY f10DELS 

In Chapter IV of this report we subdivided air quality simulation 
models into the following generic categories: 

> Rollback 
> Isopleth 
> Physico-Chemical 

- Grid 
- lraj ectory 
- Gaussian 

- Box 

In this appendix we associate with each of these generic types a number of 
specific models. We include many of the models with which we are familiar. 
Because the list is intended only to be a representative one, we do not 
enumerate all available models. Many others, particularly Gaussian models, 
certainly exist and would be appropriate for use in the proper circumstances. 
In compiling this list, we have drawn heavily from material in Argonne (1977), 
EPA (1977a), and Roth et al. (1976), as well as various program users' 
manuals. Also we have made no attempt to scree~ the models for technical 
acceptability. 

Among the infonnation contained in the accompanying table is the fol­
lowing: model developer, EPA recorrrnendation status, technical description, 
and model capabilities. The last of these is further subdivided into 
source type/number, pollutant type, terrain complexity, and spatial/ 
temporal resolution. 
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l1t.,./4laf1 .. pl- "'" f-1•; .., .. ,_ ....... wen _,..,., ti• .,...,. 
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•• "'• rtoi. ••• ._,., n .. It trt• \-· _,tin,, ... 
1..._u.., '-'- PrWftl• .,. u- •..,le; 11111etttc 
1ta11nt" c\nlft. •-•tlllo ... . ... , ..... 
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Lang-Te,.. Awer1.9in9 11ec-- b7 EPA In 9'1tdollnes 
(llo. 26) 

Dtwela?!'! 

EU1 

s11t- -..11-
cations (,,,,. 
tH C.lff'orllla 
Atr a.sowrces 
lloard·-CA.91 

[R&l 

TR\I (for 
Public 
Healtll 
S.nlce) 

The -I Is lr•Jec:to'7 ortnud a"" 
Int..,_ to lie used for ~1-1 1ppll­
caUon. It 1ppurs to IMt sl•l11r to 
Olfklll In tlllt tlM! •Ir co1U8n •11""5 "" 
to 10 wert1ca1 l•nrs. f••tun1: 
hourly •hslons 1nd hor1zontal 2-D 
winds ire 1nput; siau1ated speocfes 
include fovr Ht classes (allr.enes. 1ltanes, 
1.-tlcs. ind ildehJdn) IS •11 as oal· 
dants. 502. and '""•ta• a 56-st•P ..c.h­
lftlim ts -101": llD -l1onul dlffu­
stoa; ...-tte1I dlffushlt.r speclflM 1t ,. 
to 10 .. rt1e11 levels ,..tll ti• VIPlatlDll. 

The -I Is dHI,..... to Htl-te t1>nc:ir11• 
tratlons of "'•ctln species """-ind of 
• •1ng1e p0fnt or •n!'•l source. llHecl Oft 
uv1ngtan (mv1ng-1tll-1ir-parcel) ver-
sfao of NSS conserv1tion equation, a 11.,.. 
tng for bactgr-ound entraiNll!nt. thit air 
Pllrte1 cOtltalfllng t"4! •ltted pollutants 
Is 111- to drift -1114. 
The Pllrt•I e&Plnds f,_ tile pl- height 
1c.contlng to •asured pl- oridth 1nd deptll 
1& functions of .S-lnd distance or to 
tM Pasqul 11-liilffonl .. tllods. Features a 
-IHtttl H-s-D -.:hanlY for llC-111,,.SQz; 
1-D wtftd rteld; pl- rl1e 1-t. 

The _, ts clnl9Md to calcuhte concn· 
traUOll field• _I.,. of st119le or .,1. 
Uple concentreted sources. Th• air parcel 
IS •II- to drift 4-Ml'ld, lllsp@rSht9 
laterally 1nd vertlClllJ. Fea~ures: equl-
llbrh• coupling of NO. NOz. and 03; first 
order conversion of SOz to sulfate; eddJ 
dlffushiltes; Z-D wind field; Briggs pl-
rise; up to 1 specie' can w spec;Hied. 

This ts a c11•t.o109te11l s~e•q st.et• 
Gaussian pl.- _, that nu-us tll« 
annuol 1rlt-tlc ••-rage SOz 1nd porttcu­
hte C011Ctntr1tton at 9._ lftel. A sta• 
tlsttul _, based on Leri• (19'1) I• 
used to transfo,. th~ •••r•ge concentration 
data ,,_a ll•lted n.-r of receptors . 
Into an e•pected 9,,_tric •an ancl 111a1-
concentr•t1on ••lues tor se-nr•l awera9tng 
ttmes. Features: tr-e•ts -. or blo pol lu­
unu s1 .. 1uneously; Holl•"" (l!JSJI pl.­
rise; "° ph- rise for areal sources; no 
telllpOral wari•t.1on h1 sourc:1n; 16 wtnd dtr­
ecttons• I w1"d speed classes;, 5 stabtltty 
classos (Turner. 1964); Puq.,111-Gtfford 
st•btltty coefftcif:-nu; no ch .. ical .ech•n-
1 .. ; perfoc:t ... nectlon at -· no 
effect at •taing heip~ uatU •z z. 0.4JH 
(when a • az); for • > •2• UfttfoN •tdng; 
na variatton in wind sPHd wfth height; 

!!'(:)'". ':g~!t=:s 0!o:°:~:; 1 ... t9•tion 
or downwash; Lanon procedure •sswes 109-
-1 concentr.Clon distribution alld 
pollfer law ffpeondence of .. dt•" and ....... 
canciRntr•tfons or •"~'"•91"1' ti-. 
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DoscrlpttDO 

Tiits h I CJINtol09tC1l lto1dJ stile 
G•11111tlft pl- -1 for dtten1tnt"' 1-­
terw h•u-1or1MU1l11r1~ttc ,.,.r-
• .. conc;e11tratlons n 1n1 ,,_ lenl 
rwceptor I• 10 •rioo• aru. llSeful for 
relaUwc11 h .. rt pe11ut•11tt&. fe1ture1: 
lan• proc-rw: •rhl .• u•: tN1t1 -
or ... PolhUnts 11 .. 1u-l1; 11 w1M 
d1nctl- - 6 speed clan .. ; no pl,_ 
rtM fat' l"al ICNt"CH; llrt.,S (1!1Jl) p1-
riM; • Omtul nacUOM; ,_.... llW ur­
ntetlDO Gii elew1t ... wind; Z-11 wind; dl1I 
fti ... t wari1Uen i• -1\-st._. the n.-
f1c:tor fw 111 sourcn; 5 1Ubt1tt1 clan .. 
(t ......... 1'7'1: •-tt1l dtCIJ for ..-,S• 
'"' ...-w1l; perfect renecuoa •t ,..-; 
no effect vertlClllJ OMtll •tl•l • O.lllt 
(-N Ht lltal .. Mlgllt); 1M f- orlal .. 
be,_ tlllt polot; 4hpenla11 coefflcl .. t 
f._ T-.-; 11-r _.,..tlloo ef swn:a. 
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EPA -...., Terr•t• 1tnoh•S'- ,_., ,.,....,_ 
... 11•UAt Output Addre'lled llecOlnwrad•' ... llHcrtptt ... ~ ~,,.. Tr!! Cp!!lealtz r..,.r•1 s,.uat 

C.lt•!!!!:! - Sutus Dnelaper 

Short-Te,.. Aver11tn1 

APllAC-1A R11e-ncledby EPA (de .. 1· Thh ts a model tllhtcll calculates hourl1 ... ., ll• CO, TSP · .. 1.tt .. 11 StoadJ- Re,iional _,,con- R-.IOMl CO 
EPA 111 9t1lde1Jne1 oped fl)' 1wer•9e CO concetttratf DftS for urtlla• I•• nteo- flat tor- stata; uotraUan , ...... ,_ ,,... 
(llo. J4 Ind 35) Stonforcl 1rea1. Contrlbutloo (,... dispersion on sin trof- r•in; strMt _1, • .a .. •t tr•fftc source•~ 

RflHrch J scaln •re c11cuhtecl: eatraurban. ftc ln•ee- c•nJOll •••rives Oldl,.... urba11 areas 
Institute) .. 1nl1 f.-- sources upwind of ctt1 of to1'7 h effects Clft ceptar: fre-

Interest (sl..,lated u1in9 a boa -el): rttqUlrecll; be handled ~dfltrl-
lntraurbl11, ,...,. freeway, erterllls, and ""to 10 bollt• ust119 
feeders (G.usst1n pl..- until It equals rwcepton; -ly values 
boa .,...1 .. 1 .. ""tch ts used tllere1fterl: 4 l•te-
and local. froe street canyon effects. an,•-
Featuns: no pl,.. rise, f,.t91tton or ''"" ,.._ d~sh; he1tc11 circu1at1on tn street -tan-c1nyon1; hourlr •1ryl:T trofft~ .. tnlons used Oii 

and 2-D wind field; oz •I • u : link ••cb ltrftt 
eahstons are aggrecJ1ted into area ....... 
sources: no wind -r lw: 6 stabllttJ street ca ..... 
c losses (Turner); dlsoersion coefftctenU JOO tffecU 
frm l'lc:Elroy and Pooler (1968). lllOdtfted 1n cae-
usinv Let9hton 1nd Dl-r (1953): no c-- stdtrecl 
lstry; perfect reflection 1t surflct •ml 
inversion (ignores tatter until concen-
trotion equ1ls thlt c1lcuhted usl1111 boa 
model and usn thlit thereafter)~ 

CRSTER- Rec-nded bJ EPA StHdy-stote S.unlan pl,.. -del appll- Single "''•t CO,~ 5- • ..,11- StHdp- Nor Hlgllest •nd Point sounz 
this oho can be EPA In yutdl!llnn cable In ..,n .. ternln. fHtures: 1 source up ll01 , T cattOll I• state: sourco 1nd ....... high- c_l .. tenlllll 
us• for anf\d 1 (llo. 1l stability classes (Tu.--r. Posqulll); to II - (1 - 24- d-lnd est I hr. ind probl-: -r 
1wer1ging dtsperst• coefftct ... u f~ Turner; no st1ct1 (all t ...... 1. '-l Z4 llr. can- pl•ts; 

ch .. tstry; llrlftS pl- rise; no f,..lptlon HIYIM It averages; a11cntions •t rvral .,..., 
or downwashi perfect reflection at surface th•, .. .1 ... - rttlll'tar (Isolated more•) 
1nd inversion (tm1t1ple reflections until locattoni ........ for 7'""~ plus 
oz: • 1.6H and unifo,,. there•fter); •iatn9 Wli ... top- averages -l1rttll. 
height is constant 1nd follows topography; ogr1phlc afff'9te• CCM-
lllDftU.11 Missions Hriatt...,s. he19'tt for ce11tnt1Dft for 

Hdl - dly: fre-
receptor _, dtstrt-

blltlllll dltl 

HAMA-4ilffDRD Rtc-nded by EPA 5te1dy-stat• &aus1tan pl..- -..1 used to """' ..... ~· rv. s1..,1e l·hf'. 0 IHr- lletlonol -•1 cone•-
..,,_, ,,_,_ 

El'A I" guide· c•lculat.e dhperslon ,..,. 111rtt.a11 area sources. co Mdl4-llr. t.ration walues ....... 1v1,. tort 
If nes (llos. ZI .cn. r1t tc tnt .. rat Ion of area sources. All awerafJH at receptors pollutonts: _... 
ond 29) sources u.-ind of each rK•Ptar area are l•lthaucJh ..... . ..-. It ts .ast applicable in aree1 lft .......... 

whe,.. no po'int source information ts awail· avera .. 
able. featunts: perfect reflection 1t Clft be 
9rowiid; •iahMJ het')ht reflection not con- est1•tM 
stdered; hourt1 Missions and wtnds; 
a1(a) • 1•b; dhpenion coefftctents fro11 
s.iltll (19HI: 1t1lltllty cl•11e1 frm S.lth; 
narn:N ollme approa. (no llorizOf'ltal it1per-
sion); no pl-. rise; "° cMMst"J'. 

HIWAY Reconended by EPA StHdy-st1te (S-S) Gaussian pl..e model that .. to l4 LIM CO, TSP L .. •l ter- Hourl1 Near ta One-Ar. aver- •-.tonol- ,.. 
EPA In 9uidt- c-tes the hour'7 a1ncentr1ttons of non- (1rllltra1'1 r1lt1 (1-24 hr. -I• field age concntra- Mghwy-speciftc 
lines (No. 36) reocthe pollutonU -Ind of roadw1y1. receptar average) -Ind ti- 1t udl pral>l- ,,.. 

lued on analytic tnte,irnl .... of lino. soun:t. .,.d releaSI receptor nonreactive 
It ts 1pplfed to Heh Jane of traffic. Fu- 11et91ttsl pollutanu 
tur11: "° c~hb"y~ perfect refliectton at 
surface and irrvers ton; one roM or htyhwtl1 
H'Jlltnt per ru11; 6 sUblllty classes T11mer); 
dlspenton coefficients frc. Turner; for dh· 
tenets c 100 •, coefftctent ,,.... Z1..en•H 
and n-son (1975); no wind PoW•r law: 
llo11rl1 •h•lono and Z-D wind, 

PTNTP Rec-ded bJ EPA EPA M S-S G.lusstan pliaar lllOde1 th.at cons i den uP to 2S ll'o••t: SOz, TSP Flat HourlJ Rlf91ono 1 Kouri .1 COllCeft• •~Iona 1 peillt 
tn guidelines ... 1ttple patnt. iources. lt '' bue-d on (1111 to JI (1le .. ted) ltrt".ttn (l-24 hr. tntion1 • soun:e sourc• proa.1-;. (No. 17) ltne•r addttiYtty of fndhic!u•l source re-ceptonJ average) contrtbut tOll urba.n ar-ea; --

effKtS. Fe•tures: h-ourl v f'1Dissions a"'d list At Hell reactive poll.-
winds; Briggs pl!Mrle rhe; r~1 furuigation or recepur; aver• Un ts 
down .. ash; no w;nd power r. .. ~ Turner ~Ubil· a .. ~oncentra• 
tty clHSH aftd dhpenton c:oefflc1rnU tton1 
(l'torftonU:I artd wertful); no chNistry; 
perfect nt:r1Kt1on .tt 1urf•ce •nd lnwenioft 
c ... lllplo reflection). 
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TABLE 8-1 (Continued) 

C.t!btlttln 
EPA 

s-~·•s RHolutl• 
~c-d•tlat1 l'ollutant l•rret" ,_., ,.,.,_ 

C..t.gory ...... ~'-"'--- 0.Yt'102!t" r.aucrtpttDft ,,.._. Trp! Trp! c.,.1 .. ttr T ...... rol SNtlol Outpt Addre11f!'d 

PTDIS Rec-nded by [PA EPA A study-sUt• G.ousslon pl._ -.1 tlwit Sl"ll• l'ol•t SOz• TSP nit _,, lle•r U C...urlt•, St"9l• ~ 
est1Ntes s.hort-tere center ... 1tne cOM:entra- ·- (eloHtad) torr1I• (l-14 ..... ...... ...--1 .... 1 ,....I_;_ 
tlons dlrwctlr -Ind of • point source. (,.USO ......... , Held co.c•trat.ton• ....CtlM poll11-
Features: s._ as. PTKrP. NUptors, -t• 1...,1et11 tuU 

Ill It hllfwtall& ., 

r.=1 ,.u•---tratf• I-la 

PT!IAl ltK"""""'ded by EPA EPA All S-5 Gouuton pl- -1 _, finds tlle s1.,1e l'ol•t SOz• TSP '11t _,, l'ol•t It .... -........... Slntle s..ai 

•••-- short-t.era conc:entr•U•• '"°" 1 - (ele••-1 torrat• (1-14 '"" 
.. ,di ••. ,_, coic.- probl•;-...-

Sintle potnt Soun:• I'S • fUftCtt• ., It.a• . ...,..., occurs'..- traU-; dt1- octhe poll-ta 
bll lty 1nd wind spud. r .. twrea: •- 11 .... IMI 

ta_,_ -ta··-l'lllTP oscopt tnwe~IOll reflectlDll •t tlloll ff•hl fw •II stall• 
conslderecl. I llr. ltrclassn.,.. 

wt•.,..._ 

Rec-nded by EPA £PA All S·S Gouuton pl- -1 for 1"r19l119 

"""' 
l'ol•t SOz• TSP. n1t _,, ..,l_I -1, ......... ..,1_1,....1-

in 9utdel Inn thies ,,.... I-hour to 24-lloun 1"4 us. I• ,...,.._.. .... 1 tarr1ta .... (u ..... )IM ••-tra- for -...cl.he 
(No. lZJ level or tentlr rolll119 terrain. fHtUNS: 1ra 111 •t ......... ....... u-atrac.,._ pollutoltU; u.-

no cllailtry; lrl911 pl- rise; "° f•I .. - tllltum .. tll ..... , lltlttllil ..... "'"'' ...... 
ti .. -111; -ly •ISSlons ond Z·D ....... ,, 

24 ·"· - CMtrtl•• 
•Inds; wind - low (f.-uon of sullllttr ti• lht: ~ 
class); l possible relrose llel9hts for INI 11ttwe ,_, 
sources; ex-tl•l decoy; 1to1>tlttr cl1ss 
d8to,.lned lntt,....lly br Turner (1964); 

dlstrti..t.t• •to 

' CIHHI; dlspenl .. coefficients f .... 
ltc£1"'1 •nd Pooler (19611)--urlNn··•nd 
T-r (1969)--,,.ril; perfect reflectlOll 
f.,. surface - hworston; .. ittple ranee-
tton until •rl•I • 1.111 1nd ... ,_ .1a1., 
U.reeftlr; •Id"' heltllt deteNt- ,.,. 
mlce-dlllp t-rlturo -•- (lt»tlltr 
cl•sa. 1lso). 

Y~UY- Rec-*tlbr EPA £,A ta S-S &lus1t111 ,1_ -1 for colnla\I"' "'ta. l'otllt, _, Sllz• TSP C..lu 111ort- ... ... ,_, Sllwt---- ... ,., .-
Tith CM ala. lie ........ 11 .... -· ....... 1_ 24-- ......... SDr - "' (llZ re- (tru- .. -·· ·-- , __ 

-llftllett ......,,_ ,., 
used for-• (llo. 14) f.._ Stftfle poh1C sources 111 c-lea torr1t11 • .., ...... • potat . ._.. rwal) 24-llr.- _,...u .. 
........... (di- Fnturn: cll•toh19tc1I e ... 511ort•tl,. ,. .. , .. ._, 

(14-llr ..... tratl•. - ,.11 .. -ta i• 
•tol09lcal -•;Iii wh1d dlrwctl- •nd I wt ... speed ......... -11 cmtrt .. tlon c-leatero--· ca'-<'les; lrtgp pl- rtH (1971, 1tnp be IC flf• list; 1...,....,. r1t•1 .-1 

5 sulltlttr (urtaonl clossea (Tu....,., 1"4 : f_, ..-: erltlm9tlc ...... -dtsperstOll ,,.. hS<1Ulll (1M1) - &Irr- '-1.,1-
-··~ ..... 

(IMl); Ii sutlllttr closSH far rvrel;. • .... "'"" CM\rtwc t• 
•Ind_,. 1..,; -U•I tlecQ for - ltst 
Isby and ..-11. 

TIM-Teus 
No __ ....,u ... 

Teus Air A. s-s Goussl111 pl- -1 for predlctl"' .... to• "''"'· ...... SOz, TSP nae 
~--

..,,_I 
-~--

...._, ........ ,_ 
[ptlOdlc llDdirl scacus Control short-tent concentract- (10 •••· ta H pof•t torn I• (1, J, Z4 , ........ , ti• fw- for-Che 

... rd 11our1 ,,_.,1t1ple point Md a,...-•• ._.., 
llrs.) frld ,. •• , (10 ,.11.tuts: .. -Cllculatl- 1rw perf-.d for I ta 14 "'"'- ..... JD ..... .... 

sc .... rtos (•blorol~. aw•ratint tt•. 9lllil 
_, ' ............... 

•taint height). Futures: llrflP pl-. rlH; ....... aMJ4-.); 
•hi ... height -tratt• rector; .. te J , .. te •rl•ted •let; 
pollutonta; no -lltry but u-tlll 511d0 ,._ 

e111,.11n1tr lht 
dftan "° _.., • t .. t .. tt•; ,.,.,. - ..,... 
1-; P11qutll-5tff-·Turwer stollltr cl••- .,..., 
dts.,."I• aiefttct ... t ,,_ Tu..,....: p1rfect 
reflectf .. ,.,. turlace end t•wenl• •ttl 
•i • 0.47H 
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TABLE 8-1 (Concluded) 

,,.. 1 ... 1yt1• ~d•tfOA SoutCH 1'•1 lut•ftt Ten"•4" ,.,.. ., p,..., ... 
~~qary "- Stotus OtW"efoper 0.1crt2tf0ft ·hrOtr rm rm c..,.reattr; T.,,.r•I SNtfal OUteut Adllf~'llff 

TAl'AS--To-raplllc flto NC091ntnd• t t Oft USDA Fore•t nth nodel corDines • st•httOfl of the ... ..,. Point (no SOz• TSP, c ... 1 .. lotll short- ll•ltM All-ble -h- ll•ltM "'JIOMI 
Mr Pollution statvs S.ntce •ind fteld over •unt.atnous terr•i• wtttt • dt1tt1M:- ca , ... ..... ""'-' 11°"1 In HClt ,...,.ct p,.....,_ 
Analysh Sy•t• Gauutan derhed dlff .. lon -1. It pro- ti ........ 1...,.-u .. 9rld c•ll for in ca.plea ter-

'Wides en esttNte of the tout 11lowable lie- ••li•tes HC" pa II utent rain;. nonreKt1" 
mission-s withtn eacll of a n.-.r of Jrtd Point. lt•. of Interest pollut.ants 
cells (ran9tn9 f1'1111 0.25 t.z to t uZ to and •N•I 
swint•in- • preselect.ff le•el of atr qu11tt74 sources 
The diffusion -1 Is -loyed In oach 9rld 
cell to proYlde .n HllNte of the •hin9 
condttfons wttllfn tMse cells. Tllese con-
dttlons ""' coonblned .. 1t11 tM Pollutant 
Standards lftdex such thlt 1 Nd._ allowable 
fllisslon ts calculated. Features: wtnd 
-1 (CrestNn objective analyu., paten-
tlal flow OYlr toPQ9raphy, lnfluencos of sur-
race tempentunt 1nd rot19hnes1); GAus.stan 
_, (•y and •z ,,_ Turner, effects of 
11111 flow divergence included, stability 
cl1sses fnm Turner, no upper bound on dtffv ... 
sion 1lthou9h the wind is c1lcul1ted ass ..... 
Ing a lid 1t • specified height aboH the 
topographyl; the calcul1ted wind follows the 
terr•in and thus 9hes 1 vertical wind cam-
ponent; no ch mis try i no exp lfci t tn!'i c.nt 
of plume behavior. 

AQST14--Atr Quality No recaamend.titioft llllnoh An 5-5 Gaussian phme mdel for estfNtfn9 Up to 200 Point SOz• TSP ,.,stir n1t Sllort-terw ""9f ..... 1 Aver•qe concen- Retlonal palllt 
Short Te .. Mod91 status £nvl........,,t1l -short tH .. conce-ntratton 1ver191s ,,,. ...... IOUrctl (elev.ted) t1M'lln, but (1. J, .... tratlons 1t re- source probl-

Protection tipl• point soun:es in level or cQllP1ea ur- (up to 900 same -correc- 24 hr. ceptDrs; sowrce for nc11H·•1ctift 
Agenc1 r1in1. It can slaullte late tnversl1111 b .. at- r.ceptors tfDM for 1vera1111119) contributions pollutants:..-

up fumi91t1on. lake shore fumigation. and located on CDl'Pl•X titr- at receptors arHs;. shonlt._.. 
1:-spr.erlc trapptn9. Feature>: o• or i. 1 untfo .. rain 
pollutants si1UlUneousl1; no dlnistry; rect&IMJUlar 
llrt99$ pl.- Mset no downwash; wtnd power grid); 
I••; user-supplted St4bU Uy cJasses; db.per~ .... teuet~ 
si11n coefflclenu from Turner (1969); perfect pogr•Phlc 
reflection at 9rovnd Ind •hl09 hel9ht. el~•ttc• 

~or botJt 

CALINE-Z No reconnendation taltfornla "" S-S &aussian line source mde1 for traffic '"••r <•• tine co RalatlYely Sllort-te .. Hourly Regional Cll 
sutus Air Resources ii:ciact 1ssess11ent. Features-: no ch•htry; eataMift flat terrah• concentrations prob I-

8o•rd (CARI) ~rfect ground reflection; Pasq•lll stability traffic lt r.ceptors from Lrafftc 
c~.as.ses: hourly Missions; SOiie accounting tft~,, .... .,. Is ._.. .. 
for dep"ssed tl.tgt..&J'S -· ·ti 

801 ATIX.·-Hanna No recmrmendattan Ai.osphertc Tiie "''°" of tnterest ts assuwd to M All -lttl119 
OJ, '"" 

llot upllclt T"'90ra1 No ns.olutlOll ConcefttrettGR .... t-..1 o..tM•t: 
sutus Tur11o11ence eM:-ssed by 1 single cell or baa, Iott I 1tngle llOf, IHC resalwttan ul•• at tlW It Ml apphM 

and Dlffu- .._..cled -by the tnvers ion abowe and tht ""• u•lle ti• considered to LA llsl~ (JO 
st"" labor- tttrratn be\"". All concentrations a" olltall•d by Sept. Ifft dlu). 
atory·-ATIX. •uWft!'d to be tn steady-state. Featvres: ,,.,,.1119 Ozone prwcU ctlGllS 
(Olk Ridge, for 9h..- U•. constant. missions rate Initial •n law. 
Tenn.) •nd sl~le winds; seven-step chetfttc1l conditions 

-.;Mnh• proposed bl' Frtedl•nder and to •tell• 
Seinfeld (19691; untfoN and con•UnL -ral 
vi"" ond const.aftt •iaf"9 deptlt. _,.ttem 
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APPENDIX C 
SOME SPECIFIC MODEL PERFORMANCE MEASURES 

Having discussed model perfonnance measures in generic terms in 
Chapter V, we now present some specific examples. We discuss each of the 
four generic types of perfonnance measures: peak, station, area, and 
exposure/dosage. We include scalar, statistical, and "pattern recogni­
tion" variants. 

1. PEAK PERFORMANCE MEASURES 

The use of a perfonnance measure of this type requires the modeler to 
know information about both the predicted and the "true" concentration peak. 
The measurement network must be so situated as to insure a high probability 
of sensing the "true" peak concentration or a value near to it. There are 
three characterizing parameters of interest: peak concentration level. 
spatial location, and time of occurrence. The predicted and observed values 
of some or all of these may be available for comparison. Differences in 
their predicted and observed values represent the performance measures of 
interest. These peak measures are sunvnarized in Table C-1. 

Each measure conveys separate but related infonnation about model 
behavior in predicting the concentration peak. Their values should be 
examined in combinations. Several combinations of interest and some of 
their possible interpretations are shown in Table C-2. The table is not 
intended to include all combinations and interpretations. Rather, it 
illustrates by example how inferences can be made about model performance 
through the joint use of performance measures. 
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TABLE C-1. SOME PEAK PERFORMANCE MEASURES 

Type Performance Measure 

Scalar 

Pattern 
recognition 

a. Difference* in the peak ground-level 
concentration values. 

b. Difference in the spatial location of 
the peak. 

c. Difference in the time at which the 
peak occurs. 

d. Difference in the peak concentration 
levels at the time of the observed 
peak. 

e. Difference in the spatial location of 
the peak at the time of the observed 
peak. 

Map showing the locations and values of the 
predicted maximum one-hour-average concen­
trations for each hour. 

* 11 Di fference" as used here usually refers to "prediction minus 
observation." 

Several points are contained in Table C-2. While a large difference 
in peak concentration levels might in itself be sufficient reason to question 
a model's performance, a simple difference in peak location might not. If 
the concentration residual (the difference between predicted and observed 
values) at the peak is small (good agreement) and yet there is a difference 
in the spatial location of the peak, this may be due mostly to slight errors 
in the wind field input to the model. The slight offset in the location of 
the peak might cause predicted and measured concentrations to disagree at 
specific monitoring stations, particularly if concentration gradients within 
the pollutant cloud are "steep. 11 However, a small displacement in the con-
centration field, unless it resulted in a 
and dosage, may not be a serious problem. 
acceptable. 

C-3 

large change in population exposure 
Model performance might be otherwise 



TABLE C-2. SEVERAL PEAK MEASURE COMBINATIONS OF INTEREST 
AND SOME POSSIBLE INTERPRETATIONS 

Residual Values 
Concentration 

Level 

Event-Related* 

Small 

Location 

Small 

Large 

Timing 

Small 

Small 

Some Possible Interpretations 

Model perfonnance in predicting the 
concentration peak is acceptable 
Model performance is still good in 
predicting the peak concentration 
level 
There is a possible error in the 
wind field input 

Large Concentration level prediction is 
good 
There is a possible error in wind 
field input 
There is a possible error in the 
chemistry package or emissions input 

Large Any value Any value Model perfonnance is probably 
unacceptable 

Fixed-Timet 

Large Large 

Small 

* 

Model perfonnance may or may not be 
acceptable; event-related (peak) 
residuals must be examined to make a 
final judgment 
Model perfonnance is probably 
unacceptable 
Pollutant transport is handled accep­
tably well 
There is a possible error in the chem­
istry package, the emissions input, 
or the inversion height time and 
spatial history 

Residual values are calculated at the time an event occurs (the peak). 

t Residual values are calculated at a fixed time (the time of the observed peak). 
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On the other hand, if the spatial offsPt of the location of the peak 
is accompanied by a significant difference between the predicted and observed 
times at which the peak occurs, more serious problems might be suspected. 
Not only might there be a wind field problem~ but the chemical kinetic 
mechanism may be giving erroneous results {if the pollutant species of 
interest is a reactive one). Alternatively (or additionally), one might 
suspect that the emissions supplied as input to the model were not the same 
as those injected into the actual atmosphere. Another possibility also 
exists. Slight differences between the modeled and actual wind field 
might result in the air parcel in which the peak occurs following a space­
time track having sufficiently different emissions to account for differences 

in peak concentration values. 

Additional clarity of interpretation can be achieved in another way. 
We can compare concentration level, location and timing, not just at the 
time a specific event occurs (the peak, for instance) but also at a fixed 
time (the time at which the observed peak occurs, for example). Suppose 
that the concentration level residual at that fixed time (the difference 
between maximum predicted concentration and the observed peak value) is 
large but the spatial one is not. In this case, one could conclude that 
the model reproduced the pollutant transport process but was unable to 

. 
predict concentration levels. This could result from many causes, among 
which are errors in the chemical kinetic mechanism, the emissions input, 
or the inversion height space/time profile. Whatever the cause, however, 
the conclusion remains the same: Model performance is probably inadequate. 

Alternatively, if both the fixed-time concentration level and location 
residuals are both large, a firm conclusion about model acceptability may 
be premature. Performance may or may not be satisfactory. A comparison 
with the event-related peak performance measures is necessary before a 
final judgment is made. 
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If the model being used is capable of sufficient spatial and temporal 
resolution, a 11 pattern recognition" perfonnance measure may be of some use: 
a map showing the locations and values of the predicted maximum concentrations · 
at several times during the day. Such a map is shown in Figure C-1. It 
was produced using the SAI Urban Airshed Model simulating conditions in 
the Denver Metropolitan region. 

2. STATION PERFORMANCE MEASURES 

The use of a station performance measure requires the modeler to 

know, usually at each hour during the daylight hours, the values of both 
the predicted and observed concentrations at each monitoring stations. From 
the two concentration time histories at each site, a number of perfonnance 
measures are listed in Table C-3, divided into three categories: scalar, 

statistkal, and ~'pattem recognition· • .!. 

Station measures are the perfonnance measures whose use is most 
feasible in practice. Their calculation is based upon the comparison 
of model predictions with observational data in the form that it is most 
often available--a set of station measurements. By contrast, peak 
measures require the observation of the "true" peak. If this peak value 
is not the same as the value recorded at that station in the monitoring 
network measuring the highest level, if the location of the peak is 
somewhere other than at that station, and if its time of occurrence is 
different than the time of the peak observation, then the calculation of 
peak performance measures may not be feasible. Although one can sometimes 
use numerical methods to infer from station data the level, location and 
timing of the peak, results are subject to uncertainty. 

Similarly, area and exposure/dosage measures require knowledge of the 
"true" spatially and temporally varying concentration field. However, 
unless circumstances are simple and the monitoring network is exceptionally 
extensive and well-designed, the "true" concentration field will not be 
known. The only data available will consist of station measurements. Infer­
ence of the concentration field from such data can often be an uncertain 
and error prone process. 
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Type 

Scalar 

Statistical 

Pattern 
recognition 

TABLE C-3. SOME STATION PERFORMANCE MEASURES 

Perfonnance Measure 

a. Concentration residual at the station measuring 
.. the highest concentration (event-specific time 

and fixed-time conparisons). 
b. Difference in the spatial locations of the pre­

dicted peak and the observed maximum (event­
specific time and fixed-tine co111>arisons). 

c. Difference in the times of the predicted peak 
and the observed 111axinum. 

a. For each monitoring station separately. the 
following concentration residuals statistics 
are of interest for the entire day: 
11 Average deviation . 
2 Average absolute deviation 
3 Average relative absolute deviation 
4 Standard deviation 
5) Correlation coefficient 
6) Offset-correlation coefficient. 

b. For all nonitoring stations considered together, 
the following residuals statistics are of 
interest: 
1) Average deviation 
2) Average absolute deviation 
3) Average relative absolute deviation 
4) Standard deviation 
5) Correlation coefficient 
6) Estimate of bias as a. function of 

concentration 
7) Comparison of the probabilities of conce~­

tration exceedances as a function of 
concentration 

c. Scatter plots of all predicted and observed 
concentrations with a line of best fit deter­
mined in a least squares sense. 

d. Plot of the deviations of the predicted versus 
observed points from the perfect correlation 
Hne co111>ared with estimates of instrumentation 
errors. 

a. Time history for the no~el ing day of the pre­
dicted and observed concentrations at each site. 

b. Time history of the variations over all stations 
of the predicted and observed average concentra­
tions. 

c. At the time of the peak (event-related), the ratio 
of the normalized residual at the station having 
the highest value to the average of the nonnal­
ized residuals at the other stations. 
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a. Scalar Station Performance Measures 

Since the "true" concentration peak is not always known with confidence, 
a surrogate is needed for detennining model performance in predicting the 
concentration peak. Such a measure is often based upon a comparison of 
the predicted and observed concentrations at the station measuring the 
highest value during the day. The comparison can be done at an event-related 
time (the peak) or a fixed time. Since the values of the measures may 
differ at the two times, the implications of those differences should be 
considered carefully. 

b. Statistical Station Perfonnance Measures 

Many statistical station perfonnance measures are of use. Sometimes 
the behavior of the concentration residuals at a single station is considered. 
At other times, the overall behavior of the residuals averaged over all 
stations is the focus of interest. In either case, however, several of 
the statistical performance measures remain the same. We define them here 
(the tilde - denotes "predicted," while mis the pollutant species, n 
is the hour of the day, k is the station index, K is the number of stations 
being considered, and N is the number of hours being compared: 

> Avcru~e Dev1~tion 

> Average Absolute Deviation 

N K 
. m 1 """ ~ ICm,n - cmk,nl 
liil = N Lil~ k 

n=l k=l 

> Average Relative Absolute Deviation 

C-9 

(C-1) 

(C-2) 

(C-3) 



> Standard Deviation 

or, alternatively, 

{C-5) 

The first three of these relations are designed to measure the mean 
difference between predicted and observed concentration, either at a 
particular station (K = 1) or averaged over all of them {K = total number 
of stations). The average deviation expresses the mean value of the 
residuals through the day. A non-zero value is an indication of a system­
atic bias. Because large positive residuals can cancel with large negative 
values, a low value of average deviation does not always guarantee close 
agreement between prediction and observation. By computing the average 
absolute deviation, however, one can assess whether such a "cancelation" 
problem is occuring. A large value is an indication of appreciable con­
centration differences, providing such infonnation even if the average 
deviation is small. Since a small number of large residuals can dominate 
in the computation of the previous measures, a large value for either of 
them does not necessarily indicate consistently large disagreement between 
prediction and observation. Residuals can be normalized to balance the 
effect of large and small residuals. This average relative absolute 
deviation is a measure in whose computation this is done. 

The standard deviation, as expressed in Eq. {C-4), is a measure of 
the shape of the frequency distribution of the residuals. A large value 
indicates that residual values vary throughout a large range. Correspond­
ingly, a small value sugge~ts.that they cluster closely about their mean 
value, as expressed in·Eq. (C-1). 
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Another statistical measure is of interest. The correlation coeffi­
cient, as expressed below, provides an indication of the extent to which 
variations in observed station concentrations are matched by variations in 
the predicted station values. A close r.aatch is indicated by a value near 
to one (the va 1 ue for "perfect" corre la ti on). 

> Correlation Coefficient 

N [ t (C:•n - .~) 
K 

l L L. (en·" . 1.1m) KN - l m n=l k=l c ic=l k c 
{C-6) r = m m oc o, 

where 

N K 

EI: cm,n 
k 

m - n=l k=l (C-7) µ- -
KN c 

N K 

I:L cm,n 
k m n= I k=l (C-3) µ = KN c 

(a~ )2 • 
N K 

tm n m}2 
l I: L: (C-9) 

KN - 1 ck, - llc 
n=l k=l 

(a~)2 = 
N K 

(cm,n _ m}2 1 E E (C-10) 
KN - 1 n=l k=l 

k llc 

If the value of the correlation coefficient is not close to one, 
this may or may not be an indication that model perfonnance is deficient. 
For instance, suppose slight errors were embedded in the wind field 
supplied to the model. Possibly, the only effect of this could be a 
slight offset between the predicted and the "true" pollutant cloud location. 
The concentration level and its distribution within the cloud might be 
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well predicted otherwise. However. the correlation coefficients canputed 
at individual stations (K = 1) might not demonstrate agreement between 
prediction and observation. indicating instead the opposite. Conceivably, 
this also might be the case even if the correlation coefficient is computed 
using concentration values averaged for all stations (K = total number of 

stations). 

Another statistical 111easure is useful in overcoming this difficulty 
when sa111>l ing stations are not too "sparsely" sited. This measure is the 
offset correlation coefficient and is designed to compare predictions at 
one station and time against observations at another station and/or time. 
It is defined as follows: 

> Offset Correlation Coefficient 

(C-11) 

where k is the index of the measurement station at which concentrations are 
predicted, j is the index of the station at which they are measured. and ~n 
is the time offset between prediction and observation; also 

(C-12) 

(C-13) 
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(C-14) 

( C-15) 

Many reasons can account for differences between prediction and 
observation. The offset correlation coefficient itself cannot be used 
to isolate specific reasons, but it can detect time lags or spatial offsets 
between comparative concentration histories. A time lag might occur 
because of slight differences between modeled and actual wind speed, diurnal 
inversion height history, emissions, or atmospheric chemistry, as well as 
any of a number of other reasons. These differences could manifest them­
selves at a particular monitoring station as a simple time lag, an example 
of which is shown in Figure C-2(a). Also, for the reasons mentioned above, 
as well as differences in modeled and actual wind direction, a spatial 
offset can occur which could result in the actual and predicted pollutant 
clouds passing over different but adjacent stations. A comparison of the 
concentration profiles at these two stations, such as those shown in 
Figure C-2(b), can reveal the offset. Good agreement could be inferred if 
the valu~ of the offset correlation coefficient between the concentrations 
at the two stations, at the same time, assumed a value near one ("perfect" 
correlation). 

In using station data as a basis for comparing prediction with obser­
vation, the offset correlation coefficient should be conputed as a matter 
of course. For the station of interest (perhaps the one recording the highest 
concentration value), computation of the following offset correlation coeffi­
cients might be revealing: first, at the same hour, with all adjacent sta­
tions (unless none are nearby); then, at the same station, for adjacent hours 
(for example, one and two hours lag and lead}; and finally, with all adjacent 

.stations and hours (to reveal the joint presence of spatial offset and time lag}. 
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(a) Time Lag (Predicted and Measured Concentrations 
are for the same monitoring station) 

Hour of Day 

Hour of Day 

(b) Spatial effect (Predicted and Measured Concentrations 
are for Different but Adjacent Monitoring Stations) 

FIGURE C-2. CONCENTRATION HISTORIES REVEALING 
TIME LAG OR SPATIAL OFFSET 
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For all the monitoring stations considered together, several other 
statistics are of interest. For instance, the variation of bias in model 
predictions with the level of pollutant concentration can be plotted as 
shown in Figure C-3 • In this particular example, based upon simulations 
of the Denver Metropolitan region perfonned using the SAI Urban Airshed 
Model, the fractional mean deviation from perfect agreement between predic­
tion and observation appears to vary randomly at the higher ozone concen­
trations. Aside from an apparent systematic bias at very low concentrations, 
no conclusion of significant bias seems demonstrable. 

- •1.0 c • t --• ~ c - 0 c -• .. 
• u -
"' -: +0.5 
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t e-• • ~ • s D 

I t I -I a - c: - 0 - -:: -. .! u .. 1 -0.5 • ... 
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"" c .. :a 
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! 
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c 
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-1.5 --• -• & 
c • ! -2. -
FIGU~E C-3. 

2 16 

aoot ~•n Squ•~ Ozone Concentration (pph•) 

1/2 
-[(Observed)Z i (Predkted)

2
] ~ 

ESTIMATE OF BIAS IN MODEL PREDICTIONS AS A FUNCTION OF 
OZONE CONCENTRATION. This figure is based upon predic­
tions of the SAi Urban Airshed Model for the Denver 
Metropolitan region. 
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Residuals can vary in sign and magnitude during the modeling day. 
It is often helpful to plot their diurnal variation. An example is 
shown in Figure C-4, based upon predictions of the SAI Urban Airshed Model 
for three modeling days in Denver. A discernable pattern might be sympto­
matic of basic model inadequacies •. In this example, however, no simple 
pattern seems apparent. 

For each set of observations or predictions {for all stations and 
times}, there exists a cumulative concentration frequency distribution. 
This describes the probability of occurence of a concentration in excess of 

a certain value for the range of possible concentration values. An example 
based upon the modeling effort noted earlier in shown in Figure C-5. A con­
clusion might be drawn from this figure: Although background ozone concen­
trations are not well-detennined (low background concentrations are difficult 
to measure accurately), higher concentrations are R10re predictably distributed. 

By plotting observed concentrations against predicted ones (at each 
station for each hour), a graphic record of their correlation can be obtained. 
The degree of clustering of observation-prediction pairs about the perfect 
correlation line provides an indication of the degree of their agreement. 
An example is presented in Figure C-6. For each particular combination of 
observation and prediction, the number of occasions on which they occurred 
are shown. 

Superimposed on the figure are the standard deviation bands (la) for 
both the EPA standard and maximum acceptable instrumentation error. These 
bands portray the extent to which station measurements are accurate indi­
cators of "true" concentrations. To conclude that a model is unable to 
reproduce a set of "true" concentrations, one must know the value of those 
concentrations. Measurements, however, are imperfect surrogates. If 
concentration residuals are within instrumentation limits, differences could 
be explained solely by measurement errors~ In such a case, no further 
conclusions could be reached about model predictive ability. 
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Some of the infonnation contained in Figure t-6· is sunmarized in 
Table C-4. The percent of prediction/observation pairs meeting certain 
correspondence levels are indicated for this example. The extent to 
which concentration residuals compare with instrumentation error is 
shown in Figure ·c . .;7. These same plots can be constructed for most 
modeling applications for which station predictions are known. 

TABLE C-4. OCCURRENCE OF CORRESPONDENCE LEVELS OF PREDICTED 
AND OBSERVED. OZONE CONCENTRATIONS 

Percent of Comparisons 
Meeting Correspondence Level 

Correspondence Level Both Predicted and 
Between Predicted and Observed Pairs Canpar1 sons Observed Cone. > 8 pphm 

1) Factor of tlllO (2P > O > P/2) 80S MS 

.2} Canputed value 1s within ± twice 
S.D. llllX. ~rob. inst. error 
(951 level of observed value 100 100 

3) Computed value f s within :t S.O. 
of max. prob. inst. error . 
(951 level) of observed value 93 90 

4) Computed value fs within :t twice 
. S.D. of inst. errors by EPA std. 

(951 level) of observed value 89 n 
5) Computed value is within :t S.D. 

of inst. errors by EPA std. 
(95S level) of observed value . 60 37 

c. "Pattern Recognition" Station Performance Measures 

Several qualitative/composite model perfonnance measures are useful 
in comparing station predictions with observations. At each monitoring 
site, for instance, the time history through the modeling day of the pre­
dicted concentrations can be plotted directly with the time history of 
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the measurement data. This is done in Figure C-9 for one of the days 
{3 August 1976) in the Denver modeling example employed earlier. 
Preceding this figure is a map in Figure C- s. which shows the names and 
locations of the air qua'li ty monitoring stations in the Denver Metropol­
itan region. 

For each hour during the day, the predicted and observed concentrations 
each can be av~raged for all measurement stations. The diurnal variation 
of this all-station average can also be of interest-. An example of such 
a time history is shown in Figure C-10. 

At the time the concentration peak occurs, the perfonnance of the 
model in predicting that peak fs of interest as is its ability to predict 
the lower concentration values at monitoring stations distant from the 
peak. An indication of the relative prediction-observation agreement at 
the peak versus the agreement at outlying stations can be found by com­
puting a composite perfonnance measure. The ratio can be found of the 
normalized residual at the station measuring the highest concentration 
value to the average of the nonnalized residuals at the other stations. 
If this ratio is large, better perfonnance at the outlying stations than 
near the peak can be inferred. If the value is small, the reverse is true. 
If the ratio is near unity, agreement is much the same throughout the 
modeled region. : 

The value of a concentration residual at a station changes during 
the modeling day. If these changes can be tied to corresponding changes 
in atmospheric characteristics (the height of the inversion base, for 
instance), we can sometimes draw valuable inference about model performance 
as a function of the value of these atmospheric "forcing variables." Some 
of these variables include: wind speed, inversion hei~ht, ventilation (com­
bining the previous two variables into a product of their values), solar 
insolation, and a particular category of emissions {automotive, for example). 
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To examine residual values for cause-and-effect relationships, we can 
plot on the same figure the time history of both the residual and the 
forcing variable. Alternatively we can plot the residual directly 
with the forcing variables. Examples of both of these are presented in 

Figure C-11 . 
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Forcing Variable 

(b) Cross-Plot of Residuals and Forcing Variable 

FIGURE C-11. PLOTS OF RESIDUALS AND FORCING VARIABLE 

3. AREA PERFORMANCE MEASURES 

To use a performance measure of this type, one must know, usually 
at each daylight hour, the spatial distribution of the predicted and "true" 
concentration fields. By comparing the two, either throughout the day 
or at a specific time or event, we can construct in principle, a number of 
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model perfonnance measures. In practice, however, we are seldom able to 
resolve fully the 11 true 11 concentration· field, even if the model we use is 
capable of doing so for the predicted field. This difficulty derives from 
the limited sampling of measurement data generally available: Only measure­
ments at several scattered monitoring stations are recorded. Unless ambient 
conditions are highly predictable and the monitoring network is extensive 
and exceptionally well-designed, reconstruction of the "observed" concen­
tration field from discrete station measurements can be an uncertain and 
error prone process. 

Nevertheless, the observed concentration field can be inferred with 
accuracy in some cirucmstances. In addition. models frequently can provide 
spatially resolved predictions. Grid models, for instance, predict average· 
cpncentrations in a number of grid cells. Resolution is then provided as 
finely as the horizontal grid-cell dimensions (on the order of one to sev-
eral kilometers). Trajectory model predictions can be used to calculate 
concentrations along the space-time track followed by the air parcel being 
modeled. Gaussian models are analytic and caa resolve fully their predictions. 
Thus, even if the observed concentration field is known only imperfectly, 
the predicted field, because it is often much better resolved, can still 
provide qualitative infonnation about model performance. Further, the 
shape of the predicted concentration field can suggest ways to extract 
information for comparison with station measurements. We discuss 11 hybrid 11 

perfonnance measures later in this Appendix. 

In this section we present several area perfonnance measures. When 
predicted and observed concentration fields are known, they can provide 
considerable insight into model performance. These performance measures 
are based upon taking the difference between the predicted and observed 
values of certain quantities. Even when the observed values of these 
quantities are not known with accuracy. computation of their predicted values 
can provide a systematic means for characterizing model predictions. 
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The perfonnance measures presented here can be divided into three 
types: scalar, statistical, and "pattern recognition." We discuss each 
in turn. In Table C-5, we list some of these measures. 

a. Scalar Area Perfonnance Measures 

The seriousness of a pollutant problem is a function not only of the 
concentration level itself but also of the spatial extent of the pollutant 
cloud. Several scalar area perfonnance measures are designed with this in 
mind. Even if a model predicts the peak concentration well, it may not 
necessarily predict the extent of the area exposed to concentrations near 
to that value. This might not be a serious defect if the pollutant cloud 
passed over uninhabited terrain. However, if the cloud were to drift 
over a densely populated urban area, a considerable difference in the 
health effects experienced could exist between a cloud one mile across and 
another five miles across. This could affect correspondingly our willing­
ness to accept a model for use whose predictions of cloud dimensions 
differed considerably from observed dimensions. 

Two perfonnance measures of interest are the following: the differences 
between both the fraction of the area of interest within which concentra­
tions exceed the NAAQS and the fraction experiencing concentrations within 
10 percent of the peak value. The first of these is a measure of the 
general ability of the model to predict the spatial extent of concentra­
tions in the range of interest. The second estimates the perfonnance of 
the model in the higher concentration ranges at which, presumably, health 
effects are more pronounced. 

A third measure is of interest. At each measurement station a set of 
concentration readings are recorded. It is interesting to compute from 
the predicted concentration field the nearest distance at which there occurs 
a value equal to the observed value, as well as the azimuthal direction 
from the station to the nearest such point. This direction lies along the 
concentration gradient of the predicted field. The magnitude of the distance 
is a measure of the spatial offset between the predicted and observed concen­
tration fields in the vicinity of the monitoring station. The direction is 
a measure of the orientation of the offset. 
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Type 

Scalar 

Statistka1 

Pattern 
recognition 

TABLE C-5. SOME AREA PERFORMANCE MEASURES 

Perfonuance Measure 

a. Difference in the fraction of the area of interest 
in which the NAAQS are exceeded. 

b. Nearest distance at which the observed concen­
tration is predicted. 

c. Difference in the fraction of the area of interest 
in which concentrations are within 10 percent of 
the peak value. 

1. At the time of the peak. differences in the 
fraction of the area experiencing greater than 
1 certain concentration; differences in the 
following are of interest: 
1) Cumulative distribution function 
2) Density function 
3) Expected value of concentration 
4) Standard deviation of density function 

b. For the entire residual field. the following 
statistics are of interest: 
1) Average deviation 
2) Average absolute deviation 
3) Average relative absolute deviation 
4) Standard deviation 
5) Correlation coefficient 
6} Estimate of bias as a function of 

concentration 
7) Comparison of the probabilities of concen­

tration exceedances as a function of con­
centration 

c. Scatter plots of prediction-observation concen­
tration pairs with a line of best fit determined 
in a least squares sense. 

a. Isopleth plots showing lines of constant pollu­
tant concentration for each hour during the 
roode 1 i ng day. 

b. Time history of the size of the area in which 
concentrations exceed a certain value. 

c. Isopleth plots showing lines of constant residual 
values for each hour during the day ("subtract" 
prediction and observed isopleths). 

d. Isopleth plots showing lines of constant residuals 
normalized to selected forcing variables (inver­
sion height, for instance). 

e. Peak-to-overall perfonnan·ce indicator, computed 
by taking the ratio of the mean residual in the 
area of the peak (e.g., where concentrations are 
within 10 percent of the peak) to the mean 
residual in the overall region. 
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b. Statistical Area Performance Measures 

A number of statistical area performance measures are of use. They are 
generally computed either at a fixed time or at the time of a fixed event, 
(the peak,for instance). Before they can be computed, however, both the 
predicted and observed concentration field must be transformed into a 
~ompatible, discrete form. The scales of resolution must be made the same, 
though kept as fine as possible. For example, if a grid model provided 
average concentrations every two kilometers in a lattice-work pattern 
spanning the region of interest, then the observed concentration field 
inferred from station measurement must also be resolved at two kilometer 
intervals with concentrations obtained at each point in the lattice-work. 
If resolution cannot be obtained so finely, then the predicted concentration 
field must be adjusted to be comparable with the observed one. The field 
having the coarsest resolution if the limiting one. 

Once the fields have been resolved into a compatable fonn, several 
performance measures can be computed. We can characterize a concentration 
field by indicating for each concentration value the fraction of the area 
experiencing a concentration greater than that value. By so doing, we define 
a cumulative distribution function (CDF) such as that shown in Figure C-12. 
The CDF is the integral of its density function (f), also shown in the figure. 
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FIGURE C-12. DISTRIBUTION OF AREA FRACTION EXPOSED TO GREATER 
THAN A GIVEN CONCENTRATION VALUE 
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For the predicted and observed concentration fields, the CDF's may 
differ. The following statistics can be compared in order to characterize 
the difference: the CDF itself·, the mean expected concentration in the 
ai>deled region, and the standard deviation of the area density function. 
If the CDF and f were continuous functions, the following express the 
form of these measures: 

> Cumulative Distribution Function 

K 

CDF(C 5. K) • f f(c)dc 

CB 

(C-16) 

> Expected Concentration_ 

Cp 

•A. J cf(c)dc 

CB , 

(C-17) 

where Cp is the peak and c8 is the background concentration. 

> Standard Deviation 

(C-18) 

However, the CDF and f are not available in practice as continuous 
functions: They are expressed discretely, derived from concentra­
tions at the nodal points of a ground-level grid having dimensions 
I by J. The above measures have the following discrete form: 

> Discrete Cumulative Distribution Function 

J I 

CDF(Cm ~ K) = IlJ ~ ~ u(K - c~j) 
J=l i=l 
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where m is the pollutant species and u is a unit step function whose value 
is 

u(x) = I: ' x ~ 0 

' x < 0 

> Disr.rete Expected Concentration 

J I 
m 1 ~ ~ m 

PA = TJ ~ ~ C;3· 
J=l 1=1 

> Discrete Standard Deviation 

(C-20} 

(C-21) 

(C-22) 

The predicted and observed concentration fields can be differenced, with 
the result being a spatially distributed residual field at the fixed time or 
event of interest. The statistics of this residual field are essentially the 
same as those described earlier in Eqs. (C-1) to (C-10) for the set of station 
residuals. They are as follows (the tilde - denotes "predicted," while m is 
the pollutant species and I, J are the number of nodes in the concentration 
field grid): 

> Average Deviation 

(C-23) 

> Average Absolute Deviation 

J I 
m 1 ~ ~ -m ..m 

IP I = IJ ~ ~ I C;J· - ~;J· I 
J=l 1=1 

(C-24) 
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> Averaoe Relative Absolute Deviation 

L
J I:I 1c':1. - c'?. I m 1 · 1J 1J 

llll = IJ . . m 
J=l 1=1 c1j 

> Standard Deviation 

> Correlation Coefficient 

J I J I 

J (~ :E c'!1. - lJ~)(L E c'!'. 
· m IJ - l J"=l i=l lJ . c j=l i=l lJ r = -----"-L...!~~---~~-c__:..--=--=------m m 

oc oc 

(C-25) 

(C-26) 

(C-27) 

Calculation of the above statistics can be extended through the model­
ing day by including residual values not just at a specific time or event 
but for each hour during the day. Also. a graphical representation of the 
correlation between prediction and observation can be developed by plotting 
prediction-observation concentration pairs on a scatter plot, much as was 
done for station values in Figure C-6. 
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c. 11 Pattern Recognition" Area Perfonnance Measures 

Considerable infonnation about model perfonnance often can be found 
through the use of "pattern recognition" area perfonnance measures. Even 
if a comparison between prediction and observation is difficult due to the 
sparsity of the latter data, insight can still be gained through the use 
of the measures described here. 

The spatial and temporal development of the pollutant cloud is of con­
siderable interest. Frequently, differences between prediction and obser­
vation can be spotted quickly by comparing isopleth plots showing contours 
of constant pollutant concentrations. The development of the cloud can be 

portrayed graphically in a series of hourly isopleth plots. Shown in 
Figures C-13(a) through (e) is a series of hourly isopleth plots. These 
represent predictions for ozone generated by the SAi Urban Airshed Model 
for the Denver Metropolitan region on 29 July 1975. The locations of the 
measurement stations are also shown, as they were in Figure C-8. 

The example illustrated in Figure C-13 is typical of applications involv­
ing multiple-source, region-oriented issues (SIP/C, AQMP). However for 
specific-source issues, the downwind isopleth contours are approximately 
elliptical. An example of a specific-source isopleth, or "footprint", 
plot was present~d earlier in Figure V-4.in Chapter V. 

Model perfonnance can also be characterized by comparing against 
observation the time histories of the size of the area in which concentrations 
exceed a certain value. Such a comparison would provide insight into the 
temporal variation of prediction-observation differences. An example of 
such a history is presented in Figure C-14 for ozone in the Denver Metro­
politan region. A meteorology the same as that observed on 28 July 1976 
was employed by the SAi Urban Airshed Model, along with emissions for that 
date and projected emissions for 1985 and 2000, to predict the spatial and 
temporal distribution of ozone for each year. Lines of constant concentra­
tion values are also shown. 
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FIGURE C-13. ISOPLETHS OF OZONE CONCENTRATIONS (pphm) ON 29 JULY 1975. 
Isopleth interval 1 pphm. This figure is based on pre­
dictions of the SAI Urban Airshed Model for the Denver 
Metropolitan region. 
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FIGURE C-13 (Continued) 
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If both the predicted and observed concentration fields are resolved 
compatibly to the same scale, the two can be differenced and the residuals 

. plotted directly as isopleth contour plots. This may be done either at a 
fixed time/event or hourly. The example shown in Figure C-15 is typical 
of such a plot, although it was not derived from observational data. This 
particular figure was calculated by differencing the annual N02 concentra­
tions predicted by the EPA's Climatological Dispersion Model (COM) for two 
emissions regions: one a base case and the other a 17.5 percent reduction 
in emissions in downtown Denver. Since the magnitude of the residuals may 
be strongly a function of certain atmospheric forcing variables (wind 
speed or inversion height, for instance), it can be helpful to nonnalize 
residuals to the forcing variable values. 

Several model perfonnance problems can be spotted qualitatively using 
residual isopleth plots. Some of those that might be apparent are: 

> Good peak/poor spatial agreement. 
> Bad peak/good spatial agreement. 
> Different peak location. 

A composite measure can also be useful in assessing the relative peak/ 
spatial perfonnance of a model. The peak-to-overall indicator can be calculated 
at the time of the peak as the ratio of the mean residual in the vicinity of the 
peak (where con~~ntrations are within 10 percent of the peak, for example) to 
the mean residual in the overall region. 

4. EXPOSURE/DOSAGE PERFORMANCE MEASURES 

The health effects experienced by an individual in a pollutant region 
seem to be a function of both the concentration level and the duration of 
exposure. The aggregate impact experienced by the total populace would be 
expressed by the sum of the effects impacting each individual. The serious­
ness of the pollutant problem would be related not just to the spatial and 
temporal development of the pollutant alone but also to the spatial and temporal 
distribution of the population living beheath it. Several performance measures 
attempt to guage model performance on this basis. 

C-41 



t­
cr.· 
w 
::?; 

IT"l-....-....--.---.-1-1 

. 

2 

NORTH 
l (-! ~0 

I I I ..._. ......... ,--.--......, - I i 

... . ' .. 
~ 

. . . '. 

'.. 1·.9 . : 
' : 
' : ' .. . : ' . . --.,___-J 

. . . .... 
·: 

. .. , . <) .• 

, 

. ' .. . ' . ,. -... ,._ ... ----.. -. --... - ..... -. ..: ... 
: : 
~ I 

~ . . . . 
_.__.__.___.L._l ___ L...L. ..L__L.!.L-+I __,___,_,_ •• __._t I I I I 

~ l~ 
SOUTH 

.· 
/ 

' . 

FIGURE C-15. TYPICAL RESIDUALS ISOPLETH PLOT FOR ANNUAL AVERAGE N02. 
Units are in µg/m3. 

C-42 

30 

..... 



In this section we present some of these performance measures, acknow­
ledging at the outset the difficulty of their computation in practice. Whether 
the spatial scale is urban/regional or source-specific, the problem is essen­
tially the same. Not only must the predicted and observed concentration field 
be known, but also the population distribution. All are temporally and spatially 
varying. Conceivably, the observed concentration field may be estimable from 
station measurements. Recording actual population movements during the modeling 
day, however, seems a nearly unsunnountable task. In reconciling these problems. 

several options seem available; among these are the following two: 

> If the observed concentration field can be estimated 
acceptably well, both it and the predicted field can 
be used with the predicted population distribution to 
compute exposure dosage measures for comparisons. Such a 
predicted distribution is frequently available when multiple­
source, region-oriented issues are being considered. To 
characterize diurnal variations in emissions, particularly 
mobile automotive ones, one must estimate the diurnal 
patterns of population movement. Having done so, one can 
infer the hourly spatial distribution of population. How­
ever, for specific-source issues, population distribution 
is seldom considered. Since only the emissions from the 
individual source are of interest, those of the same species 
resulting from nearly population-related activities need not 
be explicitly considered, except to compute a background con­
centration over which the specific-source emissions are super­
imposed. Unless additional information can be gathered 
(from a traffic planning agency perhaps), population distri­
bution may not be available, even as a prediction. 

> If the observed concentration field is not known acceptably 
well, computation of the observed exposure/dosage measures 
cannot be accomplished. However, these quantities often can be 
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calculated for model predictions (presuming a predicted 
population distribution history is available)~ Even though 
these cannot be compared against their observed values, 
they can help characterize model predictions. A model 
sensitivity analysis can be conducted to estimate the effect 
of population distribution on exposure/dosage calculations. 
If sensitive, the gathering of additional observational data 
might be warranted, as would an expanded effort in predicting 
population movement. 

The exposure/dosage perfonnance measures considered here fall into 
three types: scalar, statistical, and "pattern recognition." We 
present in Table C-6 some specific measures. 

a. Scalar Exposure/Dosage Perfonnance Measures 

Several perfonnance measures are defined in tenns of concentration 
exposure and dosage. The exposure is defined to be the product of the 
number of persons experiencing a concentration in excess 
and the time duration over which the value is exceeded. 
analytically as follows: 

tz 
E"'cx.y,n) = J P(x.y,t) u[cm(x,y,t)-~dt 

tl 

of a certain value 
It is expressed 

, (C-28) 

where Em{x,y,n) is the exposure at a point {x,y) to a concentration Cm(x,y,t} 
of species m in excess of a given level, n (the NAAQS, for example); 
P(x,y,t) is the population level at (x,y) at time t; u is the unit step 
function such that 

-- f 01 u(z) i 
, 

, 

z ~ 0 

Z<O 
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TABLE C-6. SOME EXPOSURE/DOSAGE PERFORMANCE MEASURES 

Type 

Scalar 

·Statistical 

Pattern 
recognition 

Perfonnance Heasure 

a. Difference for the nx:>deling day in the nunt>er of 
person-hours of exposure to concentrations: 
1) Greater than the NAAQS 
2) Within 10 percent of the peak. 

b. Difference for the m:>deling day in the total 
pollutant dosage. 

a. Differences in the exposure/concentration fre­
quency distribution function; differences in the 
following are of interest: 
1) Cumulative distribution function 
2) Density function 
3) Expected value of concentration 
4) Standard deviation of density function 

b. Cumulative dosage distribution function as a 
function of time during the modeled day. 

For each hour during the modeled day. an isopleth 
plot of the following (both for predictions and 
observations): 

1) Dosage 
2) Exposure 
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and tit = t
2 

- t 1, is the duration of exposure. The tota 1 _exposure between 
t 1 and t 2 over a region meas~ring X by Y can be written as 

E~ (n) =iy 1 Em(x,y,n)dx dy 

0 0 

{C-30) 

Since in practice the predicted and observed concentration fields are 
known only at discrete points on a ground-level grid, it follows that the 
population fun~tion P(x,y,t) must be resolved into a compatible, discrete 
fonn. Once this is done, the discrete fonns of Eqs. {C-28) and (C-30} can 

be written as follows: 

"2 
E'!'. {o) = E P~3• u[c~J~n - 111 
lJ n=Nl ~ 

J I 

E~(n) = E ~ f'!l.(n) 
j=l i=l lJ 

(C-31) 

(C-32) 

where I and J are the X and Y dimensions of the grid while N1 and N2 are 
the starting and ending hours of the surrmation. 

Dosage is defined as the product of the population at a given poi~t, 
the pollutant concentration to which that population is exposed, and the 
length of time for which the exposure to that concentration persists. The 

. dosage provides a measure of the total amount of pollutant present in the 
total volume of air inhaled by people over the time period of interest. This 
may be illustrated as follows. Let the dosage, 0, be in units of ppm-person­
hour. If the volume of air inhaled is V cubic meters per person-hour, the 
quantity of pollutant, Q, present in the air may be estimated as 

Q = DY x 10-6 cubic meters (C-33) 

If V is assuned to be a constant, then Q is proportional to 0 and the dosage 
D provides a measure of Q. It may be noted that the dosage provides no 
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;nfonnat;on as to the amount of pollutant inhaled per person. The dosage 
at a point (x,y) may be expressed as 

m D (x ,y) P(x,y,t) C(x,y,t)dt 

while the total dosage w~thin an area X by Y is 

y. x 
D~ = J f Dm(x,y) dx dy 

0 0 

Expressed in discrete tenns these two equat;ons can be written as 

m 
N2 

n c'!1!" Dij =E p .. 
lJ lJ 

n=N l 

J I 

Dm=E L m 

T j=l i=l 
D;j 

(C-34) 

(C-35) 

{C-36) 

(C-37) 

Using Eqs: (C-31) and (C-32) we can calculate two measures of interest: 
We can determine for the predicted and observed concentrations the number 
of person-hours of exposure to concentrations (1) greater than the NAAQS 
and (2) near the peak (within 10 percent, for example). Using Eqs. (C-36) 
and (C-37), we can detennine for the modeling day the total predicted and 
observed pollutant dosage. By comparison of the predicted and observed 
values, the seriousness of any differences between the two can be estimated 
in a way that relates, though crudely, to pollutant health impact. 

b. Statistical Exposure/Dosage Performance Measures 

Exposure/dosage performance measures have several useful statistical 
variants. One of these is the difference between the predicted and observed 
exposure/concentration distribution function. An example of such a function 

is shown in Figure C-16, calculated for ozone in the Denver Metropolitan 
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FIGURE C-16. ESTIMATED EXPOSURE TO OZONE AS A FUNCTION OF OZONE 
CONCENTRATION FOR 3 AUGUST 1976 METEOROLOGY. This 
figure is based on predictions of the SAi Urban 
Airshed Model for the Denver Metropolitan region. 
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region. The figure is based on predictions made by the SAI Urban Airshed 
Model using actual emissions and meteorology for 3 August 1976, as well 
as projected emissions for 1985 and 2000. 

Certain statistics of the exposure distribution are useful: the 
cumulative distribution function (COF) itself, the density function (fE), 
the expected value of the pollutant concentration, and the standard devia­
tion of the den~ity function. We show in Figure C-17 a representation of 
the general shapes taken by the CDFE and the f E. 
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FIGURE C-17. GENERAL SHAPE OF THE EXPOSURE CUMULATIVE 
DISTRIBUTION AND DENSITY FUNCTIONS 

Incorporated in this figure are two important assumptions: None of the 
population is expose.d to concentrations above the peak value, Cp, while 
all are exposed to concentrations at least as high as the background value, 
c8. The first of these is certainly a valid assumption. The second may 
not be accurate in all circumstances. Those persons spending their days 
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indoors within environmentally controlled buildings may experience lesser 
concentrations than the background value. Noting this possible limitation, 
however, we proceed. 

The CDFE can be derived from the exposure function defined in Eq. (C-30) 
and illustrated with the example in Figure t-16. It can be expressed as 

The density function, fE, can be derived from this relation as follows: 

Combining Eqs. {29) and (31), we can write 

E~(C) = j j j P(x,y,t) u[cm(x,y,t) - c) dt dx dy 

y x t 

From this, we can express its derivative as 
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where o is the Dirac delta function defined such that cS(z) is 1 when z = 0 
and zero for all other values of z. ·The density function can thus be 

written as 

\C-42) 

The expected value, µE' and the standard deviation, aE' are defined as follows: 

(C-43) 

(C-44) 

Because the concentration field and population distribution usually are · 
not known continuously but only at a set of fixed points, the discrete fonns 
of the above equations are usually of greater practical value. The CDFE 
remains as expressed in Eq. (C-38) but the exposure quantities must be cal­
culated using Eqs. (C-31) and (C-32). The density function, however, 
involves the use of the delta function. With a discretely expressed concen­
tration field, the argument of o(z) may seldom be zero. To overcome this 
probler.i, we approximate the delta function with an expression that remains 
constant over a small interval, ~c. about C~jn; the discrete form of the 
concentration Cm{x,y,t). This approximation can be expressed as 

11,rcrr:~n - c] = ulcrr:~n - c tiC) ulcfr}!n - c - tiC) l' 1 J ~ 1 J + T - \' 1 J 2 
(C-45} 
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This function has the fonn shown in Figure C-18. 
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FIGURE G-18. SHAPE OF 1Ji(C), THE APPROXIMATION TO 
THE DELTA FUNCTION 

Using Eq. {C-45) the discrete fonn of the density function can be written 
in the following form: 

(C-46) 

The expected value and standard deviation then can be expressed as 

{C-47) 

(C-48) 

where K is the number of equally spaced intervals, 6C, spanning the concen­
tration range from c8 to Cp. 
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The quantities described above--the CDFE' f E' µE and oE--fonn the 
basis for a comparison between prediction and observation. Differences 
in the shape of the CDFE can be characterized by differences in µE and 
oE2' as well as being revealed by differences in the qualitative shapes 
of the f E. If these differences are large, model perfonnance may be 
judged unacceptable. 

The variation of the cumulative dosage function during the modeling 
day is another means for comparing prediction with observation~ An example 
of such a dosage function is shown in Figure C'-19, calculated for ozone in 
the Denver Metropolitan region. The figure is based on predictions made 
by the SAi Urban Airshed Model. 

c. "Pattern Recognition" Exposure/Dosage Perfonnance Measures 

The perfonnance of a model in predicting exposure and dosage can be 
judged qualitatively by canparing isopleth plots of predicted values with a 

. similar plot showing observed ones. We present in Figures C-20 and C-21 the 
ozone exposure and dosage contours, respectively, predicted by the SAI Urban 
Airshed Model for Denver on 3 August 1976. The population distribution 
assumed in each was based on data supplied by the Denver Regional Council 
of Governments. Residential population figures were corrected temporally 
to account for daytime employment patterns. No attempt was mad~, however, 
to adjust for other shifts during the day. 

In Figure C-20, the cumulative exposure at one-mile intervals is shown. 
Isopleths of exposure to concentrations greater than a certain value are 
included for three different levels. In Figure C-21, the cumulative dosages 
are shown for each point on the same one-mile spaced grid. In both figures, 
the interval of time considered was 13 hours, from 500 to 1800 (MST). 

5. "HYBRID" PERFORMANCE MEASURES 

As noted earlier, model predictions often are more finely resolved 
spatially than measurement data. A consequence of this is the following: 
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CUMULATIVE OZONE DOSAGE AS A FUNCTION OF TIME OF DAY 
FOR 3 AUGUST 1976 METEOROLOGY. This figure is based 
on the predictions of the SAI Urban Airshed Model for 
the Denver Metropolitan region. 
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(a) Concentration Greater than 8 pphm; Year 1976 Emissions 

FIGURE C-20. CUMULATIVE EXPOSURE {IN 103 PERSON-HOURS} TO OZO~E CONCENTnATIONS ABOVE GIVEN 
LEVEL IN ONE-SQUARE-MILE GRID CELLS BETWEEN 500 AND 1800 HOURS FOR 3 AUGUST 
1976 METEOROLOGY AND 1976 EMISSIONS. Grid numbers are listed on left side and 
top of figure. This plot is based on predictions of the SAi Urban Airshed 
Model for the Denver Metropolitan region. 
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model perfonnance sometimes must be evaluated using perfonnance measures 
requiring different classes of data "completeness." For instance, the 
observed concentration field may not be inferred reliably from station 
data even though the predicted field can be well described. In such a 
case, concentration isopleth plots for both could not be constructed and 
compared directly. Still, we would not wish to rely solely on station 
perfonnance measures. To do so, we would sacrifice some of the infonnation 
content available on the prediction side of the comparison. 

Several performance measures are "hybrid" ones. They are designed 
for use when a different level of concentration information is available 
for prediction than for observation. We discuss here such a measure, the 
basis for which is shown in Figure C-22. 

MEASUREMENT 
STATION 

PREDICTED CONCENTRATION FIELD 

-~----r- NEAREST POINT AT WHICH 
PREDICTION EQUALS STATION 
OBSERVATION 

FIGURE C-22. ORIENTATION WITH RESPECT TO MEASUREMENT STATION OF NEAREST 
POINT AT WHICH PREDICTION EQUALS STATION OBSERVATION 
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In the figure, isopleths are shown for the predicted and actual concentration 
fields. Only at the measurement station, however, is data available describing 
the actual field. The offset between the two fields nevertheless can be 
characterized by detennining the vector (distance, azimuthal orientation) 
from the station to the nearest point at which the predicted concentration 
equals the measured value. This can be done for several hours, producing 
a time history of the distance and orientation of that point. A plot of 
this can be constructed, as shown in Figure C-23. 

NORTH 

6-7 a.m. 

9-10 a.m. 

WEST----------4"-------#------~AST 

/ 
---~12-1 p.m. 

>E----~ 
5 6 . 3-4 p.m. - p.m. 

SOUTH 

FIGURE C-23. SPACE-TIME TRACE OF LOCATION OF NEAREST POINT 
PREDICTING A CONCENTRATION EQUAL TO THE 
STATION MEASURED VALUE 

The space-time trace shown in the figure is centered at the measurement 
station. Similar traces could be constructed for each station. Space-time 
correlations could be made to infer the amount and orientation of the 
displacement of the two concentration fields. 
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APPENDIX D 
SEVERAL RATIONALES FQq SETTING MODEL PERFORMANCE STANDARDS 

In Chapter VI of this report, we identify a 11preferred 11 set of model 
performance measures, the values of which are helpful in assessing the degree 
to which model predictions agree with observations. It remains for us to 
decide how "close" these must be in order to judge model perfonnance to be 
acceptably good. In this appendix, we present four alternate rationales 
for making such decisions: Health Effects, Control Level Uncertainty, 
Guaranteed Compliance, and Pragmatic Historic. To maintain perspective 
about each rationale and the problems for which their use may be appropriate, 
we recOIJIJlend Section D of Chapter VI be read prior to considering this appendix. 

1. Health Effects Rationale 

Ambient pollutant concentrations are not themselves our most funda­
mental concern but rather the adverse health effects they produce. The 
NAAQS are chosen to serve as measurable, enforceable surrogates for the 
aacceptable" levels of health impact they imply. Because health effects 
are of such basic importance, it makes sense to define model perfonnance 
in such tenns. However, quantifying the health effects resulting from 
exposure to a specified pollutant level can be a difficult and controver­
sial task. Toxicological studies in laboratories by necessity are performed 
at high concentrations, often at levels and dosages seldom occuring even 
in the most polluted urban areas. Experiments are conducted in animals 
whose response patterns may not serve as perfect analogues for human behavior. 
Epidemiological studies are confounded by the variety of effects occuring 
simultaneously_ in a complex urban environment. Consequently, isolation 
of a "cause-and-effect" relationship between health effect and pollutant 
level becomes statistically very difficult. 

Nevertheless, in this discussion we indicate one means whereby health 
effects can be used as a basis for evaluating the acceptability of model 
perfonnance. We postulate the existence of a health effects functional,+, 
dependent both on concentration level and health effects for all exposed 
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persons in the polluted region. This quantity (the area-integrated clDTlu­
lative health effect) we use as the metric of interest. If the ratio of 
the predicted value of ' to its observed value remains within a certain 
tolerance of unity. model performance is judged acceptable. 

Several features of this approach have appeal. Among these are: 

> The health effects functional need not be known precisely, 
only its general shape. 

> The use of area-integrated cumulative health effects as a 
metric has strong intuitive appeal; it is less sensitive 
than dosage to concentrations not near the peak value. 

> A transfonnation of variables reduces the spatial sensitivity 
of the metric,•· with more than one spatially distributed 
region ~apped in to the same value of ~; this can result 
in an increase in generality of application. 

> Simplifying assumptions can be invoked to allow computation 
of specific numerical values. 

a. Area Cumulative Health Effects As a Concept 

"Total area dosage" is frequently used as a surrogate for "total area 
health effects." Mathematically, total area dosage, OT can be expressed as 

OT( tl' t 2) = J J J t 2P(x ,y, t)C{x ,y, t)dt dy dx (D-1) 
x y 1, 

where the duration of exposure is nt ~=t2-t 1 ); P(x,y,t) and C(x,y,t).are 
the population and concentration at (x,y) at time t; and X and Y represent 
the spatial limits of the polluted region. 

However, the concentration C(x,y,t) in this relation and the time 

duration of exposure really combine to approximate health effects. Suppose 
that a health effects function exists such that 
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HE = HE(C,t.t) (D-2) 

Such a function could behave as shown in Figure 0-1, with HE disappearing 
only when concentrations approach zero. Alternatively, a threshold concen­
tration might exist below which specific effects are either indistinguishable 
from a background level or below the threshold of perception . 
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FIGURE D-1! POSSIBLE HEALTH EFFECTS CURVES 

We define a new metric: the area-integrated cumulative health effects 
functional, ~- It can be written as follows: 

~(6t) = ~ ~ ~P(x,y,t) HE[C(x,y,t),t-tl]dt dy dx (D-3) 
x y 6t 

If this function could be evaluated for predicted and "true" values of 
P(x,y,t) and C(x,y,t), we could formulate the performance standard such 
that their ratio, r, was required to remain within a fixed tolerance of 
u n i ty , i . e • , 

r = '(~t)lpredicted 
IP(llt) I observed 

~ 1 - 0. 

where a is some small value (10 percent, for instance) 
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chosen to represent a maximum acceptable level of uncertainty in 
aggregate health impact. It may be noted with this standard that 
model acceptability is called into doubt only if the predicted value 
of 4> is less than the "observed" value. This makes sense for the 
following reason: Considering only a perspective based on health 
effects, we are concerned that the model predict conditions leading 
to health impact at least (or nearly so) as large as actually occurs. 
To bound model on the "upper" side, another rationale must be used 
(control level uncertainty, perhaps). 

The expression in Eq. D-3 1 however. is of only academic interest 
unless it can be made more tractable. Several of its key limitations 

are as follows: 

> It is a spatial integral. The value of P(x,y,t) and C(x,y,t) 
change for each new application locale. Thus it is diffi­
cult to extend results obtained in one situation to those 

expected in any new one. 
> The health effects function, HE, is dependent on concen­

tration and cannot be expressed directly without being 
"mapped" through the concentration field. 

However, through a transformation of variables, some difficulties 
can be overcome. We will replace in Eq. D-3 the double spatial 
integration.by a single concentration integration taken over the range 
of ambient values (background, CB' to the current peak, Cp). Total 
population within the modeling region at time t, PT(t}, can be written as 

~ ~P(x,y,t} dydx = PT(t) 

x y 

c (t) 
= f p w( C, t} dC 

CB 

{D-5) 

where w(C,t) is the population exposed to a concentration C at time t. 

(By definition, no one is exposed to concentrations lower than the 
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background value, c8.) A pictorial representation of the population 
functJon P(x,y,t) and w(C,t) is shown in Figure D-2. 

ISOPLETH C 

C(x0,y0,, 

Yo ---" : p { XO ,y 0 , t) 

I IS THE POPU-

DELI NG 
REGION 

~:J.--1"'-w(C, t)dC IS THE 
POPULATION WITHIN 
THIS AREA 

1 LATION AT THIS POINT 

x 

FIGURE D-2. REPRESENTATION OF SPATIAL AND CONCENTRATION 
DEPENDENT POPULATION FUNCTIONS 

The equiv_alence expressed in Eq. D -5 holds without qualification 
providing the modeling region is chosen large enough to contain the 
background (C8) isopleth for every hour during the day. However, this 
requirement can be relaxed under the following condition: No or very 
few persons live or work in the area outside the modeling region but 
within the c8 isopleth. In such a case the modeling region need only 
be large enough to enclose within it the population of interest. 

An important observation can now be made: The health effects func­
tion, HE, can be introduced into both sides of Eq. D-5 without disturb­
i ng the equality. Doing so and integrating with respect to time, the 
area integrated cumulative health effects (CHE) functional can be trans­
fonned into 
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(0-6) 

It is this equation with which we deal in the remainder of this section. 

b. Components of the Cumulative Health Effects Functional 

We now examine each of the two major components of the CHE functional: 
the population distribution and health effects function. For Eq. D-6 

to be of any use to us, it must be made analytic in a way that has a degree 
of generality from one application locale to another. Consequently, we 
are guided by three principal objectives: Both W(C,t) and HE(C,6t) must 

• 
be analytic, integrable, and based upon simple, easily understood assump-
tions. To accomplish this, important simplifications are invoked. The 
degree to which they limit the generality of the results is discussed, 
although additional research beyond the scope -0f this study seems desirable. 

Population Distribution Function 

The function w(C,t) represents the distribution of population with 
respect to both concentration level and time of day. As a first approx­
imation, we assume it is separable, i.e., 

' 
(D-7) 

where w(C) is the distribution of daytime (workday) population with 
respect to concentration level alone at a particular fixed time (the time 
of the concentration peak, for example), and fw(t) is a weighting function 
chosen to reflect the diurnal variation in that distribution (residential 

vs. conmute vs. work hours). 
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Within a pollutant cloud, concentrations tend to be distributed as 
follows: A distinct peak value occurs, with concentration falling off 
as a function of radial distance from that peak. Contours of constant 
concentration (isopleth lines) surround the peak concentrically, with 
concentration diminishing to background levels. This radial distribution 
of concentration level is suggestive. If population is distributed about 
the peak such that 

2ir 0 

P(C) = f J p(r*,e)r*dr*de 
0 r(C) 

then we can write the following relation: 

w(C) = ~~C) 

2n 
drJ = -r dC p(r,e)de 

0 

, (D-8) 

, (D-9) 

where r(C) is the radial distance from the peak at which a concentration 
C is experienced and p(r,e) is the population density at a point located 
with respect to the peak by its radial and azimuthal polar coordinates, 
r and e. 

At first glance this fonnulation would seem neither analytic nor 
general. The shape of isopleth contours and thus r(C)-- differs consider­
ably from one application to another, even from one hour to the next. 
The population distribution also would seem highly application-dependent. 
Further, for reactive species, by the time the peak occurs the pollutant 
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cloud may have drifted some distance (10-30 km) from the densest 
population centers. However, our approach h~re is highly pragmatic. 
To render Eq. D-9 soluble, we must invoke simplifying assumptions. 
Having done so, comparison of our results with actual data offers us a 
measure of our success. 

Such data has been obtained from ozone exposure/dosage studies 
done for the Denver Metropolitan region using the grid-based SAI · 
Urban Airshed Model. Shown in Figure D-3 is the population density 
function predicted on 3 August 1976 for the hour from 1300-1400 {l to 
2 p.m.)--the time of the predicted ozone peak (0.24 ppm). The concen­
tration field predicted by the model was used. A coarse population 
distribution was derived based upon data supplied by the Denver 
Regiona1 Council of Governments (DRCOG) and was adjusted to approximate 
employment shifts. Since the analysis supplied exposure estimates only 
above 0.08 ppm which were expressed no more finely than in 0.02 ppm 
increments, an uncertainty band, as shown, exists about each point. 

Several key observations can be made. The value of w(C) seems to 
become very small at the peak concentration, i.e., while concentration 
levels may be high near the peak (within 90% of it), the area (and 
population) affected is small. Also, an apparent anomaly occurs between 
0.18 and 0.20 ppm. This may be due to any of several causes. Population 
density non-uniformities, however, appear to be the most li~ely of these. 

Using the data contained in Figure D- 3 as a standard for comparison, 
we may proceed in developing a simplified, analytic form for w(C). We 
make two key assumptions in doing so. First, we assume a shape for the 
radial concentration distribution, C(r), which we invert to give us r(C). 
Then we make a simplifying assumption about the population density 

distribution, p(r,e). 

To estimate C(r), we may idealize isopleth contours as a series of 
concentric circles, as shown in Figure D -4. Further, we may assume 
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there to be N isopleths between the peak concentration, C , and the . p 
background value, CB. 

BACKGROUND c8 

PEAK Cp 

FIGURE D-4. IDEALIZED CONCENTRATION ISOPLETHS 

If we assume that for isopleths separated by a constant concentra­
tion decrement, 6C, the interisopleth distance grows exponentially (that 
is, the isopleths are separated by a steadily growing distance), then 
we may write an expression for the n-th radius such that 

n-1 
= 6r ~ ebi 

i=O 
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Since 

' {D-11) 

we can solve for n, substitute this into Eq. D-10, and then generalize 
to yield the following: 

C{r) = cp - ~c 1n [1 - (i ~/}r] ' {D-12) 

where AC is the interisopleth concentration decrement and b is chosen 
so that r{C8) equals the radius of the pollutant cloud. (here assumed to be 
the urban radius). Several typical such concentration distributions 
a re shown in Figure D-5. 

We can now invert this relation to estimate r{C). Doing so, we can 
write 

(D-12) 

Substituting this and its derivative into Eq. D -9, we get an expression 
for w(C) such that 

21f 

w(C) = KiK2K
3

(1 - K
2
e-K3C)e-K3C J p(r,e)de 

0 

0-12 
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We now make another key simplifying assumption. We approximate the value 
of the integral by assuming a unifonn radial population density, i.e., 

2'1r J p{r,e)da = 2wD 

0 

(D-14} 

Substituting this into·Eq. D-13, we arrive at the final fonn for w{C): 

where 

Ko a 2wD(
1 

~r eb) 2 
(~c} e~A~~b) 

Kz = exp(~~~b) 

{D-15) 

(D-16) 

(D-17) 

(D-18) 

and D is chosen such that the integral of w(C) between Ca and Cp equals 
· the total population within the R¥>deled area. 

We have made thus far a nunber of significant assumptions. To test 
their adequacy, we can select parameter values appropriate for the Denver 
example, calculate w(C), and compare the results against the data shown 
in Figure D-3. The parameter values selected are shown in Table D-1. 

In Figure 0-6 we show the population distribution predicted by 
Eq. 0-15. Several observations can be made about its agreement with the 
test data. · 
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TABLE 0-1. SELECTED PARAMETER VALUES IN DENVER TEST CASE 

Synt>ol Description Value 

Cp Peak concentration (ozone). 0.24 ppm 

Cs Background concentration. 0.04 ppm 

AC Concentration decrement between 0.04 ppm 
isopleth lines (N=5 isopleths). 

b Exponent by which interisopleth 0.4 
distance grows, selected such that 
C(r) equals l at r=l3 miles from 
the peak (at he approximate urban 
radius). 

Ar Radius from peak to the first iso- 1 mile 
pleth (the 0.20 ppm contour). 

D Uniform population density_chosen 2405 persons/ 
such that the integral of w(C) sq. mi. 
between Cp and c~ equals the total 
population (l.27 million). 
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> Qualitatively, the shapes seem to agree. 
> The analytic fonn of w(C) seems to underpredict the 

distribution of population at higher concentration 
levels • . 

> The anomaly occurring in the data at 0.19 ppm remains 
unaccounted for in the analytic form. 

Despite the seeming limitations imposed by our assumptions, however, 
agreement with the test data seems surprisingly good. It remains to be 
seen in further investigation (beyond the scope of this study) whether 
this result is typical or merely fortuitous. We emphasize that results 
obtained thusfar, while encouraging, should be regarded as preliminary. 

In deriving Eq. D-15, we assumed a uniform population distribution. 
We can estimate qualitatively from our results the change in w(C) re-
sulting from variations in this assumption. The shifts expected in w(C) 
for a nonuniform population density are illustrated in Figure D-7. In 
all cases the integral of w(C) is assumed to equal the total regional 
population. 

-u -I~ 

PEAK OCCURS IN 
LOWER DENSITY REGION 
UNIFORM POPULATION 
DENSITY 

EAK OCCURS· IN HIGHER 
DENSITY REGION 

Concentration 

FIGURE D-7. SHIFTS IN w(C) CAUSED BY NONUNIFORM 
POPULATION DISTRIBUTIONS 
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We now cons;der other var;atfon of w(C, t) with time. Temporal 
changes in the function are caused by two principal effects: 

> Evolution of the Concentration Field 
- The peak concentration occurring at a time t, Cp(t), 

increases during the morning, usually reaches a 
diurnal peak in the early afternoon, and then de­
creases slightly by late afternoon. 

- The overall radius of the pollutant cloud--r(C8)-­
increases up to the time of the peak. 

- As the day progresses near-peak concentrations 
"spread out," that is, the percentage of the total 
cloud area having concentrations near the current­
hour peak (say, withjn 20S of it) increases during 
the day 

> Population Shifts 
- Urban areas have two distinct patterns of popula­

tion distribution during the day: residential 
(non-work) and employment (workday). These are 
separated by two peak-traffic conmute periods. 

- A percentage of the population during the day is 
nobile, traveling from one point to another •. 

We have assl.llled here that the tota 1 iq>act of these effects can be 

approximated by a separable weighting function, fw{t), applied to the 
function w{C). The extent to which this is valid needs to be verified 
by addit;onal investigation. Yet, as a first approximation it has 
some plausibility, and it allows us to proceed to an analytic result 
for model perfonnance standards--our principal objective. 

Health Effects Function 

Health effects resulting from exposure to polluted air manifest 
themselves in many ways, each varying in the symptom it produces and 
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the seriousness of its impact. Among such effects are the following: 
bronchial irritation, reduced lung function, enzyme damage, eye irri­
tation, dizziness, and coughing. Some of these manifest themselves as 
noticeable but low-level discomfort; others produce more serious impact 
such as aggravation of respiratory illness. Equating each effect on an 
absolute scale and relating their aggregate weighted impact directly to 
ant>ient pollutant levels, however, is a fonnidable task. Efforts at doing 
so have been subject to uncertainty and controversy. To overcome these 
difficulties, we resort to several conceptual simplifications. Rather 
than differentiating between individual health effects, we collapse them 
together into a single function, whose "seriousness" is dependent on 
concentration level, C, and duration of exposure, bt. We represent 
this by the following 

HE = HE(C,6t} (0-19) 

We now make an intuitive appeal. While we may not know the value 
of HE in an absolute sense, we observe that its value increases, that 
is, the HE gets "worse," as concentration levels rise and the duration 
of exposure increases. Further, because health effects at higher con­
centrations and durations are more serious, we expect HE to grow faster 
than linearly with increasing C (and probably bt}. We also can expect 
HE to exist even at very low values of C, though these effects may be 
small, perhaps below the threshold of human perception. Qualitatively, 
the shape of HE might look as shown in Figure 0-8. 

Based on the reasons noted above, we can make a useful approximation. 
We assume that HE is separable, one part dependent on C and ~t, and that 
it can be described by the following simple relation: 

(D-20) 

where A is a scaling constant (whose value we need not know, as we shall 
observe later); y is a "shaping" parameter whose value is likely to be 
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greater than one, i.e., linear; and fHE(At) is a weighting function 
.dependent solely on exposure time. 

c. Analytic Solution of the CL111ulative Health Effects Functional 

. Having now specifi"ed analytic fonns for the population distribution 

function, w(C,t), and the health effects function, HE(C,At), we may 
proceed to evaluate the area-integrated ct.111ulative health effects func• 
tional, +.as 1t was defined in Eq. D -6. We may rewrite +as follows: 

• (D-21) 

where Cp is the peak concentration experienced during the day. 

Using relations developed previously, we may evaluate•· Its 
value is 
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(D-22) 

Though no completely general solution exists to this equation, the 
integral may be evaluated in cl osed-fonn for each integer value of y , 

the health effects function shaping parameter. A point-wise analytic 
solution to Eq. D -22 thus exists. 

d. Calculation of Minimum Allowable Predicted Peak 

As noted in Eq. D-4, the model perfonnance standard could be 
specified in terms of a minimum allowable ratio of the "predicted" 
to "measured" values of cfi. If that ratio is r, then the following 
relationship would exist at the minimum acceptable level of model 
perfonnance: 

= 
1'i (Cp ) 

m (D-23) 
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Where CP is the predicted peak concentration and Cpm is the measured 
peak valte. By writing the standard in this fonn, an important simpli­
fication results: Two parameters, being constant, appear outside the 
integrals in the m1nerator and denominator of Eq. D -23. Since their 
values in both are equal, they cancel. By tMs means, we eliminate the 
need for "knowing" the health effects function scaling coefficient, A, 
and the population distribution scaling constant, Ko· With the 
rationale we present here, uncertainty associated with both, while 
appreciable, thus ck>es not affect the setting of perfonnance standards. 

We can invert Eq. D-23 to solve for the minimum allowable ratio 
of predicted to measured peak concentration value. We do so for the 
Denver ex~le discussed earlier, presenting the results in Figure 
D ~ 9. We show results for several representative values of y and r. 
If health effects varied linearly with concentration and r equaled 
0.90, for instance, any predicted peak would be acceptably higher than 
64 percent of the measured peak value. Similarly, if health effects 
were a cubic function of concentration and r=0.90, the predicted peak 
would have to exceed 80 percent of the measured value. 

Several decisions must be made in detennining a final value for a 
perfonnance standard based upon this health effects rationale: A 
minimum acceptable value must be chosen for r, the ratio of predicted 
to measured area-integrated cumulative health effects; and a judgment 
must be made about the maxim1.111 likely value of y , the exponent of 
concentration 1n the health effects function. Possible values for use 
might be rand yof 0.90 and 3 or 4 respectively. For reference, we 
note that for y = 10, the minimllD allowable ratio of predicted to 
measured peak 1s 94 percent. 

e. The Health Effects Rationale: A Sunmary 

A model perfonnance standard based upon pollutant health effects 
has intuitive appeal. For this reason the rationale presented in this 
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section is of interest. Among the advantages it offers are the 
following: 

> It is general enough to be applied in many different 
locales and applications; while parameters of the method 
are application-dependent, the method itself is much less so. 

> It is analytic and based upon easily derived parameter 
values. 

> The test for model acceptability is based upon a 
simple comparison of predicted and measured peak 
concentration values. 

> Many of the sources of uncertainty in the method drop 
out of its final fonnulation. 

> Results can be condensed into a single figure such as 
that shown in Figure D-9. 

Similarly, the rationale has several limitations: 

> Only a lower bound on the allowable difference between 
predicted and measured peak is 'provided; a prediction 
in excess of the measured peak (even by a great deal) 
is not sufficient to reject a 111>del on health effects 
grounds since the model predicts effects at least as 
great as those actually existing. 

> The method does not evaluate explicitly a model's 
• spatial or temporal behavior. 

The rationale presented here should be regarded as a preliminary 
method. While meriting additional consideration, the method and many 
of its aSSl.lnPtions need to be examined critically. Among the funda­
mental questions for which answers need to be sought are the following: 

> On what basis do we select the minimum allowable ratio 
of area-integrated cumulative health effects? 
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> What value of health effects exponent is most appropriate? 
> Does the population distribution, w (C), always repro­

duce the data as well as indicated in Figure 0-6? 
Does it need to? 

> Is w(C,t) really a separable function, as assumed? 
What about HE(C,6t)? 

> Are health effects really related to peak concentra­
tion and exposure time in the fashion asslJTled here? 
What about those who work in environmentally controlled 
buildings and may thus be isolated from full exposure 
to ambient concentration levels? 

We feel the rationale presented here has a number of advantages. 
We also feel it requires a careful review and some additional examina-. 
tion, particularly as regards the questions noted above. 

2. Control Level Uncertainty Rationale 

In order to reduce peak ambient concentrations in an airshed fran a 
particular level to one at or below the NAAQS, reduction of emissions into 
that airshed is required. The degree of that reduction, however, is 
dependent on the amount by which the current peak level exceeds the 
standard. Uncertainty in our knowledge of the current peak concentration 
(due either to measurement or modeling limitations) translates into cor­
responding uncertainty in the amount of emi.ssions control we must require. 

This direct relationship, though generally a highly nonlinear one,~fonns 
the basis for another rationale for setting model performance standards. 
Its guiding principle is as follows; Uncertainty in the percentage of 
emissions control required (PCR) must be kept to within certain allowable 

bounds. 

In this section we discuss this Control Level Uncertainty (CLU) 
rationale. We first indicate for a specific pollutant (ozone) how one 
may proceed from PCR bounds to equivalent allowable tolerances on the 
difference between the predicted and measured peak concentration. We then 
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present one means whereby the PCR bounds can be detennined from the 
economies of pollution control costs. Several benefits derive from 
use of the CLU rationale, among which are the following: 

> It makes explicit the relationship between model per­
fonnance limits and the maximum acceptable level of 
uncertainty in estimates of regional emissions 
control. 

> It provides a structure whereby model perfonnance limits 
also can be related to equivalent uncertainty bounds 
on the total regional cost of pollution control equipment. 

The rationale presented here is a useful complement to the Health 
Effects (HC) rationale presented earlier. We noted in discussion of that 
rationale that it could not provide an upper bound on the maximum 
allowable difference between predicted and observed peak concentration 
levels. It merely required that the predicted peak be greater than a 
fraction (near unity) of the measured peak, i.e., Cp ~ SCpm wheres is 

-p 
near unity (e.g., 0.9). Were Cpp to be larger than Cpm' no health effect 
penalty would be incurred by designing a control strategy based upon Cpp· · 
Rather, the principal penalty would be an economic one: The cost of control 
would be greater than that actually required. It is in setting the upper 
bound on the allowable value of Cpp - Cpm that the CLU rationale has its 
greatest value, since it addresses directly the cost of control. 

We can generalize this point as follows: The greatest cost of under­
prediction of the peak concentration lies in the underestimation of 
health impact, while the greatest consequence of overprediction is the 
extra economic cost associated with unnecessarily imposed control. 
Health Effects and CLU, then, are compatible rationales. If the predicted 
peak is required to statisfy K1 ~ Cpp - Cpm ~ Ki• then it seems reason­
able that "2 be selected based upon the CLU rationale with K1 chosen to 
be the lesser of the values detennined by the HE and CLU rationales. 
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a. The Relationship Between CLU and the Concentration Peak 

In most cases a highly nonlinear relationship exists between primary 
emissions and the ambient concentrations that result from them. The 
dynamic behavior of the atmosphere is complex, as are the chemical changes 
undergone by dispersing pollutants carried by it. Simplifying assump­
tions, however, can sometimes be made. We consider here one example in 
which this can be done. 

For urban regions in which certain specific criteria are met (Hayes,1977), 
the ozone production resulting from various non~nethane mixtures of precursor 
hydrocarbons (NMHC) and oxides of nitrogen (tWl can be represented by means 
of an ozone isopleth dia~ram such as th~ one shown in Figure D-10. (EPA, 

1976). Whether the use of such a diagram is justified in a_given region 
depends heavily on a number of factors, among which are the prevailing 
meteorology, solar insolation, emissions type/timing/geometry, terrain type/ 
complexity, and the presence of large upwind pollutant sources. 

If a region meets the criteria, however, an isopleth diagram may be 
used as an approximation relating regional emissions to consequent peak 

• ozone levels. The region-wide cutback in emissions of precursor HC and 
- NOx necessary to reach the NAAQS from a given starting point can then be 

calculated, given a background ozone value (usually about 0.04 ppm) and 
a control mix (NMHC versus NO cutback). Usually, in urban areas the x 
emphasis has been on NMHC reduction. The starting point often is defined 
in one of two ways: It is specified by a peak o3 measurement and either a 
NMHC/NO ratio typical of ambient conditions prevailing in the early 

x 
morning (6-9 a.m.) or specific concentrations of either of the precursors. 
Most frequently, it is the first of these methods that is used. 

Because the chief value of the isopleth diagram is in its use in 
estimating regional emissions cutback, it is helpful to replot the 
isopleth diagram as shown in Figure D-11 (Hayes, 1977). In doing so, 
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percentage control required (PCR} can be highlighted explicitly. While 
in principle any mix of NMHC and NOx control could be considered, the 
example shown ass11t1es that only HC control is employed. That is, per­
centage control reduction (PCR) is equivalent to percentage hydrocarbon 
control required (PHCR). 

The PHCR diagram in Figure D-11 may be used in the following way 
to deduce model perfonnance standards. First, the measured peak ozone 
concentration and the appropriate 6-9 a.m. NMHC to NO ratio together 

x 
define a unique point on the PHCR diagra~. The nominal PHCR is thus 
identified. Then, by defining an allowable band about the nominal PHCR 
(say± e1 where a is some small value), we can identify directly an 
equivalent band about the measured peak ozone value. A model predicting 
an ozone peak within that allowable band would be judged as acceptable 
under this rationale. 

We can illustrate the technique by means of an example. Suppose the 
measured peak ozone was 0.16 ppm and the 6-9 a.m. NMHC/NOx was estimated 
to be 9.5. This point is denoted on the figure as A. Fran Figure D-11, 
we see that the PHCR is about 70 percent. If we allow an uncertainty in 
the PHCR of ± 10 percent, we see that the value based upon model predic­
tions of the peak must lie between 60 and 80 percent. The corresponding 
values of peak ozone are detennined from points C and B, respectively, on 
the PHCR diagram. For a model to be :judged as acceptable,· it must 
predict an ozone peak value, Cpp' such that 0.122 ~ Cpp ~ 0.24 ppm or 
76 ~ Cpp/Cpm ~ 150 p~rcent. 

Several general observations may be made about the above results, 
though we caution that they are particular to ozone as a pollutant. 
Among the observations are the following: 

> Because of the characteristic shape of ozone PHCR diagrams, 
the upper value of the allowable tolerance band is less 
restrictive then the lower one. This is illustrated clearly 
in the example. 
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> The allowable band for Cpp is always bounded on the upper 
and lower side (as contrasted with the HE rationale which 
calculates only a lower bound). 

> In those cities for which use of the ozone isopleth shown 
in Figure D-ll is appropriate and where the 6-9 a.m. 
NMHC/NOx is greater than about 5 or 6, the width of the 
allowable band for Cpp is not strongly sensitive to the 
value of NMHC/NO . . x 

b. The Relationship Between CLU and Control Cost 

While the allowable uncertainty in control level {± a in the above 
example) may be set in many ways, we examine here one important means to 
do so: the explicit use of regional pollution control costs, if these can 
be specified unambigously. We might, for instance, choose as our guiding 
principle the following: The uncertainty in the total cost of regional 
pollution control should not be greater than a certain value o. We may 
restate this in tenns of model perfonnance. The level of control deriving 
from the predicted peak, Cp

0
, should not differ in cost by more than a 

certain amount from that level determined based upon the measured peak, Cpm· 

To proceed we must define the total regional cost of pollution control, 
TC. Depending on the level of control required, alternative regional 
control strategies can be designed. The cost of each generally can be 
specified, at least in approximate tenns. By plotting the cost of a series 
of "preferred" strategies against the level of control they achieve, TC 

can be detennined, as shown in Figure D-12. 

Several aspects of the TC curve should be noted. While TC is zero 
for a PCR of zero, any non-zero value of PCR has associated with it a 
minimum, non-zero cost. Thus, the TC curve really "begins" with a step 
function at PCR = O. TC rises quickly at first as many fixed costs 
of control are incurred .. The cost then increases ·more slowly as fixed 
costs are spread over greater values of PCR. Finally, at high levels of 
PCR, each additional amount of control becomes more difficult (and more 
expensive) to achieve. The TC function, consequently, rises rapidly. 
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Once the total cost function has been defined, the allowable band for 
the predicted ozone peak can be found in the following way: 

> Step 1. The nominal control level PCR0 can be deter­
mined using a diagram such as that in Figure D-10. 
With all-NMHC control as considered in deriving 
that figure, PCR0 is identical to PHCR0, 

> Step 2. The nominal control cost, TC0, can be found using 
a TC diagram similar to the one in Figure D-11. 

> Step 3. The maximum and minimum allowable TC values then 
can be calculated and the corresponding bounds 
on PCR determined. 

> Step 4. Using the PHCR diagram once again, the allowable 
bounds on predicted peak ozone can be found by 
employing the PCR bounds found in Step 3. 
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The above procedure is a straightforward one creating a 
structure in which control cost uncertainty can be considered explicitly. 
The example presented, however, is appropriate only for considering ozone 
in those regions having ambient conditions simple enough to be represented 
by an isopleth diagram. Extension of the procedure to other pollutants 
and into regions of greater atmospheric complexity requires that additional 
research be conducted beyond the scope of the current effort. 

3. Guaranteed Compliance Rationale 

As formulated in the federal regulations, the NAAQS are explicit, 
with maximum pollutant levels specified that must not be exceeded with 
greater than a certain frequency. Peak one-hour concentrations of ozone, 
for instance, must not exceed 0.08 ppm more often than once per year. 
With the standards written in such an absol~ute fashion, it may be argued 
that little room exists for uncertainty about achieving compliance. Under 
such circumstances, a model's performance should be constrained to 
"guarantee" that its use will not lead to underestimating the degree of 
emissions control required. 

Model behavior can affect significantly the likelihood of meeting 
the NAAQS. In those regions currently in noncompliance, the effective­
ness of candidate control strategies can be assessed only by means of 
model predictions of the peak concentrations resulting from each. If a 
model systematically underpredicts the peak value for concentrations 
near the NAAQS, the adequacy of controls might be overestimated. Similarly, 
if the model overpredicts the peak, controls designed using it might be 

excessive. 

a. Description of the GC Rationale 

With the above in mind, we examine the Guaranteed Compliance (GC) 
rationale for setting model performance standards. We state its guiding 
principle as follows: Compliance with the NAAQS must be "guaranteed," 
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with all model uncertainty on the conservative side even if it means 
introducing a systematic bias into model predictions. The tenn 
"guaranteed" should be taken here in a limited sense. We intend it 
to mean that "the probability is very small" that a model will predict 
a peak value less than the standard when its actual value is greater. 

We illustrate this principle using the diagrams in Figures D-13 
and 14~ In th~se figures we illustrate two models, one "conservative" 
{Figure D-13) and the other "nonconservative" (Figure D-14). For each, 
we show two cases: an actual peak concentration, CA' higher than the 
NAAQS, c5, and one near the standard. We represent the probability density 
function of the model as f{C) and the expected value of the predicted peak 
as C. Two types of uncertainty affect a model's performance. The first 
includes error in model inputs and uncertainty in the values of the model 
parameters themselves. These affect the shape of f(C). Uncertainty of 
the second type is due to the inability of the model formulation to re­
present reality fully. The difference between the expected model predic­
tion, C, and the actual value, CA' of the peak concentration is a measure 
of the effect of formulation errors. As we define it here. a 11 conserva­
tive11 model is one for which the value of C exceeds CA, while for a 11 non­
conservative11 model the reverse is true. In both figures, the shaded area 
A represents the probability that the model will predict a peak concentra­
tion less than the standard at the same time the actual value is greater. 

With the GC rationale, we want to insure that A remains acceptably 
small. In mathematical tenns, we insist that 

CS 

A = J f(C)dC .s. t (D-25) 
-CID 

where t is some suitably small nll1'ber. From the figures we see that A 
can be kept small only if C exceeds CA. Under the requirements of the 
GC rationale, only a model having these characteristics would be judged 
acceptable. 
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A practical consideration now becomes important. For peaks near 
the NAAQS, we have no way of knowing the actual peak, CA' whose value 
we are trying to predict. This is clearly so. Until emissions control 
has been implemented and ambient conditions· 11 improve, 0 we cannot estimate 
CA with measurement data. Our strategy using the GC rationale is as 
follows: 

> Step 1. We ass1111e CA= c5 and estimate the amount by 
which C mu.st exceed CA in order that A~ t. 

> Step 2. We then use the model to predict the peak under 
current (uncontrolled} conditions, C* for which 
we have measurement data to estimate the current 
peak, CA*. 

> Step 3. To judge acceptability, we require the model 
prediction, C*, to exceed CA* by as much as C 
exceeded CA when CA = c5. Actually, this is a 
bit more complicated. Since CA* is based upon 
measurements, it is subject to instrunentation 
error. We know CA* only in tenns of a measured 
value and its probability density function. There­
fore, we must consider the comparison of CA* and 
C* statistically, requiring the probability that 
C* exceeds CA* by C-CA to be greater than some 
large value (near 1.0). 

We have invoked several important asstlllptions here, whose general 
validity would require further verification if the GC rationale were to 
be applied in judging model perfonnance. Among them are the following: 

> C maintains the same relationship to CA for ambient condi­
tions ranging from current ones to those characterizing 
compliance with the NAAQS. 
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> The probability density function, f{C), is known or 
can be detennined, as can C. 

> Instrl.lllentation uncertainty can be characterized, 
allowing Step 3 to be accomplished. 

There are several difficulties associated with the GC rationale 
approach, however, some of which are conceptual and some practical. 
Among the most important of the conceptual difficulties is the intro­
duction of a conservative bias into model predictions. By insisting 
that the model 11 overpredict 11 peak concentrations, almust certainly 
we will select abatement strategies requiring more control than needed. 
Difficulties of the practical kind also can be significant. For most 
models, detennination of f(C) is a difficult (and usually impractical) 
process. The uncertainty in predicting the peak is partially due to 
uncertainty in the data input to the model. Since the model results are 
related to inputs only in a complex and nonlinear way, estimating the 
output uncertainty distribution in tenns of the input error distributions 
seldom can be done directly. Whi.le a Monte Carlo-type of analysis in 
principle can be conducted, the number of model runs required and the 
amount of computing resources consumed are so considerable as to render 
such an analysis impractical. 

b. A Possible. Simplification 

Short of doing a Monte Carlo analysis, is there anything useful that 
can be determined? In certain simple circumstances, there is. We may 
infer, when appropriate, some limited information about f(_C}, C and CA. 
To do so, we first recall the modified form of Tchebycheff's inequality, 

Pf Ix - n I ~ ka I < _!_2 - 9k 
(D-26) 

where Pis the probability that -kcr ~X - n and·ko ~x - n, xis a random 
·variable, n is its expected value, and a is its standard deviation. This 
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relationship holds for all probability distributions. We can adapt it 
to the present problem by rewriting it in the following way: 

j - - } 1 
P~C - C .s. Cs - C j~2 • 

2 ( 
0

c )

2 

~ 9 c - cs , (D-27) 

where C is a random variable whose value is the peak concentration pre­
dicted by the model, C is its expected value, and ac is its standard 
deviation. Cs is the standard (NAAQS). 

The relation in Eq. D-27 is a useful one. The area A in Figures D-13 
and 14 represents the same probability as that on the left hand side of 
Eq. 0-27. Using Eq. D-25, we may now write 

, 

where t is the maximum allowable value of A. From this, we may infer the 
minimum allowable value of ac/(C

5 
- C). Its value is 

( 

0
c ) _rg:-

C - C . =12 t 
5 mln 

{D-29) 

Still, we need an independent approximation of ac in order to solve 
Eq. 0-29 for the minimum value of C - c

5
• To do so, we estimate the 

maximum value a is likely to assume, that is, the ac* such that . c 
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0 < 0 * c - c . 

If we then use o * in Eq. 0-29, we can detennine (-C · C ) c - s min· 

(D-30) 

Suppose we represent model behavior with a system response function, 
+, that tranforms model inputs into the model-predicted concentration 
peak, i.e., 

' (D-31) 

where C is the predicted peak, an E is the vector of model inputs. Suppose 
further that we know the probability distributions of each of the input 
errors, and that we can identify their one-sigma variations, oE.· If so, 

1 
we can detennine the maximum change in the predicted peak that would occur 
if all error sources varied simultaneously by a standard deviation from 
their nominal values. We note that increases in some inputs lower C and 
others raise it. Thus, to bound the value of AC, we consider the root-mean­
square of the changes in C as each input is varied separately. This max­

imum AC can be written as 

{D-32) 

where each ei. (1 ~ i ·~ N) is varied separately and the corresponding change 
in peak concentration is represented by the quantity in the brackets. If 
we assume that AC is a suitable estimate of a *,.we can write {using c 
Eq. D-29) 

(- ) 6C 
C - Cs min =yr; 

2. E; . 2 
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which provides an indication of the amount of "overprediction 11 the model 
must provide. 

We now present an example. Suppose we consider a simple Gaussian 
model lno reflection, continuously emitting source), whose only source 
of error is the wind speed, U. We assume the following: ou = 0.5 m/sec, 
U = 2 m/sec, and Cs = 35 ppm (the one-hour federal standard for CO). Using 
Eq. D-32, we detennine that ~C = 7 ppm. Then, using Eq. D-33 and assuming 
that~ = .OS, we estimate that (C - C

5
)min = 14.7 ppm. Using the GS rationale, 

we would require when modeling current ambient conditions that the model 
overpredict the peak by this same amount (assuming that there was no error 
associated with the measurement). 

c. The GC Rationale: An Assessment 

We have included the GC rationale in our discussion primarily for the 
sake of completeness. While the guiding principle underlying it-­
"guaranteeing" that an adequate abatement strategy will be designed--
has its virtues, the method as conceived here has significant problems 
associated with its use. It is cumbersome and impractical, except in the 
most limited of circumstances. Also, it may be excessively conservative, 
introducing a systematic bias into model evaluation. 

Unless the major problems noted here can be solved somehow, the other 
rationales considered in this chapter appear to have greater promise. We 
do not rec011111end that this rationale be pursued extensively in any additional 
work. 

4. Pragmatic/Historic Rationale 

Experience is growing in the use of air quality simulation models. They 
have been applied to a variety of problems in a number of different situa­
tions. As an familiarity grows with both their capabilities and limitations, 
we become more able to foresee their behavior in new applications. Taking 
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advantage of our growing expertise, we may find it reasonable to set per­
fonnance standards for models based upon the following principle: In 
each new application a model must perfonn at least as well as the "best" 
previous performance of a model in its generic class in a similar application. 

This approach is a pragmatic one, forced upon us by some very practical 

considerations: our limited ability to deri·ve theoretically justifiabl~ 
values for the standards and the nunber of different measures required to 
characterize fully model performance. Five major problem areas exist in 
characterizing the agreement of model predictions with field observations. 
The model may be judged on its ability to predict the concentration peak, 
to avoid systematic bias, to limit absolute error, to maintain spatial 
alignment, and to reproduce temporal behavior of concentrations. To assess 
a model's perfonnance in these five areas, we recomnended earlier in this 
chapter the use of a number of different performance measures. Our chief 
difficulty is as follows: There are as yet few theoretical means to assign 

appropriate va 1 ues for these measures. ·We have identified· i.n this ·report 
several promising candidates for judging the prediction of peak concentrations. 
Additional work is required, however, to determine appropriate standards 
for many of the other measures. 

While such additional work is proceeding, what must we do? Many issues 
of great practical interest are pending, each of which requires the eval-
uation of model performance. 
instance, must be reviewed. 
by the EPA must continue. 

Revisions to State Implementation Plans, for 
Model performance studies now being conducted 

We recommend that the Pragmatic/Historic rationale be used to set 
acceptable bounds for perfonnance measures for which no other better method 
exists. As research provides greater insight into "better"· rationales, we 

recommend appropriate updates to the standards. 
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To employ this rationale the following steps might be followed: 

> Step 1. The proposed application is categorized, identifying 
the group of previous studies with which its per­
formance must be canpared. The criteria by which 
this might be done could include pollutant type, 
prevailing meteorology, source geometry, and terrain 
irregularity. 

> Step 2. Perfonnance measures appropriate to the applications 
category are calculated. 

> Step 3. calculated values are canpared with the 11 best 11 values 
previously attained in a similar application. 

For the Pragmatic/Historic rationale to be of use, the EPA would 
have to accomplish the following steps. A scheme for classifying appli­
cations into "similar" categories needs to be developed. Then, data on 
previous modeling efforts needs to be assembled and appropriate perfor­
mance measure values calculated. Finally, a mechanism for updating the 
"perfonnance data base" needs to be established. Such a mechanism would 
require the EPA to asslJlle a custodial role over the data base, amending 
it as results pf new modeling studies become available. 
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