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Notice

The United States Environmental Protection Agency EPA through its Office of

Research and Development ORD funded and managed the research described here It

has been peer reviewed by the EPA and approved for publication Mention of trade

names and commercial products does not constitute endorsement or recommendation by
the EPA for use

The Scout 2008 software was developed by Lockheed Martin under a contract with the

USEPA Use of any portion of Scout 2008 that does not comply with the Scout 2008

User Guide is not recommended

Scout 2008 contains embedded licensed software Any modification of the Scout 2008

source code may violate the embedded licensed software agreements and is expressly
forbidden

The Scout 2008 software provided by the USEPA was scanned with McAfee VirusScan

and is certified free of viruses

With respect to the Scout 2008 distributed software and documentation neither the

USEPA nor any of their employees assumes any legal liability or responsibility for the

accuracy completeness or usefulness of any information apparatus product or process

disclosed Furthermore the Scout 2008 software and documentation are supplied as

is without guarantee or warranty expressed or implied including without limitation any

warranty of merchantability or fitness for a specific purpose



Acronyms and Abbreviations

NDs Percentage of Non detect observations

ACL alternative concentration limit

A D AD Anderson Darling test

AM arithmetic mean

ANOVA Analysis of Variance

AOC area s of concern

B Between groups matrix

BC Box Cox type transformation

BCA bias corrected accelerated bootstrap method

BD break down point

BDL below detection limit

BTV background threshold value

BW Black and White for printing

CERCLA Comprehensive Environmental Response Compensation and

Liability Act

CI
compliance limit confidence limits control limits

CLT central limit theorem

CMLE Cohen s maximum likelihood estimate

COPC contaminant s of potential concern

CV Coefficient of Variation cross validation

D D distance distance

DA discriminant analysis

DL detection limit

DL 2 t UCL based upon DL 2 method using Student s t distribution

cutoff value

DL 2 Estimates estimates based upon data set with non detects replaced by half

of the respective detection limits

DQO data quality objective

DS discriminant scores

EA exposure area

EDF empirical distribution function

EM expectation maximization

EPA Environmental Protection Agency

EPC
exposure point concentration

FP ROS Land UCL based upon fully parametric ROS method using Land s H

statistic
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Gamma ROS Approx UCL based upon Gamma ROS method using the bias corrected

accelerated bootstrap method

Gamma ROS BCA UCL based upon Gamma ROS method using the gamma

approximate UCL method

GOF G O F goodness of fit

H UCL UCL based upon Land s H statistic

HBK Hawkins Bradu Kaas

HUBER Huber estimation method

ID identification code

•QR interquartile range

K Next K Other K Future K

KG Kettenring Gnanadesikan

KM UCL based upon Kaplan Meier estimates using the percentile

bootstrap method

KM Chebyshev UCL based upon Kaplan Meier estimates using the Chebyshev
inequality

KM t UCL based upon Kaplan Meier estimates using the Student s t

distribution cutoff value

KM z UCL based upon Kaplan Meier estimates using standard normal

distribution cutoff value

K M KM Kaplan Meier

K S KS Kolmogorov Smirnov

LMS |east me jjan squares

LN lognormal distribution

Log ROS Estimates estimates based upon data set with extrapolated non detect

values obtained using robust ROS method

LPS least percentile squares

MAD

Median Absolute Deviation

Maximum Maximum value

MC minimization criterion

MCD minimum covariance determinant

MCL maximum concentration limit

MD Mahalanobis distance

Mean classical average value

Median Median value

Minimum Minimum value

MLE maximum likelihood estimate

MLE t UCL based upon maximum likelihood estimates using Student s

t distribution cutoff value
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MLE Tiku UCL based upon maximum likelihood estimates using the

Tiku s method

Multi Q Q multiple quantile quantile plot

MVT multivariate trimming

MVUE minimum variance unbiased estimate

ND non detect or non detects

NERL National Exposure Research Laboratory

NumNDs Number of Non detects

NumObs Number of Observations

OKG Orthogonalized Kettenring Gnanadesikan

OLS ordinary least squares

ORD Office of Research and Development

PCA principal component analysis

PCs principal components

PCS principal component scores

PLs prediction limits

PRC preliminary remediation goals

PROP proposed estimation method

Q Q quantile quantile

RBC risk based cleanup

RCRA Resource Conservation and Recovery Act

ROS regression on order statistics

RU remediation unit

S substantial difference

SD Sd sd standard deviation

SLs simultaneous limits

SSL soji screening levels

S W SW Shapiro Wilk

TLs tolerance limits

UCL
upper confidence limit

UCL95 95 UCL 95 upper confidence limit

UPL
upper prediction limit

UPL95 95 UPL 950 0 Upper prediction limit

USEPA United States Environmental Protection Agency

UTL
upper tolerance limit

Variance classical variance

W Within groups matrix
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WiB matrix Inverse of W cross product B matrix

WMW Wilcoxon Mann Whitney

WRS Wilcoxon Rank Sum

WSR Wilcoxon Signed Rank

Wsum Sum of weights

Wsum2 Sum of squared weights
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Chapter 10

Multivariate EDA

The Multivariate Exploratory Data Analysis EDA module of Scout perforins principal

component analysis PCA and discriminant analysis DA The data should have a minimum of

two variables In order to perform a DA a group variable column should be included in the

data set The values alphanumeric of the group variable represent the various group categories

10 1 Principal Component Analysis

Principal component analysis is one of the well recognized data dimension reduction techniques
While the first few high variance principal components PCs represent most of the systematic
variation in the data the last few low variance PCs provide useful information about the random

variation that might be present in the experimental results Graphical displays of the first few

PCs are routinely used as unsupervised pattern recognition and classification techniques The

normal probability Q Q plots and scatter plots of the PCs are also used for the detection of

multivariate outliers

Since the MLE of the dispersion matrix and the correlation matrix get distorted by outliers the

classical PCs obtained using the covariance or correlation matrix also get distorted by outliers

The robust PCs give more precise estimates of the systematic and random variation in the data by
assigning reduced weights to the outlying observations

Let p— p\ P ^ represent the matrix of eigen vectors corresponding to the eigen values

Xi Xi Xp of the sample dispersion correlation matrix classical or robust The eigen
vector corresponds to the largest eigen value Xi and the eigen vector ^ corresponds to

the smallest eigen value X
p

The equation y px represents the p principal components with

yt p\ X representing the ith principal component

Q Q plots of the principal components are sometimes used to reveal suspect observations and

also to provide checks on the normality assumption Scatter plots of the first few high variance

PCs reveal outliers which may inappropriately inflate the variances and covariances Plots of the

last few low variance PCs typically identify observations that violate the correlation structure

imposed by the main stream of the data but that are not necessarily outlying with respect to any

of the individual variables

Scout can compute the PCs for both the classical dispersion correlation matrix and the robust

dispersion correlation matrix The iterative or robust procedures available in Scout are the

sequential classical PROP Huber MVT and MCD procedures

Few rules have been incorporated into Scout for the ease of graphing in the Multivariate EDA

module
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° A rule called the proportion rule exists where only the scores and loadings
corresponding to the proportion of eigen values greater than 0 0001 will be plotted

o If any of the final matrix used to compute the eigen values and the loadings are singular
then the graphing is based on the proportions rule

° If the any of the eigen values of the final matrix is less than 10
20

or greater than 10
2°

then those loadings and the scores based on those eigen values will not be plotted

o If the classical initial matrix used for generating the scores in any of the robust method is

singular then a message will be displayed and further calculations will be stopped

o If the standard deviation of any of the scores is less than I0
7
or greater 10

7
then

contours will not be plotted on their respective scatter plots

° If the coefficient variation of any of the scores is less than 10
7
or greater 10

7
then

contours will not be plotted on their respective scatter plots

° If the absolute value of the correlation between the two variables used in scatter plots is

greater than 0 99 then the contours will not be plotted

o If the absolute difference between the standard deviations of the two variables used in the

scatter plot is less than 10 then contours will not be plotted

10 1 1 Classical Principal Component Analysis

I Click on Multivariate EDA PCA Classical

File Edit Configure Data Graphs Stats GOF Outliers Estimates Regression GeoStats Programs Window Help

Navigation Panel | II 0 1 | 2 | 3 i m oil mm i 8

1 Name Count Knock Spark Air
Discriminant Analysis DA ~ Robust ~

III Ill 1 i 1 Ril 41 1111 1111 11 i R17I 1 1

2 The Select Variables screen Section 3 4 will appear

o Click on the Options button for the options window
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| QtassijEa l RC Stations

Matrix To Use
—

C Covariance

Correlation

Print to Output
—

• No Scores

f Print Scores

Scores Storage

No Storage

r Same Worksheet

C New Worksheet

OK Cancel

o Specify the storage of principal component scores No scores will be

stored when No Storage is selected Scores will be stored in the

data worksheet starting from the first available empty column when

the Same Worksheet is selected Scores will be stored in a new

worksheet if the New Worksheet is selected The default is No

Storage

o Specify the printing of scores in the output in the Print to Output
option The default is No Scores

o Specify the Matrix To Use to compute the principal components
The default is Correlation

o Click OK to continue or Cancel to cancel the options

Click on the Graphics button for the graphics options window and check all of

the preferred check boxes

SHIGlassical^G Graphics Options

•Select Graphics

W ScieePlot

7 Horn Plot

1 7 Load Matrix Plot

1 7 PCA Scatter Plot

Q QofPCAs

Title for Scree Plot

Scree Plot of Eigen Values

Title for Horn Plot

Horn Plot of Classical PCs

Title for Load Matrix Plot

Load Matrix Plot • Classical

T itle for Scatter Plot

Scatter Plot of Classical PCs

Title for Q Q Plot

Q Q Plot of Classical PC Scoies

Select Contour for XV Scatter Plot

C No Contour

C Individual [MD]

C Simultaneous [MD Ma«]

Individual Simultaneous

~

MDs Distribution

Beta P Chisquare

Cutoff for Contour Lines
•

Critical Afcha

I 005

OK Cancel

A
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o The Scree Plot provides a scree plot of the eigen values

o The Horn Plot provides a comparison of the computed eigen values

to the multi normal generated eigen values

o The Load Matrix Plot provides the scatter plot of the columns of

the load matrix

o The PCA Scatter Plot provides the scatter plot of the principal
components scores and also the selected variables The user has the

option of drawing contours on the scatter plot to identify any outliers

The default is No Contour Specify the distribution for the distances

and the Critical Alpha value for the cutoff to compute the ellipses
The defaults are Beta and 0 05

o The Q Q Plot of PCA provides the Q Q plots of the component
scores

o Click on OK to continue or Cancel to cancel the graphics options

e Click on OK to continue or Cancel to cancel the PCA computations

Output example The data set BUSHFIRE xls was used for the classical PCA It has 38

observations and five groups The initial estimate of scale matrix was the classical covariance

matrix The classical correlation matrix was obtained from this covariance matrix and the

principal components eigen values and the principal component loadings a matrix of eigen
vectors were obtained from the correlation matrix
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Output for the Classical Principal Component Analysis
Data Set used Bushfire

Piincipal Components Analysis using the Classical Method

Date Time of Computation 1 29 200810 40 15 AM

User Selected Options

From File D \N arain\S cout_For_Windows\S coutS ource\WorkD atl nE xcel\B ushFire

Full Precision OFF

Display Scores Option Do not Display PC Scores in Output

PC Scores Storage Do Not Store Scores to Worksheet

Matrix Used to Compute PCs Correlation

Graphics Scree Plot Selected

Scree Plot Title Scree Plot of Eigenvalues

Graphics Horn Plot Selected

Horn Plot Title Horn Plot of Classical PCs

Graphics Load Matrix Plot Selected

Load Matrix Plot Title Load Matrix Plot Classical

Graphics XY Scatter Plot Selected

XV Scatter Plot Title Scatter Plot of Classical PCs

Contour No Contour Lines will be Displayed

Graphics Scores Plot Selected

Scores Plot Title Q Q Plot of Classical PC Scores

Summary Statistics

Number of Observations 38

N umber of S elected Variables 5

Mean

Case 1 Case 2 Case 3 Case 4 Case 5

103 G 129 1 288 G 227 9 286 6

Standard Deviation

Case 1 Case 2 Case 3 Case 4 Case 5

20 15 35 177 2 64 06 52 17



Output for the Classical Principal Component Analysis continued

Deternrurvant 1 195E 12 r

Log of Determinant 27 81

— —

Eigenvalues of Classical Covaiiance S Matrix

Eval 1 Eval 2 Eval 3 Eval 4 Eval 5

1 825 4818 341 6 1035 38435

Sum of Eigenvalues 39862

Classical Correlation R Matin

Case 1 Case 2 Case 3 Case 4 Case 5 t
—

Case 1 1 0 802 0 585 0 495 0 49

Case 2 0802 1 0 525 0528 0 516

Case 3 •0 585 ¦0 525 1 0 974 0 976

Case 4 0 435 •0 528 0 974 1 0 999

Case 5 •0 49 0 516 0976 0 999 1

Determinant 6 8489E 6

Eigenvalues of Classical Correlation R Matrix

Eval 1 Eval 2 Eval 3 Eva 4 Eval 5

5 5901E 4 0 0155 0213 0 979 3 792

Sum of Eigenvalues 5

Summary Table E igenvalues

Eigen Value Difference Proportion Cumulative

PC1 3 792 2 813 0 758 75 84

PC2 0 979 0 766 0196 95 42

PC3 0 213 0 198 0 0426 99 68

PC4 0 0155 0 0149 0 0031 99 99

PC5 5 5901E 4 N A 1 1180E 4 100

PC Loadings Eigenvectors]

PC1 PC2 PC3 PC4 PC5

Case 1 ¦0 383 0 596 0 669 0 226 0 00614

Case 2 •0 383 0 591 •0 692 0 159 •0 0165

Case 3 0 49 0 267 •0 227 •0 798 0 0115

Case 4 0 484 0 33 0 119 0 383 0 704

Case 5 0 482 0 34 0 0927 0 373 0 71

Note Ifthe proportion ofa principal component is less than 0 01 then that principal component will not be used

in the graphing ofthe load matrix plot scatter plot ofthe scores and the O O plots ofthe scores
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Output for the Classical Principal Component Analysis continued

Scout 2008 [PC_Scores]

¦2 File Edit Configure Data Graphs 5tats GOF Outliers Estimates Regression Multivariate EDA GeoSta

Navigation Panel j

Name

D \Narain\Scout_Fo
PCA_Out ost

PCA_Scre9 gst

PCA_Horn gst

PCA_Load gst

PCA_Scatter gst

PCA_ScoresQQ gst

PCA_Out_a ost

PCA_Scre9_a gst

PCA_Horn_a gst

PCA_Load_a gst

PCA_Scat1er_a gst
PCA ScoresQQ a

0 1 2 3 4 5

PCS 1 j PCSJ2 j FCS_3~ PCS_4 PCS 5

1 59775391003594259850 3189934961 55898682993115253982

2 1X7875374 68251G768 5085220704 72837506791827782046

3 735824890119158579417884452331645349206 902894014

4 3718773500 59446431203866896205 158862681 3610648320

5 36673701541030809727 5754796101310566971 3001249610

6 9186308521350210849397705503835790095211359302676

7 3286201157 802007026 3877255474 39635975983157652000

8 37649733635531928836 342813507 3038594706 3717383701

9 0745963331034940558 55425467475501372485 651541661

10 291709281 1473922561567105977 70009365153825773225

11 31041837G302034370512625001541514758675 362914650

12 315734779310941888723593713170 30713899503486421597

13 3028761554 2985505324 040317070 39109842673902177815

14 585195439610221836023997934551 7567587645862712282

Note The scores storage in the Alew Worksheet option was chosen in the Classical PC Options window This

resulted in a new worksheet named PCJScores being generated and the principal component scores being stored in

that worksheet Those scores are available to the userforfurther computations The score storage option ofPCA
remains the samefor all ofthe other PCA procedures incorporated in the principal component module ofScout

Output for the Classical Principal Component Analysis

M 220
«

13 200

Scree Plot of Eigen Values

Principal Component Number
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Output for the Classical Principal Component Analysis continued

Horn Plot of Classical PCs

050

1 2 3 4 5

CurfiJed PC Gigw Vi« 4 MJnormal Generated PC Eigen Values

Load Matrix Plot Classical
1 10

090

070

050

OX

Y
010

U
Q

•010

¦030

050

070

080

•1 10 090 O 70 050 0 30 0 10 0 10 0 30 0 50 0 70 0 90 1 10

PC2
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Output for the Classical Principal Component Analysis continued

Scatter Plot of Classical PCs

Observations outside of the simultaneous ellipse tolerance ellipsoid are considered to be anomalous Observations

between the individual prediction ellipsoid inner ellipse and the simultaneous tolerance ellipsoid outer ellipse
ellipses may also represent outliers

Q Q Plot of Classical PC Scores Strfistcs

«oe

378

3 9

M M M

P S

Slop »1 8750

irteitept« 00000

Corr«ttton Coetflcierf • 0 9409

318

289

258

228

188

130

078
a a

4

U 048
OL

018

012

0 42

0 72

1 02

132

1 62

1 92

222

m

¦

2 52

2 82

3 12
¦

342
V

2 6 2 1 IB 11 08 01 04 09 14

Normal Quantiles
1 24

459



Note The ch op down bars in the graphics toolbar can be used to obtain different load matrix plots scatter plots of
the components scores and the selected variables and the 0 0 plots ofthe component scores as explained in

Chapter 2

10 1 2 Iterative and Robust Principal Component Analysis

I Click on Multivariate EDA PCA Robust Sequential Classical Huber MVT

or PROP

K Scout 4 0jc |p \^arQin\ScoutL_Ffor_Windqws^\ScoutSqurce\WorkDatlnfxcel\BRADU]|
Multivariate EDAog File Edit Configure Data Graphs Stats GOF Outliers Estinates Regression Geo5tats Programs Window Help

Navigation Panel

Name

D \Naram\Scout Fo

I 1

Count

1 97

2j fdT

3j 103

~4I 9 5

x2

Classical

DBcriminant Analysis DA ~

1011

9 5
I

10 71

196

20 5

202

9 9 21 5i

28 3

~289j
31 i

31 71

Classical

Huber

MVT

MCD

2 The Select Variables screen Section 3 4 will appear

o Click on the Options button for the options window

HI Robust Pno [30se dJ £ Qptions

¦Matrix To Use
—

Covariance

Correlation

Print to Output
—

f No Scores

C Print Scores

¦Scores Storage

No Storage

C Same Worksheet

C New Worksheet

Select Initial Estimates

C Classical

C Sequential Classical

C Robust Median MAD

0KG MaronnaZamar

C KG Not Orthogonalized

r MCD

~MDs Distribution

•Beta Chisquare

Select Number of Iterations

| 115

_

[Max 50]

Cutoff for Outliers

Critical Alpha

1 005

Influence Function Alpha

Influence Function

0 05

Alpha

OK Cancel

o Specify the storage of principal component scores No scores will be

stored when No Storage is selected Scores will be stored in the

data worksheet starting from the first available empty column when
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the Same Worksheet is selected Scores will be stored in a new

worksheet if the New Worksheet is selected The default is No

Storage

o Specify the printing of scores in the output in the Print to Output
option The default is No Scores

o Specify the Matrix To Use to compute the principal components
The default is Correlation

o Specify the initial estimates The default is OKG Maronna

Zamar

o Specify the distribution for MDs The default is Beta

o Specify the number of iterations The default is 10

o Specify the cutoff for the outliers and the influence function alpha or

trim percentage for MVT The defaults are 0 05 and 0 05 0 1 for

MVT

o Click OK to continue or Cancel to cancel the options

Click on the Graphics button for the graphics options window and check all of

the preferred check boxes

in Robust QlassiGali[ £ Graphics Options

•Select Graphics

f~ Scree Plot

l~ Horn Plot

I Load Matrix Plot

f PCA Scatter Plot

l~ Q Q of PCs

Title for Scatter Plot

Scatter Plot of Sequential Classical PCs

•Select Contour for XY Spatter Plot

C No Contour

Individual [MD]

Simultaneous [MD Max]

f Individual Simultaneous

rMDs Distribution

C Beta C Chisquare

Cutoff for Contour Ellipsoids

Critical Alpha

I 005

OK Cancel
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o The Scree Plot provides a scree plot of the eigen values

o The Horn Plot provides a comparison of the computed eigen values

to the multi normal generated eigen values

o The Load Matrix Plot provides the scatter plot of the columns of

the load matrix

o The PCA Scatter Plot provides the scatter plot of the principal
components scores and also of the selected variables The user has the

option of drawing contours on the scatter plot to identify any outliers

The default is No Contour Specify the distribution for the distances

and the Critical Alpha value for the cutoff to compute the ellipses
The defaults are Beta and 0 05

o The Q Q Plot of PCA provides the Q Q plots of the component
scores

o Click on OK to continue or Cancel to cancel the graphics options

° Click on OK to continue or Cancel to cancel the robust PCA computations

10 1 2 1 Sequential Classical PCA

Output example The data set BUSHFIRE xls was used for the sequential classical PCA It

has 38 observations and five groups The initial estimate of scale matrix was the classical

covariance matrix The outliers were found iteratively and the observations were given weights
accordingly The weighted covariance matrix was calculated The correlation matrix was

obtained from this weighted covariance matrix and the principal components eigen values and

the principal component loadings a matrix of eigen vectors were obtained from the correlation

matrix
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Output for the Iterative Sequential Classical Principal Component Analysis
Data Set used Bushfire

i Robust Principal Components Analysis using he Classical Iterative Method

Date Tffne ol Computation 1 29 200811 3912 AM

User Selected Options

From File D \N aram\Scout_Fa_Wmdows\S coutS ource\WorkD atl nE xcel\B ushFire

Full Precision OFF

Display Scores Option Do not Display PC Scores in Output

PC Scores Storage Do Not Store Scores to Worksheet

Matrix Used to Compute PCs Correlation

Critical Alpha to Determine Outliejs 0 05

Initial Estimates Robust OKG MafonnaZamar Matrw

Number of Iterations 10

Graphics W Scatter Plot Selected

XY Scatter Plot Title Scatter Plot of Sequential Classical PCs

Contour Contour Ellipses drawn at Individual Beta MD 0 05 and at Max MD 0 05]

Summary Statistic

Number of Observations 39

Number of Selected VariablesJ 5

Mean
_

Case 1 Case 2 Case 3 Case 4 Case 5

103 G 1291 288 6 227 9 286 G

—

Standard D eviation

Case 1 Case 2 Case 3 Case 4 Case 5

2015 35 1772 64 06 5217

Classical CovarianceS Matin

Case 1 Case 2 Case 3 Case 4 Case 5

40G1 565 4 •2091 638 7 5156

565 4 1225 3253 1184 942 5

¦2091 3258 31405 11060 9021

638 7 1184 11060 4103 3340

5156 942 5 3021 3340 2722

Determinant 1 195E 12

Log of Detetminant 2781



Output for the Sequential Classical Principal Component Analysis continued

Initial Robust OKG MaronnaZamai] Covariances Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

427 652 6 1014 344 6 177 4

B52 G 1826 3306 802 7 585 5

1014 3306 20637 3455 3206

344 6 802 7 3455 1597 857 6

177 4 585 5 3206 857 6 735 7

Determinant 6 282E 14

Log of Determinant 34 07

jenvalues of Initial Robust OKG MaionnaZamar Covariance S Ma

Case 1 Case 2 Case 3 Case 4 Case 5

104 6 177 6 954 1581 22405

Initial Correlation R Maine

Case 1 Case 2 Case 3 Case 4 Case 5

1 0 739 0 342 0 417 0 316

0 739 1 0 539 0 47 0 505

0 342 0 539 1 0 602 0 823

0 417 0 47 0 602 1 0 791

0 316 0 505 0 823 0 791 1

Determinant 0 0332

Eigenvalues of Correlation R Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

0 111 0 216 0 425 1 012 3 236

Final MeanVector

Case 1 Case 2 Case 3 Case 4 Case 5

107 5 141 9 221 7 201 4 265 3

Final Covariance S Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

337 8 315 1 961 140 2 115 4

315 1 510 8 713 4 410 9 346

¦961 713 4 16189 4712 3922

140 2 410 9 4712 1529 1271

115 4 346 3922 1271 1060

Determinant 2 038E 10
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Output for the Sequential Classical Principal Component Analysis continued

Final Correlation R Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

1 0 759 0 411 0 195 0193

0 759 1 0 248 0 465 0 47

0 411 0 248 1 0 947 0 947

¦0195 0 465 0 947 1 0 998

0 193 0 47 0 947 0 998 1

Determinant 4 5043E 6

Eigenvalues for Final Correlation R M atrix

Case 1 Case 2 Case 3 Case 4 Case 5

0 00153 0 0156 0 0334 1 773 3 17

Summary Table Eigenvalues

Eigenvalue Difference Proportion Cumulative

PC1 3 17 1 391 0 634 63 4

PC2 1 779 1 746 0 356 98 99

PC3 0 0334 0 0178 0 00668 99 66

PC4 0 0156 0 014 0 00311 99 97

PC5 0 00153 N A 3 0684E 4 100

Load Matrix E igen Vectors

PC1 PC2 PC3 PC4 PC5

Case 1 0 11 0 732 0 141 0 653 0 0691

Case 2 0 265 0 658 0 0606 0 698 0 0786

Case 3 0 54 0 175 0 816 0 11 0 00554

Case 4 0 56 7 677E 4 0 4 0 253 0 68

Case 5 0 56 0 00216 0 388 0 0989 0 725



Output for the Sequential Classical Principal Component Analysis continued

Scatter Plot of Sequential Classical PCs

Observations outside the tolerance ellipse are considered to be anomalous Observations between the prediction and

the tolerance ellipses are observations with reduced but 0 weights Those observations may represent potential
outliers needing further investigation

Note The drop down bars in the graphics toolbar can be used to obtain different load matrix plots scatter plots of
components scores and selected variables and Q Q plots ofthe component scores as explained in Chapter 2

10 1 2 2 HuberPCA

Output example The data set BUSHFIRE xls was used for the Huber PCA It has 38

observations and five groups The initial estimate of scale matrix was the classical covariance

matrix The outliers were found iteratively using the Huber influence function and the

observations were given weights accordingly The weighted covariance matrix was calculated

The correlation matrix was obtained from this weighted covariance matrix and the principal
components eigen values and the principal component loadings a matrix of eigen vectors

were obtained from the correlation matrix
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Output for the Principal Component Analysis Based Upon the Huber Influence Function

Data Set used Bushfire

Robust Principal Components Analysis using he Hubei Influence Firetian

Date Tme of Computation 1 23 200811 48 33 AM

User Selected Oplions

From File D \NafaDn\Scoul_For_WrdowsVScoulSource\WofkDaHnExcej\BushFire

Full Precision

Display Scores Option

OFF

Do not Display PC Score in Output

PC Scores Storage Do Not Store Scores to Worksheet

Matrix Used to Compute PCs | Correlation

Distributional Squared MDs rBeta Distribution
j

Influence Function Alpha 0 05

Irutial Estimates

Number of Iterations

Robust OKG MarormaZamai Matrix

10

Graphics jXY
Scatter Plot Selected

XT Scatter Rot T rtle t Scatter Plot of Huber PCs

Contour Contour Ellipses drawn at Indivtdual Beta MD 005 and at Max MD 0 05

SuimrtAiy Statistics

Number of Observations 38
f

Number of Selected Variables 5

Mean

z~L zCase 1 Case 2 Case 3 | Case 4 Case 5

103G 1291 288 6 | 227 9 286 6

Standard Deviation

Case 1 Case2 Case 3 j Case 4 | Case 5

2015 35 1772 | 64 06 52 1 7

Classical Covaiiance S Matrix

Case 1 Case 2 j Case 3 Case 4 Case 5

i4061 565 4 [ 2091 638 7 •515 6

565 4 1225 •3258 1184 942 5

¦2091 3258 31405 11060 9021

638 7 ¦1184 11060 4103 3340

2722

i

j
5156 942 5 9021 3340

Determinant 1 135E 12
i

Log of Deterrmr»ant| 27 81



Output for the Principal Component Analysis Based Upon the Huber Influence Function continued

Initial Robust 0KG MaronnaZamar CovaiianceS Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

427 652 6 1014 344 6 177 4

652 G 1826 3306 802 7 585 5

1014 3306 20637 3455 3206

344 6 802 7 3455 1597 857 6

177 4 585 5 3206 857 6 735 7

Determinant 6 282E 14

Log of Determinant 34 07

[jenvalues of 1 nitial Robust 0KG HarortnaZamai] Covariance S Ma

Case 1 Case 2 Case 3 Case 4 Case 5

104 6 177 6 954 1581 22405

Initial Correlation R Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

1 0 739 0 342 0 417 0 316

0 739 1 0 539 0 47 0 505

0 342 0 539 1 0 602 0 823

0 417 0 47 0 602 1 0 791

0 316 0 505 0 823 0 791 1

Determinant 0 0332

Eigenvalues of Correlation R Matibc

Case 1 Case 2 Case 3 Case 4 Case 5

0 111 0 216 0 425 1 012 3 236

Final MeanVector

Case 1 Case 2 Case 3 Case 4 Case 5

103 8 129 8 294 1 230 1 288 5

Final Covariance S Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

417 9 575 1 2274 704 5 569 9

575 1 1232 3704 1365 1092

•2274 3704 30006 10416 8473

704 5 1365 10416 3808 3089

569 9 1092 8473 3089 2509

Determinant 7 753E 11
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Output for the Principal Component Analysis Based Upon the Huber Influence Function continued

Final Correlation R Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

1 0 802 0 G42 0 558 0 557

0 802 1 0 609 •0 63 0 621

0 642 ¦0 609 1 0 974 0 977

•0 553 •0 63 0 974 1 0 999

0 557 0 621 0 977 0 999 1

Determinant 5 2523E 6

Eigenvalues for Final Correlation R Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

6 0815E 4 0 0127 0 215 0 8 3 972

Summary Table EigenValues

Eigen Value Difference Proportion Cumulative

PC1 3 972 3 173 0 794 79 45

PC2 0 8 0 585 0 16 95 44

PC3 0 215 0 202 0 043 99 73

PC4 0 0127 0 012 0 00253 99 99

PC5 6 0815E 4 N A 1 2163E 4 100

Load Matrix Eigenvectors]

PC1 PC2 PC3 PC4 PC5

Case 1 •0 391 0 615 0 643 0 234 0 00221

Case 2 0 404 0 552 0 705 0 185 0 012

Case 3 0 48 0 28 •0 263 0 788 0 026

Case 4 0 476 0 342 0 11 0 397 0 697

Case 5 0 476 0 35 0 0842 0 362 0 716
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Output for the Principal Component Analysis Based Upon the Huber Influence Function continued

Observations outside of the simultaneous tolerance ellipse are considered to be anomalous Observations between

the individual prediction ellipsoid and the simultaneous tolerance ellipsoid received reduced weights 1 and may
also represent potential outliers

Note The drop down bars in the graphics toolbar can be used to obtain the different load matrix plots scatter plots
ofcomponents scores and the variables and the Q 0 plots ofthe component scores as explained in Chapter 2

10 1 2 3 Multivariate Trimming PCA

Output example The data set BUSHFIRE xls was used for the MVT PCA It has 38

observations and five groups The initial estimate of scale matrix was the classical covariance

matrix The outliers were found iteratively using the trimming percentage and a critical alpha
and the observations were given weights accordingly The weighted covariance matrix was

calculated The correlation matrix was obtained from this weighted covariance matrix and the

principal components eigen values and the principal component loadings a matrix of eigen
vectors were obtained from the correlation matrix

Scatter Plot of Huber PCs
3 3

PC1
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Output for the Principal Component Analysis Based Upon the MVT Method

Data Set used Bushfire

Robust Piincipal Components Analysis using the MVT Method

Date Time of Computation 1 29 200311 54 09 AM

User Selected Options

From Fde D \Narain\Scout_For_WindowsS coutSourceW orkDatlnExcel\8ushFir0

Full Precision OFF

Display Scores Option Do not Display PC Scores in Output

PC Scores Storage Do Not Store Scores to Worksheet

Matrix Used to Compute PCs Correlation

Trimming Percentage 102

Critical Alpha to Determine Outliers 0 05 planned to be used for vesication of trimming non outliers

Initial E striates Robust OKG MaronnaZamai Matrix

Number of Iterations 10

Graphics Y Scatter Plot Selectee

XY Scatter Plot Title Scatter Plot of MVT PCs

Contour Contour Ellipses drawn at Individual Beta MD 0 05 and at Max MD 0 05

Summary Statistics

Number of 0bservations|38 i

Number of SelectedVatiables|5
I

Mean

Case 1 Case 2 Case 3 Case 4 Case 5

103 6 1291 288 6 227 9 286 6

i
S tandard Deviabon

I
Case 1 Case 2 Case 3 Case 4 Case 5 I

2015 35 1772 64 06 5217

Classical Covaiiance S Matirc I
Case 1 Case 2 Case 3 Case 4 Case 5

4081 565 4 2091 638 7 515 6

5G5 4 1225 3258 1184 942 5

2091 3258 31405 11060 9021

638 7 1184 11060 4103 3340

515 6 •942 5 3021 3340 2722

Determinant 1 195E 12

Log of Determinant 27 81
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Output for the Principal Component Analysis Based Upon the 1MVT Method continued

Initial Robust OKG MaronnaZamar Covaiiance S Mabix

Case 1 Case 2 Case 3 Case 4 Case 5

427 652 G 1014 344 6 177 4

G52G 182G 3306 802 7 585 5

1014 3306 20637 3455 3206

344 G 802 7 3455 1597 857 6

177 4 585 5 3206 857 6 735 7

Determinant 6 282E 14

Log of Determinant 34 07

jenvalues of Initial Robust OKG MaronnaZamai Covariance S Ma

Case 1 Case 2 Case 3 Case 4 Case 5

104 6 177 G 954 1581 22405

Initial Correlation R Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

1 0 739 0 342 0 417 0 31 G

0 739 1 0 539 0 47 0 505

0 342 0 539 1 0G02 0 823

0 417 0 47 0 602 1 0 791

0 31 G 0 505 0 823 0 791 1

Determinant 0 0332

Eigenvalues of Correlation R Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

0 111 0 216 0 425 1 012 3 236

Final MeanVector
11

Case 1 Case 2 Case 3 Case 4 Case 5

104 4 131 6 310 3 236 3 293 7

Final Covariance S Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

431 9 587 1 2523 789 4 639 8

587 1 1245 ¦4266 1582 1272

2523 4266 27995 9621 7800

789 4 1582 9621 3479 2810

639 8 1272 7800 2810 2272

Determinant 2 729E 11
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Output for the Principal Component Analysis Based Upon the IV1VT Method continued

Final Coirelation R Matiix

Case 1 Case 2 Case 3 Case 4 Case 5

1 0 801 ¦0 726 0 644 0 646

0 801 1 0 722 0 76 0 756

•0 726 0 722 1 0 975 0 978

0 G44 0 76 • 0 975 1 0 999

0 646 0 756 0 978 0 999 1

Determinant 2 2922E 6

Eigenvalues foi Final Correlation R Matiix

Case 1 Case 2 Case 3 Case 4 Case 5

6 1 GGGE 4 0 0074 0 212 0 563 4 218

Summary Table Eigenvalues

Eigenvalue Difference Proportion Cumulative

PC1 4 218 3 655 0 844 84 36

PC2 0 563 0 351 0 113 95 61

PC3 0 212 0 204 0 0423 99 84

PC4 0 0074 0 00679 0 00148 99 99

PC5 6 1666E 4 H A 1 2333E 4 100

Load Matrix Eigenvectors

PC1 PC2 PC3 PC4 PC5

Case 1 0 4 0 678 0 567 0 244 0 0152

Case 2 0 426 0 456 0 75 0 221 0 0075

Case 3 0 47 0 273 0 328 0 769 0 0822

Case 4 0 463 0 358 0 0782 0 451 0 665

Case 5 0 463 0 361 0 0531 0 312 0 742



Output for the Principal Component Analysis Based Upon the MVT Methods continued

Scatter Plot of MVT PCs

i

33

7 6 6 6 SB 4 6 3 6 2B 1 6 OS 0 4 14 2 4 3 4 4 4 54 6 4 7 4

PC1

Observations outside of the simultaneous ellipse are considered to be outlying Observations between the individual

and the simultaneous ellipses receiving reduced weights may also be considered to be discordant

Note The drop down bars in the graphics toolbar can be used to obtain different load matrix plots scatter plots of

components scores and selected variables and the Q Q plots ofthe component scores as explained in Chapter 2

10 1 2 4 PROP PCA

Output example The data set BUSHFIRE xls was used for the PROP PCA It has 38

observations and five groups The initial estimate of scale matrix was the classical covariance

matrix The outliers were found iteratively using the PROP influence function and the

observations were given weights accordingly The weighted covariance matrix was calculated

The correlation matrix was obtained from this weighted covariance matrix and the principal
components eigen values and the principal component loadings a matrix of eigen vectors

were obtained from the correlation matrix
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Output for the Principal Component Analysis Based Upon the PROP Influence Function

Data Set used Bushfire

Robust Principal Components Analysis using the PROP Influence Function

Dale Time o Computation 1 29 20081212 42 PM

User Selected Options

From File D \Narain\ScouLFor_Wmdow \ScoutSourceWi orkDatlnExcel\BushFire

Full Precision OFF

Display Scores Option Do not Display PC Scores in Output

PC Scores Storage Do Not Store Scores to Worksheet

Matrix Used to Compute PCs Correlation

Distributional Squared MDs Beta Distribution

Influence Function Alpha 005

Initial Estimates Robust OKG MaronnaZamar Matrix

Number of Iterations 10

Graphics XT Scatter Plot Selectee

Xf Scatlei Plot Title Scattei Rot of PROP PCs

Contour Contour Ellipses drawn at Individual Beta MD 0 05] and at Max MD 0 05

S urnmaty Statistics

Number of Observations 38

Number of Selected Variables 5

I

Mean

Case 1 Case 2 Case 3 Case 4 Case 5

103 G 1291 288 6 227 9 286 6

Standard Deviation

Case 1 Case 2 Case 3 Case 4 Case 5
j

2015 35 177 2 64 06 5217

Classical Covariance S Matot

Case 1 Case 2 Case 3 Case 4 Case 5

4061 565 4 2091 638 7 ¦515 6

5654 1225 ¦3258 1184 ¦942 5

2091 3258 31405 11060 9021

638 7 1184 11060 4103 3340

515 6 942 5 9021 3340 2722

Determinant 1 195E 12

Log of Determinant 27 81



Output for the Principal Component Analysis Based Upon the PROP Influence Function continued

Initial Robust OKG MaronnaZamai CovarianceS Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

427 652 6 1014 344 6 177 4

652 6 1826 3306 802 7 585 5

1014 3306 20637 3455 3206

344 6 802 7 3455 1597 857 6

177 4 585 5 3206 857 6 735 7

Determinant 6 282E 14

Log of Determinant 34 07

jenvalues of Initial Robust OKG MaronnaZamar Covariances Ma

Case 1 Case 2 Case 3 Case 4 Case 5

104 8 177 6 954 1581 22405

Initial Correlation R Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

1 0 739 0 342 0 417 0 316

0 739 1 0 539 0 47 0 505

0 342 0 539 1 0 602 0 823

0 417 0 47 0 602 1 0 791

0 316 0 505 0 823 0 791 1

Determinant 0 0332

Eigenvalues of Correlation R Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

0111 0 216 0 425 1 012 3 236

Final MeanVector

Case 1 Case 2 Case 3 Case 4 Case 5

104 6 146 1 275 2 217 7 279 2

Final Covariance S Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

280 4 213 6 1449 326 5 264 7

213 6 187 5 956 1 195 2 163 G

1449 956 1 8688 2136 1695

326 5 195 2 2136 563
«

439 2

264 7 163 6 1695 439 2 345 4

Determinant 33022620
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Output for the Principal Component Analysis Based Upon the PROP Influence Function continued

Final Correlation R Matiix

Case 1 Case 2 Case 3 Case 4 Case 5

1 0 931 0 929 0 822 0 851

0 931 1 0 749 0 601 0 643

•0 929 •0 749 1 0 966 0 979

0 822 0 601 0 966 1 0 996

•0 851 •0 643 0 979 0 996 1

Determinant 3 7184E 7

Eigenvalues for Final Correlation R Matra

Case 1 Case 2 Case 3 Case 4 Case 5

0 0015G 0 00427 0 0221 0 571 4 401

S ummary Table E igenValues

Eigenvalue Difference Proportion Cumulative

PC1 4 401 3 829 0 88 88 01

PC2 0 571 0 549 0 114 99 44

PC3 0 0221 0 0179 0 00443 99 88

PC4 0 00427 0 00271 8 5466E 4 99 97

PC5 0 0015G N A 31278E 4 100

Load Matiix Eigenvectors

PC1 PC2 PC3 PC4 PC5

Case 1 0 46 0 33 0 54 0 531 0 326

Case 2 0 395 0 732 0 493 0 197 0 16

Case 3 0 472 0159 0 505 0 564 0 423

Case 4 0 449 0 439 0 354 0 523 0 455

Case 5 0 457 0 371 0 291 0 296 0 694

477



Output for the Principal Component Analysis Based Upon the PROP Influence Function continued

Observations outside of the simultaneous tolerance ellipsoid are considered to be outliers Observations if any

between the individual prediction ellipsoid and the simultaneous tolerance ellipses received reduced 1

weights and may represent potential intermediate outliers

Note The drop down bars in the graphics toolbar can be used to obtain different toad matrix plots scatter plots of
principal components scores and selected variables and the Q Q plots ofthe component scores as explained in

Chapter 2

10 1 2 5 Minimum Covariance Determinant PCA

Click on Multivariate EDA ~ PCA ~ Robust ~ MCD

Scout 4 0 [D \Narain\Scout_For_Windows\ScoutSource\WorkDatlnExcel\BRADU]

Multivariate EDA¦jjj File Edit Configure Data Graphs Stats GOF OutSers Estimates Regression j GeoStats Programs Window Help

Navigation Panel j 0 1 2 3 PCA 0 Classical 1 q

Name Count y 1 2
Discriminant Analysis DA ~ Robust ~ Sequential Classical

Huber

D \Narain\Scout_Fo
1 ij 9 7 10 1 19 6 28 3

2 2 10 1 9 5 20 5 28 9
MVT

3
7 1

3

M

103

ft c

107

n ft

20 2

1 c

31

w »

PROP

2 The Select Variables screen Section 3 4 will appear
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o Click on the Options button for the options window

Robust MCQ PQ ODtions

Matrix To Use

f Covariance

Correlation

Print to Output
—

No Scores

Print Scores

Scores Storage

No Storage

Same Worksheet

New Worksheet

OK Cancel

o Specify storage of the principal component scores The default is No

Storage

o Specify the Matrix To Use to compute the principal components
The default is Correlation

o Click OK to continue or Cancel to cancel the options

o Click on the Graphics button for the graphics options window and check all of

the preferred check boxes

Robust MGDj £G raphics Options

Select Graphics

~~

Scree Rot

1 Horn Plot

l~ Load Matrix Plot

W PCA Scatter Plot

r Q Q of PCs

Title for Scatter Plot

Scatter Plot of MCD PCs

Select Contour for XY Scatter Plot

No Contour

Individual [MD]

C Simultaneous [MD Max]

IndividuaiySimultaneous

~MDs Distribution

Beta C Chisquaie

Cutoff for Contour Ellipsoids

Critical Alpha

0 05

OK Cancel
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o The Scree Plot provides a scree plot of the eigen values

o The Horn Plot provides a comparison of computed eigen values to

the multi normal generated eigen values

o The Load Matrix Plot provides the scatter plot of the columns of

the load matrix

o The PCA Scatter Plot provides the scatter plot of the principal
components scores and also the selected variables The user has the

option of drawing contours on the scatter plot to identify outliers The

default is No Contour Specify the distribution for distances and

the Critical Alpha value for the cutoff to compute the ellipses The

defaults are Beta and 0 05

o The Q Q Plot of PCA provides the Q Q plots of the component
scores

o Click on OK to continue or Cancel to cancel the graphics options

o Click on OK to continue or Cancel to cancel the robust PCA computations

Output example The data set BUSHFIRE xls was used for the MCD PCA It has 38

observations and five groups The MCD estimate of scale was calculated The correlation

matrix was obtained from this MCD covariance matrix and the principal components eigen
values and the principal component loadings a matrix of eigen vectors were obtained from the

correlation matrix
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Output for the MCD Principal Component Analysis
Data Set used Bushfire

Date Time of Compulation

Piincipal ComponentsAnalysis using the MCD Method

1 29 20081219 48 PM

User Selected Options

From File DAN arain\S cout_For_Windows\S coutS ource\WorkD atl nE xcel\B ushFire

Full Precision OFF

Display Scores Option Do not Display PC Scores in Output

PC Scores Storage Do Not Store Scores to Worksheet

Matnx Used to Compute PCs Correlation

Graphics XV Scatter Plot Selected

W Scatter Plot Title Scatter Plot of MCD PCs

Contour Contour Ellipses drawn at Individual Beta MD 0 05 and at Max MD 0 05

Summary Statistics

Number of Observations 38

Number of Selected Variables 5

Mean

Case 1 Case 2 Case 3 Case 4 Case 5

103 B 1291 288 6 227 9 286 6

S tandaid Deviatkm

Case 1 Case 2 Case 3 Case 4 Case 5

20 15 35 1772 64 06 5217

Covaiiance S Matiix

Case 1 Case 2 Case 3 Case 4 Case 5

406 1 565 4 2091 638 7 515 6

565 4 1225 3258 1184 942 5

2091 3258 31405 11060 9021

•638 7 1184 11060 4103 3340

515 6 942 5 9021 3340 2722

Determinant 1 195E 12

Log of Determinant 27 81

MCD Mean

Case 1 Case 2 Case 3 Case 4 Case 5

105 5 146 9 274 4 217 5 279
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Output for the MCD Principal Component Analysis continued

MCD Covaiiance S Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

287 9 222 8 1408 316 7 258 4

222 8 19GG 936 191 2 161 6

¦1403 936 8314 2043 1623

¦316 7 191 2 2043 538 1 420 3

¦258 4 161 6 1623 420 3 331

Determinant 75211116

Log of Determinant 18 14

MCD CorrelationR Matrix

Case 1 Case 2 Case 3 Case 4 Case 5

1 0 936 0 91 0 805 0 837

0 93G 1 0 732 0 588 0 634

¦0 91 0 732 1 0 966 0 979

¦0 805 0 588 0 966 1 0 996

•0 837 ¦0 634 0 979 0 996 1

Determinant 8 9759E 7

Eigenvalues for MCD Correlation R Matrix

Eval 1 Eval 2 Eval 3 Eval 4 Eval 5

0 00217 0 00735 0 0214 0 602 4 367

Summary Table Eigenvalues

Eigenvalue Difference Proportion Cumulative

PC1 4 367 3 766 0 873 87 35

PC2 0 602 0 58 0 12 99 38

PC3 0 0214 0 0141 0 00428 99 81

PC4 0 00735 0 00518 0 00147 99 96

PC5 0 00217 N A 4 3397E 4 100

PC Load Matrix Eigenvectors

PC1 PC2 PC3 PC4 PC5

Case 1 0 458 0 351 0 482 0 65 0 111

Case 2 0 395 0 723 0 47 0 305 0 089

Case 3 0 472 0 176 0 567 0 628 0 176

Case 4 0 449 0 436 0 37 0 299 0 618

Case 5 0 458 0 365 0 298 0 0339 0 753
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Output for the MCD Principal Component Analysis continued

Observations outside of the simultaneous Tolerance ellipse are considered to be anomalous Observations if any

between the individual and the simultaneous ellipses may represent potential outliers

Note The drop down bars in the graphics toolbar can be used to obtain different load matrix plots scatter plots of
the components scores and the selected variables and the 0 0 plots ofthe component scores as explained in

Chapter 2

10 1 3 Kaplan Meier Principal Component Analysis

Principal component analysis of data with non detects can be conducted in Scout The Kaplan
Meier estimates of the covariance matrix and the correlation matrix is used for this analysis

1 Click on Multivariate EDA ~ PCA ~ With NDs

IS Scout 2008 [D \Naiain\WorkDatlnExcel\FULLIRIS nds]

9 File Edit Configure Data Graphs Stats GOF Outliers Estimates QA QC Regression GeoStats Programs Window Help

Navigation Pane | 0 1 2 3 VKSSIHHHiHD ~
—

Name count sp length sp width pt length ^
Discriminant Analysis DA ~

th

DANaranWVorkDatL i —T
1—

51 3 5 1 4 0 2 1 11 1

2 The Select Variables screen Section 3 4 will appear

• Click on the Options button for the options window

483



HI KaplanjMeier f G Options

MatnxToUse

f Covariance KM

• Corielation KM

Print to Output

No Scores

C Print Scores

Scores Storage

• No Storage

C Same Worksheet

C New Worksheet

Compute Scores Using

Detection Limit No Change

C Normal ROS Estimates

C Gamma ROS Estimates

C Lognormal ROS Estimates

C One Half 1 2 Detection Limit

C Zero

OK Cancel

o Specify storage of the principal component scores The default is No

Storage

o Specify the Matrix To Use to compute the principal components
The default is Correlation KM

o Specify the estimates of the data to compute scores Default is

Detection Limit

o Click OK to continue or Cancel to cancel the options

Click on the Graphics button for the graphics options window and check all of

the preferred check boxes

IH Clas5icali| C on KaplaniMeien Cov Gonr Matrix Graphics Options

¦Select Graphics [KM Estimates

Scree Plot

Horn Plot

f Load Matrix Plot

W PCA Scalier Plot

W Q Q of PCs

Title for Scree Plot

Scree Plot of Classical PCs Usng Kaplan

Title for Horn Rot

Horn Plot of Classical PCs Using Kaplan M

Title for Load Matrix Rot

Load Matrix Pbt Classical PCs Using Kapl

Title for Scatter Pbt

Scatter Plot of Classical PCs Using Kaplan

Title for Q Q Plot

Q Q Plot of Classical PC Scores Using Kap

¦

S elect Contour for Y S catter Rot

f No Contour

C Individual [MD|

Simultaneous MD Max

C Individual Simultaneous

•Cutoff for Contour Ellipsoids

Critical Alpha

I 005

OK Cancel

a

o The Scree Plot provides a scree plot of the eigen values



o The Horn Plot provides a comparison of computed eigen values to

the multi normal generated eigen values

o The Load Matrix Plot provides the scatter plot of the columns of

the load matrix

o The PCA Scatter Plot provides the scatter plot of the principal

components scores and also the selected variables The user has the

option of drawing contours on the scatter plot to identify outliers The

default is No Contour Specify the distribution for distances and

the Critical Alpha value for the cutoff to compute the ellipses The

defaults are Beta and 0 05

o The Q Q Plot of PCA provides the Q Q plots of the component
scores

o Click on OK to continue or Cancel to cancel the graphics options

° Click on OK to continue or Cancel to cancel the KM PCA computations
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Output example The data set Fulllris xls was used for the KM PCA

Principal Components Analysis using the Classical Method

Date T ime of Compulation 10 30 2008 7 43 49 AM

User Selected Options

From File DANarauAWorkDatlnExcel^FULLIFIIS nds

Full Precision OFF

Display Scores Option Do not Display PC Scores in Output

PC Scores Storage Do Not Store Scores to Worksheet

Matrix Used to Compute PCs Correlation

Graphics Load Matrix Plot Selected

Load Matrix Plot Title Load Matrix Plot Classical PCs Using Kaplan Meier Estimates

Graphics XV Scatter Plot Selected

W Scatter Plot Title Scatter Plot of Classical PCs Using Kaplan Meier Estimates

Non Detect Values DisplayedAs Detection Limit No Change to Original Data

Contour Contour Ellipses drawn at Individual Beta MD 0 05 and at Max MD 0 05

Summaiy Statistics

Number of Observations 150

Number of Selected Variables 4

KM Mean

sp length sp width pt length pt width

5 845 3 037 3 754 1 175

KM Variance

sp length sp width pt length pt width

0 S75 0199 3117 0 604

KM S tandaxd Deviation

sp length sp width pt length pt radth

0 822 0 446 1 765 0 777

KM CovarianceS Matrix

sp length sp width pt length pt width

0 675 •0 0763 1 245 0 522

¦0 0763 0199 0 428 ¦0152

1 245 0 428 3117 1 288

0 522 •0152 1 288 0 604

Determinant 0 00327
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Output for the KM Principal Component Analysis continued

Eigenvalues of Classical Covaiiance S Matrix

Eval 1 Eval 2 Eval 3 Eval 4

4 23 0 244 0 0803 0 0395

Sum of Eigenvalues 4 594

Classical Correlation R Matrix

sp length sp width pt length pt width

sp length 1 0 208 0 858 0 818

sp width 0 208 1 ¦0 543 0 438

pt length 0 853 0 543 1 0 939

pt width 0 818 •0 438 0 939 1

Determinant 0013

Log of Determinant 4 345

Eigenvalues of Classical Correlation R Matrix

Eval 1 Eval 2 Eval 3 Eval 4

2 987 0 83 0 147 0 0355

Sum of Eigenvalues 4

S ummary Table Eigenvalues

Eigenvalue Difference Proportion Cumulative

PC1 2 987 2 158 0 747 74 68

PC2 0 83 0 683 0 207 95 43

PC3 0 147 0 112 0 0368 99 11

PC4 0 0355 N A 0 00888 100

PC Loadings Eigenvectors

PC1 PC2 PC3 PC4

sp length 0 509 0 433 •0 681 0 301

sp width 0 331 0 894 0 237 0 189

pt length 0 571 0 0187 0 078 0 817

pt width 0 552 0 118 0 689 0 455
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Output for the KM Principal Component Analysis continued

Load Matrix Plot Classical PCs Using Kaplan Meier Estimates a^«ipc u inu «ptan»M »

Observations outside of the simultaneous Tolerance ellipse are considered to be anomalous Observations if any

between the individual and the simultaneous ellipses may represent potential outliers

Note The drop down bars in the graphics toolbar can be used to obtain different load matrix

plots scatter plots ofthe components scores and the selected variables and the Q Q plots ofthe

component scores as explained in Chapter 2
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10 2 Discriminant Analysis DA

Discriminant and classification analyses are multivariate techniques concerned with separating
distinct groups of observations Johnson and Wichern 2002 and with allocating new

observations classification analysis to previously defined groups populations The separation

procedure is rather exploratory In practice the investigator has some knowledge about the

nature and the number of groups The study might be about k known groups e g parts of a

polluted site type of species geographic regions of a country Some of those groups may be

similar in nature and can be merged together

The objective here is to establish g k significantly different groups Let s min g 1 p

Then s linear Fisher discriminant functions also known as classification rules can be

computed for those g multivariate p dimensional groups Those functions rules are then used

in all of the subsequent classifications

Classification procedures are less exploratory Discriminant functions rules obtained in the

separation procedures are used to assign current and new observations into previously defined

groups The correct classification of the current observations with known group membership is

the basis for the validity of discriminant functions Scout outputs the classification the

misclassification matrices confusion matrix and the apparent error rates The apparent error

rate is the percent of misclassified observations This number tends to be biased because the data

being classified are the same data used to calculate the classification rules The validity of the

discriminant rules can be judged by performing cross validation Several cross validation rules

including bootstrap cross validation methods have been incorporated into Scout

Outliers can distort the discriminant functions and the corresponding scores significantly This

can result in several misclassifications Scout incorporates the robust procedures to minimize the

distortion of various estimates and classification rules

Three commonly used discriminant analysis methods are available in Scout For Fisher

Discriminant Analysis FDA one can also plot the scatter plots of discriminant scores

Moreover simultaneous tolerance and individual prediction ellipsoids can be drawn on the

scatter plots of the discriminant scores The methods included in Scout are briefly described as

follows The details of the robustified methods especially based upon the PROP influence

function can be found in Singh and Nocerino 1995

o Fisher Discriminant Analysis

Assign xo to 7ib i 1 2 g if

X[ v0 V ]2 min[jr[ 0 vf]2] 1 2 g
l r l

and the Fisher discriminant score y„ is given by

y l x i 1 2 s
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where are called the scaled normalized eigen vectors and are obtained from the

eigen vectors of the W d matrix and are given by

e

Mpooled^ i

o Linear Discriminant Analysis

Assign xo to 7i„ i I 2 g if

d
k xo ma^ x0 2 x0 c x0 ]

where the linear discriminant scores d x are given by

d O 2 lM J ln P

where i 1 2 g

o Quadratic Discriminant Analysis

Assign x0 to ji„ i 1 2 g if

df x0 max[^p x0 d x0dj x0 ]

where the linear discriminant scores d x are given by

d°7 v ln|Z | 1[ nt x n ] In p

where i 1 2 g

As mentioned before cross validation can be used to verify the validity and effectiveness of

discriminant or classification rules Various cross validation techniques have been provided in

Scout The user can select any of those techniques and compare their performances

° Leave One Out LOO cross validation where the classification rules are obtained

using n 1 observations training data or set and testing is done on the

classification test data with the left out observation This is the most commonly used

cross validation method employed in statistical software Details can be found in

Lachenbruch and Mickey 1968
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o Split cross validation where the data is split to form two sets the training set and test

set The training set is used to compute the classification rules and the test set is used

to validate those rules

° M Fold cross validation where the data is divided into M equal roughly subsets

For each of the M subsets combined data for the M 1 subsets are used as the

training set and the remaining subset is used as the test set This process is repeated
M times for each of the M subsets

° Simple Bootstrap

o Standard Bootstrap

o Bias Adjusted Bootstrap

The details of the bootstrap methods can be found in the referenced provided with the Scout

software package

Note The training sets and the test sets used in the various cross validation methods are obtained randomly This

random selection ofthe training sets e g in robust methods may result in some singular matrices needed to obtain

the discriminant rules Scout provides appropriate error or warning messages whenever such a condition occurs

Many times in practice matrices used to derive discriminantfunctions e g in robust methods become singular
This is especially true when not enough observations are available in each of the groups When this happens Scout

gives an error message andfurther computations are stopped

Scout also provides an option to classify new observations or unknown observations into existing

groups There are certain logistical rules that need to be followed when using the classification

of unknown or new observations

° The first three letters of the group name of the new or unknown observations should

be UNK or unk only

o The set of unknown or new observations should be the last subset of observations in a

data set Otherwise an error message is obtained

There are a few rules in the DA module of Scout which will not allow the contours to be plotted
on the scatter plots These rules are

° If the standard deviation of any of the scores is less than 10~7 or greater 10
7

then

contours will not be plotted on their respective scatter plots

° If the coefficient variation of any of the scores is less than 10~7 or greater 10
7
then

contours will not be plotted on their respective scatter plots

° If the absolute value of the correlation between the two variables used in scatter plots is

greater than 0 99 then the contours will not be plotted
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° If the absolute difference between the standard deviations of the two variables used in the

scatter plot is less than 10~20 then contours will not be plotted

10 2 1 Fisher Discriminant Analysis

10 2 1 1 Classical Fisher DA

l Click on Multivariate EDA E Discriminant Analysis DA l Fisher DA Classical

Seoul 4 0J [D Wariiin\Scoiili_l bri_Wiindbnvs\ScoutSniirce\W irkDalliiExcemSHALlLT

j® File Edit Configure Data Graphs Stats GOF Outiiers Estrriates Regression

Navigation Panel

Name

D \Naram\Scoul Fo

1

Site ID

T~i T

Sample ID SL Ratio Time

Multivariate EDA

PCA

GeoStats Programs Window Help

~ r
Discriminant Analysis DA ~ | Fisher DA \ Classical

1i 1

2| 1

of 1

10 591 |
l [ Quadratic DA

11
32j

i in 4R 1T7X To jc

7 I 3 I SL

\\
Huber t

PROP I

MVT I

2 A Select Variables screen Section 3 5 appears

o Click on the Options button for the options window

ill QfitionSj fisher Classiea i1Blscoiminant £nalysis

Cross Validation

r Leave One Out LOO

r~ split

r M Fold

I Simple Naive Bootstrap by Data Set

r Simple Waive Bootstrap by Group

l~ Standard Bootstrap by Data Set

F Standard Bootstrap by Group

l~~ Bias Adjusted Bootstrap by Data Set

V Bias Adjusted Bootstrap by Group

Print to Output

No Scores C Print Scores
OK Cancel

Specify the preferred Cross Validation methods and their respective

parameters

o Specify the Print to Output The default is No Scores
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o Click OK to continue or Cancel to cancel the options

o Click on the Graphics button for the graphics options window and check all of

the check boxes

1

Select Graphics

I Scatter Plot

17 Scree Plot

Cutoff for Graphics

Critical Alpha | 0 05

7MDs Distribution for Graphics

Beta C Chi

Scatter Plot Title

Scatter Plot of Discriminant Scores

Scree Plot Title

Scree Plot of Eigenvalues for Fisher DA

Plot Contour

C Mo Contour

Individual [dOcut]

C Simultaneous [d2max]

C Simultaneous Individual

OK Cancel

o The Scree Plot provides a scree plot of the eigen values

o The Scatter Plot provides the scatter plot of the discriminant

analysis scores and also the selected variables The user has the option
of drawing contours on the scatter plot to identify any outliers The

default is No Contour Specify the distribution for distances and

the Critical Alpha value for the cutoff to compute the ellipses The

defaults are Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

o Specify the storage of the discriminant scores No scores will be stored when No

Storage is selected Scores will be stored in the data worksheet starting from the

first available empty column when the Same Worksheet is selected Scores

will be stored in a new worksheet if the New Worksheet is selected The

default is No Storage

° Click on OK to continue or Cancel to cancel the DA computations
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Output example The data set BEETLES xls was used for the classical Fisher DA It has 74

observations and two variables in three groups The initial estimates of location and scale for

each group were the classical mean and the covariance matrix The classification rules were

obtained using those estimates The output shows that one observation was misclassified

Output for the Classical Fisher Discriminant Analysis
Data Set Beetles 2 variables 3 groups

Classical Fishei Lineal Discriminant Anaiysis

User Selected Options

Date Time of Computation 1 18 200810 22 23 AM

From File

Full Precision

D \Narain\ScouLFor_Windows\ScoutSource\WorkDatlnExcel\BEETLES

OFF

Storage Options

Group Probabilities

No Discriminant Scores will be stored to Worksheet

Equal Priors Assumed

Graphics Options

Contour Options

Both Scree Plot and Scatter Plots are Selected

Contour Eiiipses drawn using Individual MD 0 05

Alpha for Graphics

Distribution of MDs

0 05

Beta Distribution used in Graphics

T olal Number of 0bservations|74
Number of Selected Variables 2

Number of Data Rows per G roup

1

21~

2

31

3

22

MeanVector for Group 1

x1 1

T46J

x2 1

T41

CovarianceS MatrixforGroupl

xM

ITgeT

x2 1

~ 969

0 969 0 79

MeanVector for Group 2

x1 2 x2 2

124 6 14 29

xl 2

21 37

0l27~

CovarianceS Matrix for Group 2

x2 2~

¦0 327

1 213
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Output for the Classical Fisher Discriminant Analysis continued

x1 3

138 3

x1 3

1716

•0 502

MeanVector foi Group 3

x2 3 j T

iToTi 1 j

Covariance S Matrix for Group 3
_____

j 11502

0 944
I

Grand MeanVector for Data

x1 x2

134 8 12 93

Pooled Covariance Matrix

x1

2302

05G~

x1

6T87
~

366 5

x1

1635

3973

x2

0 56

1 014

Between Groups Matrix B

x2

366 5

263

__l I

Within Groups M atrixW

x2

39 73
I

72 01

W Inverse B Matrix WiB

x1~~ [ x2

3 711 | 0 137

3 041 | 3 576

Eval 1

4 293

Unordered Eigenvalues ofWB

Evall

2 994~
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Output for the Classical Fisher Discriminant Analysis continued

i » 1

Associated Matrix of Eigenvectors ofWB

Eval 1 Eval 2 |
0 0287 0 0235 I

•0 973 0 982

0rdered EigenValues ofW iB

d1 d2 I
4 293 2 994

Normalized Eigenvectors for Ordered Eigenvalues

I
Normalized Eigenvector 1

Eval 1 Eval 2

0 0284 0 9G3

Normalized Eigenvector 2

Eval 1 Eval 2

0 0243 1 017

Classification Summaiy

Predicted Membership

Actual 1 2 3

1 20 1 0 ¦

2 0 31 0

3 0 0 22

8 Correct 20 31 22

Prop Correct 95 24 100 100

Total Observations 74

Correctly Classified 73

Incorrectly Classified 1

Misclassification Summary

Obs No Actual Predicted

17 1 2

Apparent Error Rate 0 0135
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Output for the Classical Fisher Discriminant Analysis continued

Cross Validation Results

Leave One Out LOO CrossValidation ResuKs

LOO Classification Summary

Predicted Membership

Actual 1 2 3

1 17 4 0

2 7 23 1

3 0 0 22

It Correct 17 23 22

Prop Correct 80 95 74 19 100

Total Observations 74

Correctly Classified 62

Incorrectly Classified 12

LOO MisclassificationSummaqp

Obs No Actual Predicted

4 1 2

6 1 2

10 1 2

17 1 2

31 2 1

32 2 1

39 2 1

40 2 1

41 2 3

44 2 1

47 2 1

51 2 1

LOO Error Rate 0162

Split 50 50 Cross Validation Results

Error Rate for Training Set 0 0245

Error Rate for Test Set 0 0878
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Output for the Classical Fisher Discriminant Analysis continued

3 Fold CrossValidation Ft esults

Average Error Rate 0 2158

Simple Naive Bootstrap for whole dataset CrossValidation Resits

Average Error Rate from Bootstrap 0 0408

Simple Naive Bootstrap Groupwise Cross Validation Residts

Average Error Rate from Bootstrap 0 0447

Standard Bootstrap for whole dataset Cross Validation Resufts

Error Rate from Bootstrap Training Set OL0436

Error Rate from Bootstrap Test Set 0 0636

Standard Bootstrap Groupwise Cross Validation RestAs

Error Rate from Bootstrap Training Set 0 0377

Error Rate from Bootstrap Test Set 0 0570

Bias Adjusted Bootstrap for whole dataset CrossValidation Resu5ts

Average Correct Training Set 701700

Average 1 ncorrect T raining Set 318300

Average Correct T est S et 615100

Average Incorrect Test Set 10 4900

Eiror Rate Bias 0 0300

Bias Adjusted Error Rate 0 1035

Bias Adjusted Bootstrap Groupwise CrossValidation RestAs

Average Correct Training Set 708000

Average Incorrect Training Set 3 2DCH1

Average Correct Test Set 6ZOGOO

Average Incorrect Test Set 11 3400

E iror Rate B ias 0 1181

Bias Adjusted Error Rate 0 1316
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Output for the Classical Fisher Discriminant Analysis continued

Scree Plot of Eigen Values for Fisher DA

440

4» M

00

3 90

Q
IL

The color coded big represents the mean of the respective group as shown in the above figure Observations

outside of the simultaneous Tolerance ellipse if specified by the user of a group category e g 2 are considered

to be anomalous for that particular group

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofdiscriminant
scores and selected variables as explained in Chapter 2
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10 2 1 2 Huber Fisher DA

Click on Multivariate EDA Discriminant Analysis DA Fisher DA t Huber

3 Seoul 4 0 [D \Mbrain\Scout_J Qr_Windaws\ScoutSQurce\WQrkDotrnExcel\| UmHRIS1

p§ File Edit Configure Data Graphs Stats GOF Outliers Estimates Regression

Navigation Panel

Multivariate EDA GeoStats Programs Window Help

Name

D \Narain\Scout Fo

1 PCA [ _7 L

sp length sp widlh pt length
Discriminant Analysis DA ~

5 11
~4 9|

3 5 1 4

i 7

1 4

TT

0 2|
02j

~n r

Linear DA ~

Quadratic DA ~

Classical

PROP

MVT

2 A Select Variables screen Section 3 5 appears

° Click on the Options button for the options window

SilOptions Frisher Huber Discriminant Analysis

Select Irathd Estinvales

Classical

C Sequential Clascal

C Robust Median MAD

f OKG MafonnaZamar

C KG Not Orthogonalizecf

P MCO

rMDs Distrtoution

• Beta ^ Chisquare

Print to Output
—

• No Scenes

C PrrJScaes

OK Cancel

Mumber of Iterations
~

I ™

[Max 50]

~Do» Validation

r Leave One Out LOO

P Split

r MFoU

I Simple Naive Bootstrap by Data Set

f
~

Simple Naive Bootstrap by Group

P Standard Bootstrap by Data Set

V Standard Bootstrap by Group

f BiasAdiusted Bootstrap by Data Set

V Bias Adjusted Bootstrap by Group

H
Influence Function Alpha

| 005

Range [00 1 0]

o Specify the options to calculate the robust estimates of location and scatter

scale

o Specify the Print to Output The default is No Scores

o Specify the preferred cross validation methods and their respective
parameters

o Click OK to continue or Cancel to cancel the options

o Click on the Graphics button for the graphics options window and check all of

the preferred check boxes
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ill OptionsDiscriminantGraphics

¦Select Graphics

17 Scatter Plot

J7 Scree Plot

Cutoff for Graphics

Critical Alpha | 0 05

•MDs Distribution for Graphics

•Beta Chi

Scatter Plot Title

Scatter Plot of Discriminant Scores

Scree Plot Title

Scree Plot of Eigenvalues foi Fisher DA

Plot Contour

f No Contour

f Individual [dOcut]

C Simultaneous [d2max]

Simultaneous Individual

OK Cancel

o The Scree Plot provides a scree plot of the eigen values

o The Scatter Plot provides the scatter plot of the discriminant analysis
scores and also of the selected variables The user has the option of

drawing contours on the scatter plot to identify any outliers The default is

No Contour Specify the distribution for distances and the Critical

Alpha value for the cutoff to compute the ellipses The defaults are

Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

o Specify the storage of discriminant scores No scores will be stored when No

Storage is selected Scores will be stored in the data worksheet starting from the

first available empty column when the Same Worksheet is selected The

scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

° Click on OK to continue or Cancel to cancel the Huber Fisher DA

computations

Output example The data set IRIS xls was used for the Huber Fisher DA It has 150

observations and four variables in three groups The initial estimates of location and scale for

each group were the median vector and the scale matrix obtained from the OKG method The

outliers were found using the Huber influence function and the observations were given weights

accordingly The weighted mean vector and the weighted covariance matrix were calculated

The classification rules were obtained using those weighted estimates The output shows that

three observations were misclassified The cross validation results suggest the same
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Output for the Huber Fisher Discriminant Analysis
Data Set IRIS 4 variables 3 groups

Robust Fisher Linear Discriminant Analysis using Huber Influence Function

User Selected Options

Date Time of Computation 1 18 200810 54 42 AM

From File D \N arain\S cout_For_Windows\S coutS ource\WorkD atl nE xcel\FU LLIR IS

Full Precision OFF

Influence Function Alpha 0 05

Squared MDs Beta Distribution

Initial Estimates Robust Median Vector and OKG Maronna Zamar Matrix

Number of Iterations 10

Storage Options No Discriminant Scores will be stored to Worksheet

Group Probabilities

Graphics Options

Equal Priors Assumed

Both Scree Plot and Scatter Plots are Selected

Contour Options Contour Ellipses drawn using Individual MD 0 05 snd Max MD 0 05

Alpha for Graphics

Distribution of MDs

0 05

Beta Distribution used in Graphics

Total Number of 0bservationsj150
Number of SelectedVariables|4

— ¦

Number of Data Rows per Group

1 2 3

50 50 50
—

MeanVector for G ro u p 1

sp le~th 1 sp width 1 pt le~th 1 pt widlh 1

5 00G 3 428 1 4G2 0 24G
—

I
CovarianceS Matrix for Group 1

sp le~th 1 sp width 1 pt le~th 1 pt widlh 1

0 124 0 0992 0 01 G4 0 0103

0 0992 0 144 0 0117 0 0093

0 0164

0 0103

0 0117

0 0093

0 0302

0 00G07

0 00607

TmiT
—

IQR Fix
—

| |
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Output for the Huber Fisher Discriminant Analysis continued

sp le~th 1 sp width 1 | pt le~th 1 pt width 1

5 008 3 431 | 1 4G3 0 245

Final R obust MeanVector for G iou p 1

Final Robust Covariance S Matrix for Group 1

sp le~th 1 sp width 1 pt le~th 1 pt width 1

0 123 0 0965 0 0162 0 0108

0 0985 0137 0 0115 0 00989

0 0162 0 0115 0 0289 0 00585

0 0108 0 00989 0 00585 0 0105

MeanVector for Group 2

sp le~th 2 I sp width 2 | pt le~th 2

5 936 2 77 4 26

pt width 2

T 326

sp le~th 2

0 266

sp width 2

0 0852

pt le~th 2

0183

0 0852 0 0985 0 0827

0183 | 0 0827 0 221

0 0558 0 0412 0 0731

CovarianceS MatrixforGroup2

pt width 2

0 0558

0 04T2

0 0731

00391

Final Robust MeanVector for G roip 2

sp le~th 2 sp width 2 pt le~th 2 pt width 2

5 936 2 773 4 261 1 326

Final Robust Covariance S Matrix for Group 2

sp le~th 2 sp width 2 pt le~th 2

0 266 0 0864 0 181

0 0864 0 0969 0 0834

0181 0 0834 0 218

0 0554 0 0421 0 0727

pt iwidth 2

0 0554

TToizT

0 0727

0 0391~

MeanVector for Group 3

sp le~th 3 sp width 3 j pt le~th 3 pt width 3

67588 2974 j ~^552~ 2026



Output for the Huber Fisher Discriminant Analysis continued

Covaiiance S Matiix for Group 3 I
sp le~th 3 sp width 3 pt le~th 3 pt width 3

i

0 404

11 0939

0 0938 0 303

0 104 i
~

00714

0 0491

0 0476

0 303

I049T

0 0714 | 0 305

0 0476 00488

0 0488 r~

I

0 0754 |

I
Final Robust MeanVectoi for Gioip 3

sp le~th 3 sp width 3 pt le~th 3

HUT

pt width 3

6 578 2 973 2 025

Final Robust Covaiiance S Matiix for Group 3

sp le~th 3 sp width 3 pt le~th 3 pt width 3 |
0 389 0 0918 0 287 0 0469

0 0918 0 0997 0 0716 0 0491

0 287

0 0469

0 0716 0 287 0 046

0 0491 0 046 0 0759

Robust Grand MeanVectoi for Data

sp length sp width pt length pt width

5 843 3 057 3 753 | 1 199

Robust Pooled Covaiiance Matrix

sp length sp width | pt length pt width I
0 2G 0 0915

OlTT
~

0 162
~

0 0557

0 0378

0 03380 0915
\

0 1 G2 0 0557

0 0338~

0 178
~

00417

0 0417

0 0419_0 0378

Between Gioups Matiix B

sp lenglh sp width

T979

pt length pt width

70 04
~

61 68 162

19 79 11 26 56 89 22 84
—_

162 56 89 430 5 184 3

70 04 22 84 184 3 79 56
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Output for the Huber Fisher Discriminant Analysis continued

Within Groups MatinW

sp lenglh sp width pt lenglh pt width

37 55 13 24 23 39 5 468

13 24 16 07 8 047~ 4 884

23 39 8 047 25 79 6 023

5 4G8 4 884 6 023 6 059

W InverseB Matrix WiB

sp length sp width pt length pt width

2 912 1 04 •7 755 •3 315 I
G 357 2 497 1715 7 252 I
8 332 3 073 22 29 9 491

11 03 3 666 29 1 12 53

Unordered Eigenvalues ofWB

Eval 1 Eval 2 Eval 3 Eval 4

34 11 0 29 4 08E 15 3 04E 16

|
Associated Matrix of Eigenvectors ofWB

Eval 1 Eval 2 Eval 3 Eval 4

•0 188 •0 0056 0 624 •0 479

•0 418 0 599 ¦0 445 •0 136

0 542 •0 243 0 478 0 199

0 705 0 763 0 43 0 844

Ordered Eigenvalues ofWiB

d1 d2

34 11 0 29

Normalized Eigenvectors for Ordered EigenValues

|
Normalized Eigenvector 1

Eval 1 Eval 2 Eval 3 Eval 4

•3 147 •6 981 9 051 11 78

Normalized EigenVector 2

Eval 1 Eval 2 Eval 3 Eval 4

0 0762 8 148 •3 312 10 38



Output for the Huber Fisher Discriminant Analysis continued

Classification Summary

Predicted Membership

Actual 1 2 3

1 50 0 0

2 0 48 2

3 0 1 49

tt Correct 50 48 49

Prop Correct 100 96 98

Total Observations 150

Correctly Classified 147

Incorrectly Classified 3

Misclassification Summary

Obs No Actual Predicted

71 2 3

84 2 3

134 3 2

Apparent Error Rate 0 02

CrossValidation Results

Leave One Out LOO Cross Validation Resufts

LOO Classification Summary

Predicted Membership

Actual 1 2 3

1 50 0 0

2 0 48 2

3 0 1 49

Correct 50 48 49

Prop Correct 100 96 98

Total Observations 150

Correctly Classified 147

Incorrectly Classified 3
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Output for the Huber Fisher Discriminant Analysis continued

LOO MisclassificationSummaiy

Obs No Actual Predicted

71 2 3

84 2 3

134 3 2

LOO Error Rate 0 02

Split 50 50 CiossValidation Resits

Erroi Rate for Training Set 0 0033

Error Rate for Test Set 0 0107

BiasAdjusted Bootstrap for whole dataset CrossValidation Resits

Validation Failed becuase of not enough Non Outliers in GroiQp 1 times

Average Correct Training Set 147555B

Average Incorrect Training Set 24444

Average Correct Test Set 147 1111

Average Incorrect Test Set 28889

Error Rate Bias 0 0030

Bias Adjusted Error Rate 0 0230



Output for the Huber Fisher Discriminant Analysis continued

Scree Plot of Eigen Values for Fisher DA

36 00

34 CIO

32 00

30X0

2000

56 00

24 00

22 00

£
J
U 2000

« 1800

1600

c

S 14 00

U

1200

10 00

800

On a scatter plot of discriminant scores it is desirable to use only one ellipsoid e g prediction ellipsoid for each

group That will reduce the clutter on a graph

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofdiscriminant

scores and selected variables as explained in Chapter 2
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10 2 1 3 PROP Fisher DA

1 Click on Multivariate EDA Discriminant Analysis DA Fisher DA PROP

Sal Scouti 4 0 rD \Narain\Scout f on_Windaws\ScoulSource\WorkDatlhExcel\ASHftHL xls1|
1

Multivariate EDA

Navigation Panel | 0 1 | 2 3 PCA ~ \ | 7 | fl | q

Name | Site ID Sample ID | SL Ratio Tone
Discriminant Analysis DA ~

| Linear DA ~

I Quadratic DA ~

ta i n n

Classical J
Huber i rr

ISfllu
MVT I3

26

mtmtemmsm 1

2

1

I i

1j 2

I 1

I —1i
•

—1| I
__ ij JJ

1

1059

If32

iTi Tri

2 A Select Variables screen Section 3 5 appears

o Click on the Options button for the options window

Options Fisher PROR DiccriminantAnaljrcis m
Select Irutwl Estmates

C Clayteal

C Sequential Classical

C Robust Median MAD]

f OKG MaronnaZamaf ]

C KG Not Orthogonafized

C MCD

~MDs Distrbution

• Bela C Chsquare

—

Pint to Output
—

No Scores

C Pint See ej

OK Cancel

•Number of Iterations
~

I 10

[Max ¦ 50]

• Cross Validation

l
~

Leave One Out LOO

r Spbt

r M Fold

r SmpJe Natve Bootstrap by Data Set

l~~ Simple Naive Bootstrap by Gioup

f Standard Bootstrap by Data Set

I Standaid Bootstrap by Group

~

Bias Adjusted Bootstrap by Data Set

f~ Bi«Ad|usted Bootstrap by Group

•Influence Function Alpha

| 005

Range [00 10]

o Specify the options to calculate the robust estimates of location and scatter

scale

o Specify the Print to Output The default is No Scores

o Specify the preferred cross validation methods and their respective
parameters

o Click OK to continue or Cancel to cancel the options

° Click on the Graphics button for the graphics options window and check all of

the preferred check boxes
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o The Scree Plot provides a scree plot of the eigen values

o The Scatter Plot provides the scatter plot of the discriminant

analysis scores and also of the selected variables The user has the

option of drawing contours on the scatter plot to identify any outliers

The default is No Contour Specify the distribution for distances

and the Critical Alpha value for the cutoff to compute the ellipses
The defaults are Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

o Specify the storage of discriminant scores No scores will be stored when No

Storage is selected The scores will be stored in the data worksheet starting
from the first available empty column when the Same Worksheet is selected

The scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

o Click on OK to continue or Cancel to cancel the computations

Output example The data set IRIS xls was used for the PROP Fisher DA It has 150

observations and four variables in three groups The initial estimates of location and scale for

each group were the median vector and the scale matrix obtained from the OKG method The

outliers were found using the PROP influence function and the observations were given weights
accordingly The weighted mean vector and the weighted covariance matrix were calculated

The classification rules were obtained using those weighted estimates The output shows that

three observations were misclassified The cross validation results suggest the same
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Output for the PROP Fisher Discriminant Analysis
Data Set Iris 4 variables 3 groups

Robust Fisher Linear Discriminant Analysis using PROP Influence Firtciion

User Selected Options

Date Time of Computation 1 18 200811 59 51 AM

From File D \Narain\Scout_Fcr_Windows\ScoutSouice\WoikDatlnExcel\FULLIRIS

Full Precision OFF

Influence Function Alpha 0 05

Squared MDs Beta Distribution

Initial Estimates Robust Median Vector and OKG Maronna Zamar Matrix

Number of Iterations 10

Storage Options No Discriminant Scores will be stored to Worksheet

Group Probabilities Equal Priors Assumed

Graphics Options Both Scree Plot and Scatter Plots are Selected

Contour Options Contour Ellipses drawn using Individual MD 0 05 snd Max MD[0 05

Alpha far Graphics 0 05

Distribution of MDs Beta Distribution used in Graphics

Total Number of Observations 150

Number of Selected Variables 4
—

Numbei of Data Rows pel Group

1 2 3

50 50 50

MeanVector for Gio up 1

sp le~th 1 sp width 1 pt le~th 1 pt width 1

5 006 3 428 1 462 0 246 |

I
CovaiianceS MatrixfoiGioupl

sp le~th 1 sp width 1 ptle~th 1 ptwidth 1

0124 0 0992 0 0164 0 0103

0 0992 0 144 0 0117 0 0093

0 01 G4 0 0117 0 0302 0 00607

0 0103 0 0093 0 00607 00111

IQFt Fix

i

Complete results are not shown



Output for the PROP Fisher Discriminant Analysis continued

Associated Matrix of EigenVectors ofWB |
Eval 1 Eval 2 Eval 3 Eval 4

•0 1 G3 0 0206 0 53 0 322

0 477 0 607 0 172 0 454

0 511 0 237 0 178 0 475

0 696 0 758 0811 0 682 i
I

i
• I

0 rdered E igenValues ofW iB

d1 d2 |
39 09 0 288

Normalized Eigenvectors or Ordeied Eigenvalues

i
Normalized Eigenvector 1

Eval 1 Eval 2 Eval 3 Eval 4 I
3 305 9 675 10 37 1411

I

Normalized Eigen Vector 2

Eval 1 Eval 2 Eval 3 Eval 4

0 283 8 358 3 266 10 45

Classification Summaiy

Predicted Membership

Actual 1 2 3

1 50 0 0

2 0 49 1

3 0 1 49

tt Correct 50 49 49

Piop Correct 1002 38 98

T otal Observations| 150

Correctly Classified 148

Incorrectly Classified 2

Misclassification Summaiy

Obs No Actual Predicted

84 2 3

134 3 2

Apparent Error Rate 0 0133
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Output for the PROP Fisher Discriminant Analysis continued

CrossValidation Results

Leave One Out LOO CiossValidation Resufcs

LOO Classification Summary

Predicted Membership

Actual 1 2 3

1 50 0 0

2 0 48 2

3 0 1 49

It Correct 50 48 49

Prop Correct 100 3BZ 38

Total Observations 150

Correctly Classified 147

Incorrectly Classified 3

LOO MisclassificationSummay

Obs No Actual Predicted

71 2 3

84 2 3

134 3 2

LOO Error Rate 0 02

Bias Adjusted Bootstrap for whole dataset Cross Validation Restdts

Validation Failed becuase of not enough Non Outliers in Grouyp 1 lines

Average Correct Training Set 146 G667

Average Incorrect Training Set 3 3333

Average Correct Test Set 139 555G

Average Incorrect Test Set 10 4444

Error Rate Bias 0 0474

Bias Adjusted Error Rate 0 GEO7



Output for the PROP Fisher Discriminant Analysis continued

Scree Plot of Eigen Values for Fisher DA

2 00

4000

M

3800

MOO

3200

30 00

28 00

26DO

24 00

O 22 00

» 20 00

J
1800

c

C116 00

03

1400

1200

1000

Observations outside of the simultaneous Tolerance ellipses are considered to be anomalous Observations

between the individual and the simultaneous ellipses are considered to be discordant

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofthe discriminant

scores and the variables as explained in Chapter 2
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10 2 1 4 MVT Fisher DA

Click on Multivariate EDA Discriminant Analysis DA B Fisher DA MVT

2 A Select Variables screen Section 3 5 appears

° Click on the Options button for the options window

§H Options Fisher MV Tr Discriminant Analysis

Select Initial Estroates

Classical

Sequential Classical

f Robust Meian MAD

OKG MaromaZamai

KG Not0ithogonafi2ed

C MCO

¦j i Nurtbet ol Iterations ~~i pCutoff for Outkert

10

[Max 50

005

Critical Alpha

Select Tranmng
Percentage

01

Range 0 0 95

Print to Output
—

No Scores

Pirit Scores

OK

Dots Vafcdation

P Leave One Out LOO

I Split

r M Fold

r Snple Naive Bootstrap by Data Set

r Simple Naive Bootstrap by Group

l~~ Standard Bootstrap by Data Set

f Standard Bootstrap by Group

f Bias Adjusted Bootstrap by Data Set

P Btas Adjusted Bootstrap by Groip

A

o Specify the options to calculate the robust estimates of location and scatter

scale or dispersion

o Specify the Print to Output The default is No Scores

o Specify the preferred cross validation methods and their respective
parameters

o Click OK to continue or Cancel to cancel the options

o Click on the Graphics button for the graphics options window and check all of

the preferred check boxes
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1
Select Graphics Scatter Plot Title

7 Scatter Plot Scatter Plot of Discriminant Scores

F Scree Plot
Scree Plot Title

Cutoff for Graphics

Critical Alpha ] 0 05

| Scree Plot of Eigen Values for Fisher DA

Plot Contour

No Contour

f Individual [dOcut]

~MDs Distribution for Graphics C Simultaneous [d2max]

•Beta C Chi

OK Cancel

o The Scree Plot provides a scree plot of the eigen values

o The Scatter Plot provides the scatter plot of the discriminant

analysis scores and also of the selected variables The user has the

option of drawing contours on the scatter plot to identify any outliers

The default is No Contour Specify the distribution for distances

and the Critical Alpha value for the cutoff to compute the ellipses
The defaults are Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

o Specify the storage of discriminant scores No scores will be stored when No

Storage is selected The scores will be stored in the data worksheet starting
from the first available empty column when the Same Worksheet is selected

The scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

o Click on OK to continue or Cancel to cancel the DA computations

Output example The data set Salmon xls was used for the MVT Fisher DA It has 102

variables in two groups The initial estimates of location and scale for each group were the

median vector and the scale matrix obtained from the OKG method The outliers were found

using the trimming percentage and critical alpha and the observations were given weights
accordingly The weighted mean vector and the weighted covariance matrix were calculated

The W_IB matrix used for computing the classification rules was singular and the calculations

were stopped
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Output for the MVT Fisher Discriminant Analysis
Data Set Salmon 2 variables 2 groups

Robust Fishei Linear Discriminant Analysis using MVT Method

User Selected Options

Date Time of Computation 1 13 2008 2 01 43 PM

From File

Full Precision

D \N aiain\S cout_For_Windows\S coutS ource\WorkD atlnE xcel\B ookASALM0N xls

OFF

T rimming Percentage

Initial Estimates

10

Robust Median Vector and OKG Maronna Zamar Matrix

Number of Iterations

Storage Options

10

No Discriminant Scores will be stored to Worksheet

Group Probabilities

Graphics Options

Equal Priors Assumed

loth Scree Plot and Scatter Plots are Selected

Contour Options

Alpha for Graphics

Contour Ellipses drawn using Individual MD 0 05

005

Distribution of MDs Beta Distribution used in Graphics

Total Number of Observations 100

Number of Selected Variables
j
2

—

f j
—

Number of Data Rows per Group
—

alaskan Canadian |
50 50

— •

Mea

Fresh~skanj Marin~skan

nVector fo r Group alaskan
_

_

98 38 | 429 7

Fresh~skan

Covaria

Marin~skan

nceS Matr x for Group alaskan
— ••

2G0 G 188 1
—

1393

_

Final Robust MeanVector for Group alaskan

Fresh~skanj Marin~skan

98 42 ] 429 8
— ——

_

Complete results are not shown
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Output for the MVT Fisher Discriminant Analysis continued

Final Robust MeanVector for Group canadan

Fresh~dian Mann~dian|
1381 366 4

Final Robust Covariance S Matrix for Group canadan
I

Fresh~dian Marin~dian |
300 3 224 7

224 7 610 7

Robust Grand MeanVector for Data

FreshWater Marine

117 9 3981

I
Robust Pooled Covariance Matin

FreshWater Marine

241 8 0 425

0 425 946 5

Between Groups Matrix B

FreshWater Marine

35403 ¦56624

¦5GG24 90567

Within Groups MatrixW

FreshWater Marine

21281 37 38

37 38 83292

W Inverse B Matrix WiB]

FreshWater Marine

1 665 •2 663

•0 681 1 089

Failed in calculating Eigenvalues WiB produce Singular Condition

Note When a matrix obtained during the calculations ofdiscriminant scores is singular an appropriate message is

displayed and the computations are stopped
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10 2 2 Linear Discriminant Analysis

10 2 2 1 Classical Linear DA

l Click on Multivariate EDA E Discriminant Analysis DA Linear DA E

Classical

2 A Select Variables screen Section 3 5 appears

o Click on the Options button for the options window

rDoss Validation

P Leave One Out LOO

r Split

f~ M Fold

I Simple Naive Bootstrap by Data Set

P Simple Naive Bootstrap by Gtoup

r Standard Bootstrap by Data Set

T~ Standard Bootstrap by Group

I Bias Ad|usted Bootstrap by Data Set

r Bias Ad|usted Bootstrap by Group

Print to Outout

•No Scores Print Scores
OK Cancel

Specify the preferred cross validation methods and their respective
parameters

Specify the Print to Output The default is No Scores

Click OK to continue or Cancel to cancel the options

o Click on the Graphics button for the graphics options window and check all of

the preferred check boxes
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o The Scatter Plot provides the scatter plot of the discriminant

analysis scores and also of the selected variables The user has the

option of drawing contours on the scatter plot to identify any outliers

The default is No Contour Specify the distribution for distances

and the Critical Alpha value for the cutoff to compute the ellipses
The defaults are Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

o Specify the prior probabilities The prior probabilities can be Equal for all of

the groups Estimated based on the number of observations in each group or

User Supplied where a column of priors can be obtained from Select Group
Priors Column The default is Equal priors

o Specify the storage for the discriminant scores No scores will be stored when

No Storage is selected The scores will be stored in the data worksheet starting
from the first available empty column when the Same Worksheet is selected

The scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

o Click on OK to continue or Cancel to cancel the DA computations

Output example The data set BEETLES xls was used for the classical linear DA It has 74

observations and two variables in three groups The initial estimates of location and scale for

each group were the classical mean and the covariance matrix The classification rules were

obtained using those estimates The output shows that one observation was misclassified
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Output for the Classical Linear Discriminant Analysis
Data Set Beetles 2 variables 3 groups

User Selected Options

Date T ime of Computation

From File

Full Precision

Storage Options

GroupT tobabilities

Classical Lineal Discriminant Anatysa

T7f8«D08 2 09MPM

D \Narain\S cout_For_Windows\ScoutSourceVWorkD atl nE xcelVB E E TLE S

OFF

No Discriminant Scores will be stored to Worksheet

Equal Priois will be used

Graphics Options j Scatter Plots selected

Contour Options

Tiipha for Graphics

Distribution of MDs

Contour Ellipses drawn using Individual MD 0 05

005

Beta Distribution used in Graphics

total Number of Observations 74

Number of Selected Vanables|2

Number of Data Rows pel Group

1 2 3

21 31 22

MeanVector for Group 1

h2 1

14G2 141

Covariance 5 Matrix lor Group 1

x1 1 x2 1

31 GG 0 969

¦0 9S9 0 79

MeanVector foi Gioup 2

x1 2

1 2TT

x2 2

14 29

Covatiance S Matrix for Group 2

xl 2 x2 2

032721 37

~1]327 1 213

T

Complete results are not shown



Output for the Classical Linear Discriminant Analysis continued

Classification Summary

Predicted Membership

| Actual 1 2 T

1 20 1 0

0~ T

3 0 0 22

tt Correct 20f IT 22

Prop Correct^ 95 24 100 100

Total Observations 74

Correctly Classified 73

Incorrectly Classified 1

Misclassification Summary

ObsNo Actual Predicted

17 1 2

Apparent Error Rate 0 0135

Linear Discriminant Function Constants and Coefficients

1 2 3

Constant 620 8 488 4 506 7

x1 G 778 5 834 6 332

y2 17 64 17 31 13 44
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Output for the Classical Linear Discriminant Analysis continued

CrossValidation Results

Leave One Out LOO CrossValidation Resuls

LOO Classification Summary

Predicted Membership

Actual 1 2 3

1 20 1 0

2 0 31 0

3 0 0 22

tt Correct 20 31 22

Prop Correcl 95 24 100 100

I
Total Observations 74 1

Correctly Classified 73 1

Incorrectly Classified 1

LOO Misclassification Summaqp

ObsNo Actual Predicted

17 1 2

LOO Error Rate 0 0135

Split 50 50 Cross Validation Resdts

Error Rate for Training Set 0 0051

Error Rate for Test Set 0 0078

3 Fold Cross Validation Results

Average Error Rate 0 0139

Simple Naive Bootstrap for whole dataset Cross Validation Resits

Average Error Rate from Bootstrap 010039

Simple Naive Bootstrap Gioupwise Cross Validation RestAs

Average Error Rate from Bootstrap 0 0107



Output for the Classical Linear Discriminant Analysis continued

Standard Bootstrap for whole dataset CrossValidation Restits

Error Rate from Bootstrap Training Set 0 0119

E rror R ate from B ootstrap T est S et 0 0051

Standard Bootstrap Groupwise Cross Validation Results

Error Rate from Bootstrap Training Set 0 0103

Error Rate from Bootstrap Test Set 0 0059

Bias Adjusted Bootstrap for whole dataset CrossValidation Results

Average Correct Training Set 73 33 B

Average Incorrect Training Set OlGTCCI

Average Correct Test Set 73 1100

Aveiage Incorrect Test Set 0 8300

Error Rate Bias 0 003

BiasAdjusted Error Rate 0 0165

Bias Adjusted Bootstrap Groupwise CrossValidation Results

Average Correct Training Set 73 2G00

Average Incorrect Training Set 0 7400

Average Correct Test Set 73 0800

Average Incorrect Test Set 0L92CK

Error Rate Bias 0 0024

BiasAdjusted Error Rate 0 0159
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Output for the Classical Linear Discriminant Analysis continued

Observations outside of the simultaneous Tolerance ellipses are considered to be anomalous Observations

between the individual and the simultaneous ellipses are considered to be discordant

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofthe discriminant

scores and the variables as explained in Chapter 2

10 2 2 2 Huber Linear DA

1 Click on Multivariate EDA ~ Discriminant Analysis DA ~ Linear DA ~ Huber

IB Scout 4 0 [D \Narain\Scout_For_WindowsVScoutSource\WorkDatlnExcel\FULL IRIS xls]

| Multivariate EDAoy File Edit Configure Data Graphs Stats GOF Outliers Estimates Regression

Navigation Panel

GeoStats Programs Window Help

Name

D \Narain\Scout Fo

0 1 2 3 PCA ~
7 3 3

count sp length spwidth pt length 1 Discriminant Analysis C A ~ Fisher DA ~

1 j Tj 51 35 1 4 0 2
Linear DA ~ Classical t

Quadratic DA ~ Huber

2 1 49 3 1 4 0 2
PROP

3 1 4 7 3 2 1 3 0 2
MVT

3 A Select Variables screen Section 3 5 appears

• Click on the Options button for the options window
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H Ojjtiqnsjlli nearj Hubert Discriminant Analysis

—Select IrutiaJ Estimates

C Classical

C Sequential Classical

Robust [Median MAD

• OKG MaronnaZamar

C KG Not Orthogonateed]

C MCD

MDs Distribution

Beta C Chisquare

Print to Output
—

No Scores

C Pitnl Scores

OK Cancel

Number of Iterations
—

I io

[Max 50]

Doss Vabdatton

V Leave One Out LOO

[~~ Split

r M Fold

V Smple Naive Bootstrap by Data Set

V Smple Narve Bootstrap by Group

V Standard Bootstrap by Data Set

f~~ Standard Bootstrap by Group

l~~ Bras Adjusted Bootstrap byDataSel

l~~ BiasAdjusted Bootstrap by Group

Influence Fixtction AJpha

I ore

Range [00 10]

a

o Specify the options to calculate the robust estimates of the location and the

scatter scale or dispersion

o Specify the Print to Output The default is No Scores

o Specify the preferred cross validation methods and their respective
parameters

o Click OK to continue or Cancel to cancel the options

o Click on the Graphics button for the graphics options window and check all of

the preferred check boxes
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ilQ itionsOiscritninantGraphics

Select Graphics

l Scatter Plot

P Scree Plot

Cutoff for Graphics

Critical Alpha | 0 05

MDs Distribution for Graphics

• Beta f~ Chi

Scatter Plot Title

Scatter Plot of Discnminant Scores

Scree Plot Title

Scree Plot of Eigen Values for Fisher DA

r Plot Contour

C No Contour

• Individual [dOcut]

Simultaneous [d2max]

C Simultaneous Individual

OK Cancel

A

The Scatter Plot provides the scatter plot of the discriminant

analysis scores and also of the selected variables The user has the

option of drawing contours on the scatter plot to identify any outliers

The default is No Contour Specify the distribution for distances

and the Critical Alpha value for the cutoff to compute the ellipses
The defaults are Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

o Specify the prior probabilities The prior probabilities can be Equal for all of

the groups Estimated based on number of observations in each group or

User Supplied where a column of priors can be obtained from the Select

Group Priors Column The default is Equal priors

° Specify the storage for the discriminant scores No scores will be stored when

No Storage is selected The scores will be stored in the data worksheet starting
from the first available empty column when the Same Worksheet is selected

The scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

° Click on OK to continue or Cancel to cancel the DA computations

Output example The data set IRIS xls was used for the Huber linear DA It has 150

observations and four variables in three groups The initial estimates of location and scale for

each group were the median vector and the scale matrix obtained from the OKG method The

outliers were found using the Huber influence function and the observations were given weights
accordingly The weighted mean vector and the weighted covariance matrix were calculated

The classification rules were obtained using those weighted estimates The output shows that

three observations were misclassified The cross validation results suggest the same
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Output for the Hubcr Linear Discriminant Analysis
Data Set IRIS 4 variables 3 groups

User Selected Options

Date Time of Computation

From File

Full Precision

Influence Function Alpha

Squared MDs

Initial Estimates

Lineal Discriminant Analysis withHubet

1 18 2008 2 35 20 PM

D \Narain\Scout_For Windows\ScoutSource\WorkDatlnExcel\FULURIS

OFF

0 05

Beta Distribution

Robust Median Vector and 0KG Maronna Zamar Matrix

Number of Iterations 10

Storage Options No Discriminant Scores will be stored to Worksheet

Group Probabilities Equal Priors will be used

Graphics Options

Contour Options

Scatter Plots selected

Contour Ellipses drawn using Individual MD 0 05

Alpha foi Graphics 0 05

Distribution of MDs Beta Distribution used in Graphics

Total Number of Observations 150

Number of Selected Variables 4

50

sp le~th 1

5 00S

sp le~th 1

0 124

0 0992

0 01 G4

00103

Number of D ata Rows per Group

50 50

MeanVectoi for Group 1

spwidth 1

3 428

pt le~th 1

1 462

pt width 1 j

0 246

CovarianceS Matiix for Group 1

sp width 1

0 0992

0 144

00117

0 0093

pt le~th 1

0 0164

IToiiT

0 0302

0 00607

pt width 1

0 0103

0 0093

0 00607

0 0111

IQR Fix

Complete results are not shown
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Output for the Huber Linear Discriminant Analysis continued

Classification Summaqi

Predicted Membership

Actual 1 2 3

1 50 o 0

2 T~ 48 2

3 0 1 49

8 Correct
~~

50 4Er
—

49

Prop Correct 100 9GZ 98

Total Observations 150

Correctly Classified 147

Incorrectly Classified 3

M isclassification S umnwy

Obs No Actual Predicted

71 2 3

84~
—

3
_

134 3 2

Apparent Error Rate 0 02

Linear Discriminant Function Constants and Coefficients

1 2 3

Constant ¦89 15 74 4 106 8

sp length 2315 157 12 59

sp width 25 92 7 246 316

pt length 16 28 6 078 13 92

pt width 19 74 5 586 20 6

I

I



Output for the Huber Linear Discriminant Analysis continued

CrossValidation R esults

Leave One Out LOO Cross Validation Resuts

LOO Classification Summary

Predicted Membership

Actual 1 2 3

1 50 0 0

2 0 48 2

3 0 1 49

8 Correct 50 48 49

Prop Correct 1002 SGZ 38Z

Total Observations 150

Correctly Classified 147

Incorrectly Classified 3

LOO Misclassification Summary

Obs No Actual Predicted

71 2 3

84 2 3

134 3 2

LOO Error Rate 0 02

3 Fold Cross Validation Results

Average Error Rate 0 2667

BiasAdjusted Bootstrap for whole dataset CrossValidation RestAs

Validation Failed becuase of not enough Non Outliers in Grouyp 9 lines

Average Correct Training Set 147 2857

Average Incorrect Training Set 27143

Average Correct Test Set 146l8132

Average Incorrect Test Set 3 1868

Error Rate Bias 0 0032

Bias Adjusted Error Rate 0 0232
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Output for the Huber Linear Discriminant Analysis continued

Observations outside of the simultaneous Tolerance ellipses are considered to be anomalous Observations

between the individual and the simultaneous ellipses are considered to be discordant

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofthe discriminant

scores and the variables as explained in Chapter 2

10 2 2 3 PROP Linear DA

Click on Multivariate EDA ~ Discriminant Analysis DA ~ Linear DA ~ PROP

Si Scout 4 0 [D \Narain\Scout_For_WindowsYScoutSource\WorkDatlnExceUASHALL xls]

File Edit Configure Data Graphs Stats GQF Outliers Estimates Regression GeoStats Programs Window Help

Navigation Panel

Name

D \Narain\Scout Fo

0 1 I 2

Site ID Sample ID SL Ratio

1 r i 1 2

2 f f 1 2

3 ~~fi ~ir 2

3

Time
Discriminant Analysis DA ~

1 10 59

1 11 32

1 10 45

M—I 7 1— 0 9

Fisher DA ~ i r rn ^

0E3m33OB3 classical

Quadratic OA ~ Huber

13 74

a ei

12 45 mvt

m 7A —jjrvr

2 A Select Variables screen Section 3 5 appears

® Click on the Options button for the options window
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@1 Optionsj Llneaij PROR Disc niminant Analysis

•Select InrtiafEstimates

f Classical

P Sequential Classical

P Robust Median MAD

• QKG MaronnaZamar

P KG Not Orthogonahzed]

P MCD

~MDs Distribution

Beta P Chisquaie

Number of Iterations

| 10

[Max 50]

Influence Function Alpha

| 005

Range [00 1 0]

Print to Output
—

No Scores

P Print Scores

OK Cancel

p Doss Validation

V Leave One Out LOO

P Spirt

P M Fold

l~~ Simple Naive Bootstrap by Data Set

r Simple Naive Bootstrap by Group

l
~

Standaid Bootstrap by Data Set

P Standard Bootstrap by Group

P Bias Adpjsted Bootstrap by Data Set

P BrasAdjusted Bootstrap by Group

O Specify the options to calculate the robust estimates of the location and the

scatter scale or dispersion

o Specify the Print to Output The default is No Scores

o Specify the preferred cross validation methods and their respective
parameters

o Click OK to continue or Cancel to cancel the options

° Click on the Graphics button for the graphics options window and check all of

the preferred check boxes

Ell QRtibnsDjsGOUTiinantG rapHibs

SelectGraphics

Scatter Plot

[5 Scree Plot

Scatter Plot Title

| Scatter Plot of Discriminant Scores

Scree Plot Title

Scree Plot of Eigen Values for Fisher DA

Cutoff for Graphics

Critical Alpha | 0 05

MDs Distribution for Graphics

• Beta P Chi

Plot Contour

P No Contour

• Individual [dOcut]

P Simultaneous [d2max]

P Simultaneous Individual

OK Cancel

£
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o The Scatter Plot provides the scatter plot of the discriminant

analysis scores and also of the selected variables The user has the

option of drawing contours on the scatter plot to identify any outliers

The default is No Contour Specify the distribution for distances

and the Critical Alpha value for the cutoff to compute the ellipses
The defaults are Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

° Specify the prior probabilities The prior probabilities can be Equal for all of

the groups Estimated based on number of observations in each group or

User Supplied where a column of priors can be obtained from the Select

Group Priors Column The default is Equal priors

o Specify the storage for the discriminant scores No scores will be stored when

No Storage is selected The scores will be stored in the data worksheet starting
from the first available empty column when the Same Worksheet is selected

The scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

o Click on OK to continue or Cancel to cancel the DA computations

Output example The data set ASHALL7grp xls was used for the PROP linear DA It has

214 observations and six variables in seven groups The initial estimates of location and scale

for each group were the median vector and the scale matrix obtained from the OKG method

The outliers were found using the PROP influence function and the observations were given

weights accordingly The weighted mean vector and the weighted covariance matrix were

calculated The classification rules were obtained using those weighted estimates The output
shows that six observations were misclassified The cross validation results suggest the same
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Output for the PROP Linear Discriminant Analysis
Data Set Ashall 6 variables 7 groups

Lineal Discriminant Analysis with PROP

User Selected Options |
Date Time of Computation 11 18 2008 3 07 47 PM

From File j D \Narain\Scout_For_Windows\ScoutSource\WorkDatlnExcel\ASHALL7gip

Full Precision OFF

Influence Function Alpha 0 05

Squared MDs Beta Distribution

Initial Estimates Robust Median Vectoi and OKG Maronna Zamar Matrix

Number of Iterations 10

Storage Options No Discriminant Scores will be stored to Worksheet

Gioup Probabilities Equal Priors will be used

Graphics Options Scatter Plots selected

Contour Options Contoui E 111 jses drawn using Individual MD 0 05

Alpha for Graphics 0 05

Distribution of MDs Beta Distribution used in Graphics

Total Number of Observationsj 214 I
Number of Selected Vanables| G

I

I

Numbei of D ata Ft owt per G loup |
1 2 3 4 5 6 7

|
51 35 37 35 23 20 13

MeanVector for Group 1

Ca 1 Na 1 K 1 CI 1 S04 1 ALK 1

1002 1G81 17 22 32 35 34 86 0508

Covariance S Matrix for Group 1

Ca 1 Na 1 K 1 CI 1 SO4 1 ALK 1

7 599 5 274 5 41 11 89 13 04 0 33 | |
5 274 8 901 8 475 14 42 10 28 0 309 I

5 41 8 475 8 575 13 97 10 47 0 306 |
11 89 14 42 13 97 29 S 21 27 ¦0 555

13 04 10 28 10 47 21 27 26 83 0 586

|
0 33 0 309 0 306 0 555 0 586 0 0394 I

|

Complete results are not shown
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Output for the PROP Linear Discriminant Analysis continued

1 L I I

Classification S ummary I

Predicted Membership

Actual 1 2 3 4 5 G 7 |
1 51 0 0 0 0 0 o

2 0 32 0 0 3 0 0

3 0 0 37 0 0 0 0

4 0 0 0 35 0 0 0

5 0 0 0 0 23 0 0

G 0 0 0 0 0 18 2

7 0 0 0 0 0 1 12 I
Correct 51 32 37 35 23 18 12

Prop Correct 100 91 43 100 100 100 90 92 31 |

Total Observations 214 I

Correctly Classified 208

Incorrectly Classified G
I

|
Misclassification Summary I

Obs No Actual Predicted

42 2 5

43 2 5

44 2 5

154 6 7

155 G 7

1G0 7 G

Apparent Error Rate 0 028 I

|

Lineai Disciiminant Function Constants and Coefficients

1 2 3 4 5 6 7

Constant 385 2 181 4 2701 179 137 134 9 155 8

Ca •0 455 1 G97 1 708 2 892 0 4G 2 198 3 595 |

Na 1 252 4 025 5 277 0 42 0 413 0 573 0 238

K 20 89 1 94 2 423 1 G9G G 038 1 30G 1 907

CI 2 01 5 015 4 279 4 729 3 0G7 4 518 4019

S04 10 39 5 20G 7 884 3 4G8 4 722 1 626 2135

ALK 10 04 12 74 14 11 8 793 10 05 9101 8 284

535



Output for the PROP Linear Discriminant Analysis continued

CrossValidation Results

Split 50 50 Cross Validation ResiJts

E rror Rate for T raining S et 0 0827

Error Rate for Test Set 0 0523

5 Fold Cross Validation Results

Average Error Rate 0 047G

Standard Bootstrap for whole dataset for whole dataset

Error Rate from Bootstrap Training Set 0 0234

Error Rate from Bootstrap Test Set 0 0154

Bias Adjusted Bootstrap for whole dataset] CrossValidation Resdts

Average Correct Training Set 209L6000

Average Incorrect Training Set 4 4000

Average Correct T est S et 207 8000

Average 1 ncorrect T est Set 6 2000

Error Rate Bias 0 0084

Bias Adjusted Error Rate 0 0364
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Output for the PROP Linear Discriminant Analysis continued

Scatter Plot of Discriminant Scores

DS1

¦1 »2A3 « 5—B | 7

Observations outside of the simultaneous Tolerance ellipses are considered to be anomalous Observations

between the individual and the simultaneous ellipses are considered to be discordant

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofthe discriminant

scores and the variables as explained in Chapter 2

10 2 2 4 MVT Linear DA

Click on Multivariate EDA ~ Discriminant Analysis DA ~ Linear DA ~ MVT

Scout 4 0 [D \NarainlScout_For_Windows\ScoutSource\WorkDalliiExcel\Book\HEMOPHILIA xls]

Multivariate EDAFile Edit Configure Data Graphs Stats GOF Outliers Estimates Regression

Navigation Panel |

GeoStats Programs Window Help

Name

D \Narain\Scout Fo

0 1 2 3 I PCA ~ | 7 8 9

GrpName Gioup logiu
f A _| V \

log 1U | Discriminant Analysis DA ~ | Fisher DA ~ i l

1 NonCarnett 1

lui tr itnl

0 0056 0 1657 | Linear DA D Classical

Quadratic DA Huber

2 NonCairiers 1 0 1698 01585
PROP

3 NonCaniets —T
1

0 3469

n nnn

0 1379

n nnr^

MVT

2 A Select Variables screen Section 3 5 appears

• Click on the Options button for the options window
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§§ Options Linear MV7T Discriminant Analysis m

Select Initial Estimates

Classical

C Sequential Classical

C Robust Median MAD

• OKG MaromaZamai ]

P KG Not Oithogonafced

P MCO

•Print to Output
—

• NoScoiej

PmtScoies

Number of Iterations

I io

[Max » 50]

Culoff for OutGers ~

0C6

Ciical Alpha

Doss VaSdabon

P Leave One Out LOO

P Spkt

r M Fold

P Simple Naive Bootstrap by Data Set

P Smple Wafve Bootstrap by Grc« p

P Standard Bootstrap by Data Set

P Standaid Bootstrap by Group

P Bias Adjusted Bootstrap by Data Set

P Bias Adjusted Bootstrap by Group

Select Trimming
Percentage

01

Range 0 0 961

o Specify the options to calculate the robust estimates of the location and the

scatter scale or dispersion

o Specify the Print to Output The default is No Scores

o Specify the preferred cross validation methods and their respective
parameters

o Click OK to continue or Cancel to cancel the options

Click on the Graphics button for the graphics options window and check all of

the preferred check boxes

§1 QgtionsDisEnimjnantGraphiesJ

Select Graphics

F Scatter Plot

P Scree Plot

Scatter Plot Title1

Scatter Plot of Discriminant Scores

Scree Plot Title

Scree Plot of Eigen Values for Fisher DA

Cutoff for Graphics

Critical Alpha | 0 05

MDs Distribution for Graphics

Beta C Chi

Plot Contour

No Contour

P Individual [dOcut]

Simultaneous [d2max]

f Simultaneous Individual

OK Cancel

A



o The Scatter Plot provides the scatter plot of the discriminant

analysis scores and also of the selected variables The user has the

option of drawing contours on the scatter plot to identify any outliers

The default is No Contour Specify the distribution for distances

and the Critical Alpha value for the cutoff to compute the ellipses
The defaults are Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

° Specify the prior probabilities The prior probabilities can be Equal for all of

the groups Estimated based on number of observations in each group or

User Supplied where a column of priors can be obtained from the Select

Group Priors Column The default is Equal priors

° Specify the storage of the discriminant scores No scores will be stored when No

Storage is selected The scores will be stored in the data worksheet starting
from the first available empty column when the Same Worksheet is selected

The scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

° Click on OK to continue or Cancel to cancel the DA computations

Output example The data set Salmon xls was used for the MVT linear DA It has one 102

variables in two groups The initial estimates of location and scale for each group were the

median vector and the scale matrix obtained from the OKG method The outliers were found

using the trimming percentage and critical alpha and the observations were given weights
accordingly The weighted mean vector and the weighted covariance matrix were calculated

The classification rules were obtained using those weighted estimates The output shows that 13

observations were misclassified
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Output for the MVT Linear Discriminant Analysis
Data Set Salmon 2 variables 2 groups

I
Lineal Discriminant Analysis Using MVT Method

User Selected Options

Date Time of Computation 11 18 2008 3 16 35 PM

Rom File [D~\Narain\Scout_For_Windom\ScoutSource\WorkbatlnExcel\Book\HEMOPHILIA
Full Precrsion OFF

Trimming Percentage 102

Initial Estimates

Number of Iterations

Robust Median Vector and OKG Maronna Zamar Matrix

10

Storage Options No Discriminant Scores will be stored to Worksheet

Group Probabilities Equal Priors wiD be used

Graphes 0 ptions iScatteiPlotsselected

Contour Options Contour Ellipses drawn using Individual MD 005j

Alpha for Graphics

Distribution of MDs

o 05

Beta Distribution used in Graphics

Total Number of Observations 75
I i I

Number of Selected Variables] 2 I I

I

Numbei of Data Rows pel Gioup

carriers nonca~iers I
46 29

MeanVectoi for Group cariiere

log10~ters log10~iers I
0 303 000708

Covariance S Matrix foi Gioup canierx

Iog10~iers log10~iers

0 0243 0 0148

0 0148 0 0238 | i

| I I
Final Robust MeanVector for Gioup carriers

Iog10~iers logl 0~iers

¦0 3 ¦0 00157 I I I

I I I

Complete results are not shown
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Output for the MVT Linear Discriminant Analysis continued

Classification Summaiy i

Piedicted Membership j
Actual carriers noncarriers I
carriers

_

9

noncarriers 4 25

tt Correct 37 25

Prop Correct 30 43 86 21

I
Total Observations 75

Correctly Classified 62

¦ —

Incorrectly Classified 13

Misclassification Summaiy

Obs No Actual Predicted

3 noncarriers carriers

5 noncarriers carriers

7 noncarriers carriers

17 noncarriers carriers

30 carriers noncarriers

35 carriers noncarriers

58 carriers noncarriers

GO carriers noncarriers

62 carriers noncarriers

G3 carriers noncarriers j

G4 carriers noncarriers

67 carriers noncarriers

G9 carriers noncarriers

Apparent Error Rate 0 173

_

ir D iscriminant Function Constants and Coeffi

carriers noncarriers

Constant 5 435 1 285

logl 0 Activity 0172 0478

logl 0 Antigen 18 B8 1 402



Output for the MVT Linear Discriminant Analysis continued

CrossValidation Results

Simple Naive Bootstrap for whole dataset Cross Validation Restdts

Average E rror R ate from B oolstrap 0 0760

Standard Bootstrap for whole dataset for whole dataset

Error Rate from Bootstrap Training Set 0 0730

Error Rate from Bootstrap Test Set 0 0330

Bias Adjusted Bootstrap for whole dataset Cross Validation Results

Average Correct Training Set 92 9100

Average Incorrect Training Set 7 10 H

Average Correct Test Set 92 9SH

Average Incorrect Test Set 7 1000

Error Rate Bias 0 0000

Bias Adjusted Error Rate 0 0700
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Output for the MVT Linear Discriminant Analysis continued

Observations outside of the simultaneous Tolerance ellipses are considered to be anomalous Observations

between the individual and the simultaneous ellipses are considered to be discordant

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofthe discriminant

scores and the variables as explained in Chapter 2

10 2 3 Quadratic Discriminant Analysis

10 2 3 1 Classical Quadratic DA

1 Click on Multivariate EDA ~ Discriminant Analysis DA ~ Quadratic DA ~

Classical

H Scout 4 0 [0 \Narain\Scouth r_Wiiidows\ScoutSource\WnrkDatl iiFxcel\EEtTLES xls]

File Edit Configure Data Graphs Stats GOF Outliers Estimates Regression Multivariate EDA K Programs Window Help

Navigation Panel

Name

D \Narain\Scout Fo

0 1 2 3

Group x1 x2

1 1 150 15

2 1 147 13

3 1 144 14

4 1 144 16

PCA

Discriminant Analysis DA ~

Ml 7 I

Fisher DA

Linear DA i
Quadratic DA ~ I Classical

Huber

PROP

MVT
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Select Variables screen Section 3 5 appears

o Click on the Options button for the options window

1 Options Quadratic Classical Discriniinant Analysis m

Cross Validation

I™ Leave One Out LOO

r split

r M Fold

l~ Simple Naive Bootstrap by Data Set

V Simple Naive Bootstrap by Group

I™ Standard Bootstrap by Data Set

I Standard Bootstrap by Group

I Bias Adjusted Bootstrap by Data Set

P BiasAdfusted Bootstiap by Group

¦Print to Output
~

No Scores f Print Sc

OK Cancel

o Specify the preferred cross validation methods and their respective

parameters

o Specify the Print to Output The default is No Scores

o Click OK to continue or Cancel to cancel the options

o Click on the Graphics button for the graphics options window and check all of

the preferred check boxes

M Optjo nsDisc Qiminant Sca fjhic

Select Graphics

f Scatter Plot

Scatter Plot Title

Scatter Plot of Discriminant Scores

Cutoff for Graphics

Critical Alpha ] 0 05

MDs Distribution for Graphics

f Beta C Chi

pPlot Contour

No Contour

• Individual [dOcut]

f Simultaneous [d2max]

C Simultaneous Individual

OK Cancel



o The Scatter Plot provides the scatter plot of the discriminant

analysis scores and also of the selected variables The user has the

option of drawing contours on the scatter plot to identify any outliers

The default is No Contour Specify the distribution for distances

and the Critical Alpha value for the cutoff to compute the ellipses
The defaults are Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

o Specify the prior probabilities The prior probabilities can be Equal for all of

the groups Estimated based on the number of observations in each group or

User Supplied where a column of priors can be obtained from the Select

Group Priors Column The default is Equal priors

° Specify the storage of discriminant scores No scores will be stored when No

Storage is selected The scores will be stored in the data worksheet starting
from the first available empty column when the Same Worksheet is selected

The scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

o Click on OK to continue or Cancel to cancel the DA computations

Output example The data set BEETLES xls was used for the quadratic linear DA It has 74

observations and two variables in three groups The initial estimates of location and scale for

each group were the classical mean and the covariance matrix The classification rules were

obtained using those estimates The output shows that one observation was misclassified
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Output for the Classical Quadratic Discriminant Analysis
Data Set Beetles 2 variables 3 groups

Classical Quadratic Discriminant Analysis

User Selected Options

Date Time of Computation

From File

1 18 2008 3 2337 PM

DANarain\Scout_For_Windows\ScoutSource\WorkDatlnExcel\BEETLES

Full Precision OFF

Storage Options No Discriminant Scores will be stored to Woiksheet

Group Probabilities Equal Priors will be used

Graphics Options I Scatter Plots selected

Contour Options |Contour Ellipses drawn using Individual MD 0 05

Alpha for Graphics 10 05

Distribution of MDs Beta Distribution used in Graphics

Total Number of Observationsj 74
i

i

Number of Selected Vanablesj2 i
i

I I
I i

Numbei of Data Rows pei Group

1 2 3 | i
21 31 22 | i

I i

MeanVectoi foi Group 1

x1 1 x2 1 i i

146 2 14 1 i I
i

I
Covariance S Matrix for Gioup 1 1

1 1 x2 1 I i i
31 GS 0 969 i i
¦0 969 0 79 | i

j i
MeanVector lot G roup 2 i

x1 2 x2 2 i i
124 S 14 29 I i

Covariance S Matrix or Group 2

x1 2 x2 2 r
21 37 ¦0 327 i

0 327 1 213

i i

Complete results are not shown
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Output for the Classical Quadratic Discriminant Analysis continued

Classification Summary i
Predicted Membership

Actual 1 2 3

1 20 1 0

2 0 31 0

3 0 0 22

ft Correct 20 31 22

Prop Correct 95 24 100 100

Total Observations 74

Correctly Classified 73

Incorrectly Classified 1

Misclassification Summaiy

Obs No Actual Predicted

17 1 2

Apparent Error Rate 0 0135

CrossValidation Results

Leave One Out LOO Cross Validation Resufts

LOO Classification Summary

Predicted Membership

Actual 1 2 3

1 20 1 0

2 0 31 0

3 0 0 22

8 Correct 20 31 22

Prop Correc 95 24 100 100

Total Observations 74

Correctly Classified 73

Incorrectly Classifiec 1



Output Tor the Classical Quadratic Discriminant Analysis continued

LOO MisclassificationSummaty

Obs No Actual Predicted

17 1 2

LOO Error Rate 0 0135

Split 50 50 Cross Validation Restis

E rror R ate for T raining S et 0 0000

Error Rate for Test Set 0 0081

3 Fold Cross Validation Results

Average E rror R ate 0 0267

Simple Naive Bootstrap for whole dataset Cross Validation Restdts

Average E rror R ate ftorn B ootstrapc 0 0068

Standard Bootstrap for whole dataset Cross Validation Resits

E rror R ate from B ootstrap T raining S et 0 0041

Error Rate from Bootstrap Test Set 0 00B1

Bias Adjusted Bootstrap for whole dataset Cross Validation Renis

Average Correct Training Set 73 6000

Average Incorrect Training Set 0 2000

Average Correct Test Set 727000

Average 1 ncorrect T est Set 1 3W0

Error Rate Bias 0 0143

BiasAdjustedErrorRate 0 0284
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Output for the Classical Quadratic Discriminant Analysis continued

Observations outside of the simultaneous Tolerance ellipses are considered to be anomalous Observations

between the individual and the simultaneous ellipses are considered to be discordant

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofthe discriminant

scores and the variables as explained in Chapter 2

10 2 3 2 Huber Quadratic DA

1 Click on Multivariate EDA ~ Discriminant Analysis DA ~ Quadratic DA ~

Huber

3S Scout 4 0 [D \Naraiii\Scout_For_Windows\ScoutSource\WorkDatlnExcel\FULURIS]

¦2 File Edit Configure Data Graphs Stats GOF Outliers Estimates Regression Multivariate EDA GeoStats Programs Window Help

Navigation Panel

Name

D \Narain\Scout Fo

0 1 2 3 I
count splength sp width pt length I

t I 1] 5 1
~

3 5 1 4

2 f 1 4 9 3 1 4

3 1 4 7 3 2 1 3

4 1 4 S 3 1 1 5

PCA

Discriminant Analysis DA

0 2

0 2

0 2

0 2

~ I 7 J_

Q Fsher DA ~

Linear DA ~

Quadratic DA ~ Classical

PROP

MVT

2 A Select Variables screen Section 3 5 appears
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° Click on the Options button for the options window

@1 Q tionsj Quadratic Hubeg Discriminant Analysis

Select Initial Estnvatea

f Classical

f Sequential Classical

C Robust Median MAD

OKG MaronnaZamaf

f~ KG Not OrthogonaJized

C MCD

MDs Distribution

~ Beta C Chisquaie

¦Prmtto Output
—

NoScoies

C Print Scores

rNurnber ol Iterations
—

I ™

[Max » 50]

r Cross VebdaUon

V Leave One Out [LOO

l~ Split

M Fold

V Simple Naive Bootstrap by Data Set

Smple Naive Bootstrap by Group

f~ Standaid Bootstrap by Data Set

P Standard Bootstrap by Group

f Bias Adiusted Bootstrap by Data Set

r Bas Adiusted Bootstrap by Gioup

•Influence Function Alpha

0 05

Range [0 0 1 0]

o Specify the options to calculate the robust estimates of the location and the

scatter scale or dispersion

o Specify the Print to Output The default is No Scores

o Specify the preferred cross validation methods and their respective
parameters

o Click OK to continue or Cancel to cancel the options

° Click on the Graphics button for the graphics options window and check all of

the preferred check boxes

i OjDtionsDiscriminantGrapHics

¦Select Graphics

P Scatter Plot

Scree Plot

Scatter Rot Title1

| Scatter Plot of Discriminant Scoies

Scree Plot Title

I Scree Plot of Eigen Values for Fisher DA

•

Cutoff for Graphics

Critical Alpha | 0 05

pPlot Contour

¦MDs Distribution for Graphics

• Beta C Chi

C Wo Contour

• Individual [dOcut]

f Simultaneous [d2max]

C Simultaneous Individual

OK Cancel



o The Scatter Plot provides the scatter plot of the discriminant analysis
scores and also of the selected variables The user has the option of

drawing contours on the scatter plot to identify any outliers The default is

No Contour Specify the distribution for distances and the Critical

Alpha value for the cutoff to compute the ellipses The defaults are

Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

o Specify the prior probabilities The prior probabilities can be Equal for all of

the groups Estimated based on number of observations in each group or

User Supplied where a column of priors can be obtained from the Select

Group Priors Column The default is Equal priors

° Specify the storage of discriminant scores No scores will be stored when No

Storage is selected The scores will be stored in the data worksheet starting
from the first available empty column when the Same Worksheet is selected

The scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

• Click on OK to continue or Cancel to cancel the DA computations

Output example The data set IRIS xls was used for the Huber quadratic DA It has 150

observations and four variables in three groups The initial estimates of location and scale for

each group were the median vector and the scale matrix obtained from the OKG method The

outliers were found using the Huber influence function and the observations were given weights
accordingly The weighted mean vector and the weighted covariance matrix were calculated

The classification rules were obtained using those weighted estimates The output shows that

three observations were misclassified The cross validation results suggest the same
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Output for the Huber Quadratic Discriminant Analysis
Data Set IRIS 4 variables 3 groups

i Quadratic Discriminant Analysis with Hiira

User Selected Options

Date T ime of Computation 1 18 2008 3 30 55 PM

From File DANarain\Scout_For_Windows\ScoutSource\WorkDatlnEi cel\FULLIRIS

Full Precision OFF

Influence Function Alpha 0 05

Squared MDs Beta Distribution

Initial Estimates Robust Median Vector and OKG Maronna Zamar Matrix

Number of Iterations 10

Storage Options No Discriminant Scores will be stoied to Worksheet

Group Probabilities Equal Priors will be used

Graphics Options Scatter Plots selected

Contour Options Contour Ellipses drawn using Individual MD 0 05 snd Max MD 0 05

Alpha for Graphics 0 05

Distribution of MDs Beta Distribution used in Graphics

Total Number of 0bservationsj150
Number of Selected Variables 4

Number of Data Rows pel Group

1 2 3

50 50 50

MeanVectoi foi Group 1

sp le~th 1 sp width 1 pt le~th 1 pt width 1

5 006 3 428 1 462 0 246

Covaiiance S Matrix for G ro u p 1

sp le~th 1 sp width 1 pt le~th 1 pt width 1

0 124 0 0992 0 0164 0 0103

0 0S92 0144 0 01 17 0 0093

0 0164 00117 0 0302 0 00607

0 0103 0 0093 0 00607 0 0111

IQR Fix

I I

Complete results are not shown
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Output for the Huber Quadratic Discriminant Analysis continued

Classification Summary

Predicted Membership

Actual 1 2 3

1 50 0 0

2 0 48 2

3 0 1 49

8 Correct 50 48 49

Prop Correct 100 96 98

Total Observations 150

Correctly Classified 147

Incorrectly Classified 3

Misclassification Summaiy

Obs No Actual Predicted

71 2 3

84 2 3

134 3 2

Apparent Error Rate 0 02

Cross Validation Results

Split 50 50] Cross Validation Residts

Error Rate for Training Set 0 0053

Error Rate for Test Set 0 0433

3 Fold Cross Validation Results

Average Error Rate 0 2667

Bias Adjusted Bootstrap for wholedataset Cross Validation Residts

Average Correct Training Set 133 6000

Average Incorrect Training Set 1 4000

Average Correct Test Set 137 6000

Average Incorrect Test Set 1Z4000

Error Rate Bias 0 0733

BiasAdjusted Error Rate 0 0333



Output for the Hubcr Quadratic Discriminant Analysis continued

Observations outside of the simultaneous Tolerance ellipses are considered to be anomalous Observations

between the individual and the simultaneous ellipses are considered to be discordant

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofthe discriminant

scores and the variables as explained in Chapter 2

10 2 3 3 PROP Quadratic DA

1 Click on Multivariate EDA ~ Discriminant Analysis DA ~ Quadratic DA ~

PROP

2 A Select Variables screen Section 3 5 appears

• Click on the Options button for the options window
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SI Options Quadratic PRO Discriminant Analysis

Select Irubal Estimates

C Classed

C Sequential Qasscai

C Robust Median MAD

• OKG MarormaZamar

P KG Not Orthogonatized

C MCD

~MDs Distribution

Beta Chisquare

¦Prnt to Output
—

No Score

C Prnt Scores

OK Cancel

Number of Iterations

I to

[Max 50]

Cross Vakdatton

P Leave One Out LOO

P Spbt

r M Fold

P Simple Narve Bootstrap by Data Set

P Simple Naive Bootstrap by Group

f
~

Standard Bootstrap by Data Set

P Standaid Bootstrap by Group

P BwsAdjusted Bootstrap by Data Set

P Bias Adpjsted Bootstrap by Group

m
•Influence Function Alpha

| 005

Range[00 0]

A

o Specify the options to calculate the robust estimates of the location and the

scatter scale or dispersion

o Specify the Print to Output The default is No Scores

o Specify the preferred cross validation methods and their respective

parameters

o Click OK to continue or Cancel to cancel the options

° Click on the Graphics button for the graphics options window and check all of

the preferred check boxes
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Ill 0gtionsfiisc rimihantG ra | hics

Select Graphics

l Scatter Plot

17 Scree Plot

Cutoff for Graphics

Critical Alpha | 0 05

MDs Distribution lor Graphics

Beta Chi

Scatter Plot Title

Scatter Plot of Discriminant Scores

Scree Plot Title

Scree Plot of Eigen Values for Fisher DA

r Plot Contour

No Contour

• Individual [dOcut]

C Simultaneous [d2max]

f Simultaneous Individual

OK Cancel

A

The Scatter Plot provides the scatter plot of the discriminant analysis
scores and also of the selected variables The user has the option of

drawing contours on the scatter plot to identify any outliers The default is

No Contour Specify the distribution for distances and the Critical

Alpha value for the cutoff to compute the ellipses The defaults are

Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

Specify the prior probabilities The prior probabilities can be Equal for all of

the groups Estimated based on number of observations in each group or

User Supplied where a column of priors can be obtained from the Select

Group Priors Column The default is Equal priors

Specify the storage of discriminant scores No scores will be stored when No

Storage is selected The scores will be stored in the data worksheet starting
from the first available empty column when the Same Worksheet is selected

The scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

Click on OK to continue or Cancel to cancel the DA computations



Output example The data set ASHALL7grp xls was used for the PROP quadratic DA It

has 214 observations and six variables in seven groups The initial estimates of location and

scale for each group were the median vector and the scale matrix obtained from the OKG

method The outliers were found using the PROP influence function and the observations were

given weights accordingly The weighted mean vector and the weighted covariance matrix were

calculated The classification rules were obtained using those weighted estimates The output
shows that seven observations were misclassified The cross validation results suggest the same

Output for the PROP Quadratic Discriminant Analysis
Data Set Ashall 6 variables 7 groups

Quadratic Discriminant Analysis with PROP

User Selected Options

Date T ime of Computation 1 18 2008 3 39 25 PM

From File DANarain\Scout_For_Windows\ScoutSource\WorkDatlnExcel ASHALL7grp

Full Piecision OFF

Influence Function Alpha 0 05

Squared MDs Beta Distribution

Initial Estimates Robust Median Vector and OKG Maronna Zamar Matrix

Number of Iterations 10

Storage Options No Discriminant Scores will be stoied to Woiksheet

Group Probabilities Equal Priors will be used

Graphics Options Scatter Plots selected

Contour Options Contour Ellipses drawn using Individual MD 0 05

Alpha for Giaphics 0 05

Distribution of MDs Beta Distribution used in Giaphics

Total Number of Observations 214

Number of Selected VaiiablesjG

Number of Data Rows per Group

1 2 3 4 5 6 7

51 35 37 35 23 20 13

MeanVector for Group 1

Ca 1 Na 1 K 1 CI 1 S04 1 ALK 1

10 02 1S 81 17 22 32 35 34 8G 0 508

Covariance S Matrix for Group 1

Ca 1 Na 1 K 1 CI 1 S04 1 ALK 1

7 599 5 274 ¦5 41 11 89 13 04 0 33

5 274 8 901 8 475 1442 10 28 0 309

•5 41 3 475 8 575 1397 10 47 0 306

11 89 14 42 13 97 29 6 21 27 0 555

13 04 10 28 10 47 21 27 26 83 0 586

0 33 ¦0 309 0 306 0 555 0 586 0 0394

Complete output is not shown
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Output for the PROP Quadratic Discriminant Analysis continued

Classification Summaiy

Predicted Membership

Actual 1 2 3 4 5 6 7

1 51 0 0 0 0 0 0

2 0 31 4 0 0 0 0

3 0 0 37 0 0 0 0

4 0 0 1 34 0 0 0

5 0 0 1 0 22 0 0

6 0 0 1 0 0 19 0

7 0 0 0 0 0 0 13

Correct 51 31 37 34 22 19 13

Prop Correct 100 88 57 100 37 14 95 65 95 100

Total Observations 214

Correctly Classified 207

Incorrectly Classified 7

Misclassification Suimihqp

Obs No Actual Predicted

42 2 3

43 2 3

6G 2 3

67 2 3

143 5 3

195 4 3

211 6 3 I

Apparent Erior Rate 0 0327
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Output for the PROP Quadratic Discriminant Analysis continued

C rossValidc tion Results

eave One Out LOO CrossValidation Resul
_

LOO Classification Summary

Predicted Membership

Actual 1 2 3 4 5 6 7
I

1 51 ° 0 0 0 0 0

2 0 30 5 0 0 0 0 i
3 0 0 37 0 0 0 0

¦

4 0 0 0 35 0 0 0 |
5 0 0 1 0 22 0 0

B 0 0 3 0 0 17 0
j

7 0 0 3 0 0 0 10

8 Correct 51 30 37 35 22 17 10

Prop Correct 100 85 71 100 100 35 65 85 76 92

Total Observations 214 |
Correctly Classified 202 i

I

Incorrectly Classified 12

u

LOO MisclassificationSummaiy
n

Obs No Actual Predicted I
42 2 3

43 2 3

66 2 3
I

67 2 3

63 2 3

143 5 3

145 6 3

152 6 3

158 6 3

163 7 3

164 7 3

170 7 3

LOO Error Rate 0 0561
i
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Output for the PROP Quadratic Discriminant Analysis continued

S plit 50 50 Cross Validation R esdts

Validation Failed Not Enough Non Outliers 9 lines

Error Rate for Training Set 0 0561

Error Rate for Test Set 0 0327

Bias Adjusted Bootstrap for whole dataset Cross Validation ResiAs

Average Correct Training S et 177 7000

Average Incorrect Training Set 36 3000

Average Correct Test Set 184 3000

Average Incorrect Test Set 29 7000

Error RateBias 0 0308

BiasAdjusted Error Rate 0 0636

Scatter Plot of Discriminant Scores
162

1806 606 194 1064

DS2

1192A3 4 5—• | 7

Observations outside of the simultaneous Tolerance ellipses are considered to be anomalous Observations

between the individual and the simultaneous ellipses are considered to be discordant

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofthe discriminant

scores and the variables as explained in Chapter 2
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10 2 3 4 MVT Quadratic DA

l Click on Multivariate EDA l Discriminant Analysis DA l Quadratic DA

MVT

mS^ut4\ ^ _ [D \Wa rain\Sco ut_f orr_Windo\^\ScoutSourc^\WorkDatlnE^el\Boqk\HEMORHIblA\xlsJj
Multivar iate EDA jFde Edit Configure Data Graphs 5tats GOF Outliers Estimates Regression

Navigation Panel I

GeoStats Programs Window Help

Name

D \Narain\Scout Fo

1

GrpName

Containers1

NonCaniersl

NonCamersj
NonCamersi

Group

_L

logiu | log IU

fArtt^ihil I fAr hnani

0 0056] 0 1657j
^01 698] 0 15851
5 3469 51879

0 0894^ Q 0064j

Discriminant Analysis D£ Fisher DA

Linear DA

Classical

Huber

PROP

2 A Select Variables screen Section 3 5 appears

° Click on the Options button for the options window

i Options Quadratic MVT[ Discriminant Analysis „ 10

Select Inibal Estimates

f Classical

Sequential Classical

r Robust Median MAD

OKG MaionnaZamai

f KG Not Orthogonaleed

C MCD

~Prrit to Output
—

No Scores

Pnnl Scores

OK Cancel

Number of Iteiations

i io

[Max 50]

•Cutoff for Outliers

| 005

Ditical Alpha

Cross Validation

P Leave One Out LOO

P Split

P M Fold

P Simple Naive Bootstrap by Data Set

P Simple Waive Bootstrap by Group

V Standard Bootstrap by Data Set

P Standard Bootstrap by Group

F~ Bias Adjusted Bootstrap by Data Set

P Bias Adjusted Bootstrap by Group

Select Trimming
Percentage

01

Range 0 0 95

o Specify the options to calculate the robust estimates of the location and the

scatter scale or dispersion

o Specify the Print to Output The default is No Scores

o Specify the preferred cross validation methods and their respective
parameters

o Click OK to continue or Cancel to cancel the options

° Click on the Graphics button for the graphics options window and check all of

the preferred check boxes
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0dtio nsDi^c rim iha ntG ra phits

Select Graphics

F Scatter Plot

f Scree Plot

Cutoff for Graphics

Critical Alpha | 0 05

¦MDs Distribution for Graphics

• Beta C Chi

Scatter Plot Title

Scatter Plot of Discriminant Scores

Scree Plot Title

Scree Plot of Eigen Values for Fisher DA

PlotConlour

C No Contour

• Individual [dOcul]

f Simultaneous [d2max]

C SimultaneousVlndividual

OK Cancel

o The Scatter Plot provides the scatter plot of the discriminant

analysis scores and also of the selected variables The user has the

option of drawing contours on the scatter plot to identify any outliers

The default is No Contour Specify the distribution for distances

and the Critical Alpha value for the cutoff to compute the ellipses
The defaults are Beta and 0 05

o Click on OK to continue or Cancel to cancel the graphics options

Specify the prior probabilities The prior probabilities can be Equal for all of

the groups Estimated based on number of observations in each group or

User Supplied where a column of priors can be obtained from the Select

Group Priors Column The default is Equal priors

Specify the storage of the discriminant scores No scores will be stored when No

Storage is selected The scores will be stored in the data worksheet starting
from the first available empty column when the Same Worksheet is selected

The scores will be stored in a new worksheet if the New Worksheet is selected

The default is No Storage

Click on OK to continue or Cancel to cancel the DA computations



Output example The data set Salmon xls was used for the MVT quadratic DA It has one

102 variables in two groups The initial estimates of location and scale for each group were the

median vector and the scale matrix obtained from the OKG method The outliers were found

using the trimming percentage and critical alpha and the observations were given weights
accordingly The weighted mean vector and the weighted covariance matrix were calculated

The classification rules were obtained using those weighted estimates The output shows that six

observations were misclassified The cross validation results suggest the same

Output for the MVT Quadratic Discriminant Analysis
Data Set Salmon 2 variables 2 groups

i Quadratic Disciiminant Analysis Using MVT Method

User Selected Options |

Date Time of Computation 1 18 2008 3 4810 PM

From File D \N arain\S cout_For_Wmdows\ScoutS ource\WorkDatlnExcelVBook\SALMON

Full Precision I OFF

T nmming Percentage \ 1 0X

Initial Estimates Robust Median Vector and OKG Maronna Zamar Matrix

Number of Iterations 110

Storage Options

Group Probabilities

No Discriminant Scores will be stored to Worksheet

Equal Priors will be used

G raphics 0 ptions S catter Plots selected

Contour Options j Contour Ellipses drawn using Individual MD 0 05 snd Max MD 0 05

Alpha for Graphics 0 05

Distribution ol MDs | Beta Distribution used in Graphics

Total Number of Observations 100 i

Number of Selected Variables 2 1
I I I 1 i

i | | 1 1 1
Number of Data Rows per Group i i

alaskan Canadian

50 50

I 1
MeanVector for Group alaskan i i

Fresh~skanj M arin~skan

98 38 429 7

1
Covariance S Matrix for Group alaskan i

Fresh~skan Marin~skanj 1 1
1 1

2G0 6 •1881 I

¦1881 1399 |
| i i

Final Robust MeanVector for Group alaskan

Fresh~skanj Marin~skan 1 i
98 42 429 8 | 1

I | 1
Complete output is not shown
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Output for the MVT Quadratic Discriminant Analysis continued

Classification Summaiy

Predicted Membership

Actual alaskan Canadian

alaskan 47 3

Canadian 3 47

tt Correct 47 47

Prop Correct 9A 94

Total Observations 100

Correctly Classified 94

Incorrectly Classified 6

Misclassification Summay

Obs No Actual Predicted

2 alaskan Canadian

12 alaskan Canadian

13 alaskan Canadian

51 Canadian alaskan

68 Canadian alaskan

71 Canadian alaskan

Apparent Error Rate 0 06

CrossValidation Results

Leave 0ne 0 ut LO0 CrossValidation R esults

LOO Classification Summaiy

Predicted Membership

Actual alaskan Canadian

alaskan 46 4

Canadian 3 47

Correct 46 47

Prop Correct 92 94

Total Observations 100

Correctly Classified 93

Incorrectly Classified 7
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Output for the MVT Quadratic Discriminant Analysis continued

LOO MisclassificationSummaiy

Obs No Actual Predicted

2 alaskan Canadian

12 alaskan Canadian

13 alaskan Canadian

30 alaskan Canadian

51 Canadian alaskan

68 Canadian alaskan
~

71 Canadian alaskan

LOO Enoi Rate 0 07

BiasAdjusted Bootstrap for whole dataset Cross Validation Resits

Average Correct T raining S et 9019000

Average Incorrect Training Set 9 1000

Average Correct T est S et 92 6000

Average Incorrect Test Set 7 4000

Error Rate Bias 0 0170

Bias Adjusted Error Rate 0 0770

Observations outside of the simultaneous Tolerance ellipses are considered to be anomalous Observations

between the individual and the simultaneous ellipses are considered to be discordant

Note The drop down bars in the graphics toolbar can be used to obtain different scatter plots ofthe discriminant

scores and the variables as explained in Chapter 2
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10 2 4 Classification of Unknown Observations

Unknown or new observations can be classified into existing groups There are certain rales that

need to be followed when using the unknown or new observations

o The first three letters of the group name of the new or unknown observations should

be UNK or unk only

o The set of unknown or new observations should be the last set of observations in a

data set otherwise an error message is obtained

° Unknown or new observations will not be used in the cross validation

o Unknown or new observations will not be used in the graphs

° The results of the classification of the unknown observations are printed at the end of

the output sheet

Last set of observations

0 1 2 3 1 4 5 1 6 7 8 1 9 I 10 11

Site ID Sample ID SL Ram Tme Id5 1 Na K CI | S04 ALK

188 3 2 2I e 15111 12 81 601 1752 1956 18 34

169 i 1 4

if V 4

2 9 5
351

1857 791 1807 21 55 13 97i

190 2 1 10 08 21 09 1074 27 15 22 06 1073

191 3 1 4 2 3 9 48 1888 896 2 14 23 49 9 78

192 3

1
4 2 4 103 1732 0 09 24 39 23 66 849

193 3 4 2 5i 1Q2 1729 806 23 62

25 41

1918 1047

194 3 4 2 6 911 1903
^

098 21 32 11 87 I

195 4 1 2 2 9 34 34 762 602 48 78 1727 57

196 4 2 2 23 62 5 49 4 27 35 18 1313 507

197 4 1 2 2 2 22 65 5 03 403 37 46 1241 4 36

586]198 4 1 2 2 3 21 95 5 07 3 64 3Z31 11 89

199 1 2 2 4 23 99 553 4 24 33 26 1235 1033

200 4 1 4 9 25 56 6 82 521 38 87 12 37 438

201 4 4 2 1 22 29 711 S45 39l54j 11 65 3 24

202 4 4 2 2 26 33 7 49 587 42 33 1072 63

203 4 1 2 3 23 24 687| 5 26 39 98 1236 335

204 4 2 24 7G 6 78 528 4083 1259 2 23

205 5 2
1

J 9 15 47i 429 3SS 965 1283 1376

206 5 1 2 2 1
~

13 23 4 76 422 10 48 1322 1363

207 5 1 2 2 2 1252 594 512 12 761 1539 1278

208 5 1 4 2 9 1406 612 5 44 13 5sj 1263 12 62

209 5 1 4 2 1 11 619 549 1328 1252 1399

210 5 4 2 10 52 913 4 1799 1463 TO 79

211 6 2 9 16 51t Z43 1 62 723 04 1Z19

212 6| 1 2 2 1 18 45 2 41 1 67 1962 0 43 1499

213 6 « 2 9 21 £ 4 27 Z« 28 12 27
~

11 61

214 S 4 2 1 22 65 4 45 313 31 34 0 46 10~i8

215 UNK 5 1 22 59 69 735 44 05^ 2 27 3 59

216 irk 6 2 1 23 83 759 804 47 71 j 205 266

217 UNK 61 4 1 25 49 7 7B 821 49 96] 219 229

218

~

1 I
219

L

1
220

221

222

223 1 I
224 1 I
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Unknown observations in between data

3 I 5 6 7 8 9 1 10 | 11 I

Sie ID SarcflD SLRabo Tim© | Id5 Ca Na K O 1 S04 | A1X I
188 3 1 2 6 1511 1201 601 1752 1956 1834

189 3 it 4 9 535 1857 751 1007 2155 1397

130 3i
1 4 1 100 2109 10 74 2715 2206 1073

191 3J
1 41 3 9 48 1808 ess

~

2214 2349 870

192 LUJK 1 S 11 25 49 7 78 8 21 49 96 219 229

193 ~3 1 4 5 102 1729 806 23 62j 1910 1047

194 3 1 4 6 911 1903 0 96 25 411 2132 1107

195 4 ] A ¦J
9 34 34 762 602 40 70 1727 57

196 2 1 2362 5 48 4 27 3510 1313 5 07

197 4 1 2 2 22 65 503 403 37 48 1241 4 361
138 4 1 2 3 2195 507 384 323 1189 586

139 4 2 4 2399 553 4 24 3326 1235 10 33

200 UNK 1 5 1 2159 69 735 44 05 227 159

201 4 1 1 2229 7 111 5 45 39 54| 1165 124

202 4 1 4 2 26 39 7 49 5 87 4233 1072 1 63

203 4 3 2324 607 526 39 98 1236 335

204 4 2 4 24 76 6 78 529 40 03 1259 2 23

205 9 15 47 429 196 9 65 1283 13 76

206 21 1 1323 4 76 422 10 48 1322 13 £3

207 irk
\ Si 11 23 83 759 8 04 47 7l| 205 266

208 5 1 4

4
9 1406 612 544 13 58J 1269 1262

209 5
I

4 1 11 96 619 549 1320 1252 1399

210 5 2 1052 013 74 1793 1463 10 79

211 6 9 18 51 243 1 62 7 29 1 04 1219

212 6 1 2 1

9

10 45 241 1 67 1962 043 1499

213 6 2 21 25 4 27 204 2812 1 27 11 61

214 6 2 l 22 051 4 45 113 31 941 046 1013

215

216

217 1

218

219
i i I

220

221 j
j

222 j
1

1

Error Message

| Robust Fisher Linear D iscriminant Analysis using Hubei Influence Firction

User Selected Options

Date Time of Computation 1 16 2008 1 034 14 AM

From File jD \Narain\Scout_Fof_Wrdows\ScoutSourQe\WorkDatlnExcel\ASKALL xls

Full Precision OFF

Influence Function Alpha

Squaied MDs

Initial Estimates

Number of Iterations

005

Beta Distribution

Robust Median Vector and 0KG Maronna Zamarj Matrix

10
~

Storage Options j No Discriminant Scores wiD be stored to Worksheet

Group Probabilities Equal Priors Assumed

Graphics Options Both Scree Plot and Scatter Plots are Selected

Contour Options Contour Ellipses drawn using Indrvidud MD 0 05]

005Alpha foi Graphics

Distribution of MDs f Beta Dtslibulton used n Graphics

Unknown Group data not inserted at end of datasei

Please reorder your data to place unknowns Lasti



Results of the Classification of Unknown Observations

1 | I I |
7 0 0 o 0 0 0 13 i

8 Correct 51 31 37 34 22 19 13

Prop Correc 100 88 57 100 97142 95 65 95 100

Total Observations 214
i i

Correctly Dassifiedj 207
Incorrectly Classified 7

I i
|

MisclassilicalionSummaiy i

ObsNo Actual Predicted

42 2 3 i
43 2 3

66 2 3

67 2 3

143 5 3

195 4 3 |
211 8 3 I

Apparent Error Rate 0 0327 I

Cross Validation R esults

is Adjusted Bootstrap Groupwise] CrossValidation Res

Average Correct Training Set 18G 5000

Average Incorrect Training Set 27 5000

Average Correct Test Set 176 3KB

Average Incorrect Test Set 37 7000

Error Rate Bias 0 0477

BiasAdjusted Error Rale 0 0804

Unknown Observation ReaJts

215j 3

216 3 |
217 3

| | |
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Chapter 11

Programs

Access to two additional standalone statistical packages is provided through Scout Those

additional packages are ProUCL 4 00 04 and ParallAX

11 1 ProUCL

ProUCL 4 00 04 is a statistical software package developed to address environmental

applications

More information on ProUCL 4 00 04 and the ProUCL Technical and the User Guide can be

downloaded from the following web site http www epa gov esd tsc software htm

HS Scout 2008 [D \yarairiVScQut_ For Windpws\ScoutSource\WorkDatlnExcelM UlllIIRISli

Programs

Navigation Panel j |
I Name ll

0 1 2 | 3 4 5 ProUCL

I I 8

count sp length sp width | pt length pt widlh
Parallax I

Clicking on the ProUCL option in the Programs drop down menu will bring up a prompt

ecoycL m

Clicking OK will start a ProUCL as a seperate Program

OK Cancel

When the OK button is clicked on ProUCL 4 00 04 is opened in a new window
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11 2 ParallAX

ParallAX software offers graphical tools to analyze multivariate data using a parallel coordinates

system This is a standalone program developed in 1997 by MDG Corporation Israel

ParallAX is started in Scout by default whenever the user starts the Scout program A message
in green text appears in the log panel with the successful starting of ParallAX The screen of the

ParallAX see below will be running in the background The user can access ParallAX by
minimizing Scout If Scout failed to start ParallAX then a message in red text appears in the log
panel stating the unsuccessful starting of ParallAX The user can then start ParallAX by either

restarting Scout or by going to the directory where the file Scout exe is installed on the

computer and then by clicking on the ParallAX exe file twice

dH Seoul 2008 [D \Narain\Scout_For_Winduws\ScoutSource\WorkDatliiExcel\BODYFAT xls]

Navigation Panel | ~
0 1 2 3 4 5 Proua r 8

Name Count Skinful Thigh x2 bodyhat
r„i

Parallax 1

Clicking on the ParallAX option in the Programs drop down menu will bring up a prompt

ParallAX 1
Scout 2008 attempted to start ParallAX as separate

J ParallAX If ParallAX is not still running the user can
r

2008

program The first entry in the log panel indicates if Scout 2008 was successfully in opening
restart ParallAX by either double clicking ParallAX exe in the Scout directory or restarting Scout

OK Cancel

When the OK button is clicked on ParallAX is opened in a new window
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Note to the User

When the user wants to work with the software ParallAX an Excel file named ParallAX

Fix xls provided along with the Scout package should be opened first Then the ParallAX

software can be opened using the drop down menu This happens because the standalone

program ParallAX looks for its initializing files in the folder from which the data file xls or

dat was last accessed

If the ParallAX software is opened immediately after opening the Scout program then the

process explained above does not need to be done

The ParallAX User s Manual along with classification examples are provided in the appendices
that follow
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Chapter 12

Windows

@3 Scoiit 4 0 v[0 \Nflrairi\Scout _rgrL V {ndmvs ScniiiSource VV rorkDQtlnExcRl\BRAOUJj

Navigation Panel | 0 1 2 3 5 S

Name | CouH y I x2 1 x3

D \Narain\Scout_Fo
PCA_MCD ost

PCA_Load gst

1 1 97 10V 19 6 28 3 |

2 2 101| 95 20 5 28 9 1

3 10
3l

10 7 20 2 31 i

4j as 99l 215 317 |

3

4

C««ade

Tie Horizontal}

Tie Veidcrfy

» 1 D ^w\ScoU_Ftr_Wrek w \SaxtSoi c0\WorkDd£[f£xceflBPADU

2 PCA_MCD ost

3 PCA_Lodd 0St

Click on the Window menu to reveal the drop down options as shown above

The following Window drop down menu options are available

o Cascade option arranges windows in a cascade format This is similar to a typical
Windows program option

o Tile option resizes each window vertically or horizontally and then displays all of the

open windows This is similar to a typical Windows program option

The drop down options list also includes a list of all of the open windows with a check mark in

front of the active window Click on any of the windows listed to make that window active

This is especially useful if you have more than 20 windows open as the navigation panel only
holds the first 20 windows
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1 0 Introduction

ParallAX is a novel some say revolutionary tool for effectively analyzing multivariate data

sets i e software discovering patterns properties and relations There are two main parts for

the ParallAX the Visual Analysis portion for doing what sometimes is called Visual Data

Mining or Exploratory Data Analysis and thq Automatic Classifiers that find rules to

distinguish elements from a given category or set of categories The software is based on the

Parallel Coordinates abbreviated || coords methodology which transforms the search for

relations in a data set to a pattern recognition problem Intuitive interactive commands enable

the user to work with data sets having many i e hundreds or more variables that are displayed

without the loss of information Of course to really understand and appreciate this statement

one needs familiarity with the || coords methodology However such familiarity is not necessary

in order to become an expert user of ParallAX and have lots of fun in the process Everything

needed is described below using as an example a real data set

The main window of ParallAX shown in Figure I has the familiar structure of GUI s in

popular Windows applications Starting from the top it is composed of the Operational Graph

Queries and Summary areas
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_

Level

[ | 1 Disolev One Tvoe lnteival

Figure 1 The ParallAX main window or Graph area

• The Operationar area consists of a main menu with the related pull down menus and a

toolbar including the most frequently used operations for one touch access The toolbar is

self explanatory and the names of the buttons are displayed when the mouse icon is pointed at

them

• The data set input is a table the precise format is given below where each column consists of

values of a single variable In || coords each variable has its own vertical axis Typically the

scale ranges from the minimum to the maximum value occurring in the data set for that

variable see for example the 2nd axis labeled Time in Figure 1 A data record is on a

single row of the table with the values for each variable separated by a blank It is represented

in || coords by a polygonal line whose vertices are at the position on each axis corresponding

to its value for that variable For example the data item 3 2 0 1 5 4 is represented by the

polygonal line having a vertex at a value of 3 on the first axis a value of 2 on the second

axis 0 on the 3rd 1 5 on the 4th and 4 on the 5th last axis The Graph area of the

A 8



ParallAXs main window includes the axes with their minima and maxima the variable s

label button on each axis and the polygonal lines representing the data The user may choose

using the sEt up pull down menu second from the right either a white or a black which is

the default background for this area A particular axis may be selected by pressing its button

A large number of variables may generate a very dense display In such a case the user may

choose either to see the entire graph or to scroll through enlarged portions of the graph these

options are found using the sEt up menu Note Very important in the last line of the sEt

up menu make sure that the sort points at graph loading on the last option is chosen This

is especially important for improving the performance with large data sets In real data sets

some of the variable values may be missing In ParallAX a point below the actual minimum

value on the variable s axis indicates missing values for some data items In the example data

set shown in Figure I the variable FileTablehas several missing values which are

displayed by the lowest point on the third from the left axis

o Below the Graph is the Query area and contains a rectangular button for each query The

button s color is the same as the color of the polygonal lines selected by the query see Figure

4 for an example The rectangle contains the query label q and the number in the sequence

of invoked queries size and percent of the total data set captured by the query As the

analysis progresses many query boxes may accumulate They may be moved with the

horizontal slider under the query rectangles Clicking on the small Edit button in the query

rectangle produces a list of other color choices

o In the Summary area in the bottom right general information is displayed It includes the

total number of polygonal lines currently appearing the level of isolation how many queries

have been sequentially isolated to produce this state the active query type and the active

query logical Boolean operator combination These terms are defined below

Scatter plot windows see Figure 2 for example are opened by selecting a pair of axes

buttons they do not have to be adjacent and then clicking on the iconized button fourth from

the right The representative points of the polygonal lines selected in the main window are

also highlighted by the same color Several scatter plot windows may be opened

simultaneously
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Delete selected polygon

4112

SwapSpace

Figure 2 ParallAX scatter plot of the Computer number

versus the SwapSpace variable of the example data set

2 0 Visual Data Exploration

2 1 Getting Started

This is a good time to install ParallAX with all four of its directories Bmp Dat Ini and

ParallAX into a separate directory It may be helpful to prepare a data set for practice as we go

through the paces Call your data set any name you like and use the extension dat e g

testdata dat The data set format is

Comment Write something about the data set to help your recall later on

nvars Here write the number of variables

ids Here write the labels as short as possible for the variables separated by blanks

undefined_data — M U You can define any symbol here and use it consistently below

data

Data table is placed here Each data item is in a row with blank not tab separated values

Missing data values are marked with M or any other symbol to the right of the relation

undefined_data

For example
This is a small data set with 5 variables 2 data items and 1 missing value marked by M

nvars 5

ids A B C D E

undefineddata M

data
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1 4 4 M 17 5 333

3 3 1 9 9 11 8 2

Input the data set into the Dat directory of ParallAX From there double click on the ParallAX

icon and the Main Window should appear on the screen Click open in the File menu and the

list of the data sets in the Dat directory appears Select a data set and press OK a bunch of

polygonal lines appear Do not let the picture intimidate Very soon you ll learn to discover

quite a bit from it This is done by means of queries which are commands selecting subsets of

the data set The simplest queries are defined by two arrowheads which may be placed anywhere

in the main window on the axes or between axes depending on the query type The colored

polygonal lines lying between the arrows are those included in the query From the sEt up menu

the background may be changed to white black is default and the distance between the axes

may also be changed The default is Viewing the whole graph If there are many variables the

distance between the axes may be increased and then the graph may be scrolled using the

slider under the axes labels The permutation of the axes may be changed using the Permutation

Editor whose button is iconized by a Rubik s Cube discussed later

A query may be combined with other queries using set Boolean operators union intersection

and complement Many complex queries can be constructed and displayed either one at a time

using the single button default or all at a time with the button on the lower left

corner From the Query menu above the button iconized by a stethoscope some or all of the

queries may be deleted To concentrate on the selected query isolate it using the upper half of

the fourth button from the left The previous state can be recovered with the lower half button

Besides the queries there are other features in addition to the Automatic Classification

Algorithms

2 2 Queries

2 2 1 The Basics

ParallAX s three basic queries are

o The Interval denoted by defines an interval range on a specific variable axis The end

points are selected delimiting the variable s values within the interval and in turn the

polygonal lines data items having these values
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° The Angle denoted by A defines an angle range between two variable axes and in turn

selects the polygonal lines having segments within this angle range

o The Pinch denoted by P selects a subset of the polygonal lines between a pair of axes

2 2 1 1 Interval Query

The Interval is the most frequently used query It is activated by selecting its icon on the

tool bar and also selecting the desired variable axis Placing the cursor on the axis and clicking

the left mouse button causes down and up pointing arrowheads to appear Each arrowhead is

then dragged in the desired directions to specify the upper and lower end points of the required

interval The polygonal lines which are positioned within the specified interval are selected On

each arrowhead the variable s value at that position is displayed next to it This feature may be

switched off using the sEt up button Hide Interval Limits An example is shown on the second

axis in Figure 3 To move a particular arrowhead it is first selected by pointing at it with the

cursor and pressing the left mouse button When one arrowhead is selected it is enlarged and the

other becomes deselected On occasion it is useful to select both arrowheads Pointing at the

deselected arrowhead and pressing the right mouse button selects it Once both arrowheads are

selected dragging on any of the arrowheads moves the whole interval while preserving its

length When a specific value is wanted for an interval end point the particular arrowhead is

pointed at and the left mouse button is double clicked A dialogue box appears and the desired

value is entered

Within the query rectangle appear the query number q and the percentage of the total

of the selected polygonal lines The color of the query rectangle is the same as that appearing on

the selected polygonal lines

The Query pull down menu third position from the left offers choices for query deletion

and new query creation New queries may also be added with the button iconized by a

stethoscope Having generated one or more queries one may want to delete some of them

Clicking on the New query produces a new current query and an associated differently colored

query rectangle All the subsequent query commands will act on this and not on the previous

queries
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Figure 3 The Interval query applied on the second Time axis Note the arrowheads

the indicated variable values Here the bottom arrow enlarged is selected

[total size 103 Level

Combination find 0

Display 0ne Type Interval
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with

2 2 1 2 Angle Query

One of the most valuable relations correlations among an adjacent pair of variables occurs

when the corresponding portion between the adjacent axes of the polygonal lines are parallel

or almost parallel segments or those lines intersect if at all outside the pair ofadjacent

parallel axes This of course is something that the user learns to extrapolate with practice
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Figure 4 The Angle query shown between the third and fourth axes Note the selected

polygonal lines colored yellow whose segments between those axes have the specified
angle range

From a basic result of the parallel coordinates methodology it is known that this pattern

corresponds to a positive correlation between the two variables Among other reasons the Angle

query is provided in order to search for such parallel or nearly parallel lines To activate it the

icon A is selected on the toolbar Place the cursor on the centerline of the right axis say Xi and

click the left mouse button Two arrowheads connected to the centerline of the left axis i

appear and an example is shown between the third and the fourth axes in Figure 4 The selected

arrowhead is moved to the desired angle The same can be done after selecting it with the

second arrowhead This results in the coloring i e selecting of the polygonal lines whose

segments between these two axes are within the specified angle range
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2 2 1 3 Pinch Query

The Pinch query is complementary to the Angle type in the sense that it looks for the

intersection points between a pair ofadjacent axes Reasoning geometrically this pattern

corresponds to negative correlation between the adjacent variables

File Arrows Query Vars Types view Scales Nindow aNalysis sEt up Help

n 5
w

m\ cQeP

| X

V
« 0 Si Ji

I i I 1 1 1

m M A

10 11 t 2 4112 0 0

Computer | Time | FileTahle | InodeTahl ] ProcTahle | SwapSpace | NFStime m | IQbw

^ 1^

[Total size 108 LevelppfMtlSize^l
ql Prcnt 13

N

Combination find 0

U3 Display One Type Pinch

Figure 5 The Pinch query shown here between the third and the fourth axes

As with the other queries the Pincli is defined by two arrowheads that can in principle be

located anywhere on the graph Typically the arrowheads are located between the adjacent axes

Xi and Xj i All of the polygonal lines whose segments between those axes or the extension of

the segments outside of those axes that pass between the arrowheads will be included in the

query as in the example shown in Figure 5

Although those queries may be activated started from the main window they also appear on

the corresponding scatter plots and may be manipulated from there by dragging a red square in

the scatter plot The arrowheads are represented in the scatter plots by lines there is a basic

point to line duality or correspondence between orthogonal and parallel coordinates It is
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instructive to view those queries also in the scatter plot window As an example in Figures 6 7

and 8 the scatter plot counterparts of the query types shown in the relative Figures 3 4 and 5

are displayed for different axes Note that the axes labels have a button from which a different

axis may be selected thus changing the scatter plot
9

1 23i

a

¦

¦

¦

1

Create polygon FileTable J |
Delete selected polygon OK |

Figure 6 The Interval query on the scatter plot of FileTable vs Time

Compare with Figure 3

Figure 7 The Angle query on the scatter plot of InodeTable vs FileTable

Compare with Figure 4
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Figure 8 The Pinch query on the scatter plot of InodeTable vs FileTable Compare with

Figure 5

2 2 2 More Queries

2 2 2 1 Polygon

Another very useful query is the Polygon that is activated and operated only on a scatter plot

The polygon is specified by sequentially marking clicking with the cursor the vertices in the

scatter plot there are no restrictions and the polygon may have as many vertices as needed and

may be convex or not The construction of the polygon commences after the Create Polygon

button is selected All the points inside the polygon are included in the query and the polygon

may be moved after its creation either all of it or a particular vertex chosen by the user by

selecting and dragging any of the vertices This query is especially useful when there are points

which cannot be picked conveniently by means of the other query types see the example in

Figure 9 The polygon may be deselected with the lower button and deleted with the Delete

Query option of the Query menu

2 2 2 2 Complex Queries

A single query defines a subset of the data elements A complex query is the result of

combining a set of queries by means of the set Boolean operations union u intersection n

and complement The corresponding operator buttons appropriately iconized as digital
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electronic Boolean operators appear in the second position from the left on the toolbar The

complement or negation is relative to the data elements displayed when the query atom is

defined i e if the set of data elements included in the original query is denoted by A and the

29116

Figure 9 The Polygon query

set of displayed data elements is denoted by P then the complemented query A will be defined

as

A — P \ A { o | a € P a € A } 11

To define a complex query the desired set operation must first be selected the and n operation

is the default To construct the complement of a query the negation operation is selected before

the query is constructed For the next query ParallAX will apply the existing combination of the

selected buttons union union negation intersection or intersection negation So be careful

with this it requires care A very useful option is the construction of multidimensional intervals

or a multidimensional box Select the appropriate axes buttons and also the interval I button

Place the cursor at any of the selected axes and click the left mouse button pairs of arrowheads

will appear on all of the selected axes Dragging any one of the arrowheads causes all of the

arrowheads pointing in the same direction to move simultaneously
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2 3 Supplementary Operations
ParullAX has additional operations to help the exploratory data and analysis which act on the

axes the display or portions of the Graph

2 3 1 Inverting Axes

This operation is complementary to the Angle query that searches for groups of polygonal lines

that nearly intersect outside a pair of axes i e clusters having a positive correlation for a

particular pair of variables The intersections may be quite distant and difficult to spot By

contrast intersections in between a pair of axes are much easier to notice Inverting one of the

adjacent axes i e interchanging the minimum and maximum of the variable reverses the

situation that is the distant intersections now appear as intersections between the axes and vice

versa Such clusters of polygonal lines can now by picked with the Pinch operation To carry

out this operation the axis to be inverted is selected and the Flip axes button iconized third

from the right is clicked and has its minimum and maximum values marked in red see Figure

10
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Figure 10 The || coords graph with one inverted axis SwapSpace

2 3 2 Permutations

Even though mathematical relations have clear patterns see Bibliography which are easily

recognized by their regularity see any elementary paper on || coords the graph of most data sets

do not look terribly regular However patterns between adjacent axes are the easiest to

discover In order to discover all possible pair wise patterns it is not enough to look at the ||

coords graph in the form that it first appeared Rather all of the possible adjacencies need to be

inspected It is possible to change the order of variables in a very efficient way PavallAX

allows the user to chose about N 2 actually [n 2] where N is the number of variables

c leverly constructed permutations which contain all possible adjacencies and these are

automatically provided Click the Rubik s cube button the fourth from the left icon and those

permutations are listed on the upper right window It is a good idea to view the data with each

one listed and then construct by means of the permutations editor there a customized
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permutation containing the axes adjacencies of choice Of course a particular axis can be

included more than once and in any position If it is desired to view as adjacent a particular pair

of variables then enter that pair in the lower left editor window and a permutation is displayed

where the required adjacency appears and the remaining variables are randomly ordered

2 3 3 Isolate Previous Scale

After defining a query or a set of queries the user may wish to concentrate on the selected

data items i e polygonal lines As already mentioned in order to do that clicking the top half

of the fourth button from the left may isolate the current query This yields a new graph

containing only the data selected by the previous query The graph is displayed with the values

of the minima and maxima of the variables in the previous graph before isolation In order to

update the minima and maxima of the new graph which enlarges the space used by the graph

the user may choose Scales from the menu Clicking on the button below Isolate returns to the

Previous state

2 3 4 Relative Complement

A query defines a subset of the data elements When two or more queries have been defined

two or more subsets of elements have been specified The user may wish to use set operations

such as the union u intersection n or relative complement \ to operate on the queries

sets The use of the union and intersection operations has already been described see

Complex Queries The Relative Complementiconized by \ is a specialized and advanced

query When choosing this function ParallAX displays the list of all of the possible

combinations 2 possible combinations The user chooses one of them and a new query is
v2y

defined which is the set difference of the 2 queries chosen i e if the first query is denoted by QA

and the second query is denoted by Qg the resulting query denoted by Qr is

Qr Qa \Qb { a \ a e QA a £ QB} 12

The new query is not directly composed of basic queries or polygons and it depends on the two

other queries
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2 3 5 Zooming

When we want to view a portion of the graph in greater detail a rectangular portion of the graph

can be isolated and enlarged by means of the Zoom button iconized by a magnifying glass

An example is shown in Figure 11

File Arrows Query \£ars lypes view Scales Window aNalysis sEt up Help

Table IitodeTabl ProcTable SwtipSpace

Jgf
Edit Size 29 jTotal size 108 Level

1 ¦

ql Prcirt 26 Combination find 0

_J |DisplaH 0ne Tippet Interval

Figure 11 The Zoom function

2 3 6 More Supplementary Operations

• Save as from the File menu It is possible to save in the Dat directory a subset of the data

set by a separate name This can be done by isolating the data set and using the Save as

option from the File button A dialogue box appears Enter a file name with the dat extension

and the file is saved

• Select offscreen arrows from the Arrows menu Pointing at it and clicking the left mouse

button selects an arrowhead At times arrowheads get off the screen In order to delete them

they need to be selected first by means of this function
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Delete selected arrows from the Arrows menu One may select or delete as many

arrowheads as desired If both of the arrows of a query are deleted then the whole query is

deleted If only one arrow is deleted then the query remains unbounded on that side and all

of the data elements found lower or higher than the remaining arrow are included in the query

This is a good way to delete a query when many queries are operating on the data without

destroying other queries that may be present

New query fi~om Query menu A new query rectangle is added and becomes the current

query

Clear current query from Query menu All of the displayed queries are cleared all

arrowheads are deleted and the polygonal lines receive their original color So make sure that

this is what you want before using

Delete variable from the Vars menu If the user presses some variable s button s and

then chooses this function the selected variable s are deleted from the display This is

equivalent to choosing the current permutation without the chosen variables This can be very

useful when there are many variables

Find variable from the Vars menu In a data set with a large number of variables it is

hard to find variables by their names ParallAX comes to the rescue Choose this from the

Vars menu and a list of variables in alphabetical order appears Choose the desired variable

and on the Graph the corresponding axis button is shown selected i e depressed

o Show one query Show many queries The user may choose to see a single query or many

queries simultaneously by selecting or respectively in the lower left hand corner

When is selected and there are several queries the active query is chosen by selecting the

appropriate query rectangle Viewing many queries in large data sets still may cause some

problems with the query colors hopefully it will be fixed soon so some care should be

exercised

The Vars menu contains a number of useful functions
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1 When there are a large number of variables it is tedious searching for individual

variables Clicking on Find Variable produces the list of variables alphabetically

Selecting the desired variable in the list selects the axes button of this variable By the

way this renders that variable axis ready to operate on with the Interval Query

2 At times it is useful to know the order in which the data appears in the data table

Clicking on the Add Index Variable produces a dialog box where the name of the new

variable can be specified The variable then appears at the right end of the graph and has

as the value of each data item its position rank on the data table at input

3 On occasion the user wants to designate a subset of the data set into a separate category

In such a case the Add Categorical Variable 3rd entry on the menu is invoked and

given whatever name is desired The new variable then appears on the right hand end of

the graph with the designated subset assigned the category value 1 while it s complement

takes the value 0 Further subdivisions of the data set can be assigned other category

values using the Set Category option on the menu

4 One or more variables can be omitted from the graph by selecting the variable buttons

and then invoking the Delete variable s options

2 4 Preprocessing
Some operations may be used for preprocessing to provide the user with insights on the

structure of a data set easily and early in the analysis process Then the data items or variables

that seem superfluous and whose presence may obscure the information can be eliminated In

fact such elimination plays an important part in focusing on the desired information

2 4 1 Zebra

Zebra banding is a multidimensional contouring operation It is designed to portray easily

variations in all of the variables due to variations in one variable To operate this function select

the axis of the desired variable and the Zebra button iconized in the last most right position

of the toolbar In the dialogue box that appears enter the number of intervals The selected axis

is then divided into equal length intervals It is a good idea to start with 2 view the result and

then increase the number The polygonal lines ranging in each interval are colored by a different

color The result of this operation is a contoured view of the data highlighting different aspects

especially dependencies intersection points data clusters and extreme points and others It can
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also point out areas with high density and reveal periodic events An example of Zebra results is

shown in Figure 12

it 0 112 2 4112 0 0
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Figure 12 An Example of the Zebra function applied with 7 subdivisions on the

Computer Axis 1st from the left

2 4 2 Outliers

This is an automated algorithm suited to large data sets having a number of outliers In

general application of this algorithm is recommended only for expert users which of course

you will soon be It is a good idea to study the outliers of a data set and try to determine the

reason that they are outliers On the other hand outliers determine the display scale and

removing them enlarges the scale for the remaining data This allows for the observation of

patterns that may be hidden by the high density of data It is really best to manually remove the

outliers after examining each one of them A convenient place to start eliminating data is close to

the limits of the axes Points near the limits and far from the large mass of data are good

candidates for elimination
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The Outliers function starts an iterative algorithm that performs this task The user may

supply some parameters to the algorithm or leave their default values The parameters are

• The maximum relative number of outliers the default is 5 If the algorithm reaches this

value it will stop searching fore more outliers

• A factor whose default value is 6 which influences the distances between elements on an

axis considered by the algorithm as a starting point for the outliers search

• A divider whose default value is 10 indicating the length of a segment on the axis If we

denote the divider by d and the axis length by the algorithm will ignore outliers whose

distance to the closest element non outlier is less than I d

File Arrows Query Vars lypes view Scales Window aNalysis sEt up Help

M
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991
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_0 |Display 0ne Type None

Figure 13 The result of the Outliers operation before user approval

The algorithm starts looking for outliers from the leftmost variable in the displayed permutation

to the right After finding all of the outliers on an axis it passes to next axis until the last one in

the permutation is reached Then it starts again from the first axis and so on The algorithm

stops when the maximum relative number of outliers is reached or if that does not happen

when it does not find any more outliers after passing on all of the variables in the permutation
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After that it displays all of the outliers found highlighted colored in green and waits for the

user to approve this The user may not approve of the choice retaining the current graph

Otherwise the algorithm issues an Isolate operation and displays the graph without the outliers

Even in this stage there is a possibility to return to the previous graph by performing the

previous operation The example shown in Figure 13 is the result of the Outliers function applied

to the demo data set with the default parameters before the actual removal of the outliers i e

before the user approved it

3 0 Automated Classification

Even though the Visual Exploration is fun and effective it requires time and skill Hence the

most frequent and insistent requests have been for automation of at least some of the discovery

process Some of the functions we have already presented have of course elements of

automation It was recently discovered that it is possible to do automatic classification patent

pending effectively based on || coords Given a data set P and a subset S a rule is sought that

distinguishes elements of S from the others Obviously we would like this to be as accurate and

efficient as possible This is the basic classification problem and it can be directly generalized to

the case where there are a number of subsets also called categories that need to be

distinguished from each other There are important trade offs between the rule s complexity and

precision In our case we are able to state the rule precisely unlike the learning of black

boxes as well as visually This as we will see turns out to be very helpful In addition our

algorithms find the minimal subset of the variables needed to state the rule and order these

variables according to their information content The basic idea of our algorithms is geometrical

and it entails the construction of a hyper surface that contains as many of the points ofS and as

few of the points of P S the complement of S This brings up the important matter of

measuring the precision of the rules obtained by our classifiers We discuss this later on There

are three classifiers and they are found by clicking the Classifier menu s first line

3 1 Wrapping
The simplest approach to geometrical classification is to wrap in some efficient way the points

of5 and then state in as simple a way as possible the rule which is actually the description of

the wrap an approximation of a convex surface The algorithm even at the expense of some
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precision further simplifies the description of the wrap The rule is stated in terms of conditions

on the variables needed to fully state the rule Also these variables are optimally ordered in

terms of their information content To apply this and any of the other classifier algorithms the

subset S needs to be specified and used as the input In many data sets there are one or more

variables that specify various categories or classes In that case using the interval query isolates

a specific category Otherwise S is defined by means of the queries When this is done choose

Wrapping from the Classifiers menu The Select axes dialog box appears and provides an

important choice namely to choose the variables in terms of which we would like to have the

rule stated think of the many applications where this is essential We can Select air with the

button and then skip the ones we want to skip Ifthe subset S is specified in terms ofinterval

queries only be sure to deselect those variables at this stage or the rule is likely to be a trivial

restatement ofthe defining conditions Click the OK button and the Classifier summary

appears with the expression with the approximate conditions for the rule as well as the

percentages of the misclassification for the Training phase see below That is False

positives refer to those data items in P S that were misclassified as belonging to S while False

negatives are data items in S that were misclassified as belonging to S If those errors are small

then this rule may suffice Still look in the Graph where the last query displayed contains all of

the elements ofS and the False positives The variables needed to state the rule are displayed

first with arrowheads in the suggested order of their importance It is possible to save the rule

and to apply it to another data set To do so select the Save classifier option and give the rule a

name in the dialog box that appears click OK and the rule is saved in the Data directory To

apply it again on another set of data S which is already displayed in the graph select the

category variable on which the rule is to be applied and also select the Apply classifier to chose

the rule from the list The result has the format already described

As an example we can see in Figure 14 an Interval query on the axis INodeTable After

performing the wrapping algorithm on all of the axes except for the INodeTable the resulting

query and permutation are shown in Figure 15 and the difference in Figure 16
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Figure 14 An Interval query defining the input set in the Wrapping operation
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Figure 15 The result of the Wrapping operation
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3 2 The Classification Process

ParallAX includes two very advanced classifiers the Nested Cavities NC and Enclosed

Cavities EC Compared with 23 other well accepted classifiers as applied to some benchmark

data sets in all cases they were the most accurate Also they are computationally very efficient

The classifiers exploit the inherent property of this tool visualization as well as the

computational advantages of the || coords methodology The classification results are displayed

graphically on the screen giving the analyst the ability to understand the results The ability to

visualize the rules is lacking in many other classifiers

The classification problem arises in a variety of fields and can be divided into two phases In

the trainingphase the classifier learns to discriminate between classes using a data set called

the training data consisting of solved cases having samples associated with correct classification

The output of the classifier in our case is a rule which is based on the solved cases Then there
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is the testing phase where the rule is applied to a new data set and the results it provides are

compared to the known correct cases Figure 17 illustrates the classification process in general

a The training phase

f

New

Rule

\

Comparisons
cases

v J
V y

b The testing phase

Figure 17 The classification process

3 2 1 Analyzing the Errors

For the classes designated as positive and negative the error committed when predicting

a positive sample as negative is called a false negative and the error committed when a

negative sample is predicted positive is called a false positive The error rate of these two types

of misclassification is calculated based on the following equations

„
number misclassified positive cases

False positive error rate

number of negative cases

^
number misclassified negative cases

False negative error rate
number of positive cases

Keep these formulae in mind when examining the error rates given by the classifier
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3 3 Nested Cavities Classifier NC

This new classifier is based on an iterative top down process of creating a hyper surface

containing as many points of the designated subset S and as few points of its complement P S

The algorithm involves creating an exterior wrap then constructing and removing a wrap

containing all the unwanted points and some of the wanted ones then returning a smaller wrap

with the wanted points and some of the unwanted ones creating a fine nesting of cavities which

provide an increasingly more precise approximation for the desired subset S If this process

converges and it does NOT always converge then the result i e the approximate description of

the hyper surface is the rule which can be quite complex Again it is stated as conditions on

the variables needed for the classification The queries that add points have an even number

while those that remove points have an odd number except for the first one which contains the

class elements To apply the NC select the class on which the rule is to be defined choose

Nested Cavities from the Classifiers menu select the variables as for Wrapping limit the

number of iterations allowed 100 is default and then press OK In the beginning especially for

large sets it is worth picking a smaller number of iterations and if convergence looks likely

then remove the iteration restriction A great deal can be learned from studying the classification

rule Notice the leading list of variables occurring in the successive iterations Those who tend to

occur consistently or most frequently are the most important and there are other clues that come

with experience An example of the spectacular results that may be obtained is shown in Figures

18 and 19 The classifier was applied to a data set with 32 variables and 2 classes shown in

Figure 18 It is sought to find a rule to distinguish elements of class 1 from its complement class

2 whose elements are colored black Notice how interwoven the two classes are as shown in the

scatter plot of the first 2 variables shown in Figure 18 The result is displayed in Figure 19 The

NC is the one used most frequently as it tends to be more successful

3 4 Enclosed Cavities Classifier EC

On occasion when the NC does not give satisfactory results it is worth applying the next

classifier EC Basically classification using the EC is based on obtaining an exterior wrap of the

wanted data points Then removing the unwanted points with cavities that do not contain any of

the wantedpoints The result is something akin to Swiss cheese The operation is the same as

for NC with the EC tending to be slower especially for large data sets It is advised to use the
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default settings of the 2nd dialog box until enough experience has been obtained to make

judicious choices

3 5 Error Analysis
Once a rule is obtained it is possible and desirable to assess its precision Two ways are

provided and they are accessed from the Check Classifier option of the Classifier menu

3 5 1 Train and Test

This is the most frequently used method The data is randomly split in two The usual

proportions are either 2 3 or 1 2 for training i e deriving the rule and applying the rule i e

testing on the remainder The actual portion chosen for training is prescribed in the dialog box

Then the classifier used is chosen Note Extended Cavities and Wrapping with Cavities are

synonyms for NC and EC respectively Make sure to use the same list of variables and iterations

as used in the derivation of the rule

3 5 2 Cross Validation

Here all of the data set is partitioned in a number of subsets and split randomly for training and

testing This gives a better error estimate than Train and test but also takes much longer
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Figure 18 A real data set with 32 variables and 2 classes categories the rule is sought
for class 1 shown in color The complement class 2 is shown in black In the insert is the

scatter plot of the first 2 variables in the permutation on input An effective classification

should lead to a physical separation of the 2 classes
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Figure 19 Above are seen some of the results obtained by the NC classifier It turns out

that only 9 of the variables are needed to specify the rule They are placed up front sorted

according to their information content In the insert is the scatter plot of the first two

variables showing a remarkable separation Viewing the remaining scatter plots of the

variables shown in the list provides a road map to actually seeing the RULE as

represented by a 9 dimensional hypersurface embedded in the 32 diniensional space of the

original data set
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Classification Examples

The following is an example using the data set Allsites dat

ParallAX C Documents and SellingsAJSfR Desktop L pardllciK | irdllci pdr illdirep^i]dlMl l SITFS DAT

File Arrows Que y Vars Types view Scales Window analysis Classifiers sEt up Help

J Site 1 Sample i | SLKATIO | Time | Id Ca Na K CI 1 S04 ~~1 ALK

i |

2MEfll IMIH T olal size 175 Level

Combination And 0

LJj_ J Display One Type None

Above is the full data set there are eight sites considered as the classes for classification
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Site one is selected and is the input to the classifier
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The Classifiers button is selected by the cursor and then the Nested Cavities is chosen

which is the most powerful algorithm there are 3

I didinX t wrenH and SeltingiAfSrRfl eiM y rt ji«i4lU |wiraJI^» paial ii^ di l ALLSI ES D4T

Fie Queiy lypes view £calet indnv analysts pasaheti Help

This window appears Click on Select All and deselect Sites which is the class variable

Then click OK
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The next box appears click OK accept the default

PardllAX ¦ C Docurn i 11 |d «11 infcs USrR Deikt©p l |^«lb paiall«A ai Al L5rT[5 DAT

False positives 0 0CR

False negatives 0 00

Totaledc tale 0 002

r i iSfae4l

ij2 Prrni 23H

Display One Type Interval

The classification result is in the above window

The rule distinguishing Site 1 from the rest is

K 10 74 24 45 and S04 24 3 42 71

Those are the ranges for K and S04 Note that the axes order is changed with K being first K

the best single predictor S04 being second and Site the class variable being last Next the

rule s precision is tested

From the boxes on the bottom left select the BLUE leftmost box
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T o»al see 175 Levef
Cofnbnattorv Arvd 0

DsplyOne Typektovd|Alates repwt doc Microsoft Wordl



Click on Classifiers then at the bottom Check Classifier and then choose Train and

Test

In the box which appears next input 67 chooses at random 67 of the data and pick Nested

Cavities for the classification algorithm A rule is then constructed based 011 67 of the data

which is then tested on the remaining 33 of the data click OK
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Again Select All and deselect Site which is now at the end of the list click OK
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In the above window is the answer in percent of false positives false negatives and the

weighted average error A high false negatives indicates that the sample is too small for a

reliable rule

Click OK and then click on the second GREEN box at the bottom left Then click the scatter

plot button on top to obtain the K vs S04 plot and visually see the result of the classification

Data from Site 1 is colored GREEN and is separated from the rest of the data
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jl Pirnt 2m

2 IrternefEx

PamIIAX ¦ Dot umvnls ml s ltjra£ USI R l««M Mopi| §» •• llW|wi ilUi p ti « i liifjd Jt ALLSITfS t ¦ T

£Jo fattwn Sueiy £aa L»pes view £caies Window analysis £iasstfieis s£t up Help

iflvi
23 059993 24 45 959 49 959999 1 9 059939

Scatter plot of K vs S04

Go to the Query button on top and Delete all queries the following display is next

Total ce 175 Level

Combnatio And EilOT
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J K S04 | Sample id | SLRATIO | Time id5
__

c« N« CI ALK I Site

OJ J
OllairBBTm Total i2e 175 Levet

JKE5SEl Co nbinateon And 0

ftf I Display One Typeintetval

7 start 2 internet Ex PataSAX C D ¦ Scatter plot of epwt Jsites datt JP mr »

ParallAX C 7Documcnts and ScttingsAJSFR Desktop IVparallax parallax parallacreB dat ALLSITE

£ile rows Query Vat lypes vlevf Scales ^ indw analysis £tas li«j s£l up Help

REGISTERED VERSION

vvj

SEEK

Repeat the classification for any other site Here Site 4 is chosen the last axis
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The above window is obtained



PdfdlW t l or nriwi K and SeHiimAiSIR DesK«0j»A | «rtU n p4rrtUax pdralUuiej^rt vl Al LSirfS | AI

55 S^ 25

ql Prcnt 14H

ParalAX C D

OK 1

Total «z« 175

Coirtrtation Af d ^

_| Display One Type int«val

I Gassfier sum ASates repent alsites dafcs JP EN ~ Qfjl

£ie raws Query Yan Iypes view Scales Window analysis Classifier sfcl up Help

Na 4 78 9 35 and

Ca 1G 63 27 11 and

S04 6 72 ¦ 15 3

I False positives 0 OIK

I Fake negatives 0 002

1 Total e ro» rate 0 00

The rule distinguishing Site 4 from the others is

Na 4 78 9 35 and Ca 16 63 27 11 and S04 6 72 15 3

The error is 0 and the plot of the first two variables is in the next window
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Glossary

Anderson Darling AD test The Anderson Darling test assesses whether known data come from a

specified distribution

Bias The systematic or persistent distortion of a measured value from its true value this can occur during

sampling design the sampling process or laboratory analysis

Biweight An influence function based on Tukey s or LAX Kafadar s methods

Bootstrap Method The bootstrap method is a computer based method for assigning measures of

accuracy to sample estimates This technique allows estimation of the sample distribution of almost any

statistic using only very simple methods Bootstrap methods are generally superior to ANOVA for small

data sets or where sample distributions are non normal

Break Down point This point represents that fraction of observations which can be altered e g can be

made very large arbitrarily without affecting influencing distorting changing drastically the values of

the estimates

Central Limit Theorem CLT The central limit theorem states that given a distribution with a mean p

and variance o2 the sampling distribution of the mean approaches a normal distribution with a mean p

and a variance o2 N as N the sample size increases

Coefficient of Variation CV A dimensionless quantity used to measure the spread of data relative to

the size of the numbers For a normal distribution the coefficient of variation is given by s xBar Also

known as the relative standard deviation RSD

Confidence Coefficient The confidence coefficient a number in the closed interval [0 1] associated

with a confidence interval for a population parameter is the probability that the random interval

constructed from a random sample data set contains the true value of the parameter The confidence

coefficient is related to the significance level of an associated hypothesis test by the equality level of

significance 1 — confidence coefficient

Confidence Interval Based upon the sampled data set a confidence interval for a parameter is a random

interval within which the unknown population parameter such as the mean or a future observation xO

falls

Confidence Limit The lower or an upper boundary of a confidence interval For example the 95

upper confidence limit UCL is given by the upper bound of the associated confidence interval

Correlation A measure of linear association between two ordered lists

Coverage Coverage Probability The coverage probability e g 0 95 of an upper confidence limit

UCL of the population mean represents the confidence coefficient associated with the UCL

Critical Alpha The cutoff level for finding outliers

Cross validation The method of checking if the classification of observations in discriminant analysis
are valid or not
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Data Quality Objectives DQOs Qualitative and quantitative statements derived from the DQO process
that clarify study technical and quality objectives define the appropriate type of data and specify
tolerable levels of potential decision errors that will be used as the basis for establishing the quality and

quantity of data needed to support decisions

Detection Limit A measure of the capability of an analytical method to distinguish samples that do not

contain a specific analyte from samples that contain low concentrations of the analyte The lowest

concentration or amount of the target analyte that can be determined to be different from zero by a single
measurement at a stated level of probability Detection limits are analyte and matrix specific and may be

I aboratory dependent

Empirical Distribution Function EDF In statistics an empirical distribution function is a cumulative

probability distribution function that concentrates probability 1 In at each of the n numbers in a sample

Estimate A numerical value computed using a random data set sample and is used to guess estimate

the population parameter of interest e g mean For example a sample mean represents an estimate of

the unknown population mean

Expectation Maximization EM The EM algorithm is used to approximate a probability function p f

or p d f EM is typically used to compute maximum likelihood estimates given incomplete samples

Exposure Point Concentration EPC The contaminant concentration within an exposure unit to which

the receptors are exposed Estimates of the EPC represent the concentration term used in exposure

assessment

Extreme Values The minimum and the maximum values

Goodness of Fit GOF In general the level of agreement between an observed set of values and a set

wholly or partly derived from a model of the data

Graphics Alpha The alpha values used for identifying outliers on the graphs This is usually same as

critical alpha

Gray Region A range of values of the population parameter of interest such as mean contaminant

concentration within which the consequences of making a decision error are relatively minor The gray

region is bounded on one side by the action level The width of the gray region is denoted by the Greek

letter delta in this guidance

H Statistic The unique symmetric unbiased estimator of the central moment of a distribution

H UCL UCL based on Land s H Statistic

Hypothesis Hypothesis is a statement about the population parameter s that may be supported or

rejected by examining the data set collected for this purpose There are two hypotheses a null

hypothesis H0 representing a testable presumption often set up to be rejected based upon the sampled
data and an alternative hypothesis HA representing the logical opposite of the null hypothesis

Individual MD a The a 100 critical value from the distribution of the distances also called dOcut

Individual Contour Ellipsoid Contour at Individual MD a Also called a prediction ellipsoid
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Influence Function Alpha The values used for minimizing in Huber and PROP methods

Jackknife Method A statistical procedure in which in its simplest form estimates are formed of a

parameter based on a set ofN observations by deleting each observation in turn to obtain in addition to

the usual estimate base d on N observations N estimates each based on N l observations

Kolmogorov Smirnov KS test The Kolmogorov Smimov test is used to decide if a sample comes

from a population with a specific distribution The Kolmogorov Smirnov test is based on the empirical
distribution function EDF

Kurtosis Kurtosis is a measure of whether the data are peaked or flat relative to a normal distribution

Level of Significance The error probability also known as false positive error rate tolerated of falsely

rejecting the null hypothesis and accepting the alternative hypothesis

Leverage Distances The distances robust or classical Mahalanobis obtained using the independent
variables in regression

Leverage Outliers The outliers among the independent variables in regression

Lilliefors test A test of normality for large data sets when the mean and variance are unknown

M Estimation The process of obtaining an M estimators

M Estimators A class of statistics which are obtained as the solution to the problem of minimizing
certain functions of the data

Max MD Largest Mahalanobis distance obtained from the dataset

Max MD a The a 100 critical value of the test statistic also called d2max

Maximum Likelihood Estimates MLE Maximum likelihood estimation MLE is a popular statistical

method used to make inferences about parameters of the underlying probability distribution of a given
data set

Mean The sum of all the values of a set of measurements divided by the number of values in the set a

measure of central tendency

Median The middle value for an ordered set of n values Represented by the central value when n is odd

or by the average of the two most central values when n is even The median is the 50th percentile

Minimization Criterion The criterion used in minimizing the residuals of regression

Minimum Detectable Difference MDD The minimum detectable difference MDD is the smallest

difference in means that the statistical test can resolve The MDD depends on sample to sample

variability the number of samples and the power of the statistical test

Minimum Variance Unbiased Estimates MVUE A minimum variance unbiased estimator MVUE or

MVU estimator is an unbiased estimator of parameters whose variance is minimized for all values of the

parameters If an estimator is unbiased then its mean squared error is equal to its variance
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Non detect ND Censored data values

Nonparametric A term describing statistical methods that do not assume a particular population
probability distribution and are therefore valid for data from any population with any probability
distribution which can remain unknown

Optimum An interval is optimum if it possesses optimal properties as defined in the statistical literature

This may mean that it is the shortest interval providing the specified coverage e g 0 95 to the

population mean For example for normally distributed data sets the UCL of the population mean based

upon Student s t distribution is optimum

Outlier Measurements usually larger or smaller than the majority of the data values in a sample that are

not representative of the population from which they were drawn The presence of outliers distorts most

statistics if used in any calculations

p value In statistical hypothesis testing the p value of an observed value Wn ed of some random

variable T used as a test statistic is the probability that given that the null hypothesis is true T will

assume a value as or more unfavorable to the null hypothesis as the observed value observed

Parameter A parameter is an unknown constant associated with a population

Parametric A term describing statistical methods that assume a normal distribution

PC Loadings A matrix of eigen vectors for the covariance or correlation matrix

Population The total collection ofN objects media or people to be studied and from which a sample is

to be drawn The totality of items or units under consideration

Prediction Interval The interval based upon historical data or a background well within which a

newly and independently obtained often labeled as a future observation site observation from a

compliance well of the predicted variable lead falls with a given probability or confidence coefficient

Probability of Type 2 Error P The probability referred to as |3 beta that the null hypothesis will

not be rejected when in fact it is false false negative

Probability of Type I Error Level of Significance a The probability referred to as a alpha that

the null hypothesis will be rejected when in fact it is true false positive

p
h
Percentile The specific value Xp of a distribution that partitions a data set of measurements in such a

way that the p percent a number between 0 and 100 of the measurements fall at or below this value and

100 p percent of the measurements exceed this value Xp

p
h

Quantile The specific value of a distribution that divides the set of measurements in such a way that

the proportion p of the measurements falls below or are equal to this value and the proportion 1 p of

the measurements exceed this value

Quality Assurance An integrated system of management activities involving planning implementation
assessment reporting and quality improvement to ensure that a process item or service is of the type
and quality needed and expected by the client
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Quality Assurance Project Plan A formal document describing in comprehensive detail the necessary

QA QC and other technical activities that must be implemented to ensure that the results of the work

performed will satisfy the stated performance criteria

Quantilc Plot A graph that displays the entire distribution of a data set ranging from the lowest to the

highest value The vertical axis represents the measured concentrations and the horizontal axis is used to

plot the percentiles of the distribution

Range The numerical difference between the minimum and maximum of a set of values

Regression on Order Statistics ROS A regression line is fit to the normal scores of the order statistics

for the uncensored observations and then to fill in values extrapolated from the straight line for the

observations below the detection limit

Resampling The repeated process of obtaining representative samples and or measurements of a

population of interest

Reliable UCL This is similar to a stable UCL

Regression Outliers The outliers in the dependent variable of regression

Robustness Robustness is used to compare statistical tests A robust test is the one with good

performance that is not unduly affected by outliers for a wide variety of data distributions

Sample A sample here represents a random sample data set obtained from the population of interest

e g a site area a reference area or a monitoring well The sample is supposed to be a representative

sample of the population under study The sample is used to draw inferences about the population
parameter s

Shapiro Wilk SW test In statistics the Shapiro Wilk test tests the null hypothesis that a sample
X| xn came from a normally distributed population

Simultaneous Contour Ellipsoid Contour at Max MD a Also called a tolerance ellipsoid

Skcwness A measure of asymmetry of the distribution of the characteristic under study e g lead

concentrations It can also be measured in terms of the standard deviation of log transformed data The

higher is the standard deviation the higher is the skewness

Stable UCL The UCL of a population mean is a stable UCL if it represents a number of practical merits

which also has some physical meaning That is a stable UCL represents a realistic number e g

contaminant concentration that can occur in practice Also a stable UCL provides the specified at least

approximately as much as possible as close as possible to the specified value coverage e g 0 95 to

the population mean

Standard Deviation sd A measure of variation or spread from an average value of the sample data

values

Standard Error SE A measure of an estimate s variability or precision The greater the standard

error in relation to the size of the estimate the less reliable the estimate Standard errors are needed to

construct confidence intervals for the parameters of interests such as the population mean and population
percentiles
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Trimming percentage The percentage value used for trimming outliers in MVT method

Tolerance Limit A confidence limit on a percentile of the population rather than a confidence limit on

the mean For example a 95 percent one sided TL for 95 percent coverage represents the value below

which 95 percent of the population values are expected to fall with 95 percent confidence In other

words a 95 UTL with coverage coefficient 95 represents a 95 upper confidence limit for the 95th

percentile

Unreliable UCL Unstable UCL Unrealistic UCL The UCL of a population mean is unstable

unrealistic or unreliable if it is orders of magnitude higher than the other UCLs of population mean It

represents an unpractically large value that cannot be achieved in practice For example the use of

Land s H statistic often results in impractically large inflated UCL value Some other UCLs such as the

bootstrap t UCL and Hall s UCL can be inflated by outliers resulting in an impractically large and

unstable value All such impractically large UCL values are called unstable unrealistic unreliable or

inflated UCLs

Upper Confidence Limit UCL The upper boundary or limit of a confidence interval of a parameter
of interest such as the population mean

Upper Prediction Limit UPL The upper boundary of a prediction interval for an independently
obtained observation or an independent future observation

Upper Tolerance Limit UTL The upper boundary of a tolerance interval

Winsorization method The Winsorization method is a procedure that replaces the n extreme values with

the preset cut off value This method is sensitive to the number of outliers but not to their actual values
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