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Abstract

Natural and engineered water systems interact throughout watersheds (e.g., at water intakes, wastewater outfalls and water pipe breaks of all kinds), and while there is clearly a link between watershed activities and the quality of water entering the engineered environment, surface water and drinking water are considered distinct operational systems. As a result, the strategic approach to data management and modeling within the two systems is very different, leading to significant difficulties in integrating the two systems in order to make comprehensive watershed decisions. In this paper, we describe a highly-structured data storage and exchange system that integrates multiple tools and models, describing both natural and engineered environments to provide a scientifically based, economic tool for assessing the impact of land use policy decisions on ecosystems and on the treatability of the water for human use. Our underlying objective in presenting our conceptual design for this water information system is to challenge the current paradigm for modeling water systems, and to advocate for moving towards the standardization of data storage and transfer protocols within the water science community.
Executive Summary

Engineered water systems (e.g., drinking water and wastewater treatment plants) and natural water systems (e.g., streams, rivers) interact throughout watersheds in a variety of ways. For example, natural waters enter engineered systems at drinking water plant intakes, treated water from wastewater plants is reintroduced into natural systems at outfalls, and water is exchanged between the two systems through leaking and/or broken pipes. Decisions regarding the management of natural systems upstream of drinking water treatment plant intakes (e.g., non-point source runoff from agriculture and livestock, and discharges from mining operations) affect water movement and biogeochemical processes, altering water conditions that then affect ecosystems and the treatability of water for human use. Clearly, there is a link between watershed activity and source water impairment; however, despite this connection, the typical response of watershed managers (e.g., reduce inputs from distributed multiple users) and drinking water plant operators (e.g., add additional treatment or alter processes) are made independently. Either as a consequence of the historical conceptual isolation of natural water systems from engineered/built systems, or as a result of managing the two separately, surface water and drinking water are considered distinct operational systems, and there is no standardized way of storing and sharing water data, and no single tool that can be used to model the quantity and quality of water as it moves through the natural and engineered water environments.

This report describes the state-of-the-practice in water information processing, and sketches the framework for the type of water information system (WatIS) that will be needed to manage water resources holistically. The proposed WatIS is fundamentally a system of models, communicating with a master data repository and integrated together with a robust user interface. Unlike the traditional method of linking models in series and cascading data from one model to the next, the proposed WatIS will allow data to flow in multiple directions. A well-structured database and a comprehensive data management strategy will be essential for the long-term success of the WatIS.

Data needed in modeling are discussed in detail in Section 2 of this report. The prominent models used for simulating water movement and biogeochemical processes in water systems are discussed in Section 3, along with model integration methods. The number and type of models needed in the WatIS will depend on the capabilities of the models and the specific problem to be addressed. This report focuses on modeling surface water, for which four types of processes will likely need to be simulated. A schematic of these processes is shown in Figure ES-1.
Figure ES-1. Schematic Relating Physical Water Systems to a Modeling Network.
The schematic represents the way water moves through natural and engineered systems, and shows the locations where data are collected and models are needed in the water information system.

As shown in Figure ES-1, water moves from left to right, starting in the watershed and working its way through the system until it exits as tap water. Along the way, information on the quantity and quality of the water is collected via sensors and/or grab-samples. These data are assimilated by the models and used to make predictions regarding the quality of the water as it travels from the watershed through the distribution system.

As part of this project, popular modeling tools were explored. As a result of the conceptual isolation of the natural system models and the built system models, the key parameters of the two types of models are often significantly different. For example, a watershed model may predict temperature, nutrient levels, and the algal biomass concentration in the source water, while the drinking water treatment plant requires the concentrations of taste and odor (T&O) precursors like geosmin and 2-methylisoborneol (2-MIB). There is no direct, easily incorporated translation from watershed parameters to drinking water intake parameters. Thus, to integrate these models, treatability translation tools will need to be included in the WatIS. These tools will require expert knowledge regarding the controlling physical, chemical, and biological processes and the accuracy of the computational algorithms will hinge on access to water quality monitoring in the watershed and on water quality monitoring at the drinking water treatment plant intake in order to inform the relationship among the different water quality terms. In addition, the operation and control of engineered water systems are typically managed using a supervisory control and data acquisition (SCADA) system. Thus, to alter treatment processes in real-time to maximize the quality of finished drinking water while minimizing treatment costs, the SCADA system must be fully integrated into the WatIS.
One of the applications of the WatIS is the development of a scientific framework for evaluating the relative costs and benefits of implementing changes in the watershed (i.e., the implementation of best management practices (BMPs)) with changes in the drinking water plant (i.e., using activated carbon). By incorporating these cost/benefit features, the decision space for maximizing the production of high quality drinking water at the least cost can be expanded to include decisions made in the watershed. To accomplish this goal, cost/benefit information must be aggregated and incorporated into the system, and cost/benefit computational tools must also be developed and added.

In the model section of the report, Section 3, a direct comparison is made between the proposed design of the WatIS that allows for multidirectional data flow via a master data repository and the traditional method of cascading data from model to model. The differences in these two approaches are summarized in Figure ES-2.

![Figure ES-2. A Side-by-Side Comparison of Data Flow and Data Transfer Methods.](image)
The left image shows multidirectional data flow via a master data repository. The right image shows the more traditional method of cascading data downward through the models.

The benefits to the WatIS shown on the left are: (1) data can be accessed from all models in the system and data flow is multidirectional, (2) the data structure is common to all the models, encouraging data standardization among researchers, (3) the results of the model simulation and all the associated metadata can be stored in the data repository, and (4) the structure allows for a ‘plug and play’ model development. This approach will eventually reduce work for those using the models, but will require an extensive effort on the part of the model developers to transition to standardized data structures, and will require a long-term commitment to maintaining the master data repository and the user interface.

The cascading data approach offers the advantage of being able to be developed in pieces, one model at a time, but cannot overcome the limitation of unidirectional data flow. Multidirectional data flows are necessary to integrate real-time applications and facilitate adaptive management. Furthermore, without a master data repository, modelers will be required to learn data storage
schemas for all the models they want to use, and will have no way of tracking or documenting the inputs and outputs of an integrated model simulation.

Adopting multidirectional flow and the unifying structure of the WatIS master data repository will expedite a ‘plug and play’ nature for model inclusion, facilitating the development of data analysis tools (and/or links to commonly used tools), the inclusion of treatability translation tools, and the incorporation of models for comparing costs/benefits, leading to a robust, integrated water information system for managing the quantity and quality of water across the natural and built environments.
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<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFW-ERPIMS</td>
<td>Air Force Wide Environmental Resources Program Information Management System</td>
</tr>
<tr>
<td>BASINS</td>
<td>Better Assessment Science Integrating Point and Nonpoint Sources</td>
</tr>
<tr>
<td>BMPs</td>
<td>Best Management Practices</td>
</tr>
<tr>
<td>DBP</td>
<td>Disinfection By-Products</td>
</tr>
<tr>
<td>DEM</td>
<td>Digital Elevation Model</td>
</tr>
<tr>
<td>DOC</td>
<td>Dissolved Organic Carbon</td>
</tr>
<tr>
<td>DWRS</td>
<td>Pennsylvania’s Drinking Water Reporting System</td>
</tr>
<tr>
<td>DWT</td>
<td>Drinking Water Treatment Plant</td>
</tr>
<tr>
<td>EFW</td>
<td>East Fork Watershed</td>
</tr>
<tr>
<td>EN</td>
<td>National Environmental Information Exchange Network</td>
</tr>
<tr>
<td>ESRI</td>
<td>Environmental Systems Research Institute</td>
</tr>
<tr>
<td>GIRAS</td>
<td>Geographic Information Retrieval and Analysis System</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographic Information System</td>
</tr>
<tr>
<td>HIS</td>
<td>CUAHSI has developed the Hydrologic Information System</td>
</tr>
<tr>
<td>HUC</td>
<td>Hydrologic Unit Codes</td>
</tr>
<tr>
<td>NED</td>
<td>National Elevation Database</td>
</tr>
<tr>
<td>NCDC</td>
<td>National Climatic Data Center</td>
</tr>
<tr>
<td>NLCD</td>
<td>National Land Cover Database</td>
</tr>
<tr>
<td>NOAA</td>
<td>National Oceanic and Atmospheric Administration</td>
</tr>
<tr>
<td>NOM</td>
<td>Natural Organic Matter</td>
</tr>
<tr>
<td>NSF</td>
<td>National Science Foundation</td>
</tr>
<tr>
<td>NWIS</td>
<td>National Water Information System</td>
</tr>
<tr>
<td>ODM</td>
<td>Observations Data Model</td>
</tr>
<tr>
<td>PASDA</td>
<td>Pennsylvania Spatial Data Access</td>
</tr>
<tr>
<td>SCADA</td>
<td>Supervisory Control and Data Acquisition</td>
</tr>
<tr>
<td>SSURGO</td>
<td>Soil Survey Geographic</td>
</tr>
<tr>
<td>STATSGO2</td>
<td>State Soil Geographic</td>
</tr>
<tr>
<td>STORET</td>
<td>EPA STOrage and RETrieval Data Warehouse</td>
</tr>
<tr>
<td>T&amp;O</td>
<td>Taste and Odor</td>
</tr>
<tr>
<td>TDS</td>
<td>Total Dissolved Solids</td>
</tr>
<tr>
<td>TOC</td>
<td>Total Organic Carbon</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
<tr>
<td>USACE</td>
<td>United States Army Corps of Engineers</td>
</tr>
<tr>
<td>USEPA</td>
<td>United States Environmental Protection Agency</td>
</tr>
<tr>
<td>USGS</td>
<td>United States Geological Survey</td>
</tr>
<tr>
<td>WaterML</td>
<td>Water Markup Language</td>
</tr>
<tr>
<td>WatIS</td>
<td>Water Information System</td>
</tr>
<tr>
<td>WQX</td>
<td>Water Quality Exchange</td>
</tr>
<tr>
<td>XML</td>
<td>Extensible Markup Language</td>
</tr>
</tbody>
</table>
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1 Introduction and Background

This report presents an assessment of the state-of-the-practice in water information management and modeling, and proposes a framework for the type of water information system (WatIS) that would be needed to: (1) understand the impacts of changing land use on the quality of receiving water as it pertains to the treatability of water for human use, (2) evaluate the socioeconomic implications of policy choices regarding the management of natural and engineered systems in an integrated way, and (3) enable the integration of data from multiple water systems to facilitate changes to engineered systems in real-time, and to identify long-term changes needed to achieve water quality and quantity goals.

1.1 Background of the Challenges of Implementing a Water Information System

The quality of the water that flows into a drinking water treatment plant is affected by the policies governing the water and land use upstream of the plant and by the way these policy choices influence the biogeochemical and ecological processes in the water systems. These dynamic processes often have indirect effects. For example, the application of fertilizer to farmland can lead to nutrient runoff (nitrogen and phosphorus) that enters the water system and leads to increases in primary productivity of algal species. The resulting changes in the ecology may increase concentrations of certain chemicals in the water, and these can lead to taste and odor (T&O) problems in finished drinking water. Similarly, discharges from mining operations can produce water that is high in dissolved chemicals (e.g., sulfate and chloride) that affects ecosystems and changes the quality of finished drinking water. Clearly, there is a link between watershed activities and source water impairment; however, despite this connection, the typical response of watershed managers (e.g., reduce inputs from distributed multiple users) and drinking water plant operators (e.g., add additional treatment or alter processes) are made independently. Either as a consequence of the historical conceptual isolation of natural water systems (watersheds, streams, rivers, lakes) from engineered/built water systems (drinking water and wastewater treatment plants), or as a result of managing the two separately, surface water and drinking water are considered distinct operational systems.

The divide that exists between those working in natural systems and those working in engineered systems affects the way that systems’ information is managed. Professionals typically work in one system or the other, and become familiar with the unique features and complexities of their system. This makes the exchange of information between the two groups complicated, and affects the way tools are developed to model water systems. Historically, when a tool was needed to model system processes, it was developed to answer a specific question in one system, with little thought given to integrating and sharing models among multiple water systems. As a legacy of the way water systems have evolved, there is no standardized way of storing and sharing water data, and no single tool that can be used to model the quantity and quality of water as it moves through the natural and engineered water environments (Horshburgh et al. 2009).

1.2 Overview of Considerations in Water Information Management

In the domain of environmental science and engineering, models provide an organizing and integrating framework for fundamental knowledge on environmental processes and interactions.
In this sense, they serve as a repository for advances in scientific understanding of the complex processes that occur in natural and engineered systems. Environmental models also provide a basis for predicting changes to the environment in response to human activities. As such, when properly formulated, tested, and corroborated with observed data, they can provide a foundation and focus for decision support in the development of environmental policy (USEPA 1989a; Small 1997; Jakeman et al. 2006; Liu et al. 2008).

1.2.1 Modeling the Physical World

To provide a scientific basis for environmental policy decisions, a water information system must incorporate data, such as: (1) data uploaded from sensors deployed throughout natural and built environments, (2) data gathered through parameter analysis of individual grab samples collected from locations throughout natural and built environments, (3) data that are estimated by performing model simulations, and (4) data gathered from experiments designed to improve the parameterization and biogeochemical details of water system models, and must also include models that can: (1) be seamlessly integrated and used to simulate the physical and biogeochemical processes occurring in natural and engineered systems, and (2) predict the quality of finished drinking water at some future point in time when the parcel of water that was sampled in the watershed has moved through the treatment process. Figure 1-1 shows a simplified schematic of the relationships among the physical water systems and the models.

![Figure 1-1. Relationship among the Physical Water Systems and Model Processes.](image)

Physical systems include a watershed, a receiving waterbody (e.g., river or reservoir), a drinking water treatment plant, and a finished water distribution system. Data are collected at various places in the systems, are stored in the water information system, and are used to update model parameters and confirm the predictive capability of the models.

In this conceptualization, water begins in the streams and tributaries of the watershed, where sensors capture data on water quantity and quality. A watershed-based model with land use
features is used to simulate the runoff that leads to water quantity and quality changes in this part of the system. This water then enters a reservoir, where sensors and regular grab-sample monitoring programs provide additional data. These data inform a surface water model that incorporates extensive biogeochemical processes that are likely to occur in the water. These models generate profiles of water flow and quality, predicting the condition of the water at the drinking water treatment plant (DWTP) intake. The water continues to flow through the plant and the distribution system, where it is monitored using sensors and grab-samples. A series of unit operational models predict the final quality of the water using statistical relationships between source water surrogates and finished water parameters of interest. These finished water characteristics are also measured and sensed before entering the distribution system. In a fully functional WatIS, a multi-model simulation could be performed using sensor data gathered from locations some distance upstream of the DWTP intake, and the results of the simulation could be used to suggest and/or implement changes to the drinking water treatment process in real-time.

The schematic in Figure 1-1 shows water flowing from the watershed through to the drinking water treatment plant and does not show the return flow of water through sewers to wastewater treatment plants and back into natural systems. Since the focus of this research is on laying a framework for the WatIS rather than on predictive modeling, some parts of the water cycle, even those that directly affect surface water quality, are not explicitly discussed. In the full deployment of the WatIS, all the pieces of the water cycle that impact the quality of the simulation will need to be incorporated and handled appropriately.

### 1.2.2 Components of a Water Information System

The traditional approach to integrating modeling is to transfer, or cascade the output from one model into input for the next model in series. This is the method used in the Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) tool (USEPA 2001; Kittle et al. 2006), as well as the approach discussed by other teams working on water models and their associated cyberinfrastructure (e.g., Finholt and VanBriesen 2007; Cuddy and Fitch 2010). While the cascading data method could be adapted for use in a robust water information system, it is limited by the restriction that data only flow in one direction. To allow for multidirectional data flow, an alternative method for integrating models in the WatIS is shown in Figure 1-2.
**Figure 1-2. The Essential Components of a WatIS Needed for Multidirectional Data Flow.**

The WatIS consists of a master data repository and a group of models and tools. All models read from and write to a shared master data repository. Computational parameters and algorithms unique to a specific model may be stored separately; however, an indication of the parameter values and algorithms used in an integrated model simulation, enough to rerun the simulation at a later time must be stored in the data repository for use in documentation and optimization. The number of models that could be included in the WatIS is unlimited. The user interface keeps track of information common to all models, and, along with the results of the simulations, writes all metadata to the master repository for archiving, reviewing, reporting, and for comparing the results of multiple simulations.

There are three essential components of the WatIS: (1) the user interface, (2) the master data repository, and (3) the models and tools. The user interface simplifies the process of running a simulation of multiple models by providing a common look and feel as a frontend for all the models, and by holding information that is common to all the models, such as the dates of the simulation period. It also writes all the information to the master repository after the simulation is completed, giving a single input/output interface.

Prior to the 1980’s, it would not have been possible to implement a master data repository approach to managing water system data due to limitations of computer hardware and software, but developments over the past 30 years have paved the way for a new paradigm in managing water resources data. The development of data management system software has made it
possible for tools to be built on top of a data structure. One such tool, ARCINFO, introduced in
the 80’s by the Environmental Systems Research Institute (ESRI) (ESRI 2011), and subsequent
versions of GIS tools have transformed the way researchers conceptualize and work with
watersheds. With ESRI driving efforts to standardize geospatial data, it is now possible to take
the next step in standardizing data needed to model water systems holistically. With large,
multiagency collaboration projects such as the National Ecological Observatory Network (2011)
and Ocean Observatories Initiative (2011) already underway, development of an archival system
is essential if these data are to be available to current and future modelers.

1.3 Study Area for Problem Assessment

Although the selection of a specific location is not necessary for assessing the level of effort
required to design and develop the WatIS, the East Fork Watershed (EFW) in Ohio is used here
as a basis for framing the discussion of the challenges. The EFW is an ideal area for studying the
database management issues associated with environmental modeling, and also for studying the
interconnectivity between activities in the watershed and the quality of drinking water treatment
plant (DWTP) source water due to (1) the amount of data collected as part of a watershed
monitoring program, (2) an extensive monitoring effort conducted by the DWTP, and (3) the
close collaborative relationship between professionals working in the natural and engineered
systems within the watershed.

The East Fork Watershed makes up the lower 30 percent of the Little Miami Watershed. The
Little Miami Watershed is a 1,710 square mile (4,429 square kilometer), fourth-level hydrologic
unit (code 05090202) watershed in Southwestern Ohio (USGS 2010). A National Scenic River,
the Little Miami flows almost 107 miles (172 km) from the Dayton-Springfield area to
Cincinnati, where it drains into the Ohio River (Hedeen 2010).

There is substantial interest in source water protection in the EFW, with a program focusing on
the water quality of Harsha Lake (aka East Fork Lake), a flood control run-of-the-river reservoir
that is used for recreation as well as the source water for Clermont County’s Bob McEwen Water
Treatment Plant. Excess algal growth has been reported to occur in Harsha Lake in response to
agricultural fertilizer use in the basin, and at certain times of the year, the herbicide atrazine can
be detected above drinking water standards in the water intake, requiring removal by activated
carbon (Hedeen 2010). Changes in drinking water treatment (e.g., addition of activated carbon
or changes in coagulation and settling parameters) that are designed to control algal-derived taste
and odor and/or pesticide problems can lead to a cascade of additional changes within the
drinking water process dynamics.

To address in-stream water quality, stakeholders in the EFW are actively engaged in evaluating
the feasibility of implementing a water quality trading program in the watershed. Water quality
trading allows facilities with higher pollution control costs to purchase environmentally
equivalent credits from other sources at a lower overall cost. In the EFW, there is an effort
underway to determine if water quality objectives could be achieved by allowing wastewater
treatment plants to purchase credits from farmers located upstream of the plant who implement
pollution control techniques on their land.
The complexity of the anthropogenic impacts on the water quality in the EFW highlight the need for an integrated understanding of the water processes in the watershed, in streams and tributaries, in the reservoir, and in water treatment plant unit operations.
2 Database Management in the Water Information System

Modeling is a data intensive process, thus data management is an essential part of a water information system (WatIS). Ideally, a master data repository would exist where researchers and consultants collecting data within a watershed could (and would) report their results. The repository would be standardized, well documented, and maintained on an ongoing basis. Presently, water professionals collect data and store it in whatever format best suits their application. This can range from a pile of printouts in a filing cabinet to an electronic database with associated metadata for broad use by additional researchers. Many data originators lack the skills needed to reformat their data for broader community use, or do not have time and/or support to dedicate to data management. The management of environmental data must be a multidisciplinary effort, and must include environmental scientists, water professionals, and information technology specialists (WERF 2001; NSF 2007; Horshburgh et al. 2008; Horshburgh et al. 2009; Dozier et al. 2009).

2.1 Moving Data to a Shared Database

The amount of work and resources required to gather, compile, organize, and store data in a way that is meaningful is often significantly underestimated. This level of effort, shown schematically in Figure 2-1, grows as increased standardization and documentation are included.

![Figure 2-1. Level of Effort Required to Transition to a Multiuser Data Environment.](image)

It takes a significant investment of effort to move data from an unstandardized electronic format into a standardized, fully documented database. Without external motivation and support, it is typical for data collected as part of research studies and field sampling programs to reside in undocumented and unstandardized formats.

As shown in Figure 2-1, the least effort is required to store data in some kind of hardcopy format, such as a logbook, or in a non-standardized electronic file, such as an undocumented Excel worksheet. Data stored in this manner are difficult to share without extensive communication between the original researcher and the next data user. The most difficult part of
organizing data so that they can be shared with others is standardization and documentation. One of the reasons why standardizing and documenting is so labor intensive is that it forces the data originator into the role of an information technology specialist. Transitioning to a standardized, documented database requires several critical steps: (1) selecting a framework for storing data, (2) determining all the important information about the data to be stored, and (3) preparing extensive documentation. These can be onerous tasks, and their completion is not typically of high importance to the original researcher. Consequently, the results of many field sampling programs sit in hard copy reports in file cabinets, or in Excel files that can only be understood by the original researcher.

2.1.1 A Move Towards Standardization

The understanding of the fundamental importance of managing environmental data is not new, and several databases have been developed to enable data management for water and/or environmental systems. Some have been developed with a specific purpose other than ongoing data sharing. For example, the Air Force Wide Environmental Resources Program Information Management System (AFW-ERPIMS), a database maintained by the Air Force Center for Engineering and the Environment, was designed to hold data collected as part of Air Force environmental projects (AFCEE 2009) and reduce the amount of sampling that needed to be done when different contractors were working at the same site. Other data systems have been developed specifically to keep the public informed. For example, Pennsylvania’s Drinking Water Reporting System (DWRS) allows users access to water quality sampling data and the violation history of public drinking water facilities (PADEP 2011).

In an attempt to begin the process of standardizing data in the research community, the National Science Foundation (NSF) implemented a policy requiring that all proposals due after January 18, 2011 contain a data management plan (NSF 2011). The data management plan is to explain how the handling of data will conform to the NSF’s dissemination and sharing of research results policy. While this is a good start, the NSF only requires that the researcher be able to explain their results (NSF 2011). Thus, the project data will still likely fall somewhere on the left side of Figure 2-1; meaning that future data users will need to communicate with the original researcher to know how to appropriately use the data. The best way to avoid this situation is to provide the original researcher with a well-structured and well-documented database for their data and with resources to assist them with data formatting and data loading.

2.1.2 Importance of Knowing the Target Format

When formatting data for community use, there are two extremely important pieces of a well documented database: (1) a data definition dictionary, and (2) a set of valid values (sometimes called a controlled vocabulary (Horshburgh et al. 2008, Gaber et al. 2008)). A data definition dictionary details the way data are to be organized and stored. In the simplest sense, it can be thought of as similar to defining the format of a table. A table includes columns and rows; with the column headings indicating what information is to be stored in that column. Consider a table that lists the location of major universities in the United States. The data definition dictionary specifies, by column, what information will be included in the table (for example, column three is to contain the abbreviation for the state in which the university is located). The controlled
vocabulary details the acceptable abbreviations for each state. Using recognized abbreviations for each state reduces confusion when transferring data from user to user, reduces the possibility of misspelling the name of the state when entering it into the database, and reduces the amount of electronic storage space needed. A table of valid values, along with their corresponding expanded descriptions can be stored in the database and can be associated to the abbreviated values for display and/or reporting.

Providing data collectors with a data management structure (complete with valid values) *a priori* can significantly reduce the effort required for them to load their data into a documented database. When a target format for data storage is available, individuals are not forced to design and construct their own, and they do not need to document their structure or valid values. Support from an information technology professional will still likely be needed to help develop tools to simplify the data entry process, and to bridge any gaps in understanding regarding the structure of the database system. Costs associated to this effort must be weighed against the cumulative savings of the effort of every data collector attempting to develop his/her own data storage system. The major advantage to storing data in a well-documented database is that other researchers will be able to use the database (and know how to use it appropriately) without needing to communicate directly with the original researcher.

### 2.2 Databases of Interest

Some databases have been designed and developed with the goal of facilitating the sharing of data among agencies and environmental professionals. These include three databases, primarily used for water related data: the United States Environmental Protection Agency (USEPA) STORage and RETrieval Data Warehouse (STORET), the United States Geological Survey (USGS) National Water Information System (NWIS), and the CUAHSI Hydrologic Information System Observations Data Model (ODM). The pros and cons of adopting one of these databases for use with the WatIS are summarized in Table 2-1.

<table>
<thead>
<tr>
<th>Database</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>USGS National Water Information System (NWIS) (NWIS 2011a; NWIS 2011b)</td>
<td>Quality of data allowed into the database is controlled.</td>
<td>Does not encourage or support submissions from outside USGS. Ongoing support would be required. See table note 1.</td>
</tr>
<tr>
<td>CUAHSI Hydrologic Information System Observations Data Model (ODM) (CUAHSI 2011c)</td>
<td>Encourages and supports publication of data. Offers ongoing support to users.</td>
<td>May not be as tightly controlled as needed to assure entry of high quality data. See table note 1.</td>
</tr>
</tbody>
</table>

1 For all three databases, data structures would need to be modified to accommodate different types of data including socioeconomic data, quality assurance/quality control data, modeled data, and engineered systems data.
The three databases listed in the table all pertain to natural water systems. Water utility data have historically been managed through proprietary supervisory control and data acquisition (SCADA) systems.

Each of the three databases listed in Table 2-1 are described in more detail in the following sections.

2.2.1 USGS National Water Information System (NWIS)

The USGS National Water Information System (NWIS) was designed as a repository for the stream flow, groundwater level, and water quality data collected as part of the USGS’s extensive monitoring network (NWIS 2011a; NWIS 2011b). The USGS has a web service that allows for the retrieval of data from NWIS, but does not offer the capability for data collectors outside of NWIS to submit data to the database. There are two significant advantages to restricting entry into the database: (1) it makes the design of the database simpler by limiting the types of data the system must accommodate, and (2) the degree of credibility associated with the data in the database is better known.

While the data stored in NWIS is useful, and is often the best source of data available for calibrating models of natural water systems, since it does not allow for ongoing expansion to meet the needs of a variety of users, the NWIS database is not a good candidate for the water information system data repository.

2.2.2 EPA STOrage and RETrieval Data Warehouse (STORET)

The USEPA’s STORET was design to be a repository for data collected by the USEPA and by other agencies required to report their data to the USEPA. Prior to the 1960s, little thought was given to the notion that data collected as part of routine monitoring might have other uses. In part, this was because there was no good way to store and share information. Computers were just beginning to be used in the workplace, and electronic communication and the internet had yet to be invented. Consequently, sharing data typically meant copying and mailing hard copy results, and/or converting data into a useful electronic format. As computers evolved into being commonplace, the concept of STORET, to establish a single structure for water quality data, took shape and was initially implemented in 1964 on a Public Health Service Honeywell computer in Cincinnati (USEPA 1989b). STORET is still actively used, and the USEPA supports the use of STORET by providing some tools for working with STORET data.

STORET can accept data submitted from many recognized partners of the STORET program. The USEPA website indicates that data can be received from states, tribes, citizen science groups, federal agencies, and universities. Data are transmitted to STORET via an Extensible Markup Language (XML) protocol. USEPA’s transfer protocol is called Water Quality Exchange (WQX), and follows the terminology described by the National Environmental Information Exchange Network (EN) (2001). STORET has a back-end set of database tables that hold submitted data. STORET also offers some web services, including some tools to download data from STORET, and tools aimed at facilitating the generation of WQX files to transfer data to the STORET warehouse.
It is possible that the STORET data structure could be used as a starting point for the database management piece of the WatIS. This would require an ongoing partnership between USEPA and multiple water data generators as changes will be required to the STORET structure to accommodate additional types of data (for example, results from a modeling tool). Ongoing maintenance of the system would be needed. For example, additional users will need to be added, ongoing support will be needed for data validation, and the controlled vocabulary would need to be expanded and maintained.

### 2.2.3 CUAHSI Hydrologic Information System Observations Data Model (ODM)

Currently, of the three water databases listed in Table 2-1. The strongest candidate for incorporation into the WatIS is the Observations Data Model being developed by the Consortium of Universities for the Advancement of Hydrologic Sciences (CUAHSI). CUAHSI is funded by the National Science Foundation for the purpose of providing services and developing infrastructure to support the advancement of hydrologic science. CUAHSI has developed the Hydrologic Information System (HIS) with the intent of making water data universally accessible (CUAHSI 2011c). Some of the background and conceptual organization of the HIS database have been published (Horshburgh et al. 2008; Horshburgh et al. 2009).

The CUAHSI-HIS is conceptualized as a triangle of data discovery, data publication, and data access. Data discovery includes data storage and searching capabilities; data publication includes organizing and posting data so they can be harvested by other users; and data access includes allowing others to have the ability to use published data (CUAHSI 2011c). The back-end structure of the CUAHSI-HIS is called the Observations Data Model (ODM) (CUAHSI 2011a). While the CUAHSI data system is most closely aligned with the needs of the WatIS, significant adaptations and enhancements would be required for the CUAHSI ODM to meet the needs of the WatIS. Specifically, the ODM does not currently handle socioeconomic data, nor is there a standardized schema for tracking input and/or output data from water system models. Furthermore, since the goal of the CUAHSI data system is open information exchange, the quality of the data contained within the database could be widely variable and may not be well documented. The CUAHSI ODM will also need to be modified to facilitate integration with SCADA systems designed to assist in optimizing the water treatment process by allowing the operator to monitor and control equipment and processes in real-time (Lahlou 2002).

Data are transmitted to CUAHSI via an Extensible Markup Language (XML) protocol. CUAHSI’s transfer protocol is called Water Markup Language (WaterML) (CUAHSI 2011b). CUAHSI has also developed WaterOneFlow (Beran et al. 2006), a web service tool that provides access to data stored in the CUAHSI ODM repository and a few additional non-CUAHSI databases. CUAHSI HydroDesktop is another tool that can be used to access data that have been published in the ODM repository. HydroDesktop is a geographic information system (GIS) application with a few specially programmed features. The main function of HydroDesktop is to allow the user to query the CUAHSI recognized/registered databases (via the internet) using a GIS query interface (the request to get data is generated from selecting a location on a map). After the query is run, the dataset is stored on the local computer. HydroDesktop also has some cursory graphing and analysis tools, but serious data users will likely export their data (a feature that is provided within HydroDesktop) and use an analysis/graphing package of their choosing.
2.3 Uncertainty and Variability in Data

Data collected as part of an environmental sampling program incorporate multiple sources of uncertainty and variability, some that are known, and some that are unknown. Some commonly recognized sources of uncertainty and variability include: (1) errors/problems/limitations associated with sample collection, (2) cross-contamination during sample collection, transport, and/or analysis, (3) errors/problems/limitations associated with sample analysis, and (4) errors/problems in reporting. In addition to error-introduced uncertainty, data variability is a natural feature of sampling and analysis methods. Databases that contain environmental data must incorporate methods to store data associated with sample duplicates, analytical duplicates and quality assurance, quality control samples that are collected and analyzed as part of field sampling and laboratory work.

Another type of uncertainty that must be addressed in the WatIS is the uncertainty that is associated with data that are generated during modeling. The WatIS will need to track and store: (1) data that are directly measured, such as the concentration of dissolved oxygen in a watershed tributary, and (2) data that are modeled, such as the concentration of dissolved oxygen at the entrance to the drinking water treatment plant that has been simulated using calibrated models based on the concentration of dissolved oxygen measured at other locations in the system. Traditionally, only observed data are stored in shared databases, but as the use of models increases, simulated data (along with their associated uncertainty) will also need to be stored for multi-user access. This is especially important when simulations are time consuming or based on sampling from input data distributions and thus represent an investment that would be costly to repeat every time that simulated result was needed for another decision. The ability to propagate and track uncertainty throughout the WatIS will be important to decision makers when trying to set policies to most effectively allocate resources, as well as to scientists trying to understand where to focus sampling and/or analytical efforts to reduce the uncertainty in the model predictions.

2.4 Data Needed for Modeling

To model multiple water systems, the WatIS will be required to contain extensive information on the watershed, receiving waterbody, and drinking water systems being studied. Figure 2-2 presents the conceptual watershed to drinking water system flow, listing some of the key information needed for modeling.
Figure 2-1. Schematic Relating Water Processes to the Information Needed for Modeling.

Modeling water as it travels from the watershed to the distribution system requires a significant amount of information. For example, watershed models require hydrologic and sediment loading characteristics in order to predict the flow of water and sediment into the reservoir, and drinking water treatment plants use coagulant dose and flocculation retention time to predict the amount of suspended solids that will be removed during settling and filtration.

Modeling, even using an individual model, is an iterative process. Consider, for example, a modeler sets out to estimate the concentration of total ammonia (NH₃ + NH₄⁺) in Lake Harsha at the point where water is extracted from the lake for use in the drinking water treatment plant. The modeler would go through the process of gathering data required for modeling, and formatting these data as needed. The modeler will then likely run the model to confirm that all the pieces of data are present and formatted correctly for use. An understanding of the uncertainly associated with these data may be well characterized, but often the modeler will be using data from a variety of sources without details of accuracy and associated uncertainty. Once data are added and the model is functioning, the modeler must calibrate the model. During this process, the modeler will compare simulated loadings with observed loadings, and adjust model parameters (such as the scour potency factor or the soil detachment coefficient) to achieve the best agreement between the two. Selecting the parameters to adjust, and how to adjust them requires professional judgment and an understanding of the dominant processes in the watershed being modeled. Parameter values have an associated uncertainty, and this uncertainty is generally not well understood.

The above example describes the ideal modeling scenario; however, what often happens in modeling is that data are missing, or contain gaps, and the modeler must decide how to appropriately fill the gaps so the model will run. In other cases, there may be data available to the modeler, but in a format that makes incorporation into the model unfeasible (either due to lack of resources to devote to data management, or because the uncertainty associated with the data is not well understood). In these situations, where measured data are not available, the modeler may need to synthesize data or simulate data to fill the gaps. For clarity, the types of data used for this project are described in Table 2-2.
### Table 2-2. Description of Data Types Used for this Project.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>synthetic</td>
<td>Data that are generated (not observed) or data observed at a different location used to demonstrate model functionality. Not suitable for predicting actual conditions at the site.</td>
</tr>
<tr>
<td>measured</td>
<td>Observed in the real world, formatted, and stored for model use. Could include sensor data as well as data from grab samples or relevant laboratory experiments. Could also include geophysical characteristics of the systems being studied.</td>
</tr>
<tr>
<td>simulated</td>
<td>Data obtained from executing: (1) calibrated models using synthetic data, or (2) uncalibrated models using measured data, or (3) uncalibrated models using synthetic data (for this project, none of the models were calibrated, thus, the results presented in this report should all be considered simulated).</td>
</tr>
<tr>
<td>modeled</td>
<td>Data obtained from running calibrated models using measured data (although, the uncertainty of the results may still be difficult to characterize).</td>
</tr>
</tbody>
</table>

Gathering and formatting data from the EFW were beyond the scope of this project, but the EFW is an ideal candidate for a case study focusing on the impact of changes in land use upstream of the drinking water treatment plant intake on the treatability of the water for human use due to the volume of samples collected in the watershed. Further, an extensive sensor network has been deployed in the EFW, and samples are collected regularly from within the watershed and from Harsha Lake to support researchers, the U.S. Army Corps of Engineers (USACE), and water professionals operating the county’s drinking water treatment plant. More information on the specific data used for this project is provided in the modeling section of this report (**Section 3.2**).
3 Modeling in the Water Information System

Some of the features needed to model the surface water components of the water cycle are already available in commonly used models. Some of the features needed to model the drinking water treatment plant operations are also available, although these models are less frequently used for prediction.

The number and type of models that will be needed in the WatIS depend on the goal of the modeling and on the capabilities of the models. If land use changes are to be considered (e.g., implementation of best management practices (BMPs)), a watershed model is needed. If reservoir behavior is to be considered, the watershed model must be supplemented with a surface water quality model. To integrate the prediction of finished water quality into the WatIS, a treatment plant model is needed. To simulate the changes that occur in finished water quality as it travels to the consumers’ taps, a water distribution system model would also be needed.

Since the East Fork Watershed system includes a reservoir, and the objective is to understand how changes in watershed use affect finished water at the drinking water plant, three models were investigated: a watershed model, a reservoir model, and a drinking water treatment plant/water distribution model.

3.1 Overview of Model Selection

There are many choices for modeling water systems (WERF 2001; Borah and Bera 2004; Borah et al. 2006; Migliaccio and Srivastava 2007; Park et al. 2008; Booty and Benoy 2009). Some models focus on water quantity, and some on water quality. Some models focus on the watershed, and some on reservoirs. Some models are freely available, and some are expensive. Choosing from the numerous models can be a daunting task. To help water quality managers and others interested in using mathematical models to evaluate the effectiveness of changing watershed management strategies, the Water Environment Research Foundation (WERF) published *Water Quality Models: A Survey and Assessment* in 2001. The authors of the WERF report evaluated approximately 150 models, segregating the models into model classes by their function. Model classes are described as follows (WERF 2001):

- *hydraulic or hydrodynamic models* – determine the circulation, transport, stratification, and depositional processes within a receiving water,
- *rural and urban pollutant runoff or loading models* – determine runoff quantity and quality of pollutants,
- *receiving water models* – determine the fate and transport of pollutants in surface waters,
- *chemical fate and transport models* – a special subclass of receiving water models designed to evaluate toxic chemicals, and
- *groundwater models* – determine the fate and transport of pollutants in subsurface soils and porous media and underground aquifers.

The WERF Report is the most extensive model assessment document identified, but other researchers have published model comparisons on a more limited scale (Imhoff et al. 2003;
Borah and Bera 2004; Borah et al. 2006; Migliaccio and Srivastava 2007; Park et al. 2008). Additional models (e.g., AQUATOX (Park et al. 2008)) have been released since the WERF report. The WERF report did not consider drinking water treatment plant models, however, these were reviewed by researchers with TECHNEAU (Dudley et al. 2008). Table 3-1 lists some of the commonly used water models, both by the acronym for which they are commonly known, and, if applicable, their full name.

Table 3-1. Prominent Water System Models.

<table>
<thead>
<tr>
<th>Model Acronym</th>
<th>Model Full Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGNPS</td>
<td>Agricultural Nonpoint Source</td>
</tr>
<tr>
<td>AnnAGNPS</td>
<td>Annualized Agricultural Nonpoint Source</td>
</tr>
<tr>
<td>ANSWERS</td>
<td>Areal Nonpoint Source Watershed Environment Response Simulation</td>
</tr>
<tr>
<td>APEX</td>
<td>Agricultural Policy/Environmental eXtender Model</td>
</tr>
<tr>
<td>AQUATOX</td>
<td>-</td>
</tr>
<tr>
<td>BATHTUB</td>
<td>-</td>
</tr>
<tr>
<td>CE-QUAL-W2</td>
<td>Two-dimensional, vertical-longitudinal, hydrodynamic and water quality model</td>
</tr>
<tr>
<td>EFDC</td>
<td>Environmental Fluid Dynamics Code</td>
</tr>
<tr>
<td>EPANET</td>
<td>-</td>
</tr>
<tr>
<td>WAM/ GLEAMS</td>
<td>Watershed Assessment Model / Groundwater Loading Effects of Agricultural Management Systems</td>
</tr>
<tr>
<td>GWLF</td>
<td>Generalized Watershed Loading Functions</td>
</tr>
<tr>
<td>HSPF</td>
<td>Hydrological Simulation Program - Fortran</td>
</tr>
<tr>
<td>KINEROS</td>
<td>KINematic runoff and EROSion model</td>
</tr>
<tr>
<td>MIKE SHE</td>
<td>MIKE Système Hydrologique Européen (Mike 11 integrated w / ground water model)</td>
</tr>
<tr>
<td>PRMS</td>
<td>Precipitation-Runoff Modeling System</td>
</tr>
<tr>
<td>QUAL2K/</td>
<td>River and Stream Water Quality Model</td>
</tr>
<tr>
<td>Stimela (TU Delft)</td>
<td>-</td>
</tr>
<tr>
<td>SWAT</td>
<td>Soil and Water Assessment Tool</td>
</tr>
<tr>
<td>SWMM</td>
<td>Stormwater Management Model</td>
</tr>
<tr>
<td>WARMF</td>
<td>Decision Support System for Watershed Management</td>
</tr>
<tr>
<td>WASP</td>
<td>Water Quality Analysis Simulation Program</td>
</tr>
<tr>
<td>WEPP</td>
<td>Water Erosion Prediction Project</td>
</tr>
</tbody>
</table>

The primary focus of this research was on surface water systems, thus groundwater models were not included in the list. The processes that can be simulated using the models listed in Table 3-1 are shown in Figure 3-1.
All the models in Table 3-1 have features conducive to specific applications, the present work focuses on the integration across models in a functioning WatIS, and thus details of the specific models are not extensively reviewed; only models that were: (1) free, and (2) supported either by a vibrant user community or by an agency contracted to provide user support were considered for further evaluation. Models that required a significant outlay of financial resources, either to purchase the model, or to purchase support for the model were not considered for the present work but might be appropriate for other applications or other users.

3.1.1 A Watershed Model

Watershed models that focus on water quality are often used in the development of a Total Maximum Daily Load (TMDL) (USEPA 2011d). The TMDL attempts to quantify the ability of a water system to assimilate certain pollutants by estimating the amounts of pollutants that can be delivered into a water system (both point and non-point sources) and still maintain an established in-stream water quality standard. Watershed models are commonly used in developing TMDLs and in developing an understanding of how changes in watershed use (e.g., urbanization, the implementation of best management practices (BMPs)) may impact the achievability of water quality goals.

In 2004, Borah and Bera published a review of eleven watershed models including: AGNPS, AnnAGNPS, ANSWERS, ANSWERS-Continuous (an update to ANSWERS), CASC2D, Dynamic Watershed Simulation Model (DWSM), HSPF, KINEROS, MIKE SHE, PRMS, and SWAT (Borah and Bera 2004). Of these, all but CASC2D, and DWSM were also addressed in the WERF report. According to Julien et al., CASC2D simulates surface water runoff, not water quality (Julien et al. 1995). According to a 2004 conference proceeding,
DWSM was being developed by the authors to simulate surface and subsurface storm water runoff, propagation of flood waves, soil erosion, and transport of sediment and agricultural chemicals in agricultural and rural watersheds (Xia et al. 2001). In 2006, Borah et al. published a follow up study focused on models used for developing TMDLs (Borah et al. 2006); this work added a consideration of the Loading Simulation Program in C++ (LSPC) model.

In 2007, Migliaccio and Srivastava reviewed agricultural watershed models, including: AnnAGNPS, ANSWERS-2000, HSPF, SWAT, WAM, and WEPP (Migliaccio and Srivastava 2007). Of these, all but WAM were previously discussed in the WERF report. The WAM website indicates that the WAM model uses GLEAMS and Everglades Agricultural Area Model (EAAMod) (USEPA 2011c).

There was no compelling evidence in the literature to suggest that a watershed model that was not discussed in the 2001 WERF report should be considered for inclusion in this assessment project; furthermore, since a model with a vibrant user community was a selection criteria, all but the models listed as being “prominent” in the 2007 Migliaccio and Srivastava review were eliminated from further consideration (Migliaccio and Srivastava 2007). The East Fork Watershed is mostly rural, and while an urban model was not necessary for this assessment project, modeling the Little Miami Watershed would require an urban land use model. According to Table 2-1 of the WERF report, all six of the models discussed in Migliaccio and Srivastava in their 2007 article can be used for rural watersheds, but according to Table 3-1 of the WERF report, only HSPF will also model urban watersheds. HSPF was also favored by researchers working on the project since it is part of the Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) group of software. BASINS is essentially a geographic information system (GIS) interface that provides tools that assist the user in populating data tables needed to use models that can be accessed through the BASINS interface (USEPA 2001; Kittle et al. 2006).

HSPF was selected for further evaluation due to its popularity, its BASINS interface, and its capability to model both rural and urban watershed systems.

3.1.2 A Reservoir Model

The 2001 WERF report classified a category of models as receiving water models, and further subdivided the models into those that model conventional pollutants (such as pathogens, biochemical oxygen demand, dissolved oxygen, nutrients) and those that model toxic pollutants. To model Harsha Lake, a reservoir model, simulating the fate and transport of conventional pollutants is needed (with the option to model toxic pollutants). For this project, researchers were interested in exploring the links built into the BASINS software, and were also interested in working with AQUATOX. AQUATOX was not included in the WERF report, likely due to its release date (first released in 2000 (Park et al. 2009)). AQUATOX is part of the BASINS software bundle, and it can be used to model the effects of conventional and toxic pollutants. It will model flow, but it assumes that each defined segment in the waterbody is well mixed.

---

1 BASINS provides links to several other models. The nature of the links varies with the software. BASINS places the links under two different menu tabs (Plug-ins and Models). Models include: PLOAD, SWMM, WASP, HSPF, and AQUATOX. Plug-ins include: SWAT and WCS (BASINS 4 menu system). Additional details about the BASINS interface are provided later in this chapter.
(Clough 2009) and thus, were it reviewed by the WERF report, it would likely have been
classified as a *Receiving Water Model* and as a *Chemical Fate and Transport* model. In addition
to AQUATOX, WASP and HSPF can model both conventional pollutants and toxic pollutants,
but only AQUATOX has the ability to model a complete aquatic system, incorporating multiple
biological agents (Park et al. 2008). Park and Clough (2008) describe 13 applications of the
AQUATOX model, and note that there are likely more studies underway.

AQUATOX was selected for further evaluation due to its BASINS interface, its capability to
model multiple biological components, and the significant prior experience of the lead USEPA
researcher on the team (Christopher Nietch, personal communication, 2010).

### 3.1.3 A Water Treatment Plant Model

Models have rarely been applied to the dynamic simulation of *source water quality* as it pertains
to drinking water treatability. Historically, treatment plant engineers presume source water
impairment and focus on in-plant operational changes or upgrades to control finished water
quality using bulk approaches that target broad impairments (e.g., removing all suspended solids
in order to capture microbial contaminants along with solids) rather than removal of specific
contaminants. When contemplating process changes (e.g., to enhance removal of disinfection
by-product (DBP) precursors), many treatment plants rely on one-time pilot plant tests to refine
their procedures. These strategies, while adequate for removal of constituents of common
concern, like microorganisms and suspended particles, have significant limitations when source
waters contain more complex constituents that vary over time (e.g., algal taste and odor (T&O)
precursors, herbicides like atrazine). These much more challenging problems, particularly as
each source water has a unique set of these complexities, require a tighter coupling of source
water characteristics with operational choices in the plant to produce the optimal quality finished
drinking water.

Modeling these complexities requires mechanistic models of treatment plant unit operations
(e.g., settling, filtration, disinfection), and integrated systems models of the complete plant to
predict water quality outcomes possible under dynamic operational conditions. Models exist for
specific applications in drinking water, for example, prediction of disinfection by-product
speciation based on source water characteristics (Harrington et al. 1992; Williams et al. 1997;
Simpson and Hayes 1998; Weinberg et al. 2002; Obolensky and Singer 2005; Obolensky et al.
2007; Obolensky and Singer 2008; Van Leeuwen et al. 2005; Rosario-Ortiz et al. 2007; Francis
et al. 2009; Francis et al. 2010). Models also exist targeting specific unit operations, for
example, coagulation (Edwards 1997; Tseng and Edwards 1999; Stanley et al. 2000; Volk et al.
2000; Fisher et al. 2004), and targeting specific chemical reactions, for example, those focused
on organic removal for DBP precursors, taste and odor reduction, or toxicant control. Depending
upon the complexity of the DWTP and the parameter being targeted, models can focus on
individual unit operations or can link multiple unit operations to simulate the entire DWTP.
While these individual process models are available, alternatives for modeling the drinking water
treatment plant process as a whole are fairly limited. In 2008, the TECHNEAU group reviewed
five water treatment plant models: OTTER, Stimela, Metrex, WTP, and WatPro. After
describing each model, the authors concluded that the use of these models has been limited due
to the quantity of data needed to calibrate the models and the poor performance of the models.
when applied outside the range of calibration (Dudley et al. 2008). In the past decade, a few new simulators have been developed, but have not been widely used.

In 2010, researchers from Delft University of Technology in the Netherlands, developed and announced the completion of a functioning simulator, named Waterspot (Worm et al. 2010). Waterspot is a drinking water treatment plant operator training tool with a SCADA-like graphical user interface; it incorporates EPANET as a functional component. Developed as a research tool for learning about the fate and transport of drinking water constituents, EPANET, and its extension EPANET-MSX (Multi-Species), are specifically designed for water distribution piping system modeling (Rossman 2000; Shang et al. 2008. In 2009, the team that developed Waterspot established an EPANET library defining elements needed to hydraulically model the DWTP (Worm et al. 2009), opening the possibility of using EPANET to model water flow, and with further development, the water quality throughout the DWTP. This would be a significant improvement to the current ad-hoc work-flow modeling method of combining mechanistic models of treatment plant unit operations (e.g., settling, filtration, disinfection) to predict water quality outcomes possible under dynamic operational conditions.

EPANET is free for download from the USEPA website, and comes with training materials, and there is an active list serve group where users can ask and respond to questions related to EPANET. Furthermore, since it appears likely that EPANET will eventually be expanded to include ‘in plant’ modeling capabilities, it was selected for further evaluation.

3.1.4 A Water distribution System Model

EPANET is the primary tool used for modeling water distribution systems. It enables modeling of water age, and performs trace analysis and constituent analysis, which allows various types of reaction coefficients to be used as input to the model (ASCE 2004). The first application of EPANET was in 1994 as a model to predict chlorine decay in a water distribution network in a portion of the South Central Connecticut Regional Water Authority’s service area. Good agreement was achieved between the modeled results and observed chlorine levels at locations where the system hydraulics were well characterized (Rossman et al. 1994). Subsequently, EPANET has been widely used and forms the basis of a number of commercial water distribution system modeling packages (e.g., H2OMAP (Salomons 2005), PipelineNet (Samuels et al. 2003), and WaterCAD (Bentley Systems Incorporated 2009)). Version 2 of EPANET was released in 2000 (Rossman 2000), followed by an updated version, EPANET-MSX in 2006; this expanded version includes the capability of modeling more than one chemical species at a time, including bulk and surface species reactions (Shang et al. 2008), which will be particularly important for in-plant operational simulations.

The dominant use of water distribution system models is to predict hydraulic conditions in the system. Water quality prediction is infrequent due to the need for significant calibration of chemical reaction parameters in the system, but some researchers have been exploring this application. One group of researchers has suggested that water quality models can be integrated with the real-time data available through a SCADA system to more accurately predict current and future behavior of the system, and to enable interpolation of values between sparsely distributed SCADA remote terminal units (Joshi et al. 2004). Other researchers have proposed
using real-time data with models: (1) to identify the location and extent of damage in a network (Shinozuka et al. 2005), (2) to confirm system design, develop operational scenarios, and train operators (Schulte and Malm 1993), and (3) to improve operational control and emergency preparedness (Joshi et al. 2004; Schulte and Malm 1993; Shinozuka et al. 2005; Tiburce et al. 1999).

In the current work, modeling the distribution system was not specifically explored; however, EPANET was evaluated for potential inclusion into the WatIS as a DWTP simulator.

### 3.2 Experience Working with the Models

As described above, HSPF, AQUATOX, and EPANET were evaluated for potential use in the WatIS. Each of these models is discussed in detail below, followed by a discussion on model integration methods.

#### 3.2.1 Modeling with HSPF

HSPF was used to model changes in the watershed. HSPF is a set of computer codes designed to simulate hydrologic systems, including water quality. It is specifically intended to allow consideration of impervious surfaces (e.g., urban landscape features like parking lots), pervious surfaces (e.g., rural features like fields), and well-mixed water bodies (Bicknell et al. 2001). The Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) system provides the user with a graphical interface for working with watersheds and watershed data. BASINS 4.0 is built as an extension to MapWindow, an open-source, non-proprietary GIS (AQUATERRA Consultants 2011). BASINS is often used as a front-end for new HSPF projects (USEPA 2001; Johnson 2005). BASINS provides the user with tools that help populate the data tables/files needed to use models that can be accessed through the BASINS menu system; these include: PLOAD, WASP, SWMM, HSPF, SWAT, and AQUATOX (Duda et al. 2011)). With the tools that are in BASINS, several kinds of data can be accessed from sources on the internet and from sources that come packaged with the BASINS software. Additionally, there are a number of standard GIS features available in BASINS that can be used to add information from, and export information to other GIS applications. BASINS also provides techniques for analyzing landscape information and displaying geographic relationships. It is a very useful tool for the models it draws upon. Many of BASINS features were used in this assessment project for calculating physical parameters of the watershed (watershed boundaries, land slopes, etc.), and as an interface for working with HSPF. The sources of data used in this project are summarized in Table 3-2.
Table 3-2. Data Requirements for HSPF Watershed Model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Data</th>
<th>How Loaded Into the HSPF Model</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASINS</td>
<td><strong>GIS Background (map)</strong></td>
<td>Automatically loaded when the user generates a new project</td>
<td>measured</td>
</tr>
<tr>
<td></td>
<td>The background map consists of political boundaries (states), hydrologic unit codes (HUC) 8, and a stream layer. When BASINS is not used as the interface, the HUC data can be downloaded from the USGS(^2), and state and stream layers can be obtained from Environmental Systems Research Institute (ESRI)(^3).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BASINS</td>
<td><strong>Land Use data</strong></td>
<td>Used BASINS tools: File-&gt;Data Download</td>
<td>measured</td>
</tr>
<tr>
<td></td>
<td>There are multiple sources of land use data. BASINS uses the USEPA Geographic Information Retrieval and Analysis System (GIRAS) land use/land cover spatial data(^4). An alternative data source is the USGS National Land Cover Database (NLCD)(^5). The United States Department of Agriculture, National Agricultural Statistics Service, Research and Development Division, Geospatial Information Branch, Spatial Analysis Research Section also makes available a Cropland Data Layer(^6). Local land use data may also be available from those working in the region.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BASINS</td>
<td><strong>National Hydrography Dataset</strong> (locations of lakes, ponds, streams, rivers, canals, dams and stream gages)</td>
<td>Used BASINS tools: File-&gt;Data Download</td>
<td>measured</td>
</tr>
<tr>
<td></td>
<td>BASINS uses the USGS dataset(^7), but other sources of this information are likely available (for example, from ESRI or from local sources).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BASINS</td>
<td><strong>Census Data (zip codes, counties, etc.)</strong></td>
<td>Used BASINS tools: File-&gt;Data Download</td>
<td>measured</td>
</tr>
<tr>
<td></td>
<td>Can be downloaded from a variety of locations, including the United States Census Bureau(^8).</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---


\(^3\) See [http://www.arcgis.com/home/group.html?owner=esri&title=ESRI%20Maps%20and%20Data](http://www.arcgis.com/home/group.html?owner=esri&title=ESRI%20Maps%20and%20Data) for more information on layers ESRI.

\(^4\) See [http://water.epa.gov/scitech/datait/models/basins/metadata_giras.cfm](http://water.epa.gov/scitech/datait/models/basins/metadata_giras.cfm) for download information.


<table>
<thead>
<tr>
<th>Model</th>
<th>Data</th>
<th>How Loaded Into the HSPF Model</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASINS</td>
<td><strong>Digital Elevation Model (DEM) Grid Data</strong></td>
<td>Used BASINS tools: File-&gt;Data Download</td>
<td>measured</td>
</tr>
<tr>
<td></td>
<td>There are DEM files and National Elevation Database (NED) files. Both are from the USGS but are processed a bit differently. There are several sites were DEM data can be downloaded⁹. The files are available in different resolutions (usually 3, 10, and/or 30 meter).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BASINS</td>
<td><strong>Meteorological Data (precipitation, temperature, potential evaporation)</strong></td>
<td>Used BASINS tools: File-&gt;Data Download</td>
<td>measured</td>
</tr>
<tr>
<td></td>
<td>There are a variety of sources were these data (precipitation and temperature) can be obtained. The quality of the data may not be well understood so care must be taken when downloading. For this project, data from NOAA stations were used¹⁰.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BASINS</td>
<td><strong>NWIS Daily Discharge Stations (flow measuring stations, daily discharge)</strong></td>
<td>Used BASINS tools: File-&gt;Data Download</td>
<td>measured</td>
</tr>
<tr>
<td></td>
<td>Can be downloaded from the USGS¹¹.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BASINS</td>
<td><strong>Ohio HUC12 Boundaries (for display)</strong></td>
<td>Used BASINS tools: View-&gt;Add Layer</td>
<td>measured</td>
</tr>
<tr>
<td></td>
<td>Can be downloaded from a variety of locations¹².</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BASINS</td>
<td><strong>East Fork Watershed Boundary (to select target study area)</strong> Obtained by dissolving borders of selected HUC12 watersheds.</td>
<td>Used BASINS tools: View-&gt;Add Layer</td>
<td>measured</td>
</tr>
<tr>
<td>HSPF</td>
<td><strong>Sediment Parameters and Sediment Loadings (to model sediment loads)</strong> These data must come from a local researcher.</td>
<td>Used WinHSPF entry screens</td>
<td>synthetic</td>
</tr>
<tr>
<td>HSPF</td>
<td><strong>Stream Geometry</strong> These data came from BASINS.</td>
<td>Can be modified using WinHSPF entry screens</td>
<td>synthetic</td>
</tr>
</tbody>
</table>


¹⁰ See [http://lwf.ncdc.noaa.gov/oa/climate/climatedata.html#notes](http://lwf.ncdc.noaa.gov/oa/climate/climatedata.html#notes) for download information. May also see [http://ars.usda.gov/Research/docs.htm?docid=19388](http://ars.usda.gov/Research/docs.htm?docid=19388) or [http://www.ncdc.noaa.gov oa ncde.html](http://www.ncdc.noaa.gov oa ncde.html) (and find a station) for more information. NEXRAD data should also be considered.


¹² For this project, [http://www.oh.nrcs.usda.gov/technical/12-digit/download.html](http://www.oh.nrcs.usda.gov/technical/12-digit/download.html) was used for data download.
<table>
<thead>
<tr>
<th>Model</th>
<th>Data Type</th>
<th>How Loaded Into the HSPF Model</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSPF</td>
<td>Atmospheric Data (solar radiation, cloud cover, wind, dew point temperature)  A source for these data has not yet been identified. National Climatic Data Center (NCDC) or National Oceanic and Atmospheric Administration (NOAA) may have information.</td>
<td>Used WinHSPF tool that uses scripts to import from text files</td>
<td>synthetic</td>
</tr>
<tr>
<td>HSPF</td>
<td>Nutrient Loadings</td>
<td>These data must come from a local researcher.</td>
<td>synthetic</td>
</tr>
<tr>
<td>HSPF</td>
<td>Various Coefficients and Parameters</td>
<td>These data must come from a local researcher.</td>
<td>synthetic</td>
</tr>
<tr>
<td>HSPF</td>
<td>Point Source Loading (synthetic sediment point source data added to explore the point source feature of the model) These data must come from a local researcher. Some relevant data may be available from Envirofacts&lt;sup&gt;13&lt;/sup&gt;.</td>
<td>Used WinHSPF entry screens</td>
<td>synthetic</td>
</tr>
<tr>
<td>-</td>
<td>Soils Data</td>
<td>While not used explicitly in HSPF, other watershed models require soil geospatial data. Usually either Natural Resources Conservation Service, United States Department of Agriculture - Soil Survey Geographic (SSURGO) Data or Natural Resources Conservation Service, United States Department of Agriculture - U.S. General Soil Map (STATSGO2) data&lt;sup&gt;14&lt;/sup&gt;.</td>
<td>measured</td>
</tr>
</tbody>
</table>

Chapter 3 of a report published by the United States Department of Energy provides an extensive list of data available for hydrologic modeling (Whelan et al. 2009). This reference includes many of the data sources listed in Table 3-2, plus many others. Table 3-2 describes the data needed for HSPF and indicates how these data are added to the HSPF model (by using either the BASINS interface and/or the WinHSPF tool). It should be noted that states, counties, and other local agencies sometimes distribute data for their area of interest. For example, Pennsylvania maintains the Pennsylvania Spatial Data Access (PASDA) website, which serves as the public access geospatial information clearinghouse for the Commonwealth of Pennsylvania (http://www.pasda.psu.edu/).

The Data Type for this project, as explained in Section 2.4 is also shown in the table. In a fully functional model, all data would need to be measured or modeled. More details regarding the requirements for HSPF modeling are provided in the HSPF User’s Manual (Bicknell et al. 2001); a summary is provided below.

For this project, first the BASINS program was launched and a new project was built. The Little Miami Watershed in Ohio was chosen (hydrologic unit code (HUC) 8: 05090202), and reference

<sup>13</sup>See the Envirofacts page http://www.epa.gov/enviro/html/pcs/adhoc.html for download information.

spatial zones were selected. Then, six data sources were added using the File->Download feature (as indicated in the table above), and two boundary layers were added using the ‘add layer’ feature (layers shown in the table above). The map displayed in the BASINS GIS interface after the data have been added is shown in Figure 3-2.

Figure 3-2. BASINS GIS Map of the East Fork Watershed with Physiogeographic Data. The Preview Map window (in the upper left corner of the larger/main map window) shows, using a red rectangle, the portion of the Little Miami Watershed that is displayed in the main map window. In the main map window, the pink outline is the East Fork Watershed. The HUC12 watershed outlines are narrow dark green lines. The Ohio River is the dark blue line in the lower left hand corner of the image. Harsha Lake is the blue patch near the bottom center of the map.

Three additional layers are required in BASINS before an HSPF project can be generated: a subbasins layer, a streams layer, and an outlets layer. These layers can be generated manually or automatically using the BASINS watershed delineation tool. Figure 3-3 shows the BASINS screen after the EFW has been divided into subwatersheds using the BASINS automatic watershed delineation tool.
The automatic delineation tool provides the option to select a threshold for the area of each subwatershed; decreasing the size of the threshold area will increase the number of subwatersheds that are automatically generated. The BASINS tool uses the DEM information to determine the boundaries of the subwatersheds. If more control over the watershed delineation is needed, subwatersheds can be manually delineated. This allows construction of subwatersheds in the model such that their outflow locations match existing field monitoring locations (needed for calibration), or match locations that are points of transition between a stream and a reservoir (needed for modeling in AQUATOX).

BASINS stores project information in four main files (Duda et al. 2001). When an HSPF project is created, the BASINS interface transfers information into HSPF and then the BASINS files are no longer needed. When a new HSPF project is opened, an HSPF User Control Input (uci) file is generated using values estimated from the information contained in the corresponding BASINS project. The uci file is a text file, and can be viewed or edited with a simple text editor. A wdm file is also created. The wdm file is not a text file, it is a binary direct-access file. The file is used to hold time series data (both for storing the point source inputs and time series outputs of the HSPF simulation).

For this project, HSPF was used to model loadings from the watershed into streams and rivers, and those loadings were then transferred into AQUATOX as input into riverine segments that drain into Harsha Lake. When HSPF is called from BASINS, it opens WinHSPF, a graphical
user interface for HSPF. The main window of WinHSPF, including the schematic of the watershed that is automatically generated by calling HSPF from BASINS, is shown on the right side of Figure 3-4.

Figure 3-4. Schematic of the East Fork in BASINS and Corresponding Reaches in HSPF. The East Fork Watershed with BASINS subwatersheds is shown on the left. The WinHSPF main window with modeled river reaches is shown on the right.

The left side of the figure shows the subwatersheds of the EFW as defined in BASINS. The relationships between the subwatersheds and the model segments are shown with red dashed lines. As mentioned above, the shape, size, and outlet locations of the subwatersheds can be controlled using the BASINS manual watershed delineation tools.

Once the HSPF project has been generated and a time period for a simulation selected, the model is ready to execute. The results of the simulation of flow at the outlet of Reach 4 (watershed outlet shown in Figure 3-4 as a large red dot) are shown in Figure 3-5.
Figure 3-5. Results of the Flow Simulation at the Outlet of Reach 4 Shown Using GenScn. The reporting feature in HSPF, GenScn, will show data graphically (left) and/or as a time series (right). Simulation results show two peak flow events in 1965, one in April and the other in September; flow is graphed in ft$^3$/sec.

Figure 3-5 shows the predicted flow at the subwatershed outlet for the watershed conditions selected. A full year is simulated in this example, with two high flow events predicted (in April and in September). To run simulations other than flow, additional input is required. For this project, most of these loadings were entered manually, using the WinHSPF menu screens. HSPF also provides a means of loading time series data a batch at a time using import scripts. This method was used when loading atmospheric data.

Sediment data were added to allow for the transport of nutrients and other chemicals with the suspended sediment. The HSPF modules that simulate sediment erosion and delivery from the landscape and in-stream transport require the input of several coefficients and parameters, along with the initial distribution of silt, sand, and clay in both the water column and the sediment bed; synthetic data were added to the HSPF model to allow simulation of in-stream transport. Water quality parameters are referred to by HSPF as “pollutants”. To simulate pollutants, HSPF requires that atmospheric data (solar radiation, cloud cover, wind, dew point temperature) be included in HSPF; synthetic atmospheric data were added to the HSPF model.

For this project, the following “pollutant” terms were added to the HSPF model: ammonia, nitrate, orthophosphate, biological oxygen demand, and dissolved oxygen. An example of the output of the simulation, for ammonia and nitrate at Reach 4 is shown in Figure 3-6.
Figure 3-6. Simulated forms of Nitrogen Modeled using HSPF at the Outflow of Reach 4. Time series results of an HSPF simulation. Nitrate is shown in the top left box, total ammonia in the top right. The components of total nitrogen (NH3 and NH4+) are shown in the bottom of the figure (left and right respectively). TAM = total ammonia concentration in mg N/L; sum of NH4+ and NH3. This simulation was performed using both measured and synthetic data.

The figure shows that in 1965 there were a few spikes of nitrogen in April, then another in September. It should be noted that point sources of pollutants (including sediment sources) can be added into the HSPF model. For this project, synthetic sediment point source data were added. Effluent from a wastewater treatment plant would be considered a point source, and could be added into the HSPF model if desired.

The loadings at the outlet of the reaches simulated using HSPF can be exported to text files. In addition, the WinHSPF interface provides a means of exporting some simulated results for a river reach directly into an AQUATOX segment. This feature was explored as part of this project. More of the details on linking HSPF and AQUATOX are provided in the User’s Manual (Clough 2005) and in Section 3.4 below.
3.2.2 Modeling with AQUATOX

AQUATOX models the fate of organic chemicals, nutrients, and other pollutants in an aquatic ecosystem (Park et al. 2008; Clough 2009) and was used in this project to simulate changes in the water quantity and water quality in a reservoir as result of changes in the upstream watershed. To provide the framework for discussing the modeling process, Harsha Lake was used as a demonstration site. A top view schematic of Harsha Lake is shown in Figure 3-7.

![Figure 3-7. Harsha Lake with the Sections Used in AQUATOX Modeling Indicated.](image)

The lake is divided into six sections, with one section (S4A) representing the outflow to the drinking water treatment plant.

Using AQUATOX, a waterbody can be analyzed as a whole, or as a network of linked segments. When modeling a lake, segments can be linked into vertically stratified pairs, with an upper and a lower segment, simulating the epilimnion and hypolimnion. For this project, Harsha Lake was modeled using ten segments, with two representing hypolimnion segments, as indicated on the map in Figure 3-7, and in the schematic representation in Figure 3-8.
Harsha Lake was modeled as having two inflow riverine segments (S1A and S1B), two lake pools (2 and 3), each with an epilimnion (S2E and S3E) and a hypolimnion (S2H and S3H) segment, and two outflow segments (4A and 4B). Surface water segments of pools 2 and 3 (S2E and S3E) allow for watershed runoff directly into the lake (S2R, and S3R). The Harsha Lake segments were designed such that S1A corresponds to the HSPF Reach 4, and S1B corresponds to the HSPF Reach 6. This segment pattern was chosen due to the shape of the reservoir, and also due to the distribution of the sample collection locations from within the watershed.

There are 15 linking relationships in the model; these are shown with arrows indicating the direction of flow in Figure 3-8. The main AQUATOX window, showing the segments included in the model is shown in Figure 3-9.
The left side of the AQUATOX screen shows the segments used in the AQUATOX model. Note that there are ten; two represent direct runoff into the lake.

There are three primary types of data that must be entered into AQUATOX to run a simulation: site information, initial conditions, and loadings. When running AQUATOX on the waterbody as a whole, only one set of these three types of data is required. When modeling using linked segments, a set of these three types of data is required for each segment. These data requirements are summarized in Table 3-3.

### Table 3-3. Data Requirements for AQUATOX Waterbody Model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Data</th>
<th>How Loaded Into Model</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQUATOX</td>
<td><em>Waterbody Physiogeographic Information</em>&lt;br&gt;The surface area of waterbodies can be obtained from the National Hydrography Dataset, but the depth (and thus the volume) must be obtained from local researchers (via a bathymetry survey).</td>
<td>For each segment, click the Site button from the main window</td>
<td>synthetic</td>
</tr>
<tr>
<td>AQUATOX</td>
<td><em>Initial Conditions for all State/Driving Variables</em>&lt;br&gt;This information must be measured or estimated by local researchers.</td>
<td>For each segment, click the Initial Conditions button from the main window</td>
<td>synthetic</td>
</tr>
</tbody>
</table>
The table describes data needed for AQUATOX modeling and also explains how these data are added to the model. The Data Type for this project, as explained in Section 2.4 is also shown in the table. In a fully functional model, all data would need to be measured or modeled. More details regarding the requirements for AQUATOX modeling are provided in the AQUATOX User’s Manual (Clough 2009).

The site information required includes the volume, length, surface area, and depths (maximum and mean) of the water, temperature ranges for the air and water, light and wind data, and various coefficients. When site specific coefficients are not available, defaults provided in the model can be used; however, this will reduce the applicability of the resulting predictions. More specific information on entering site data is provided in the AQUATOX User’s Manual, along with information on the defaults that can be used when site specific information is not available (Clough 2009).

For each segment, an initial condition for each State/Driving variable included in the study must be provided. The State/Driving variables included in this AQUATOX model are shown on the right side of Figure 3-10.
Figure 3-10. AQUATOX Screen Showing the State/Driving Variables Used in the Study. State and Driving Variables are shown on the right. This model uses 13 variables; more can be added as needed.

State/Driving variables can be added and removed from the model to meet the needs of the simulation (e.g., Chlorophyll A, toxicants) (Clough 2009). When used in the model, loadings for each of the State/Driving variables must be added. More specific guidance on adding initial conditions and loadings is provided in the AQUATOX User’s Manual (Clough 2009).

When a linked segment model is used, in addition to site information, initial conditions, and loadings must be provided for each individual segment, and the relationship between the links (the exchange of water flow) must also be defined. AQUATOX provides a menu screen where the flow between the segments can be entered. Due to the relationship between the segments in a linked model, the state and driving variables included in each segment of a linked model must be the same.

In the Harsha Lake system, it is hypothesized that the lake bottom is a seasonal store for nutrients. When the sediment is to be used as a sink and/or source for pollutants, the sediment diagenesis feature of AQUATOX must be used. To use this feature, sediment bed data are required.
Chemicals, such as pesticides can be modeled in AQUATOX provided that they are listed as a State/Driving Variables, and the relevant parameters, initial concentrations, and loadings have been added. More on the specifics regarding the requirements for AQUATOX modeling can be found in the User’s Manual (Clough 2009).

The developers of AQUATOX provided multiple ways of entering data into the model. In addition to manually entering data using the menu system, AQUATOX has the ability to accept some input directly from specifically formatted Excel files. Examples of the input files are provided with the download of the AQUATOX model. These files are discussed in more detail in the User’s Manual (Clough 2009). AQUATOX will also accept data directly from WinHSPF. WinHSPF can export the information for a riverine reach out of WinHSPF and into an AQUATOX segment. It is a one-to-one transfer, and data defining the individual segment must then be transferred into the multi-segment AQUATOX model.

The output from an AQUATOX simulation includes time series flow and loadings to/from the defined segments. The developers provided two ways of exporting data from AQUATOX. For documentation purposes, the user can download a complete record of the model simulation to a text file. Results can also be exported to an Excel file. This file contains the time series loadings needed for input into the next model in the WatIS. It should be noted that, while AQUATOX can import data from Excel files, and export data to Excel files, the formats of the import and export files are not the same; this complicates sending data into and out of AQUATOX for communication with upstream and downstream models.

There is some degree of flexibility regarding the time step used in the AQUATOX model. The time step can be an hour, a day, or fractions of either. For this project, a daily time step was selected and a 24 day simulation was performed. More on the details of working with AQUATOX can be found in the User’s Manual (Clough 2009).

3.2.3 Modeling with EPANET

EPANET was evaluated for inclusion into the WatIS; however, extensive modeling with EPANET was not undertaken. EPANET is intended to simulate water hydraulic behavior and water quality in a pressurized pipe water distribution system network. EPANET comes with a library of components that are found in a pipe network, including pipes, pumps, storage tanks, nodes (pipe junctions), valves, and reservoirs. Using the EPANET user interface or the Programmers’ Workbench, these components can be added to an EPANET project. When the EPANET simulation is performed, the software predicts water flow in each pipe, water pressure at each node, the height of the water in each tank, the age of the water in the system, and, if the water quality parameter is included in the simulation, the concentration of a chemical species (USEPA 2011a). EPANET can predict the behavior of a non-reactive tracer over time as it travels through the pipe network, or it can track the fate of a reactive material as it grows or decays over time, provided reaction kinetic terms are included in the input file (Rossman 2000).

EPANET was used as a place holder for an actual model of the water treatment plant for two reasons: (1) no more viable alternative could be identified, and (2) EPANET may be expanded to model the drinking water treatment plant at some point in the future (Worm et al. 2009).
processes used in the treatment train of the Bob McEwen Water Treatment Plant, which draws its source water from Harsha Lake, are shown in Figure 3-11.

**Figure 3-11. Treatment Process Schematic of Bob McEwen Water Treatment Plant.**
Figure shows treatment processes, from intake to distribution. Unit operations at the plant include: pre-oxidation (potassium permanganate and chlorine addition), coagulation and rapid mix, flocculation and sedimentation, carbon filtration, sand filtration, primary disinfection and secondary disinfection.

Raw water quality is characterized by measuring total organic carbon (TOC), dissolved organic carbon (DOC), natural organic matter (NOM), bromide concentration, total dissolved solids (TDS), pH, conductivity, alkalinity, manganese and iron concentrations, and atrazine concentrations.

For this project, with the exception of the pumps, the EPANET library feature termed a *reservoir* was used to stand in for the actual treatment unit processes. The EPANET network representing the treatment plant is shown in the *Network Map* window on the left of Figure 3-12.
Figure 3-12. EPANET Network Representing the Drinking Water Treatment Plant.
The network is shown on the left. The time step options window is shown on the right. In this
simulation, a pattern, hydraulic, and reporting time step of 1 is selected.

The right side of the figure shows the menu screen where the time step used in the simulation can
be adjusted. When the number of *Time Periods* selected in the *Pattern Editor* is set to 24, a
*Pattern Time Step* of 1 means that the pattern will be applied for each hour of a 24 hour day.
EPANET does not accept time series data as it is exported from HSPF and AQUATOX. For
loading output from these models to be used as input into EPANET, it will need to be converted
into an average and a pattern. This data processing step highlights the differences in the
approach to data management and model development in natural and engineered systems.

In addition to being able to generate a project and execute the model using the user interface and
menu system, EPANET can be executed directly from DOS. To use this feature, the network
input data must be stored in a specifically formatted text file. Results from the model will be
sent directly to a text file. The EPANET User’s Manual indicates that the text file exported from
EPANET can be read back into EPANET. This is a very useful feature that allows the user to
make changes to model parameters, run the model, save the results, then make changes directly
in the text file, then import the file back into EPANET and rerun the revised project; it can also
be used to run multiple simulations in series.

While EPANET was used only as a stand-in for a DWTP model, evaluating the model for use in
the WatIS highlighted some of the challenges that must be addressed when attempting to bridge
the gap between natural and engineered water systems.

### 3.3 Overview of Model Integration

While the specifics of the data structures and models described above are critically essential,
they are insufficient to enable decision-making across the full space from watershed to DWTP.
Rather, it is necessary to develop methods to share information between models. In Droppo et al.
(2010) four approaches to model coupling are described; three external coupling methods and
one internal coupling method. The three external coupling methods are: (1) modify the source
code of existing models to pass data from model to model, (2) write code to create “model
wrappers” that handle data exchange without modifying the source code of the models, and (3) in specific cases were the data formats are well defined, use “data-parsing” and “data mapping” to send data from one model to the next. Droppo et al. 2010) also presents an internal coupling method, OpenMI. Using OpenMI, data are exchanged directly between models according to a standardized exchange protocol. The OpenMI defines the protocol for models to exchange data at runtime, allowing models to be run in parallel and share information at each time-step (Gaber et al. 2008).

Droppo et al. (2010) explored all four of these approaches and found that all had pros and cons; these are summarized in the article. While Droppo et al. (2010) and Gaber et al. (2008) offer insight into the direction integrated modeling may be heading, researchers currently needing to work in the decision space requiring multiple models have limited options. Since implementing procedures for internal model coupling generally needs to be performed by the model developers (Droppo et al. 2010), researchers typically use some method of external coupling, cascading data from one model to the next.

3.3.1 Cascading Data – Downward Data Flow

Cascading data is the current state-of-the-practice in integrated modeling (USEPA 2001; Kittle et al. 2006; Finholt and VanBriesen 2007; Cuddy and Fitch 2010). This approach has been adopted by the Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) user interface for natural water systems. BASINS is a geographic information system (GIS) interface that provides tools that assist the user in populating data tables needed in working with some of the commonly used watershed models (USEPA 2001; Kittle et al. 2006; Johnson 2005), and has been expanded to include some receiving water/reservoir models. Using Hydrological Simulation Program - Fortran (HSPF) (Bicknell et al. 2001), AQUATOX (Clough 2009), and EPANET (Rossman 2000), Figure 3-13 demonstrates the conceptual flow of information in, out, within, and outside the BASINS interface.
Figure 3-13. Schematic of the Cascading Data Flow Approach to Model Integration.
BASINS boundaries shown with a blue box. Data shown cascading from model to model in series. EPANET and costs/benefits comparisons shown outside the BASINS interface.

In Figure 3-13, it is shown that the BASINS interface can be used for gathering and compiling some of the data needed for modeling with HSPF and AQUATOX (note that EPANET is outside of the BASINS interface), and is then used to indicate that the modeling will be performed using HSPF. The BASINS tools will populate some of the information required for modeling with HSPF, but, as shown in the figure, other data and model parameters must still be entered using the HSPF specific interface. The HSPF model can then be executed using the HSPF interface, and output from HSPF passed to AQUATOX (using the HSPF specific tools), where a similar process is followed. As shown in Figure 3-13, using the cascading data approach, data needed for a specific model are stored within that model, and customized tools are used to export and import data from one model to the next. These tools can be provided by the model developers, or programmed by individual modelers or by a third party.

Figure 3-13 demonstrates the concept of external model coupling. External coupling is demonstrated in the integration between AQUATOX and EPANET; the models are linked offline. While there is a preprogrammed link between HSPF and AQUATOX, it too is an external coupling.
3.3.2 Shared Data – Multidirectional Data Flow

The method of cascading data from model to model is a viable option for the deployment of a functional water information system. Data structures can be expanded and additional models and tools could be brought into a robust user interface. But there are limitations to this approach, most significantly, the data only flow in one direction. For example, changes to the HSPF control files, made using the HSPF menu tools do not propagate back to the BASINS tables from which they came, nor do changes made from within the AQUATOX menu system propagate back to HSPF. This downward flow of information limits the modeler’s ability to fully document the parameters used in an integrated model simulation and also makes it difficult to avoid confusion over model parameterization.

To combat this problem, a multidirectional data flow approach via a master data repository was shown previously, in Figure 1-2. A comparison of the two approaches to data flow, depicted using abbreviated images of Figure 1-2 and Figure 3-13 are shown side-by-side in Figure 3-14.

![Image](image.png)

**Figure 3-14. A Side-by-Side Comparison of Data Flow and Data Transfer Methods.**
The left image shows multidirectional data flow via a master data repository. The right image shows the more traditional method of cascading data downward through the models.

The benefits to the WatIS shown on the left in Figure 3-14 are: (1) data can be accessed from all models in the system and data flow is multidirectional, (2) the data structure is common to all the models, encouraging data standardization among researchers, (3) the results of the model simulation and all the associated metadata can be stored in the data repository, and (4) the structure allows for a ‘plug and play’ nature for model inclusion. This approach would eventually reduce work for those using the models, but would require an extensive effort on the part of the model developers, at least initially, to transition their existing data structures to a new format, and would require a large, upfront investment, with a long-term commitment to maintaining the master data repository and the user interface.
The cascading data approach offers the advantage of being able to be developed in pieces, one model at a time, but cannot overcome the limitation of unidirectional data flow. Multidirectional flows are necessary to integrate real-time applications and facilitate adaptive management. Multidirectional flows could also be achieved by allowing data exchange between all models used in a multi-model simulation at runtime. Unfortunately, without a master data repository, modelers will still be required to learn data storage schemas for all the models they want to use, and will have no way of tracking or documenting the inputs and outputs of an integrated model simulation. Thus, the ideal solution would be to standardize both data storage and data transfer protocols.

3.3.3 Translating Data

Regardless of whether data are being cascaded or shared via a repository, the data may need to be translated. Conceptually, the process of moving data from HSPF to AQUATOX is fairly straightforward; HSPF generates a daily time series loading, and AQUATOX accepts a daily time series loading. Some complexity is introduced when transferring time series information that is not correlated one-to-one between the two models (Droppo et al. 2010). For example, the output loadings of biological oxygen demand and organic carbon are summed to estimate the organic matter loading in AQUATOX.

While some data processing is required to cascade data from the watershed model to the receiving water/reservoir model, it is minor compared with the challenges of translating data from tools that model natural systems to tools that model built/engineered systems. These transfers sit right at the interface between the natural and the built environments, and, as a result of the conceptual isolation of the two systems, the key parameters of the two types of models are often significantly different. To highlight this point, a few examples are provided. One example relates to taste and odor problems in drinking water; a watershed model may predict temperature, nutrient levels, and the algal biomass concentration in the source water, while the drinking water plant requires the concentrations of taste and odor (T&O) precursors like geosmin and 2-methylisoborneol (2-MIB). Another example focuses on disinfection by-products (DBPs) in drinking water; naturally-occurring organic matter (NOM) that is present in raw source water can react with chemical oxidants used for disinfection and form DBPs in finished water. Laboratory work has been extensive to characterize NOM to better understand DBP precursors and water treatability (e.g., Richardson and Ternes 2005; Reckhow et al. 1990; Owen 1995; Nikolaou et al. 2004; Rosario-Ortiz et al. 2007; Archer and Singer 2006), but NOM, as an explicitly defined parameter, is not simulated in the watershed/reservoir models.

The prediction of T&O and/or DBPs problems now relies on detailed information about the characteristics of the source water, but there is no direct, easily incorporated translation from the watershed parameters to the drinking water intake parameters. Thus, to integrate these system models, as shown in both Figure 1-2 and Figure 3-13, a treatability translation is needed. A treatability translation is a complex conversion of data, using algorithms that incorporate expert knowledge regarding the controlling physical, chemical, and biological processes that lead from the state of the water system at the DWTP intake to the state of the water system as engineered processes are initiated. The accuracy of the algorithms, and thus of the treatability translation,
hinges on access to water quality monitoring in the watershed and on water quality monitoring at the DWTP intake in order to inform the relationship among the different water quality terms.

### 3.3.4 Integrating SCADA Data into the Water Information System

One of the goals of the water information system (WatIS) is to link prediction of the quality of finished drinking water at a future point in time with information received from sensors in the watershed upstream of the drinking water treatment plant. To accomplish this, the plant’s supervisory control and data acquisition (SCADA) system will need to be integrated into the WatIS. Data from water utilities have historically been managed through the use of SCADA systems. Although the SCADA system has traditionally been limited to the engineered environment (i.e., the drinking water distribution system), there is no reason why it cannot be expanded to reach outside the walls of the built environment, and into the natural environment. Such an expansion has previously been suggested as part of a source water protection plan focused on spill detection and response (Grayman et al. 2001), but there is scant literature to suggest that such an integration has been deployed for real-time operational change in response to less urgent upstream events.

The purpose of a SCADA system is to allow operators to monitor and control equipment and processes from a central processing center and in real-time (Lahlou 2002) to ensure regulatory compliance (Joshi et al. 2004). In addition to water treatment systems, SCADA systems are used to control various utilities such as power generation systems, electrical distribution systems, and hazardous waste treatment facilities (USEPA 2011b). The capabilities of current SCADA systems generally include collection, storage, and management of a variety of historical and sensor data (Joshi et al. 2004; Lahlou 2002; USEPA 2011b). These data, integrated with the SCADA system, can be used to detect operational anomalies, trigger alarms, and automate operations such as chlorine addition or pump activation (Doyle and Fayyad 1991; Walski et al. 2001; Joshi et al. 2004; USEPA 2011b).

Several teams have explored the potential for integrating system models with real-time data. Joshi et al. (2004) have suggested that water quality models can be integrated with the real-time data available through a SCADA system to develop a model that is able to more accurately predict current and future behavior of the system. Shinozuka et al. (2005) studied the use of real-time data with models to identify the location and extent of damage in a network. Schulte and Malm (Schulte and Malm 1993) considered a system in Illinois used to confirm system design, develop operational scenarios, and train operators. Tiburce et al. (1999) and Joshi et al. (2004) report improved operational control and emergency preparedness for systems with integrated modeling and sensing.

Integrating the WatIS and the SCADA will require an interdisciplinary, cooperative effort between water professionals, watershed specialists, and information technology professionals (Computing Community Consortium 2011). Once completed, the WatIS would interface directly with the plant, and treatment processes could be altered in real-time based on measured and modeled data and information, maximizing the quality of the finished drinking water while minimizing treatment costs. While the development of a WatIS could be accomplished independent from the SCADA, since many of the functions of the SCADA are needed in the
WatIS, it would be best to integrate these efforts. This will also enable alignment with SCADA upgrades that many water plants have in their plans for the coming decade to comply with increasingly frequent data requests from regulatory and policy-setting agencies as well as to exert greater operational control over their distribution systems (Shinozuka and Dong 2005; Shastri and Diwekar 2006).

**Experience with Model Integration**

As discussed in Section 3.3, three model linkages were explored: BASINS to HSPF, HSPF to AQUATOX, and AQUATOX to EPANET. These linkages are shown in the schematic in Figure 3-13 and represent a cascading data approach to integrated water modeling.

**BASINS to HSPF**

The transition from BASINS to HSPF is very smooth. From the information entered into BASINS, an HSPF project can be created and populated with enough information to perform a flow simulation. The relationship between BASINS and HSPF is not dynamic; once an HSPF project has been created, additional changes to the HSPF files are typically performed using WinHSPF rather than in BASINS. The flow of data from BASINS to HSPF is discussed in Section 3.2.1. The process is summarized in Figure 3-15.

![Figure 3-15. The Process of Selecting Data for Watershed Modeling Using BASINS.](image)

Physiogeographic information narrowed three times during BASINS selection process; from the world, to the Little Miami Watershed, to the East Fork Watershed. BASINS tools are then used to send data to HSPF.

Notice in Figure 3-15 that there are three times when the user can narrow the area of the study. It would be too resource intensive to pull all the available information into a BASINS project, so BASINS allows the user to narrow the study area geographically. In some cases, it may be necessary to use data gathered from outside the boundaries of the targeted area of study. For example, if no precipitation monitoring stations are located within the targeted study area, data may be needed from a location close by. BASINS allows the user to keep the neighboring locations, without having to keep all data associated to a whole region.
Once all the required information is loaded into BASINS, the built-in feature to generate an HSPF project is used. This feature sends data required for running an HSPF project into the appropriate files, and automatically opens the HSPF files using WinHSPF.

**HSPF to AQUATOX**

The process of using WinHSPF to model changes in the watershed (e.g., implementing BMPs) and send the model results to AQUATOX is summarized in Figure 3-16.

**Figure 3-16. The Process of Running a Simulation in HSPF Using WinHSPF.**

In WinHSPF, model parameters and data not coming from BASINS are loaded. After the simulation is run, time series loadings at the outlets of the river reaches are passed into AQUATOX.

The details of the process shown in Figure 3-16 are provided in Section 3.2.1. HSPF allows the user to select which modules to use in modeling the watershed (e.g., modeling a pollutant requires the use of a specific pollutant module). Based on the modules selected, the required information matching those modules must be included in the input file. Running the HSPF model yields estimated loadings of modeled parameters at the outflow of the modeled river reaches. These time series loadings can be sent to AQUATOX. There is a feature built into the WinHSPF interface that transfers data from HSPF to AQUATOX (Clough 2005); this feature worked well, but it only transfers information for riverine reaches, and each reach must be transferred individually.

**AQUATOX to EPANET**

Once in AQUATOX, the complete structure of the model is constructed, and site information and loadings for all the other segments of the model must be entered. This process is shown in the left half of Figure 3-17.
Figure 3-17. Process of Modeling with AQUATOX and Transferring Data to EPANET. Data not sent over from WinHSFP must be loaded. The model is executed, and the time series concentrations in the segments are exported. Time series loadings needed for EPANET are converted to an average and a pattern and entered into EPANET. EPANET is executed and concentrations of a parameter of interest are generated.

3.4.4 Multiple Models and Time Steps

With regard to time steps of the models, HSPF documentation indicates that it runs on an hourly time step, but the output can be changed to display in a variety of formats, including a daily sum, average, maximum, minimum, or one of a few other formats. AQUATOX is fairly flexible in its time step; the user can choose to model daily, hourly, or fractions of either. The number of time periods in the EPANET pattern editor can be set to the desired duration, and the time step can be adjusted so that those units can be one hour to 24 hours. In the case where the time step is a day, the pattern will last the number of days that corresponds to the number of time periods set in the pattern editor. For this project, the HSPF output was exported on a daily basis, AQUATOX was modeled with a daily time step for 24 days, and EPANET was modeled with a pattern of a daily time step for 24 days.
4 Moving Towards a Fully Functional Water Information System

There are significant challenges to designing and developing a fully functional water information system; these are discussed below followed by a section summarizing the project findings and recommendations for next steps.

4.1 Challenges

Challenges identified as part of this assessment project are grouped below as data challenges, model challenges, and challenges with integrating the models.

4.1.1 Data Challenges

The importance of organizing data is discussed in detail in Section 2 of this report. Good data management takes commitment and attention to detail. Forward thinking and a good data management plan in advance of a sampling project can significantly reduce the overall cost of organizing data, and a target data structure for compiling and archiving data should be in place prior to the start of sample collection. The issue regarding data that must be addressed in preparing to develop a fully functional WatIS is whether to compile data and format it for the specific models to be used in the very near future, or to take a more holistic approach and attempt to develop and work with a common data structure that could be used as a master repository (and that could be used to interface with the SCADA). Clearly, the holistic approach will require a higher level of effort in the near term, but the long-term gains could be significant.

A limiting factor in modeling is often the availability of organized, documented data. In many cases data are collected, but, because they are not formatted consistently and/or stored with metadata they are difficult to share with the broader scientific community. Analyzing water systems across sites and times will be essential to transform the study of water from local case studies to managing water as a global resource (Horshburgh et al. 2008; Horshburgh et al. 2009). This will require data from multiple research projects to be aggregated across environmental sampling programs. The only reasonable way to enable data sharing is for researchers to format their data in a standardized, documented data structure. Thus, water professionals should move in the direction of storing data from sampling programs and research projects in a data structure that could eventually be used for the master data repository of the WatIS. High value data from previous sampling programs should be organized, and reformatted to fit into the same data structure. The data management system selected should be robust enough to manage existing data and to easily incorporate additional data that becomes available from laboratory and field experiments as well as real-time sensors deployed in water systems (ASW 2011).

Further, in order to inform decisions across the watershed to drinking water space, cost and benefit information for changing land use in the watershed (e.g., implementing BMPs) as well as costs and benefits of altering treatment processes and/or making capital improvements to the drinking water treatment plant must be compiled and integrated into the database so that they are available to drive economic cost-benefit models.
4.1.2 Model Challenges

Depending on the simulation capabilities needed, models must be identified and explored. To model the source water through drinking water treatment plant interface, a watershed model and a drinking water treatment plant model are required. A reservoir model may also be needed, and a water distribution network model could be included depending on the focus of the study. The models used for this assessment project were selected to meet a set of specific goals: to assess the difficulty in developing a WatIS and to identify the challenges that must be overcome. This focus led to the selection of HSPF, AQUATOX, and EPANET. As a result of working with the models, the project researchers are considering the possible need to include additional models to characterize the linked natural and built water system. For example, while AQUATOX will simulate changes in populations of biotic life, it is not a complex hydrodynamic model; thus, to get to a robust WatIS, a biotic model such as AQUATOX will need to be coupled with a hydrodynamic model such as CE-QUAL-W2 (Cerco and Cole 1995). The determination of which models will be incorporated into the WatIS will depend, in part, on the model developer’s willingness and ability to adapt their models to fit the WatIS framework.

In addition to watershed, reservoir, treatment plant, and water distribution models, there are several other kinds of models and modeling tools that will need to be added to the WatIS; these include treatability translation tools, socioeconomic and cost/benefit analysis tools, and/or data analysis tools. To achieve the goal of being able to alter treatment processes in real-time as a result of changes in the upstream watershed, the drinking water treatment plants’ SCADA systems will need to be integrated into the WatIS. To move in this direction, the number of different SCADA systems, and the proprietary nature of each system will need to be assessed; thus, SCADA developers will need to be included in the interdisciplinary team working on WatIS and will have to agree to either transform SCADA so that it will interface internally with the WatIS, or will need to develop algorithms for reading and writing to the WatIS.

4.1.3 Model Integration Challenges

In moving to a fully functional water information system, some strategic decisions must be made. Two approaches to integrating models have been discussed in this report. These approaches are shown in Figure 1-2 and Figure 3-13 and are summarized side-by-side in Figure 3-14. The significant difference between the two approaches is the master data repository. In the multidirectional flow WatIS (shown in Figure 1-2), whenever possible, data are stored in the master data repository. Using the cascading data approach (see Figure 3-13), there is no data repository, rather, data are passed from model to model, in some cases using specialized data transfer routines. Implementation of these model integration methods can take many forms, as described in Section 3.3.

Unfortunately, developing the multidirectional data flow WatIS would require a large, upfront investment with a commitment to maintaining the master data repository. In contrast, using the BASINS cascading data flow approach, the interface can be developed in pieces, one model at a time. The problem with this approach is that the modeler must learn the intricacies of all data storage structures for each model, and since there is no master data repository, the metadata associated to a simulation performed using multiple models may be lost. In the short-term,
particularly since no data structure has emerged as the leading candidate for inclusion into the WatIS, it is likely that the BASINS approach will continue to dominate in model integration work. Perhaps the most significant problem with cascading data is that, since there is not a unifying data structure, there is no additional motivation for researchers to standardize their data, and thus, multiple formats for data collected on water-based research projects will remain the norm.

For this project, data were transferred using the BASINS tools or were transferred from model to model manually. Several of the models have built-in tools to import from Excel or text files, and export to Excel or text files; these were also used. BASINS does a good job of helping the modeler move data from one model to the next, but still falls short of allowing data to move in real-time and does not incorporate the built water environment systems. In a functioning WatIS, models will have to share a common data structure or robust automated translation algorithms will need to be developed and implemented to allow data and simulation results to move among models in real-time.

4.2 Findings and Recommendations

The goal of the present work was to evaluate the complexities of integrating multiple models from the watershed through the drinking water plant and to identify knowledge and information gaps that make working in this decision space a continuing challenge. Issues identified include those associated with data, models, and model integration.

4.2.1 The Data

Modeling requires an extensive dataset be available, and it is critical that these data be used appropriately. While much watershed data exists, it is often stored in a non-standardized, undocumented format, making direct dialogue with the primary researcher necessary to understand how data can be restructured for use in modeling. This situation is a typical one, and limits the ability of modelers to maximize data and fully characterize water systems. Water professionals should move in the direction of storing data collected as part of field sampling programs and research projects in a data structure that could eventually be used for the master data repository. High value data from previous sampling programs should be organized, and reformatted to fit into the same data framework.

4.2.2 The Models

In some cases, there is no ideal model option to perform the necessary task (e.g., a drinking water treatment plant model). These models will need to be developed. All models to be integrated into the multidirectional flow WatIS must be restructured to work with the master data repository. New models could be built directly using the data structure and older models could either be completely overhauled to work directly with the master data structure (the preferred approach), or could be equipped with data processing scripts to read and write directly to the master data repository. All models considered for incorporation into the WatIS should be evaluated in terms of their relevance in a multisystem model framework; models selected for inclusion will need to be adapted for use in both natural and built/engineered systems. To assist
the user in selecting the right model for a specific task, a model selection guidance tool should be incorporated into the WatIS user interface. To make WatIS a reality, a consortium of modeling experts, data collectors, and information technology professionals will be needed to make sure that all the intricacies associated with each model are understood and tuned correctly.

4.2.3 The Model Integration

The decision of whether to adopt the master data repository approach to the WatIS, to pursue the cascading data approach, or to develop some sort of a hybrid approach needs to be considered carefully. There are significant challenges to deploying a fully functional multidirectional data flow WatIS as describe above, including a significant upfront investment to design the master data repository, adapt a core group of models for use within the WatIS framework, and develop the user interface. In the near term, specific models can be selected and linked through customized tools using external coupling (e.g., expanding the BASINS approach) or integrated using internal coupling (e.g., using OpenMI), but at some point, it may become more desirable to upgrade all models so they work with a standardized common data structure. If the cascading data approach is used, priority should be given to the development of automated data handoff tools to avoid the laborious process of regenerating the data movement for each new watershed studied. Furthermore, ongoing research is needed to inform the development of the treatability translation and cost/benefit models and tools. Ultimately, for use in real-time, the drinking water treatment plant supervisory control and data acquisition (SCADA) systems must be incorporated into the WatIS to provide operational control and management of drinking water systems.

Adopting multidirectional flow and the unifying structure of the WatIS master data repository will expedite a ‘plug and play’ nature for model inclusion, facilitating the development of data analysis tools (and/or links to commonly used tools), the inclusion of treatability translation tools, and the incorporation of models for comparing costs/benefits, leading to a robust, integrated water information system for managing the quantity and quality of water across the natural and built environments.

There are several directions for “next steps” in the research that will contribute to the overall goal of developing a WatIS to enable improved management of water systems. These include: (1) determine essential data elements that need to be stored in the master data repository, (2) improve data management systems by further defining the structure of the master data repository, (3) determine the best way to exchange data within the WatIS, (4) investigate fundamental relationships that will lead to the development of treatability translation modules that are critical to linking natural systems with engineered systems, (5) assess the types of tools that will be needed in the WatIS User Interface, (6) determine other types of models that will be needed in the WatIS, and (7) perform a case study at a specific location using one model to better understand what other data and/or modeling capabilities are needed in the WatIS. Working to accomplish these tasks will help inform the longer-term effort to develop a multidirectional data flow WatIS.
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