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Preface 

The 1990 EPA/AWMA International Symposium Measurement of Toxic and Related 
Air Pollutants sponsored by the Atmospheric Research and Exposure Assessment 
Laboratory of the U. S. Environmental Protection Agency at Research Triangle 
Park, North Carolina and co-sponsored by the Air and Waste Management Association 
of Pittsburgh, Pennsylvania was held May 1-4, 1990, at the Mission Valley Inn 
at Raleigh, North Carolina. The technical program consisted of 178 presentations 
held in 20 separate sessions. The sessions focused on recent advances in the 
measurement and monitoring of toxic and related pollutants found in the ambient, 
indoor, and source emissions atmospheres. New sessions were added this year to 
·~he symposium included: Radon, Atmospheric Chemistry and Fate of Toxic 
:~ollutants, Super-critical Fluid Extraction, Determination of Polar Organic 
Compounds in Ambient Air, Mobile Sources Emissions Characterization, Effects of 
Air Taxies on Plants, and Air Pollution Dispersion Modelling. Session on 
t1easurements of Volatile Organic Pollutants - Ambient Air focused on Long Path 
!)pectroscopy and other methods of monitoring toxic pollutants. During the 
symposium over 70 exhibitors had booths displaying a wide range of pollution 
monitoring instrumentation and consulting services. Over 850 attendees from the 
U.S. and other countries attended the symposium. Contained in this volume are 
the papers presented during the symposium. The keynote address of Congressman 
David Price, Fourth District of North Carolina, presented by the Congressman's 
1\dministrative Assistant, Mr. Gene Conti, is also included. 

Air pollution measurement and monitoring research are designed to support 
regulatory actions by developing an in-depth understanding of the nature and 
processes that impact health and the ecology, to provide innovative means of 
monitoring compliance with regulations and to evaluate efforts through the 
monitoring of long-term trends, and to anticipate potential environmental 
problems. The U.S. Environmental Protection Agency's Atmospheric Research and 
Exposure Assessment Laboratory at Research Triangle Park, North Carolina is 
responsible for research and development of new methods, techniques, and systems 
for detection, identification, and characterization of pollutants in emission 
sources and in indoor and ambient environments; for the implementation of a 
national quality assurance program for air pollution measurement systems; and 
supplying of technical support to Agency regulatory programs on local, regional, 
and global scale. 

This was the lOth consecutive year the symposium was held and the 5th year 
of its co-sponsorship with AWMA. The objective of the symposium is to provide 
a. forum for the exchange of ideas on recent advances for the reliable and 
accurate measurement and monitoring of toxic and related air pollutants in 
indoor, ambient, and source atmospheres. The ever growing number of 
presentations and attendees to this symposit~ represents advancements in the 
current measurement and monitoring capabilities. 

Bruce W. Gay, Jr., (EPA) 
R. K. M. Jayanty (RTI) 
Technical Program Chairmen 
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ENVIRONMENTAL PROTECTION AGENCY INTERNATIONAL SYMPOSIUM 
KEYNOTE ADDRESS - AIR TOXICS 

REPRESENTATIVE DAVID E. PRICE 
MAY 1, 1990 

I'm honored to be able to present these remarks as the keynote 
to your conference today. I'd like to commend Drs. Jayanty, 
Gay, and Foley, and Mr. Kueser, as well as the Environmental 
Protection Agency and the Air and waste Management Association 
for convening this annual symposium on toxic and related air 
pollutants. 

We are proud to have EPA's air research facility headquartered 
in North carolina and proud of our EPA scientists and the 
private sector companies which support EPA's efforts here, many 
of whom are constituents of this district. In my relatively 
short time in congress, I have had the pleasure of working with 
EPA on several funding projects, including appropriations for a 
new EPA affiliated research lab in Chapel Hill and the hoped 
for acquisition of a supercomputer -- and, longer term, on a 
major new research facility in the Research Triangle Park. I 
value the close working relationship that we've developed and 
anticipate its continuation. 

In my brief remarks this morning, I would like to provide a 
broad context for the environmental issues you will be 
discussing this week and to give you an overview of some 
specific legislative initiatives that will have an impact on 
your work in the years to come. 

Around the globe, we are confronting serious environmental 
problems. Solving these problems will require a sustained 
research effort that can provide policy makers with reliable 
information. Over the last twenty years, EPA's research budget 
has declined more than 20% in real terms and more than 500 
scientists have been cut from the agency's payroll. Yet during 
the same period, EPA's regulatory responsibilities have vastly 
increased through the enactment of major new statutes. 
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This pattern of neglect must be broken. You may be aware that 
the congress is currently working on legislation to elevate the 
status of the Environmental Protection Agency. On March 28 of 
this year, the House passed legislation to redesignate the EPA 
as a cabinet level department. Similar legislation is awaiting 
floor action in the Senate. We believe a cabinet-level EPA 
will help serve notice that we have made the environment an 
important national priority -- consistent with the status that 
environmental protection has reached in many countries around 
the world. 

I was pleased to see President Bush submit a budget to Congress 
this year that includes an increase in federal air quality 
programs. The fiscal year 1991 budget request for air quality 
programs is $390 million -- a $100 million or a 35% increase 
over last year's funding level. Most of the increase would be 
targeted to State assistance activities to implement the 
provisions of a reauthorized and stronger Clean Air Act, but 
$17 million will support more aggressive air research programs, 
including a $9 million increase to address the specific issues 
of air taxies and non-attainment of National Ambient Air 
Quality Standards. 

Funding for EPA, and virtually every other program within the 
federal budget, has been constrained in recent years, but there 
is still a tremendous reservoir of confidence and support in 
Congress for the work of EPA. This is not to say EPA can or 
should escape the scrutiny or the discipline that our current 
budgetary crisis requires. But a solid case can be made for 
research expenditures as a critical national investment, one 
that pays rich dividends in the health and well-being and 
security of our people and in the vitality of our research and 
educational institutions. 

As we stand on the brink of a new year and a new decade, we 
look ahead to assess the critical issues of the 1990's. There 
are few issues as important -- to us and to our children as 
the protection of our global resources. A recent survey 
indicated that 90% of Americans say that htaking stronger 
actions to clean up the nation's air and water is a top 
priority for government and business leaders." 

Even more dramatic evidence comes from data analyzing the 
willingness of the American public to pay for more 
environmental protection. In 1981, the public split about 
evenly on this question. By 1989, the public indicated a 
willingness to pay by a margin of about 4 to l. There will be, 
of course, continuing discussion about how much people will 
have to pay but there is no mistaking the strong public 
commitment to a better environment. 
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The "greening of America" is taking place in Washington as 
well. congress is paying a great deal of attention to 
environmental issues now, and -- perhaps more importantly -
we're working with an administration that recognizes the 
problem as well. we still have our differences with the White 
House -- witness several key votes on oil spill liability -
but the prospects for cooperation are far better than they were 
during the Reagan years. 

With this broad background in mind, let me review some of the 
legislative action in the current session of the Congress. 
Clean Air legislation is the number one environmental issue 
before the congress this year. Clean air legislation was put 
off by President Reagan and did not get addressed by committees 
of the Congress for the last decade because of an ongoing 
deadlock between those who wanted stricter pollution controls 
and those who wanted more lenient ones. However, the expiration 
of compliance deadlines under the 1977 amendments and 
heightened public concern about health and the environment 
almost certainly will result. in the enactment of a strengthened 
version of the Clean Air Act this year. Earlier this spring, 
just prior to the Easter recess, clean air legislation took 
giant strides toward enactment, clearing the House Energy and 
Commerce Committee on a 42 to l vote and passing the Senate by 
a wide margin, 89 to 11. I expect floor action on the House 
version later this month. 

In the meantime, the House Science, Space and Technology 
Committee, of which I am a member, has approved legislation to 
expand air pollution research under the Clean Air Act. 
Provisions in this legislation include expansion of research 
and development programs on the health effects of air 
pollution, as well as improving monitoring and control 
methods. This legislation will be offered as a floor amendment 
to the House version of the Clean Air Act. Such legislation 
should mean additional R&D dollars for North carolina -
particularly the EPA lab in the Triangle. As you know, much of 
the nation's cutting-edge environmental research is being done 
here in the Triangle, and I will be pushing to commit adequate 
resources to these efforts. To do a better job of implementing 
environmental controls and environmental health policy, we need 
a solid base of scientific knowledge. 

We are also seeing an increased emphasis on control of air 
taxies included in the House and senate versions of the Clean 
Air Act. This effort will require stepped up research on your 
part if we are to rationally control these compounds. 

It is extremely important to establish tougher standards for 
toxic air emissions. One major flaw of the 1970 Clean Air Act 
was the system established to regulate hazardous air 
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pollutants. In the nearly two decades since the Clean Air Act 
was enacted, EPA has only regulated seven pollutants. This 
pace is too slow -- uncontrolled air toxics pose substantial 
health risks and we must improve this regulatory process. I 
think we were all alarmed by the announcement EPA made in April 
of 1989 showing that manufacturing industries released 2.7 
billion pounds of toxic air pollutants in 1987. Most 
observers, including EPA officials, expressed surprise at the 
volume of toxic releases and called them unacceptably high. 

The essential questions that must be answered in this debate on 
air toxics revolve around two distinct issues. The first 
involves the distinction between point sources of pollution -
i.e., specific, large sources of toxics --and area sources, 
which include the exhaust from our cars, the discharges from 
small businesses, and similar sources. The second involves the 
type of remedy we seek from these sources-- i.e., whether we 
impose specific technology-based solutions or whether we impose 
health-risk based solutions. 

The President's clean air proposal required EPA to regulate 
only 50% of the major sources of hazardous air pollutants. 
During House committee consideration, an amendment was adopted 
that would require EPA to regulate all categories of major 
sources. The only exception to this rule, in the case of 
sources with carcinogenic emissions, is that EPA may exempt a 
source category from regulation if it determines that no source 
in the category presents a lifetime risk of cancer greater that 
1 in 1 million to any person. 

Data presented to Congress indicate that toxic emissions from 
area sources are collectively responsible for as many cancer 
cases as are emissions from point sources. Under the 
President's bill, regulation of these area sources was entirely 
discretionary. The amended House bill now requires EPA to 
regulate 90% of the area source emissions of each hazardous air 
pollutant. EPA may elect to establish controls based on 
"general available control technology" in lieu of the more 
stringent controls based on •maximum achievable control 
technology" that would apply to major sources. 

The technology based standards required for major and area 
sources under the amendment may not eliminate all health risks 
from toxic emissions. To address the "residual risks" that may 
remain, the amendment requires EPA to report to congress on 
legislative alternatives within ten years. If none are enacted 
at that point in time, the law would revert to the more 
stringent but thus far unenforced health-based standards of the 
1977 Act. Although the Senate bill includes a second-stage 
health-based standard, the likely final product will be closer 
to the House bill language. 
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Another area of concern to members of Congress is the issue of 
indoor air pollution. People spend about 90% of their time 
indoors, and air contaminants commonly found in the home and 
workplace are known to cause a wide range of health effects. 
Public concern about the threat of indoor air pollution to 
human health and worker productivity has increased dramatically 
in the past two decades. Media reports about the "sick 
building• and •sick horne• phenomena are now common. 

Scientific information about the sources and effects of indoor 
air pollution is increasing steadily. At the same time, 
definitive conlusions about the health effects of indoor air 
pollution remain controversial. It is difficult to associate 
definitively a given response with a single air pollutant, in 
or out of doors, because many factors in the human environment 
can contribute to particular health conditions. 

These issues were pursued during hearings before the Science, 
Space and Technology Subcommittee on Natural Resources, 
Agricultural Research and the Environment, last year. In 
response to these hearings, our subcommittee recently marked-up 
and reported H.R. 1530, the Indoor Air Quality Act. This 
legislation would strengthen EPA's indoor air research program; 
would promote development of health advisories to indicate 
levels at which identified contaminants would have no adverse 
health effect; would focus the use of existing regulatory 
authority to implement a national response plan based on the 
health advisories; would provide grants to the states to assist 
them in developing basic management strategies and assessments; 
would establish an EPA office for indoor air activities and a 
coordinating interagency council on Indoor Air Quality; and 
would give EPA the lead cesponsibility foe developing a federal 
response to indoor air quality. 

A companion bill has been introduced in the Senate by Majority 
Leader George Mitchell and is pending consideration at the full 
committee level. I am hopeful we can enact this necessary 
legislation this year. 

A large part of the indoor air pollution debate focuses on 
radon. EPA estimates that radon is responsible for 5,000 to 
20,000 case of lung cancer each year. If these figures are 
accurate, radon may be the nation's leading radiation problem 
and the second largest cause of lung cancer. Recent studies, 
however, have challenged these health estimates and provide a 
stronger basis for continued research on this issue. 

~ederal statutory authority for dealing with the radon problem 
is not as clearly defined in existing law as it should be. The 
Superfund Reauthorization Act authorized an EPA radon gas and 
indoor air quality research program, including a national 
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assessment of radon gas and a demonstration program to test 
methods of reducing or eliminating radon. To support its Radon 
Action Program, EPA received $12.4 million in fiscal year 
1990. The President's budget requests $13.7 million for 
FY1991, an increase of 11% from FY1990. 

To address the increasing concern about the potential effects 
of radon, in the first session of the lOlst Congress, 11 pieces 
of legislation related to radon issues were introduced. None 
have been enacted thus far. H.R. 1530, the Indoor Air Quality 
Act would address radon through a comprehensive indoor air 
quality approach. Several major policy issues remain to be 
addressed: which federal agency should deal with radon 
regulations?; is the EPA-recommended radon action level 
protective enough of human health?; and does scientific 
information support public concerns and the need for EPA 
guidelines? I would like to see these issues addressed by the 
Congress in the near future and encourage those of you working 
in this area to move forward aggressively with your research. 

As you can see, our country is demonstrating increased 
awareness and concern about environmental quality; the public 
response to Earth Day leaves no doubt about that. And this 
concern is being translated into policy initiatives, shaking 
loose once-stalled items like oil spill liability and clean air 
and stimulating discussion and debate on the environmental 
agenda of the future -- matters ranging from rain forest 
destruction to ozone depletion to global warming to alternative 
energy sources. No one is more aware than you how critical a 
part research will play in determining the extent of the 
dangers and what solutions we can feasibly pursue. We're also 
aware that research -- an honest facing of what our best 
scientists tell us -- will not always or even usually be 
comforting. The need for research must not be a 
rationalization for inaction. On the contrary, as you are in a 
better position than most to know, for this country and the 
world community to make good on the lofty pronouncements of 
Earth Day, it is going to require strong leadership, 
considerable sacrifice, major commitments of resources, and 
much determination in the years ahead. What is going on here 
at EPA and other research facilities gives me great hope that 
we can rise to the challenge, a challenge that should transcend 
everyday politics. 

Through these research efforts, we're investing in our future, 
in the healthy future of our children and the well-being of 
generations to come. I want to commend each of you for the 
part you are already playing in that and to thank you once 
again for the opportunity to participate in this symposium. 
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FUTURE NEEDS IN RADON MONITORING 

Introductory Remarks on Radon 
Thomas J. Maslany 
U. s. Environmental Protection Agency 
Region III 
841 Chestnut Street 
Philadelphia, PA 19107 

Prepared by W.Belanger, L. Felleisen, T. Maslany 

Indoor radon monitoring is currently dominated by charcoal 
adsorption devices for short term monitoring and alpha track 
devices for long term monitoring. Several other devices are also 
available. The simplest is an electrical device which allows radon 
to be read with a special voltmeter. The most complicated are 
d'elicate instruments requiring a skilled operator. This paper 
discusses the radon measurements which will be needed in the future 
and develops the measurement device characteristics necessary to 
fulfill these future needs. The available radon monitoring methods 
are evaluated with respect to their ability to satisfy this set of 
future needs. 
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Introduction 

The Environmental Protection Agency believes that a large 
fraction of the U. S. population is exposed to unacceptable risk 
from radon and has advised everyone with significant exposure 
potential to test their home. Unfortunately, only a small 
fraction of homes have been tested, and many people believe the 
complicated nature of the radon testing process is partially to 
blame for this poor response. EPA suggests a two step testing 
process; first a screening test is used to decide whether a problem 
might exist in the house, then a long-term follow up test is used 
to measure the radon exposure of the residents. Few people seem 
willing to go through this testing process, which usually takes 
more than a year. This testing scheme also is not well suited to 
radon testing during real estate transactions. A simpler and 
shorter testing scheme will probably be needed for residential 
testing. Some means will be needed to relate this short term 
testing to the average exposure of the residents. The main change 
in radon monitoring foreseen by this author is an increased 
reliance on short term tests. 

Schools and offices pose special testing problems because they 
are unoccupied a large fraction of the time. Heating and air 
conditioning systems are frequently shut down or cut back during 
this unoccupied time, which can produce substantially different 
radon concentrations. This must be accounted for if radon 
exposures in these buildings are to be accurately assessed. It has 
also been observed that the working level ratio is significantly 
lower in large buildings than in houses. Where 4 pCi/1 yields 
about 0. 02 WL in houses, it may yield only . 004 WL in large 
buildings. 

Most radon testing today is performed using charcoal 
adsorption or alpha track devices, though many other monitoring 
methods are available. The charcoal devices are limited to short 
monitoring periods and are well suited to the screening 
measurements currently recommended by EPA. Alpha track devices 
are well sui ted to the long term follow up measurements. The 
remainder of this paper is devoted to a discussion of future 
monitoring needs. The suitability of today's monitoring methods 
to these needs will be discussed. 

The "Ideal Radon Monitor" 

The ideal radon monitor may not be possible with today 1 s 
technology. It is also possible that there may be conflicting 
requirements for different applications. No one radon monitor will 
necessarily be ideal for all purposes. The attributes of the 
"ideal" radon monitor are given below. 

Accuracy 

The radon monitor should accurately measure the radon. 
Accuracy limits of plus or minus 25 percent have been used by EPA 
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for the Radon Monitoring Proficiency (RMP) program. This level of 
.accuracy does not reflect the 1 imi ts of radon moni taring 
technology. It was chosen to reflect the degree of certainty of 
·the radon risk estimates. It also accounts for the fact that radon 
.itself is variable and any measurement can only reflect the radon 
at the time the measurement is made. While most methods can yield 
better accuracies with careful procedures, a few 
laboratories are have difficulty in meeting the 25 percent error 
limit in double blind tests near 4 pCi/1. 

Minimum Measurable Concentration 

EPA has set an action level of 4 pCi/1 as an indoor average 
radon concentration. The Indoor Radon Abatement Act sets a 
national goal that indoor radon be as low as outdoors, and 
requires EPA to review its action level. In response, the action 
:Level may be revised in the near future. No decision has been made 
on future level at the time of this writing. It is possible that 
a radon concentration different from 4 pCi/1 could be chosen. It 
is also possible that it would be based on something other than an 
annual average concentration in the living areas of the house. 
Different action levels may be chosen for different applications 
such as schools. It may be necessary to accurately measure radon 
concentrations below 4 pCi/1 to reach this goal. 

Sampling Time 

While it is desirable to be able to measure radon over a 
period of a year, it appears that most radon mitigation decisions 
atre being made based on much shorter tests. A full year of testing 
i.s prohibitive in a real estate transaction. Most people who 
monitor out of concern for their health base their actions on short 
t.erm tests. An analysis of radon variability has shown that the 
minimum sampling time for a reliable test is one day, and that 
errors decrease as sampling time is increased to two days. There 
is a small additional improvement for sampling times of a week. 
Beyond this time, little additional accuracy is gained until 
sampling times become impractical to serve the purpose of the test. 
An ideal sampling time of two days to a week is selected for use 
here. The radon monitor should be able to measure within 2 5 
percent at 4 pCi/1 over a 2 to 7 day period. Sample time should be 
in multiples of one day to avoid diurnal variations in radon. 

True Average 

The radon monitor should provide a true average radon 
concentration over the sampling time. If, for example, the device 
is heavily biased toward the last day of the sampling period, then 
this is effectively a one-day sample and is subject to the 
variability associated with one-day measurements. 
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Storage Capability 

The device should not need immediate analysis. If a large 
number of samplers are returned to a laboratory for analysis at 
one time, the lab must be able to process them within the time that 
a useful measurement can be made. Devices which store radon for 
future counting are subject to radon decay. Half the radon 
collected is lost every 3.8 days. A delay of a month reduces the 
radon available for counting by a factor of 250. 

Sensitivity to Environment 

The measurement method should not be sensitive to normal 
variations in temperature or humidity or other common 
environmental parameters. Ideally, there should be quantitative 
limits for this sensitivity, but for purposes of this paper, we 
will require that common environmental parameters not cause errors 
beyond the allowable accuracy limits at the minimum 
measurable concentration. 

Calibration of Active Devices 

The device should remain in calibration for at least six 
months and preferably as long as a year. Recalibration should be 
a relatively easy. It should be possible to make a performance 
check without transporting the device to a radon chamber. 

Operator Skill 

The required level of operator skill should be kept to a 
minimum. College level mathematics should not be required in order 
to operate the device. 

Cost 

Cost should be kept to a minimum. current costs for 
charcoal and alpha track tests ranges from about $10 to $30. 
cost per test should not be greater than the high end of 
range. 

Proper Pollutant 

The 
this 

There are two basic measurements, radon and radon decay 
product. The decay products will not occur in a constant ratio to 
the radon concentration. The ratio will depending on the age of 
the air being sampled, the amount of air movement and the presence 
of any filtration. In addition, some decay products will be 
attached to dust particles, while others will be 
unattached. While decay products are responsible for the bulk of 
radon's health effects, the variables in decay product 
measurement make it difficult to do a health assessment based on 
a typical short term decay product measurement. This is because 
of the variability of decay product concentrations. On the other 
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hand, radon is the pollutant entering the building, so if one 
wishes to know the effectiveness of a radon mitigation, radon is 
the appropriate parameter to measure. In choosing whether to 
measure radon or its decay products, it is important to have a 
clear understanding of the purpose of the measurement and to 
control those factors which could influence the measurement. 

Intermittent Sampling 

Buildings with intermittent occupancy, such as schools and 
office buildings, may best be sampled only during hours of 
occupancy, especially if ventilating systems are also operated 
intermittently. This could result in significantly different radon 
concentrations when the building is not occupied. The measurement 
should be able to differentiate between these periods in some .:ay, 
or its usefulness may be limited in this context. 

Anti-tampering 

As radon becomes a factor in real estate transfers, it might 
be expected that radon testing will become more common in this 
8ituation. In this circumstance, the party selling the house (and 
usually occupying it at the time of the measurement) has an 
~~conomic stake in the outcome of the test. There is an incentive 
1:o cheat. Radon tests need to be structured to prevent 
1:ampering, either by the design of the test device or through some 
external controls. 

Conclusions 

Many radon and decay product monitors are available which give 
a wide range of costs and capabilities. No one monitor can do 
ewery job, and each is suited to a different application. In the 
future, the author expects an increased reliance on short term 
tests, so methods which are good only for long time periods will 
probably enjoy less success. This is apparently being anticipated 
by the equipment manufacturers because the methods are being 
ctdapted to shorter sampling times. The short term alpha track 
detector is a good example of this. 

The shortening of the sampling period will also allow 
g·reater use of the more equipment intensive methods. Where it 
would net be cost effective to leave a continuous radon or 
•;,mrking level monitor in place for several months to a year, 
placing it for a day or two will probably be practical. Thus the 
use of continuous monitors is likely to increase. These devices 
are alsc particularly well suited to schools and offices where 
occupancy is intermittent and where ventilation systems are often 
cut back for weekends and evenings. These devices are really the 
only way to accurately assess what is happening. Their increased 
cost may also be better afforded by the institutions involved, but 
this is heavily dependent on how many rooms must be sampled. 
Perhaps the best strategy will be continuous monitors in one or 
two locations and inexpensive samplers elsewhere. The 
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differences in working level ratios in large buildings also suggest 
that working levels as well as radon be monitored in these 
buildings. 

For monitoring of homes, the driving force for testing 
increasingly seems to be real estate transactions. The trend 
appears to be toward samplers placed by professionals, at least 
for real estate purposes. Professionals have a great deal of 
flexibility in their choice of sampling method and are able to use 
skilled technicians. This segment of the testing market might be 
expected to grow in the future. The professionals can be expec
ted to purchase the instruments that work for them and that give 
then a competitive advantage. It is likely that the larger 
operators would have several methods at their disposal and use 
whichever is best for the job at hand, or in combination as the 
need arises. 

Many homeowners testing for their own information still seem 
to prefer to be able to buy a sampler at a local store. The local 
mail order market might be expected to remain stable, and seems to 
be the province of the charcoal and alpha track devices. 
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Prediction of Long-Term Average 
Radon Concentrations in Houses 
Based on Short-Term Measurements 

William E. Belanger, P.E. 
u. s. Environmental Protection Agency 
R•3gion III 
841 Chestnut Street 
Philadelphia, PA 19107 

Previous studies have examined the relationship between 
short term screening tests and annual average radon 
concentrations, but have generally been limited by short term 
mE~asurements conducted at only one location in the house or 
during only one season. This study examines the usefulness of 
short term measurements to estimate long-term averages when the 
short term measurements are made in living areas of the house in 
and in the basement. The effect of season is also examined. 
This analysis is particularly useful in situations where there is 
not time to do an annual measurement, but multiple rooms can be 
easily tested. We used the raw data from five different 
researchers to cover the full annual cycle and multiple sampling 
locations. The result is a matrix of factors which can be used 
to estimate the annual average radon based on a test at any time 
of year. Separate factors are calculated for basement and first 
floor monitoring locations. 
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Introduction 

The Environmental protection Agency Published the Citizen's 
Guide to Radon in August of 1986. The Citizen's Guide outlines a 
two-step testing process which calls for an initial screening 
measurement followed by a longer term follow-up measurement. If 
radon in excess of four picocuries per liter is detected by the 
screening test, additional tests of up to a year's duration are 
recommended. The whole measurement process including the time 
needed for the test, purchase of detectors, sample analysis, 
mailing, and procrastination can take well in excess of a year. 

Under some circumstances, a full year of monitoring is not 
practical or is not desired by the person conducting the test. In 
this circumstance it would be desirable to be able to compare the 
short term test with the concentration that would have been 
measured if a full year test had been conducted. Five existing 
data bases have been collected and analyzed. These data bases 
were selected because there were both short term and long term 
tests performed in the same house. In addition, houses where 
continuous monitoring has been conducted have been used to 
investigate the variations in testing accuracy which result from 
different sampling durations. The results suggest corrections 
can be made to short term data to provide an estimate of long 
term averages in houses. This paper uses radon measurements made 
in several thousand houses to derive factors which can be used to 
normalize short term radon data to whole house annual averages. 

Use of a short term sample to estimate the annual average 
can be expected to introduce additional error into the radon 
measurement process. If the errors that are introduced are 
smaller than those inherent in the measurements, the additional 
errors would be unimportant. If, however, the errors introduced 
by short term sampling are larger than the measurement errors, 
then there will be the need for a policy decision on whether or 
not these errors are acceptable. That decision is beyond the 
scope of this paper, but we will attempt to quantify the errors. 

Optimization should be an inherent part of this process. 
The decision on the acceptability of errors should not be based 
purely on the errors observed from simple comparison of short 
term measurements with annual averages. These short term samples 
will include variance due to seasonal differences, location 
differences and differences due to house conditions as well as 
''random" variations. Many of these sources of variance can be 
reduced by the prudent choice of sampling strategy and 
application of correction factors. When the estimate is as good 
as can be made from the available data, then the decision on 
whether or not the errors are acceptable should be made. 

Experimental Methods 

Five independent datasets were used in this analysis. These 
are the first year data from the EPA State surveys, Data 
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collected by George Mason University for a survey in Northern 
Virginia, data collected by Pennsylvania in the Reading Prong, 
continuous radon monitoring at one location in each of four 
houses in Butte, Montana and continuous radon monitoring at 
several locations in a house in Media, Pennsylvania conducted 
under the auspices of Rutgers University. The original data was 
obtained to allow a consistent analysis to be performed. 

No new radon measurements were made for this investigation. 
Because existing radon data was used, the author was limited to 
whatever analytical methods and quality assurance procedures were 
used by the person who collected the data. These ranged from 
carefully calibrated quasi-continuous radon monitors to radon 
t·est kits purchased on the open market. All radon measurements 
w,ere assumed to be accurate, i.e there was no systematic bias. 
Precision was accounted for by eliminating measurements known to 
be of low precision. For example, alpha track detectors bought 
in the marketplace were assumed to have usable precision only 
above a 1-year average of one pCi/1. This is well above the 
limit of detection for these detectors, and typically yields a 
coefficient of variation of about 20 percent (equivalent to 4 
pCi/1 for 3 months) . Charcoal detectors of many types were also 
included in this analysis. These were again assumed to be 
unbiased. This assumption is supported by the analysis of data 
collected by Mose. Short term samples using three different 
charcoal detectors were shown to be unbiased estimators of alpha 
track averages at the same location when the lower radon 
concentrations were eliminated. The EPA/State survey data was of 
h:Lgh quality because of careful quality assurance procedures. 

The parameter of interest in this investigation is the ratio 
o1: a short term measurement to a long-term average. This 
re~quires that the short-term to long-term ratio is not a function 
of radon concentration. This independence is shown by Perritt. 
There is a noticeable decrease in precision at low 
concentrations, which may account for a dependence being seen by 
ot:hers. The long term average chosen here as a baseline was the 
average of radon concentrations in all floors of the house. This 
is not the same as the EPA follow up protocols which exclude 
space that is not actually lived in. This was done because the 
"lived in'' status of floors of a house was generally not reported 
in the data~ and because the utilization of rooms in a house is 
not a property of the house. A basement that is not lived in 
this year may have a couch and a television in it next year. All 
''livable" spaces were therefore assumed to be occupied. 

Results 

The EPA/State survey provides seasonal short-term to whole 
house annual ratios for winter and spring. The George Mason 
University data contains useful seasonal information for summer 
and fall but lacks sufficient measurements to calculate a whole 
house average. The adjustment of the George Mason University 
data was done by normalizing to the EPA/State data. The spring 
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season is contained in both datasets and so the George Mason 
University seasonal factors were adjusted to make the spring 
ratios the same as those from the EPA/State dataset. This 
adjustment is intended to yield "whole house averages" from other 
seasons of the George Mason data. 

Both the Pennsylvania and New York data allow direct 
comparison of winter and annual data. Floor-to-floor differences 
can be examined in the New York and Pennsylvania data, but there 
is insufficient data to directly calculate whole house averages 
because of the lack of second floor measurements. It is not 
clear whether the houses had second floors that were not measured 
or if second floors did not exist. This leads to the dilemma 
whether to compensate for the lack of second floor data in 
calculating a household average. We have elected to make this 
small correction as if second floors existed in all houses. 

From the table below it can be seen that summer first floor 
radon measurements should yield a result close to the whole house 
average, while similar winter first floor measurements should be 
higher than the whole house average by a factor of 1.6. summer 
basement measurements should yield results about 1.8 times the 
whole house annual average while basement winter measurements 
should be 2.4 times the whole house annual average. Note that 
this data is unbalanced. The overestimation in winter is not 
balanced by an underestimation in summer. The basement 
overestimation is not accompanied by a first floor 
underestimation. The author believes this is due to the inherent 
bias in the screening locations and in the closed house 
conditions used for the short term tests. The annual averages 
include periods of low radon concentration which were "designed 
out" of the short term tests by choice of sampling location and 
closed house conditions. Note the similarity among the datasets. 

winter spring summer fall 
Basement 

EPA/State 
Geo. Mason 
Pennsylvania 
Average 

Seasonal (closed house) to Whole House Annual 

First Floor 
EPA/State 
Geo. Mason 
Pennsylvania 
New York 
Average 

2.9 2.1 
2.3 2.1 1.8 2.3 
2.0 
2.4 2.1 1.8 2.3 

Seasonal 
2.2 
1.6 
1.5 
1.2 
1.6 

(closed house} to Whole House Annual 
1.3 
1.3 1.1 1.5 

1.3 1.1 1.5 

Another source of variance is the inability of a short term 
sample to predict a long term concentration. We investigated 
this effect by breaking continuous monitoring data in five houses 
into simulated short term samples. With uncontrolled house 
conditions the 95 percent confidence limits yielded a range from 
1.4 times the average to 0.1 times the average. This variability 
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can be considerably reduced by avoiding summer sampling, or 
presumably by sampling under closed house conditions. When 
summer samples are eliminated the range is from 1.4 to 0.7 times 
the annual average. This reduction in variance is accompanied by 
the introduction of a systematic overestimation in the radon 
concentration by about 10 percent. If one wished the most 
accurate prediction, it would be prudent to remove this bias. On 
the other hand it may be decided that such a bias is desirable in 
that it reduced the chance of under-estimating the radon. There 
appears to be a small improvement in predictive ability as sample 
time is increased from one day to about one week, with little 
additional gain in accuracy until large fractions of a year are 
sampled. 

Conclusions 

We have shown that short term sampling can provide estimates 
of long term radon concentrations at the same location with 
little bias. However there is considerable variance associated 
with the ability of individual samples to predict a whole house 
average. The variance is partly due to the differences between 
houses, partly due to differences between floors in a house, 
partly due to the time when the short term sample was taken and 
also due to other random effects. If short term measurements are 
·to be used to predict a long term whole house average, then this 
variance should be reduced to a minimum. Any procedure which can 
be incorporated into a sampling protocol which reduces the 
variance is desirable. 

The variance can be reduced by a number of techniques. For 
'example there is a systematic difference between the radon 
1neasured in the basements and first floors of houses. It is 
possible to compensate for the systematic difference by applying 
a correction based on our experience with large numbers of 
houses. Further reduction in variance is possible if sampling is 
done simultaneously on more than one floor. By sampling in this 
~iay, it is no longer necessary to estimate the floor to floor 
differences based on a large number of houses. The differences 
become known, at least at the time of the sample. This should 
J~educes the variance in the resulting prediction. In addition 
1:he number of floors is not the same in all houses. A house with 
a second floor has twice the chance for non-basement radon 
E~xposures as a one story house. One would calculate a different 
l{hole house average for a two-story house than for a ranch house. 
~rhe number of floors in a house are easily counted, so there is 
no reason to treat all houses as if they were of one design. 
~rhe author therefore recommends sampling on each floor of the 
house as a means of minimizing the errors in the calculated 
average. 

It may also be possible to use the simultaneous basement and 
first floor measurements as a confirmatory measurement. If floor 
t:o floor differences fall outside an expected range, then the 
neasurements may be suspect. Basement to first floor ratios 
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appear to fall mainly in a range from 1 to 4 from the New York 
and Pennsylvania data. Thus if one were to make short term 
measurements in a basement and on the first floor and the ratio 
were between one and four, the data would seem credible. In the 
data examined this ratio appears to fall outside these limits 
about 25 percent of the time. A ratio of .75 to 5 is satisfied 
about 85 percent of the time, so less "rejections• of tests can 
be obtained by using wider limits. The ratio between basement 
and first floor tests be used as a quality assurance tool with 
limits of 1 to 4 or .75 to 5 depending on the level of confidence 
desired. 

By prudent choice of sample duration and house conditions, 
it is possible to minimize the variance due to sample time. It 
has been shown that closed house samples of about a week duration 
can generally predict average radon levels at the same location 
within about -25 to +40 percent (the bias due to closed house 
conditions.) This suggests that any sampling protocol should 
include closed house conditions and that the duration of short 
term samples be more than a day and preferably as long as a week. 

Seasonal variations were also obvious in the data. These 
seasonal variations are a source of variance if a short term 
measurement is to be used to predict an annual average. Unlike 
floor to floor differences, seasonal variations in a particular 
house cannot be determined except by actually measuring the radon 
in more than one season. It will therefore be necessary to 
utilize seasonal trends from large numbers of houses to reduce 
this source of variance. It cannot be eliminated because of the 
differences between houses in their seasonal radon patterns, but 
at least the seasonal trends can be removed. 

References 

1. D. Mose, G. Mushrush and c. Chronsiak, "Reliability of 
Inexpensive Charcoal and Alpha Track Radon Monitors, 11 

Natural Hazards, 1990 

2. c. Granlund and M. Kaufman, "Comparison of Three Month 
Screening Measurements with Yearlong Measurements Using · 
Track Etch Detectors in the reading Prong," Pennsylvania 
Department of Environmental Resources (1987) 

3. R. Perritt, T. Hartwell, L. Sheldon, B. Cox, C. Clayton, S. 
Jones, M. Smith and J. Rizzuto, "Radon 222 Levels in New 
York State Homes," Health Physics 58 no 2: 147. (1990). 

4. "Radon Measurement Comparison Study," u. s. Environmental 
Protection Agency, EPA 520/1/89/034. (1990) 

5. "Seasonal Variations of Radon and Radon Decay Product 
Concentrations in Single Family Homes," u. s. Environmental 
Protection Agency, EPA 520/1/86/015. (1986) 

18 



AN ANALYSIS OF THE PARAMETERS INFLUENCING RADON VARIATIONS IN A HOUSE 

Albert Montague, P.E., EPA Region III, Philadelphia PA. 
William E. Belanger, P.E., EPA Region III, Philadelphia PA. 
Francis J. Haughey, Ph.D. Rutgers University, New Brunswick, N.J. 

The purpose of this study was to devise a statistical means of eliminating interfering 
variables from data of specific interest. The primary data being sought were the comparative 
differences in radon concentration in a residential dwelling under two operating modes. 

Radon levels were measured in the basement, the first floor, and the second floor of the 
house. A meteorological station was constructed that continuously measured the variable 
parameters such as wind speed, wind direction, outside temperature, relative humidity, and 
barometric pressure. The operating modes were changed every two weeks and the data were 
examined in two-week cycles. 

An attempt was made to remove the effects of the unwanted variables by using the standard 
stepwise linear regression. Since this approach was not adequate without compromising the 
quality of the data of primary interest, a novel time-scale method was developed to achieve 
the desired discrimination. This utilized a computer routine to simulate the effect of an 
electronic RC filter. 

When the averages were taken for comparison of the effect of change on radon concentration 
in two operating modes, they were seen to be separated by lS standard deviations. Thus, this 
new method of variance reduction, by removing the unwanted time scales, yields results that 
are clearly significant. 
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A residential dwelling in a rural area near Media, Pennsylvania, was the 
site for a recent radon study that encompassed a five-month period of 
continuous meteorological and radon data collection. The home, a five-year 
old, two story, colonial wood frame structure, with standard insulation and 
a full basement, was modified with an apparatus to observe the effect of the 
radon levels in the dwelling when the modification was switched on and off. 
Previous observations, though limited in scope, showed radon levels in the 
basement to range between 15-20 pCi/1. 

A rigorous statistical analysis was performed on each of the data sets. 
Initial efforts focused on assessing whether the raw data showed a normal 
distribution by applying the Chi-square test. If the data were not normally 
distributed, various numerical transformations were applied as appropriate, 
to try and obtain a normal distribution, e.g., a 24-hour moving average 
(smoothing function), log transformation, or other numerical corrections 
associated with an observed phenomenon, for which there is a known or logical 
explanation. 

Since the data generated are time-based, i.e., they represent a time series 
which may have cyclical characteristics. When such a trend exists -
described by the correlation of radon (dependent variable) with barometric 
pressure, temperature, and other associated factors -- the trend may be 
removed by subtracting it (slope of the line generated by performing a linear 
regression) from the original data set. otherwise, the opportunity to detect 
any difference in the mean values of the radon concentrations may be masked 
by unwanted variation, especially if the difference is numerically very small 
between the mean radon values representing the two operating modes. 

When time series data are analyzed, one must account for the tendency of 
each measured value of a parameter to depend in some way on the previous 
values of that parameter. This dependence can occur in two ways. For 
physical systems which cannot change instantaneously, the physical state of 
the system at time t can best be represented by its state at time t - 4 t, 
where At, is an increment of time. As 4t approaches zero, the value of the 
parameter, P(t), approaches its value an instant ago, P(t-4t). Auto
correlation of the time series provides a measure of this effect, with At 
used as a displacement in time. The decrease in autocorrelation as .o. t 
increases provides a measure of how fast the parameter can change. Some time 
series also exhibit periodic or cyclical variations. These variations are 
usually superimposed on random variations in the system (and the 
measurement}. In this case the autocorrelation will initially decrease as 
At is increased, and then level off somewhat or even increase as 4 t 
approaches the period of the cycle. 

When a long time series, such as several months of weather data are 
analyzed, there will be a number of components to the time series. Ambient 
temperature provides a good example of this. First, there will be a tendency 
of each temperature measurement to depend on the previous temperature. There 
will also be a cyclical variation with a period of one day reflecting the 
periodic nature of the driving force, sunlight. This will be superimposed 
on a variation with a time scale of a few days as weather systems move across 
the measurement device. Finally, there will be an annual cycle with a period 
of one year. These variations can be represented in the frequency domain 
using a Fourier transformation, and the result is a power spectrum. 

If one desires to determine the effect of one variable on another, for 
example, the effect of temperature on radon, variance can be reduced by 
choosing the time scale of interest and excluding variations which occur on 
greatly different time scales. For example, when changes happening on a two
week scale are being examined, variations on an annual or a daily time scale 
are of little interest. These variations contribute to the variance in the 
data without adding useful information. This can beat be illustrated by 
graphic examination of the data. It can be seen that both radon and 
temperature exhibit diurnal effects. This does not imply cause and effect 
because household activities unrelated to outdoor temperature can affect 
radon. At this point it must be decided whether these 24-hour variations are 
central to the analysis of cause and effect, or if they are more likely to 
introduce artifacts. In this case diurnal variations are more likely to 

"' 
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introduce artifacts, and so they would be removed. one easy way to remove 
these diurnal variations is to apply a transformation. The simplest way to 
do this is to take a moving 24-hour average of the data. This removes 
variations not of interest which reduces the likelihood of artifacts in the 
analysis. This also reduces the variance in the data thereby improving our 
ability to identify more subtle effects. 

After diurnal variations are removed, it can be seen that in the short term 
radon seems to increase as temperature increases. On the other hand, the 
annual cycle, part of which can be seen in the data, shows radon going down 
in the summer as temperature rises. These two opposite effects tend to 
cancel when the time series are correlated. If the true relation between the 
variables is to be investigated, it is necessary to analyze each time scale 
independently. There is a need to transform the data in some way to isolate 
time scales of interest in much the same way that diurnal variations were 
removed. 

It is possible to construct a mathematical filter to select the time scale 
of interest. This may be accomplished relatively easily by making an analogy 
to an electrical circuit. A resistor and capacitor provide a simple filter 
to select a frequency range of interest. The electrical circuit diagram 
appears below. 

INPUT OUTPUT 

The response of this filter can best be represented by a plot of the output 
level versus frequency. This is done on log-log coordinates and is called 
a Bode plot. The circuit above yields close to 100\ response (output equals 
input) for very low frequencies. For high frequencies, output decreases with 
increasing frequency. As frequency is doubled, response is halved. There 
is a critical frequency where the response transitions from flat to frequency 
dependent. This critical frequency, in radians per second, equals 1/RC. 
Angu1ar frequency Ln raaLana per second is cyc1es per second t~es two pi. 
A Bode plot of the simple RC filter above is shown below. 

log 
output 

-4: 0 1-

amplitude 

•1 
w~ 

requency 
pha~se 

-900 l 
~~--~~~--~~~~~=-Note that a phase change is introduced by the RC filter. For frequencies 

above 1/RC, there is a 90 degree phase shift. At 1/RC the shift is 45 
degrees. Only at frequencies well below 1/RC is the output in phase with the 
input. This is important in selecting the filter constants since this phase 
change may appear as a time shift in the data near 1/RC. In order to utilize 
this filter in analysis of data it is important to consider both the 
amplitude and phase of the response. Properly used, such a filter will allow 
variations with angular frequencies slower than 1/RC to pass while 
attenuating those above. This low-pass filter can be very useful in 
observing long term trends and variations in the data. It may also be used 
to remove these long term trends by simply isolating them and subtracting 
them from the input. This effectively produces a high-pass filter. 

' , 
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The above paragraphs describe the desired response of the filter. A 
practical realization of this transfer function may be formulated by taking 
advantage of the fact that the response of an electrical circuit to a step 
input in the time domain uniquely defines the frequency response of the 
filter. If one desires to construct a function which responds in the 
frequency domain as an RC filter, it is only necessary to construct a filter 
with the same response to a step input. This is what is done below. 

In response to a unit step input, i.e., an input which suddenly changes from 
zero to one at time t a simple low pass RC filter produces a response of the 
form 1-e~ where T is a time constant equal to the product of the resistance 
and capacitance, RC. This is the same RC used above for the critical 
frequency in the Bode plot. This function is graphed below and is a simple 
exponential approach to a final value. 

----lTf-
~~~-T----------------~0 

o~--------------~ 

A useful property of this function is that the slope of the output function 
at any point on the curve is tangent to a line which intercepts the final 
value at t+T. This property arises from the fact that 

d/dx(Et') ~ 

By simply producing a formula that does this, the desired filter can be 
created. 

Let :l'(t) be the input function's present value and G(t) be the output 
function' a present value. At time t this function must be changing at a rate 
which would cause G(t) to intercept input function :l'(t) at time t+T. 
The slope of G(t) must therefore be (P(t)-G(t))/T. In discrete mathematics, 
G(t+l) may be calculated by simply adding the slope to G(t). Hence the 
output at any given time is G(t+l)mG(t)+(:l'(t)-G(t))/T. This function is used 
directly in the Lotus spreadsheet. Choice of T allows the filter function 
to be tailored to the desired response, with the critical angular frequency 
being 1/T. 

consistent with the analytical plan,. observed radon values (raw data spikes 
were adjusted, i.e., attenuated to compensate for concurrent rain events that 
clearly affect radon levels. other factors that also appeared to contribute 
to abnormal basement radon values, e.g., windows or doors remaining open for 
extended periods of time, were analyzed using daily log information, and to 
the extent necessary, appropriate adjustments were made on the initial radon 
values, by performing a linear interpolation. 

The raw temperature data were plotted againat time, for the entire 
monitoring period. Examination of the graphical representation showed a mild 
concave-up trend line for the period, a trend that was expected, due to 
seasonal changes, but a trend that could hamper the analysis and opportunity 
to see any difference between the two study modes. This long-term trend, was 
successfully removed by employing the electrical analog filtering technique, 
previously described. 

At this point, each of the data sets namely, outside temperature, relative 
humidity, barometric pressure, and wind were subjected to a Chi-square 
analysis, to determine if each of the full period (November through March) 
meteorological data sets, and, in particular, the now modified (rain
corrected) basement radon data, satisfy a normal frequency distribution. 
Basement radon values were found to be normally distributed after 
transforming the data, i.e., doing a 24-hour moving average, and then 
performing a log transformation. In light of the observed benefit, the 
remaining data sets were also moeified using the moving average technique. 
However, the remaining meteorological parameters did not satisfy a normal 
distribution, even though various transformations were applied to the data. 
Of the four parameters analyzed, only the barometric pressure data came 
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sufficiently close to being characterized as normally distributed, after 
performing a 24-hour moving average data transformation. In light of the 
above findings, it became evident that further statistical analysis of the 
data and associated results should be viewed with a certain degree of 
caution. A truly valid comparative statistical analysis, requires that each 
data set has similar frequency distributions, e.g., normal frequency 
distribution. 

After all the data sets were transformed (smoothed), to remove any diurnal 
variations - daily and seasonal variations were not the center of interest -

a series of statistical correlations (regressions) was performed on each of 
the meteorological parameters, relative to the log-transformed, normally 
distributed, basement radon data. This was done to prepare the data for the 
correction (removal) of trends generally associated with time series data, 
trends that could mask the possibility of observing any difference-
particularly if the difference is very small--in radon levels between the 
two study modes. Each of the regression analysis-generated slope and y
intercept values, with the values for m and b respectively, in the linear 
equation, y= mx+b, for the line that best fits the data being studied, and 
the coefficient of correlation. 

To illustrate: 
let Y a Radon Initial Value, at Time T1 

X ~ Barometric Pressure Initial Value, at Time T1 
Y1 • New Radon Value, at Time T1 

where, m = Slope of Line (Trend) 
and, b • y - Intercept 

then, Y1 = Y - ( mX + b ) • 

These corrections were applied even if the correlation (slope of the trend 
line) was low, and no plausible explanation could be offered or established, 
to explain the relationship between the independent (meteorological) and 
dependent (radon) variables. Two iterations were required to perform this 
phase of the analysis. 

The first iteration generated the following correlation (r value), and in 
descending order of priority: 

* Barometric Pressure ------- 0.44 
* Relative Humidity --------- 0.37 
* Wind { B-W Vector)--------- 0.28 
* Temperatura --------------- 0.14 

A second correlation analysis was done after the data sets were shifted in 
time, specifically in three-hour increments, forward and backward from their 
initial and corresponding (time dependant) values, until a maximum 
correlation (r value) could be found. It yielded the following correlation 
values: 

* Barometric Pressure -------- 0.54 
* Relative Humidity ---------- 0.39 
* Temperature ---------------- 0.36 
* Wind ( B-W Vector) --------- 0.28 

Consistent with the above findings and planned method of analysis, the trend 
(relationship) between barometric pressure and the parameter having the 
highest correlation value with radon was removed. The revised basement radon 
values were again subj ectad to a third correlation analysis, with the 
remaining meteorological data sets, namely, relative humidity, temperature 
and wind. 

Three more basement radon corrections were executed to remove the trends, 
·correlations--observed above, i.e., temperature, relative humidity and wind. 
In each case, the last revised basement radon value was used in the 
.adjustment process. Revised basement radon values and corresponding 
1neteorological parameters were then subjected to a second regression 
.analysis, after each trend correction was made to confirm that the adjusted 
:alope of the trend line (correlation) was indeed zero. 
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Basement radon values were then graphically plotted versus time. Although 
considerable effort was expended to carefully filter out--to the extent 
possible--the unwanted (trends) variations, diurnal and seasonal bias, within 
the observed basement radon variation--again presumed to be due to 
meteorological influences--a concave-down (semi-cyclical) wave was observed 
which presented yet another unknown influencing factor. This finding called 
for the reuse of the trend-filtering technique, previously described. 

At this point the adjusted basement radon data listed in a continuous 
time series format, were split into two numerical groupings. One group, 
representing basement radon readings for the bi-weekly periods, when the 
dwelling operated under the first study mode. The second group represented 
basement radon values, when the dwelling operated under the second study 
mode. The data, were then subjected to an analysis of variance to see if 
there was a statistical difference in basement radon values between the two 
operating modes. It showed that the differences between the means was over 
15 times the standard deviation of the means and therefore the differences 
were very sLgnificant. 
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1\pplication of Building Diagnostic Techniques to Mitigate Very High Radon 
Levels in a Commercial Building on a Superfund Site 

ABSTRACT 

by 

D. Bruce Harris 
Air and Energy Engineering Research Laboratory 

U. S. Environmental Protection Agency 
Research Triangle Park, NC 

Thomas Staley 
Radon Screening Services, Inc. 

Englewood, co 

and 

Philip c. Nyberg 
Region 8 

u. s. Environmental Protection Agency 
Denver, CO 

A small commercial facility built upon a minerals extraction 
plant process waste fill was found to have average radon daughter 
c1:>ncentrations of o. 4 working levels (WL} with peak concentrations 
exceeding 2. 0 WL. At the request of EPA's Region 8 Emergency 
R1~sponse Branch, the Office of Research and Development's Air amd 
Energy Engineering Research Laboratory/Radon Mitigation Branch 
undertook and completed the mitigation of this building within 1 
WE~ek after receipt of the request for assistance. The structure had 
been built in four stages which meant that two interior footings 
probably existed. Soil gas concentrations varied between 20, ooo and 
250,000 picocuries per liter (pCi/L)*. Pressure field extension 
tHsting, developed in residential and school mitigation, indicated 
that at least two suction points would be needed to successfully 
apply sub-slab depressurization to the building. Since radon levels 
WE~re so high, each of the three slab sections was penetrated and 
depressurized with two sharing one suction fan. This system has 
maintained, for at least 38 days, average concentrations of 0.0075 
WL which is well below the 40CFR192 (1) standard of 0.020 WL. 

( ~') 1 pCi/L = 37 Bqjcu m 
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INTRODUCTION 

During the summer of 1989 a remedial investigation was 
conducted at a major contaminated property which is part of the 
Denver Radium Superfund Site, one of the original entries on the 
National Priorities List of uncontrolled hazardous waste sites. 
The property is an inactive chemical processing plant for the 
extraction and purification of reagent-grade metals. Many years 
before, in the 1917-1924 era, the plant had been the site of a 
small radium extraction facility where ore containing radium and 
other naturally occurring radioactive materials was brought by 
train from western Colorado and subsequently purified for various 
uses. The waste products from this operation remained largely 
forgotten on the property, mixed by the activities of wind, water, 
and humans, until 1980 when they were discovered as a part of a 
major radioactive waste investigation. 

In the course of the remedial investigation, properties 
adjacent to the existing chemical processing facility were checked 
to determine whether any radioactive contamination had migrated 
beyond the present-day property boundaries. Elevated gamma 
radiation exposure rates were identified in and around a small, 
one-story office building due east and across a street from the 
processing facility. With the cooperation of the building's owner, 
substantially elevated gamma radiation levels and radon (222-Rn) 
decay product concentrations were measured within the office 
building. Since the investigation had been conducted by a 
contractor for the Colorado Department of Health (CDH), and since 
CDH lacked the resources to deal with an emergency situation of 
this type, EPA was contacted and assistance was requested. 
Confirmation measurements were quickly made, and additional 
ventilation was instituted to bring the radon decay product 
concentration to less critical levels. Initial grab samples showed 
up to 4 working levels (WL, a special unit of radon decay product 
concentration) in the front office, which may be compared to the 
average allowable concentration in a uranium mine of 0.3 WL, set 
by the Mine Safety and Health Administration (MSHA} of the 
Department of Labor. MSHA also allows a maximum of only 1 WL before 
closing a mine or requiring worker respiratory protection. The 
initial ventilation measures reduced the average value to about 0.3 
WL. 

Having temporarily decreased the radon levels to a more 
reasonable if not satisfactory range, EPA examined the options for 
providing a more positive control mechanism. While there were 
several administrative possibilities to deal with this situation, 
it was decided to use the emergency response authority given to 
EPA under CERCLA/SARA (Comprehensive Environmental Response, 
Compensation and Liability Act;superfund Amendments and 
Reauthorization Act) to install a radon mitigation system in the 
building. In this way it was possible to use some existing 
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contractual arrangements to proceed rapidly with the system design 
and installation. The EPA Region 8 Emergency Response Branch in 
Denver contacted the ORD 1 s Radon Mitigation Branch in North 
Carolina. Through an existing contract with a Denver radon 
mitigation firm, ORD was able to. bring the necessary equipment, 
supplies, expertise, and manpower to the scene within 1 week. 
Diagnostic tests were conducted and a complete radon control system 
was installed within a few days with minimum disruption to the 
building's occupants. 

PREMITIGATION TESTING 

Testing on this building began with charcoal canisters placed 
in the major office areas for 1 day followed by a repeat lasting 
2 days. A gamma scan was performed at the same time. The data are 
shown on the building schematic in figure 1. Grab samples of radon 
and radon progeny taken at the same time agreed with the canister 
data. The radon progeny levels were far above the accepted 0.020 
WL, with the range between 0.13 and 4.0 WL and the equilibrium 
ratio averaging 25%. These elevated levels triggered a more 
intensive investigation. 

Continuous working level and radon gas monitors were installed 
in one of the offices. Even with the windows left open to reduce 
the exposure levels, the average progeny concentration was 0.25 WL 
(100 pCi/L @25% equilibrium) with diurnal variations between 0.012 
a:nd 1.0 WL. These data confirmed that a serious situation existed 
a:nd it was decided to mitigate the building under the emergency 
r·esponse provisions of SARA. 

BUILDING DIAGNOSTIC TESTING 

Building diagnostics are performed to provide the necessary 
data to design a mitigation system. The building was evidently 
constructed in four stages. The slab was divided into a front slab 
~1ich included the bathroom and secretary's area, a middle section 
containing the original office and the first added office, and a 
r~:!ar slab with an office and storage area (figure 1). The 
diagnostics attempt to determine the flow characteristics and the 
source strength of soil gas under the slab. Small holes were 
drilled in the floor in each room and a continuous sample of 
filtered soil gas was pumped into a Pylon AB-5 radon monitor which 
mE~asures scintillation activity of the alpha decay events within 
the detection cell. Counts were printed out every 30 seconds and 
the levels noted when a steady reading was reached in 3-4 minutes. 
The concentrations of radon in soil gas under the floor slab were 
estimated to range from 33,000 to 250,000 pCi/L which are 
significantly elevated over typical background values and are quite 
consistent with the elevated levels of airborne radon found in the 
building. One soil sample obtained from beneath the slab showed a 
radium (226-Ra) concentration of about 3700 pCijg, which may be 
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compared to 1-2 pCi/g found in normal soil, or to 15 pCi/g which 
is the maximum allowable concentration remaining at reclaimed 
uranium tailings sites. 

With the extremely high levels found under the slab, extra 
safety measures were necessary. All building diagnostic and 
mitigation work was performed after normal business hours to limit 
possible exposure to the building's occupants. Full face masks 
using certified breathing air from pressurized tanks were used 
whenever penetrations were open in the slab. Protective overalls 
were available to reduce exposure to progeny deposited on skin and 
clothes. 

The gas flow under the slab is investigated to determine if 
sub-slab depressurization can be applied to the building and the 
distance from which a single suction hole can pull soil gas. This 
test is called a pressure field extension measurement and uses a 
vacuum cleaner to apply a suction to a hole drilled at the site of 
a potential mitigation suction point and a number of small holes 
at varying distances from the suction point to determine how far 
a negative pressure can be detected. Potential suction points are 
selected after examining available blueprints and visual building 
inspection to determine if sub-slab barriers such as interior 
footings or sewer pipes exist. This building had no prints 
available, but the visual inspection indicated three or four 
different construction activities. A test suction point was located 
in each of three sections. The data indicated small pressure 
communication (less than 0.003 in. water or 0.75 Pa between the 
center and rear office sections but none with the front reception 
area. 

Because of the extremely high radon levels observed in this 
building, a conservative mitigation strategy was adopted. It was 
decided to locate a suction point.in each section of the building, 
since the degree of sub-slab soil gas interconnection was not 
strong. The two suction points in the center and rear sections were 
connected to a common suction fan, while the one in the front 
section was connected to a separate fan. Following common 
mitigation practice, a hemispherical pit approximately 1-foot (30-
cm) in radius was excavated under each 5-inch (12.5-cm) suction 
point hole cut through the concrete floor slab. This procedure 
minimizes the high pressure drop experienced as gas velocity 
through the soil increases near the hole and extends the distance 
the pressure field reaches. The fans were mounted outside the 
building so if any leaks developed in the pipe the suction in the 
pipe would pull room air in rather then inject soil gas back into 
the building. A vertical mounting was selected for the fans to 
allow any condensation to drain back under the slab and not collect 
in the piping or fan and freeze in the winter. 
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RESULTS 

The effect of the mitigation system can be seen dramatically 
in figure 2. During the week prior to mitigation activities, the 
concentration ranged from 0.006 to 1 WL with the average about 0.2 
~lL. Mitigation activities caused a momentary increase as high as 
~! WL, but when the fans commenced operation, the levels quickly 
dropped to less than o. 01 WL and were very stable. The average 
level over the next 38 days was 0.0075 WL, well below the accepted 
.'EPA guideline of 0.02 WL. Subsequent testing with passive radon 
monitors over the winter showed only minor seasonal increases in 
t:hat level, indicating that the radon concentrations within the 
building have been successfully reduced and controlled. The gamma 
radiation exposure rates in the building remain elevated, however, 
and this will be dealt with in future remedial activities at this 
property. The building continues to be used by the occupants on a 
regular basis. 
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AN AUTOMA1ED, SEMI-CONTINUOUS SYSTEM 
FUR MEASURING INDOOR RADON PROGENY 
ACTIVITY-WEIGHTED SIZE DISTRIBUTIONS, 
Dp: 05-500 NM 

Chih-Shan Li, Philip K Hopke, 
and Mukund Ramamurthi 
Department of Chemistry 
Clarkson University, 
Potsdam, NY 13699-5810 

A system for the detection and measurement of indoor radon progeny activity-weighted size 
distributions (particle size, d > 0.5 nm) and concentration levels has been developed. The system 
is microcomputer-controlled and involves a combination of multiple wire screen (Graded Screen 
Array) sampler-detector units operated in parallel. The radioactivity sampled in these units 
permits the estimation of the radon progeny activity-weighted size distributions and concentration 
levels on a semi-continuous basis. This paper presents details of the system and describes various 
stages in the development of the system. Results of field measurements in a residential 
environment are presented to illustrate the resolution, sensitivity and capabilities of the 
measurement system. 
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INTRODUCITON 

A substantial interest in the properties and occurrence of radon and its progeny has arisen 
in recent years from the recognition that the infiltration of radon into the indoor environment may 
constitute a significant human health hazard. The inhalation and subsequent lung deposition of 
the short-lived radon progeny, 218Po, 214Pb, and 214Bif!14Po, have thus warranted the study of their 
diffusivity and association with molecular cluster aerosols in the ultrafine cluster size range (0.5-5 
nm) and to larger mode aerosols. 

Traditionally, the ultrafine cluster and accumulation modes of the activity size distribution 
have been termed as the "unattached" and "attached" fractions, respectively, in view of the 
significant difference in their diffusivities. "Unattached" 218Po has been assumed to have a single, 
constant diffusion coefficient, typically 0.054 cm2/sec (1), and samplers have been developed that 
provide operationally defined estimates of these two modes of activity (9). Experimental 
measurements of activity-weighted size distributions in recent years have shown that the 
"unattached" fraction is in reality an ultrafine cluster fraction in the 0.5-5 nm range, whose 
diffusivity and characteristics are dependent upon the nature of the indoor atmospheric 
environment ( 4,1 0,11 ). 

In view of the important contribution of the ultrafine cluster mode to the estimated lung 
alpha dose (e.g., 5), efforts have been made to develop size distribution measurement techniques 
that overcome the lack of sensitivity of conventional methods for particle size, dr < 5 nm. The 
alternative techniques developed have been adaptations of the wire screen diffusion battery 
concept, and have been called Graded Screen Arrays (GSA) (4,8). GSA systems consist of varying 
mesh number, single/multiple wire screen stages operated either in series or in parallel, with a 
choice of a wide range of wire screen parameters and sampling flow rates, coupled with a 
technique for the determination of the radioactivity associated with the particle size distribution. 

GSA systems can be classified into grab sampling ( 4,8) and simultaneous sampling/analysis 
categories (11,13). The conceptual design of the automated, semi-continuous GSA system 
described in this paper thus evolved from an attempt to utilize the most advantageous features of 
both of these systems (6). The primary objective of the system was to provide semi-continuous 
estimates of 218Po, 214Pb, and 214Bi activity size distributions and concentrations. The system was 
also required to be capable of adequate size resolution and sensitivity at low indoor radioactivity 
levels, and be experimentally characterized for ultrafine cluster diffusional deposition (plateout) 
losses. The development of the system is described in detail (8). The salient features of these 
developmental stages and results of recent initial field measurements are presented in this paper. 

MEASUREMENT SYS1EM 

The measurement system involves the use of 6 compact sampler-detector units (Figure 1) 
operated in parallel. Each sampler-detector unit couples wire screen penetration, filter collection 
and activity detection in a way as to minimize depositional losses while being sufficiently rugged 
for field operations. The system samples air simultaneously in all of the units through the sampler 
slit between the detector and filter sections in each unit (Figure 1 ). The filter section consists of 
a filter holder assembly that is inserted from the base of the lower aluminum block and allows easy 
filter replacement. However, in the initial design and field experiments, the filter holder assembly 
was sealed into the lower block. The sampled air is drawn through a 25 mm Millipore (0.8 JJ.m 
Type AA) filter that is supported by a stainless steel support screen. One of the sampler-detector 
units is operated with an uncovered sampler slit, thus providing information on the total ambient 
radon progeny concentrations. The sampler slits on the remaining units are covered with single 
or multiple wire screens of differing wire mesh number. 
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Figure 1. Sampler -detector unit 
in the measurement system. 
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Figure 2. Schematic representation of the 
various components of the measurement 
system. 

The upper section of each sampler-detector unit incorporates an ORTEC Model DIAD 
II ruggedized, 450 mm2 surface barrier alpha detector sealed into an aluminum block. The 
detector is positioned in the aluminum block, concentric with the filter in the lower aluminum 
block and detects the alpha particles emitted by the 218Po and 214Po atoms collected or formed on 
the filter. The signals from the alpha detectors are connected through amplifiers into an 8-
segment multiplexer and routed to an personal computer-based multichannel analyzer. 

Figure 2 is a schematic diagram of the various components of the measurement system. 
A dedicated microcomputer controls acquisition of the alpha spectra, operation of the sampling 
pump, sample time sequencing, and data analysis. A typical sequence utilized in sampling air with 
1-20 Pci/1 of radon involves a 15 min sampling interval during which the first alpha spectrum is 
acquired followed by a 20 min delay period and a 40 min second alpha counting period prior to 
data analysis. The next sample is then begun following a delay period of between 15 min to 100 
min to permit further decay of the 214Pb and 214Bi. The delay period duration is chosen based on 
sensitivity constraints imposed by the residual alpha counts remaining from the previous sample(s) 
since the filters are not changed between samples. This sequence of sampling, counting, and 
analysis permits automated, semi-continuous operation of the system with a frequency of between 
1.5 to 3 hours. 

The alpha counts from 218Po and 214Po detected by each alpha detector in the two counting 
:intervals are used to calculate of the radon decay product concentrations penetrating into each 
ILlnit (14). The observed concentrations of 218Po, 214Pb and 214Bi are used to reconstruct the 
t;orresponding activity-weighted size distributions using the Expectation-Maximization (7) or 
Twomey (15) algorithms. The penetration characteristics of the 5 stages with screens are 
ealculated using the Cheng-Yeh penetration theory since the wire screen parameters used in these 
samplers are identical to those of Yeh et at. (16). This theory has been verified experimentally 
in the size range dP > 4 nm (2,3,12). The theory was also recently assessed to be accurate in the 
duster size range for 30 and 145 in'1 mesh screens using a 218Po cluster aerosol, Davg=0.078±0.003 
em%ec (10). 

The determination of optimum sampler-detector design and operating parameters (sampler 

33 



diameter, slit width, detector-filter distance and sampling flow rate) were determined by 
experimental testing of a prototype sampler-detector unit in a 2.43 m3 radon-aerosol chamber and 
theoretical studies that are described by Ramamurthi (8) and Ramamurthi et aL (10). Table I 
presents details of 6 optimized sampler-detector units. 

Table I. Design and operating parameters for the optimized measurement system. 

Unit 

1 
2 
3 
4 
5 
6 

Sampler 
Slit Width 
(em) 

0.5 
0.5 
0.5 
0.5 
1.0 
1.0 

Sampler 
Diameter 
(em) 

5.3 
5.3 
5.3 
5.3 
12.5 
12.5 

Sampling flow rate = 15 lpm (each unit) 
Detector-Filter separation .. 0.8 em (all units) 

Wire Screen dp(50%) 
Mesh x Turns (0.5-500 nm range) 

(nm) 

145 1.0 
145 X 3 3.5 
400 X 12 13.5 
635 X 7 40.0 
635 X 20 98.0 

The number of stages (six) and stage progression shown in Table I was based on the 
conclusions of the simulation study. The study also yielded concepts regarding the optimum size 
resolution that could be obtained from the measurement system. The number and width of the 
size intervals used in the reconstruction process was dictated by considerations of size distribution 
accuracy and stability. An optimum number six inferred size intervals in geometric progression 
within the 0.5-500 nm size interval were thus selected. This progression of size intervals maximizes 
the differences in penetrability through the various stages insuring solution accuracy and stability 
while yielding sufficient size resolution in the inferred activity distribution. 

FIELD MEASUREMEN1S 

Measurements were made in a one-story residence with living room, dining room, 
kitchen, two bedrooms, a study room, two bathrooms, and basement in the Princeton, N.J. area. 
Activity size distributions were measured in the living room and the bedroom over two week 
period (1/16-1/31/90). A total of about 10 measurement were made in the living room and more 
than one hundred measurements in the bedroom with different types of particle generation. 
Aerosols were generated from candle burning, cigarette smoking, vacuuming (electric motor), 
cooking, and opening door from normal activities in the domestic environments. The particle 
concentrations were measured by using a Gardner manual condensation nucleus counter. The 
concentration and size distribution of radon progeny were determined by a semi-continuous graded 
screen array system. A sequence (0-15, 0-15, 15-35, 35-75) with 75 minute sampling was chosen 
because the radon concentration was in the range of 5 pCi/l - 50 pCi/l. 

The influence of cigarette smoking (20 minutes) on the radon progeny size distributions 
in a closed bedroom are shown in Figure 3. The measurements were made 5 min after lighting 
the cigarette (5-20 min), 80 min later (80-95 min), and 155 min later (155-170 min). The fraction 
of 218Po in 0.9 nm size range changed from 60% to 8%. The fraction of 214Pb and 214Bi in 0.9 nm 
size range was about 10% and becomes essentially zero. The fraction of three distributions in 1.5-
15 nm size range stayed the same. There is a large increase (from 40% to 80%) of 218Po in the 
"attached" mode (50-500 nm size range) with insignificant changes (from 35% to 40%) in 214Pb 
and 214Bi fractions in this mode. 
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Figure 3. Activity size distributions in a bedroom before, during, and after smoking a cigarette. 

The influence of cooking on the radon progeny size distributions with an open bedroom 
door is shown in Figure 4. A steak was pan fried for 20 minutes (0-20 min) using a gas stove 
burner in the kitchen. The measurements were made 5 min later (5-20 min), 80 min later (80-95 
min), and 155 min later (155-170 min). The fraction of 218Po in 0.9 nm size range changed from 
60% to 15%. The fraction of 214Pb and 214Bi in 0.9 nm size range changed from 15% to 10%. 
There is a very low fraction of activity in 1.5-15 nm size range for background and it increases to 
10% because of cooking. A large increase (from 35% to 70%) of 218Po is observed in the 
"attached" mode peaked in 50-500 nm size range with only small changes (from 40% to 50%) in 
214Pb and 214Bi distributions. 

Because of the large amount of particle generated by normal activities in the domestic 
environment, the working level will increase for a period of time while the "unattached" fraction 
will decrease. The particles generated from cigarette smoke and cooking dramatically shifted 
almost all of radon progeny to "attached" fraction and remained for a long period of time. The 
particles produced from candle burning and vacuuming were much smaller with the average 
attachment diameter around 15 nm. The candle and vacuuming particles did decrease the 
"unattached" fraction, but returned to the original background distributions about 150 minute later. 
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Figure 4. Activity size distributions measured in a bedroom during and after cooking in the 
kitchen. 

SUMMARY 

A measurement system has been developed for the purpose of characterizing indoor radon 
decay product radioactivity on an automated, semi-continuous basis. The system was designed and 
calibrated for sampling both the ultrafine cluster and attached modes of radioactivity present in 
indoor air, with the optimized design based on the results o£ both experimental and numerical 
simulation studies. The measurement system is capable of monitoring changes in activity 
concentrations and size distributions as a function of time and indoor events. Further 
measurements with the system should permit an improved estimation of the health hazards from 
radon decay products in indoor air. 
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ABSTRACf 

Polybrominated dibenzo·p-dioxins (PBDDs) and polybrominated 
dibenzofurans are generated during the combustion of brominated organics 
such as polybrominated diphenyl ethers (PBDPEs) which are used as flame 
retardants in plastics, carpets and other materials (Buser 1986). Due to 
increasing use of PBDPEs, atmospheric emissions of PBDDs and PBDFs 
are likely to increase in the future. Regulating emissions of these 
compounds requires information on their atmospheric stability because 
biological exposure and uptake occurs via atmospheric transport and 
depositional processes. Laboratory experiments indicate that PBDDs and 
PBDFs rapidly• photodegrade in solution and also degrade when sorbed on 
quartz surfaces. Unknown are the rates of PBDD and PBDF 
photodegradation under realistic outdoor conditions. In this study, we 
introduced emissions from the combustion of polyurethane foam containing 
PBDPEs into 25 m3 outdoor Teflon film chambers. Concentrations of 
tetra- and pentabrominated dibenzo-p-dioxins and dibenzofurans were 
monitored over time by collecting and analyzing filter and adsorbent 
samples. The results show that PBDDs and PBDFs are stable on soot 
particles over periods of hours and suggest that photochemical production 
of PBDFs and PBDDs from residual PBDPEs may occur. 

INTRODUCfiON 

As incineration is becoming a more important form of disposal of 
wastes an assessment of risks associated with toxic organic emissions 
becomes vital. Polychlorinated dibenzo-p-dioxins have been a major focus 
of scientific investigation and public concern due to the toxicity of 
tetrachlorinated dibenzo-p-dioxin (TCDD) and tetrachlorinated 
dibenzofuran (TCDF) in guinea pigs (LD50 = 0.6ug/kg and 5-10ug/kg, 
respectively, Poland and Glover, 1977). Polybrominated dibenzo-p-dioxins 
and dibenzofurans (PBDDs and PBDFs) are structurally similar compounds 
which are potentially either as or more toxic than their chlorinated analogs 
(Mason, 1987). 

The combustion or photodegradation of polybrominated diphenyl 
ethers (PBDPEs) produces PBDDs and PBDFs. Yields of 19% were 
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obseiVed for the thermolysis of pentabrominated diphenyl ether sorbed on 
quartz surfaces at 630C and 0.5-1% at 530C (Buser, 1986). 
Photodegradation of decabrominated diphenyl ether in hexane has been 
shown to produce PBDFs with a 10-20% yield by UV or sunlight 
irradiation (Watanabe and Tatsukawa, 1987). 

In 1988, polybrominated diphenyl ethers were produced at a rate of 75 
million pounds with production expected to increase at a rate of ten to 
fifteen percent per year (Mazek, 1988). Due to increasing production and 
use of incineration, emissions of PBDDs and PBDFs are likely to increase 
in the future. The atmospheric behavior of these compounds affects 
biological exposure through transport and deposition processes. Thus in 
order to understand the potential impact of these emissions, information on 
the atmospheric stability of PBDDs and PBDFs is needed. 

A paucity of data exists on the decay of PBDDs and PBDFs once 
formed under realistic atmospheric conditions. In laboratory experiments, 
PBDDs and PBDFs readily degrade by debromination with half lives on 
the order of minutes in solution and hours on surfaces (Buser, 1988). Work 
has previously been done to evaluate the atmospheric stability of polycyclic 
aromatic hydrocarbons on realistic soot particle surfaces (Kamens, 1987). 
This work helps form the methodological basis for this research discussed 
whose overall objective is to study the stability of PBDDs and PBDFs on 
incinerator soot particles under realistic outdoor conditions. 

METIIODOOOGY 

Polybrominated dibenzo-p-dioxins and furans were produced in a 
small scale incinerator from known precursors (industrial grade 
pentabrominated diphenyl ether as 8.5% w fw component of polyurethane 
foam), introduced to a 25 m3 outdoor teflon chamber and allowed to age 
within this captured air parcel (see Figure 1). During the aging period, 
samples were collected on 47 mm T60 420 teflon impregnated glass fiber 
filters followed by a 4" x 1.5" polyurethane foam trap (see Figure 1). 
Additional atmospheric variables monitored include ozone concentrations, 
nitrogen oxide concentrations, total solar radiation, temperature and 
rarticle size. These results are summarized in Table 1. In the laboratory, 

3C12 labeled PBDDs and PBDFs were added as internal standards and the 
samples were soxhlet extracted in toluene. The extracts were then passed 
through a series of three gravity columns; acidic silica gel, florisil and 
carbonjcelite to separate PBDDs and PBDFs from other components in 
the extract. The resulting extracts were analyzed by GC/MS by selective
ion-monitoring at a resolving power= 10,000. The results for the tetra-and 
penta- brominated dibenzo-p-dioxins (TBDDs and PeBDDs) as well as 
tetra, penta and hexa dibenzofuran (TBDFs, PeBDFs and HxBDFs) are 
reported on a congener basis. 
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RESULTS AND DISCUSSION 

The results of initial samples for two experiments conducted on 
Dec. 20, 1989 and March 14, 1990 are reported. Comparison of these 
results provides a means of assessing the starting points for the chamber 
aging experiments. Concentrations varied by orders of magnitude for the 
congener classes monitored following the order TBDF > TBDD , PeBDF 
> PBDD > HxBDF (Figure 2). This is expected since the formation of 
PBDFs from PBDPEs is an intramolecular process while the formation of 
PBDDs from PBDPEs is an intermolecular process. The preponderance of 
lower brominated species can be explained by the primary abundance of 
pentabrominated diphenyl ether in the flame retardant material and 
simultaneous debromination reactions occurring during thermolysis (Buser, 
1986). Comparison of the initial vapor and particulate samples shows that 
in each case the particulate concentration exceeds the vapor phase 
concentration by at least two orders of magnitude (Figure 3). 

Samples were obtained over the course of a two hour period in each 
of these experiments (Figure 4). Concentrations of PeBDD remained 
steady at approximately 0.6 ng/mg on Dec 20. PeBDD concentrations on 
March 14 began at 1.8 ng/mg and remained steady or perhaps exhibited a 
slight decline over time. Similarly PeBDF held steady at approximately 13 
ng/mg during the Dec 20, 1989 experiment and held steady or slightly 
decreased from a level of 68 ngfmg on March 14. Similarly the March 14 
experiment showed HxBDF to be stable or slowly decaying from a 
concentration of 540 pg/mg. These results suggest degradation half lives 
on the order of many hours. This implies that Buser's quartz surface 
experiments are a better predictor of rates on realistic particles then his 
solution experiments. 

Results from the other congener classes were more surprising. 
TBDF concentrations (3·6 ug/mg) appeared to slightly increase midway 
through the sampling period and then decline. This cannot be explained by 
the debromination of PeBDF due to the differences in concentrations 
between TBDF (ug/mg) vs. PeBDF (ngfmg) but may be evidence for 
photolysis of PBDPEs that survived the combustion process in a reaction 
similar to that observed by Watanabe and Tatsukawa (1987). TBDD 
seemed to be steady or decay from a concentration of 140 ng/mg on Dec 
20 and increase on March 14 from 9.2 to 12.9 ngfmg. Further experiments 
are needed to determine if these trends are due to analytical variability or 
photolytic production. Some rational exists for why photolytic production 
may be occurring in the tetra congener classes and not in others. 
Watanabe and Tatsukawa (1987) found the reaction to occur with 
simultaneous debromination and our starting material was the pentabromo 
diphenyl ether primarily. On March 14 the initial concentration of TBDD 
was relatively low perhaps allowing formation processes to outweigh 
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degradation processes for a time. It is important to note that Watanabe 
and Tatsukawa (1987) observed photolytic formation for PBDF and not 
PBDD. However, it is possible that the availability of oxygen donating 
species needed for the formation of dioxins is less in hexane solution then 
on soot particle surfaces under atmospheric conditions. 

Aerosol size distributions monitored from the December 20 
experiment revealed that though the total number· of particles in the 
chamber decreased over time (probably due to air infiltration, removal of 
sample and diffusion to the walls) the overall size distribution remained 
fairly constant (Figure 5). 

CONCLUSIONS 

Additional work is needed to deconvolute rates for the processes that 
seem to be occurring; degradation through debromination of PBDDs and 
PBDFs and formation of TBDDs and TBDFs from PBDPEs. However 
several conclusions can be reached from this initial work. At 650C-675C 
substantial quantities of PBDD and PBDF are produced from the 
combustion of small amounts (0.59 to 0.7 g) of polyurethane foam 
containing polybrominated diphenyl ethers. Particulate phase 
concentrations of PBDDs and PBDFs seem to remain relatively steady over 
periods of hours under realistic atmospheric conditions. The data suggest 
that a photolytic production of TBDDs and TBDFs from PBDPEs may be 
occurring. In addition, procedures and protocols developed can be applied 
to study the atmospheric stability of other toxic organics emitted during 
incineration. 
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Organochlorine (OC) insecticides are used in several tropical and 
subtropical countries for malaria control and for commercial agriculture. 
Whereas DOT has been banned in North America and Europe, 'Itlird World 
countries still use DDT in the war against malaria and sleeping sickness 
and in agriculture (1-3). In India and Central America re-emergence of 
malaria has accompanied the rapid spread of mosquito resistance caused by 
elevated application of DDT during the late 1960s and 1970s (4). Dispersal 
of pesticides through the atmosphere is responsible for environmental 
contamination on a regional and global scale (5-8) • Reports of high 
levels of DDT in the Indian troposphere have shown that India has become a 
point source (9-10). DDT consumption in Africa in the period between 
1980-1989 was 1294 tonnes (11). In Zimbabwe, wildlife has been 
contaminated with the DDT used in the irradication of the tse-tse fly (3). 
High levels of DDT in plants from the west coast of Africa is indicative 
of local use (12). DDT volatilization from tropical soils has been 
reported (13). DDT residence time in soils under tropical conditions is 
relatively short because of volatilization which is considered to be the 
most important pathway of dissipation in atmosphere (14-15). Is Africa 
another point source of DDT and other OC insecticides? To the best of our 
knowledge no information exists on atmospheric transport of pesticides in 
Africa. This work was carried out to determine the types and levels of 
airborne pesticides, polychlorobiphenyls (PCBs) and polycyclic aromatic 
hydrocarbons (PAHs) in Brazzaville, Congo, and to assess the distribution 
of these compounds between the particle and gas phases in atmosphere. 

EXPERDII!NrAL 

Air samples (331-680 m3) were collected during August-September, 1geg 
at th0 top of the American Cultural Center in Brazzaville, Congo (4.14 S, 
15.14 E) using a high volume sampler containing two glass fiber filters 
ang two polyurethane foam plugs. The_,verage sampling temperature was 
25 C. The average TSP was 56 pg m . Samples were shipped to the 
University of South Carolina where they were extracted and analysed by 
capillary GC with electron capture detection (OCs) and GC-MS with selected 
ion monitoring {PAHs). Collection and analytical methods are described 
elsewhere {16-17). 

RESULTS AND DISCUSSICX'l 

a) Organochlorine Pesticides 

The mean concentrations (ng m-3 ) of DDT-related compounds, 
hexachlorocyclohexanes(HCHs), and chlordanes are shown in Table 1 and are 
compared with those found from varia~! locations of the world in Table 2. 
Total DDT in Brazzaville (3.0 ng m ) ranged between levels reported in 
Porto Novo and New Delhi (South-India) where DDT is still used, and was 
30-100 times higher than the levels found in European and North American 
countries where DDT is not used. In Brazzaville, p,p'-DDT was the 
prevalent isomer followed by p,p'-DDD, o,p'-DDT and p,p'-DDE. 

Africa consumed 5213 tonnes of HCH products from 1980 to 1989 (11). 
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The levels of total HCH (0.39 ng m-3) in Brazzaville were comparable to 
those reported from European and North-American cities and 40 to 3000 
times smaller than those !,ported from India (Table 2). With a mean 
concentration of 0. 3 5 ng m , y-HCH was the predominant isomer. HCH 
products are used in many countries for antimalarial and agricultural 
purposes. In central Europe where pure lindane (99.5% y-HCH) is used, y
HCH concentrations exceed those of ~HCH (18-20). In India technical HCH 
(70% ce-HCH, 14% y-HCH, 9% ~HCH and 7% 6-HCH) is largely used and in most 
cases a-HCH > y-HCH (9,10). In Brazzaville, ratios of y-HCH to ce-HCH 
ranged between 6.8 to 12.7 with an average of 9.3. This high y/~ ratio 
can only be due to the use of y-HCH and not technical HCH. 

Typical Southern Hemisphere levels of chlordane (ng m-3 ) have been 
reported (8,21). Eastern Indian Ocean: 0.02, western Australia: 0.027, 
Reunion: 0.013-0.027. In Brazzaville the mean concen3ration of chlordane 
(cis- + trans-chlordane + trans-nonachlor - 0.04 ng m- ) was comparable to 
the levels in the atmosphere of the open Southern Hemisphere oceans, and 
15 - 43 times smaller than in Columbia, SC and Hyogo, Japan. Major 
chlordane use in the U.S.A and Japan has been for termite control and has 
led to fairly high levels in ambient air. The fact that chlordane 
concentrations in Brazzaville are similar to open-ocean concentrations 
suggests that little or no local use occurs. 

b) PCBS and PAHs 

The mean PCB concentration was 0.60 ng m-3• This concentration is 
slightly lower than observed in u.s. cities and closer to that reported 
from Hyoc]o, Japan. Figure 1 shows the distribution of PCB congeners in 
the air of Brazzaville. The mean concentrations of PAHs are also shown in 
Table 1. As with PCBs, PAHs with higher vapor pressures predominated. 
For example, phenanthrene represented more than 45% of the total PAH. PAH 
levels in Brazzaville were almost six times lower than those reported from 
OSaka, Japan and comparable to those found in u.s. cities (Table 2). 

Table 1. Organochlorine Pesticides, IPCB and P AH in Brazzaville Air 

p,p'·DDT 1.26 
o,p'-DDT 0.59 
p,p'-DDD 0.73 
p,p'-DDE 0.45 
-rHCH 0.35 
a-HCH 0.04 

trans-chlordane 0.01 
cis-chlordane 0.02 

trans-nonaclor 0.01 
I.PCB 0.60 

PH= Phenanthrene 
MePH = Methylphenanthrene 
AN = Anthracene 
FLA = Fluoranthene 

PY = Pyrene 
BaA = Benz(a)anthracene 
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PH 21.60 
Me PH 5.32 
AN 1.94 
FLA 5.36 
py 5.84 

BaA 0.48 
CHRY 1.10 

BbF 0.76 
BkF 0.63 
BeP 0.44 
BaP 0.25 

B hiP 0.85 

OIRY = Chrysene 
B(b)F = Benzo(b)Fluoranthene 
B(k)F = Benzo(k)Fluoranthene 
B(e)P = Benzo(e)pyrene 
B(a)P = Benzo(a)pyrene 
B(ghi)P = Benzo(ghDperylene 
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Table 2. Concentrations Pesticides, PCBs and PAlls from Different Locations, nglm3 

Locations and Survey Year :EDDr IHCH 
Brazzaville, Congo 

1989 3.03a 0.39 

Delhi, India 
198()..1982 46-73a 160-930 

Porto-Novo 
1987-1989 0.28a 15 

Columbia, SC (USA) 
1977-1980 0.14b 1.10 

Denver, CO (USA) 
1980 0.02c 0.30 

1985 0.03a 
Portland, OR (USA) 

1984-85 o.osc 0.34 

Delft, Netherlands 
1980 0.12a 0.61 

Paris, France 
1986-87 <0.05..().22c 1.6 

Ulm, West Germany 
1986 o.oosc 3.0 

Southern Sweden 
198J..85 0.007 0.49 

Hyogo, Japan 
1988 

Osaka, Japan 
1982 

Reunion, Southern Indian 0.03c 0.41 
Ocean 1986 -- ~---·--- -·--

a= pp'-DDT+op'-DDT+p,p'-DDD+pp'-DDE 
g =only BaP 

Chlordane IPCB PH+AN+FLA+PY 

0.04 

0.60 

0.07 

0.06 

0.01 

1.7 

0.015 

0.60 35 

30 54 

2.2 

2.0 79 

46 

0.96 <8.5-11.5 

5.44 

0.29 

0.45 

185 

o.o3t 

b = p,p'-DDT +p,p'-DDE 
f =congener (28-180) 

BeP+BaP References 

0.70 This work 

9 

10 

0.5()8 17,27 

17 
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c) Vapor-Particle Relationships. ~ :!: ~ 

To assess the removal mechanisms, reactivity and health effects due 
to inhalation of organic compounds in the atmosphere, the study of the 
vapor-to-particle partitioning is required (22). Many researchers have 
shown that the relationship between the apparent vapor-tooparticle ratio 
and the liquid vapor pressure of the organic compounds (P L) at a given 
temperature is: 

Log (A/F)TSP • mLogP0 L + b (1). 

TSP is the particle concentration (pgm-3). A and Far~ adsorbent and 
filter-retained concentrations of organic compounds (ng m 3 ). These were 
calculated from quantities found on the two filters and PUF plugs using 
relationships given by Ligocki and Pankow (22). Average percentages of 
particulate OC:s and PAHs were: p,p'-ODT • 5, o,p'-DDT + p,p'-000 • 3, 
p,p'-OOE • 1, BeP+ BbF+BkF > 80, chrysene • 20, fluoranthene • 1.2, 
phenanthrene • 0.40. Pbots or (1) for OC:s and PAHs are shown in Figures 2 
and 3. Values ~f P L were from the literature (23,~4). Slopes, 
intercepts, and R v~lues were: ocs: m • 0.74, b- 5.76, R • 0.97. PAHs: 
m • 0.85, b - 5.29, R • 0.96. 

Figure 4 shows a comparison between the fraction of particle
associated organic compounds as described by Junge-Pankow (J-P) model and 
by Brazzaville data. The J-P model is: 

0 + • eST 1 P L + eST (2) 

Whe2e S • 17.3 pa-cm (22); s • Particle surface area per volume of air 
(em jcm ) • The curves for Braziaville OC:s and PAHs were cal-:ulated from: 

+ ~ 1/(1+(A/F)] (3). 

The field data for PAHs were very close to J-P curve. The differences 
between PAHs and ocs suggest different strengths of adsorption. This was 
seen in a comparison of PAH data from Tokyo and OC data from Columbia and 
Stockholm (25) but not seen for PAHs and ocs in Denver (26). However the 
fractions of OC:s on particles in Brazzaville were very small and the 
liquid vapor pressure range of OC:s examined was nuch less than for the 
PAHs. 

Support was provided by the International Agency for International 
Development and the National Science Foundation. We are grateful to the 
authorities of the American cultural Center in Brazzaville for allowing us 
to use their building. 
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Heterogeneous Reaction of Nitrogen Oxides 
on Sea Salt and Mineral Particles -
A Single Particle Approach 

Y. Mamane and J. Gottlieb, 
Environmental Engineering, Technion 
Haifa 32000, Israel 

Heterogeneous reactions of N02 and HN03 at sub ppm levels with sea salt 
and mineral particles were investigated. Experiments were conducted in a 
static reaction chamber made of Teflon, where particles deposited on filters 
and on electron microscope grids were exposed to No2 or HN03 under 
controlled conditions. Nitrates formed on the particle loaded filters were 
determined by bulk analysis. In parallel, sea salt and mineral particles 
were observed in an electron microscope to detect the presence of nitrate 
on the surfaces of each individual particle. Microspot techniques were 
applied for the latter. 

Under the present experimental conditions the formation of nitrates on 
sea salt particles was in the range of 0.1 to 3.3 mg N03-Jg NaCl. Sligh~ly 
higher values were obtained for mineral particles: 0.2 to 4.7 mg N03 /g 
aerosol ([N02 ]=0.18 ppm and 0.54 ppm; [HN03 ]=0.04 ppm; exposure time 1 to 
a days; relative humidity =70%). 

Application of electron microscopy and specific microspot techniques 
provided direct evidence for the heterogeneous reaction of sea salt and 
mineral particles with N02 and HN03 to form a layer of nitrate on the 
particle surfaces. Forty to 50% of the soil and almost all sea salt 
particles that were exposed to No2 and HN03 form mixed nitrate particles. 
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Introduction 

The presence of ammonium nitrate in the fine particle mode and nitrates 
associated with sodium or minerals in the coarse mode has been documented 
by several groups1- 5 • The fine particles are formed through homogeneous 
gas phase, while the coarse mode is formed through the reaction of sea salt 
and mineral particles with nitrogen oxides. No direct evidence was 
provided. Other heterogeneous processes for nitrate formation involve 
reaction of gaseous nitric acid with sea salt particles6 • 

It is the purpose of this research to use electron microscopy techniques 
to study the reactions between sea salt or mineral particles and nitrogen 
oxLdes or nLtric acid, and to provide direct evidence for the formation of 
nitrates on the surfaces of ambient particles. 

Bxperiaental 

Laboratory studies of heterogeneous reactions between atmospheric 
particles and nitrogen oxides were carried out in a static Teflon chamber, 
under controlled conditions and no illumination. NaCl, caco3 , sand, soil, 
and sea salt particles were deposited on electron microscope grids, and on 
47 mm Nuclepore and Teflon filters. The latter were used for bulk 
analysis. The particles were exposed to known concentrations of N02 (0.18 
and 0. 54 ppm) or HN03 (0.04 ppm) at 70\ relative humidity (RH), using 
permeation tubes. Exposure varied from 1 to 8 days. Any formation of 
nitrate on loaded filters were determined by standard wet chemistry methods. 
Electron microscope ~ids were investigated using microspot and electron 

microscopy techniques . Bulk analysis allowed to quantify nitrate 
formation in terms of mg No3-jg aerosol, while microscopy provides direct 
evidence of such formation. 

Results and Discussion 

Bulk Analysis 

In this study changes in relative humidity (40% to 85%) were found to 
have a negligible effect on nitrate formation. A 70% RH was therefore 
chosen for all experimental runs. Figure 1 is a plot of the nitrate 
formation for different aerosols exposed to 0.54 ppm and 0.18 ppm No2 from 
one to 7 days. The Figure indicates that exposure of particles to higher 
N02 concentrations results in higher nitrate capacities. Capacities (mg 
N03 /g aerosol) are defined as the maximum quantity of nitrates in mg formed 
on one gram of aerosol. Figure 2 shows nitrate formation versus time for 
exposure to 0.04 ppm HN03 at 70% RH. Nitrate capacities for sea salt 
(including NaCl) and minerals were around 3 and 3 to 5 mg No3-/g aerosol 
respectively. 

Individual Particle Analysis 

Particles collected on Nuclepore filters were observed in the microscope 
before and after they were exposed to N02 and HN03 . No significant changes 
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in particle morphology were detected. The particles collected on electron 
microscope grids, after exposed to nitrogen oxides, were coated with a thin 
layer of nitron7 in order to detect the presence of nitrate formation on 
the particle surfaces. Forty five to fifty percent of the mineral particles 
reacted with either No2 or HN03 to form mixed nitrate-mineral particles. 
Figure 3 is a photomicrograph of a mineral particle that reacted to form 
nitrate on its surfaces. The mineral particle is surrounded by 
characteristic fibers, the result of nitrate reaction with the nitron film7 ; 
thus this micrograph provides direct evidence for the nitrate formation on 
the particle surface. Not all minerals had reacted to form nitrates. 
Particles that formed nitrate seem to be identical to those without any 
nitrate formation. Only that tne later group had a larger size range. 
Almost all sea salt and NaCl particles reacted with the above gases as 
expected, following the well known equation 

HN03 (g) + NaCl(s) = NaN03 (s) + HCl(g) • 

In this case the reaction was not always on the surface but rather a 
reaction with the whole particle mass. 
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Figure 1. Formation of nitrate, in terms of mg nitrate per g of aerosol, 
on carbonate, soil and sea salt aerosol as a function of exposure time. N02 
concentrations were 0.18 and 0.54 ppm. 
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Figure 3. Typical reaction spot of mineral particle coated with a thin 
layer of nitron. The reaction spot that surrounds the mineral particle, 
appears as fibers of nitron-nitrate, is indicative of the presence of 
nitrate on the mineral surface. 
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REACTION PRODUCTS OF ALTERNATIVE CHLOROFLUOROCARBONS - THE 
HYDROCHLOROFLUOROCARBONS 

Bruce W. Gay, Jr. and Edward 0. Edney 
U.S. Environmental Protection Agency 
Gas Kinetics and Photochemistry Research Branch 
Chemical Processes and Characterization Division 
Atmospheric Research and Exposure Assessment Laboratory 
Research Triangle Park, North Carolina 27711 

Abstract 

The reaction of HCFC-22 (CHC1F2), HCFC-123 (CHC12CF3), and HCFC-
14lb (CH3CC12F) were studied to determine their oxidation products. 
The reactions were carried out in the laboratory at low ppm reactant 
concentrations using long path Fourier transform infrared 
spectroscopy to monitor reactants and products. The laboratory 
chemical initiation took place by photolyzing chlorine gas in the 
presence of the HCFC. The chlorine atoms formed in the photolysis of 
molecular chlorine abstract H atoms from the HCFC. Addition of 
oxygen to the newly formed radical produces an HCFC peroxy radical 
that undergoes further reaction. Major carbon-containing products 
for the reaction of the HCFCs were: F2C(O) from HCFC-22, CF3ClC(O) 
from HCFC-123, and CO and FClC(O) from HCFC-14lb. The products 
observed are expected to be similar to those generated under ambient 
conditions with OH radicals. 

Introduction 

Stratospheric ozone depletion by chlorofluorocarbons (CFCs) led to 
the 1987 signing by many countries of the Montreal Protocol. The 
protocol called for curtailing the production and eventual banning of 
CFCs over the next decade. The phaseout of CFCs has prompted 
development of hydrochlorofluorocarbons (HCFCs) that can undergo 
atmospheric reaction. Replacement HCFCs include HCFC-22 (CHC1F2) for 
home air conditioners and foam food containers, HCFC-123 (CHC12F3C) 
and HCFC-14lb (CH3CC12F) as substitutes for CFC-11 (CC13F) in the 
plastic foam industry. Alternative HCFCs are more reactive than CFCs 
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because the hydrogen atom in their molecular structure can be 
abstracted by tropospheric hydroxyl (OH) radicals. The subsequent 
oxidation of the HCFC lead to new compounds having unknown 
atmospheric fate and effects on stratospheric ozone. 

The reactions of HCFC-22, HCFC-123, and HCFC-14lb were studied in 
the laboratory using long path Fourier transform infrared 
spectroscopy. The initial abstractions of hydrogen atom from HCFC 
by OH radicals in the atmosphere are simulated in the laboratory 
using chlorine atoms. Chlorine atoms are produced by the 
photodissociation of chlorine gas. In the absence of NOx and other 
chemical species usually found in the atmosphere all of the oxidation 
products generated by hydroxyl radical reactions will not be observed 
in the laboratory with the use of chlorine atoms. Only those 
products generated under ambient conditions resistant to further 
reaction are observed in the laboratory system due to the highly 
reactive nature of chlorine atoms. Therefore only the more stable 
oxidation products are observed, however, these products are among 
the products expected to be produced under normal atmospheric 
conditions. 

Experimental 

The experiments were carried out in a 670 liter photochemical 
reaction cylindrical chamber constructed of borosilicate glass 9 m in 
length and 0.3 m diameter. To illuminate the reactants 72 black 
light and 24 sun fluorescent lamps were evenly spaced around the 
length of the chamber. The chamber is evacuable and contains an 
eight mirror optical system set at 144 m for insitu infrared 
absorption analyses. The chamber was optically coupled to a Digilab 
Model 80 Fourier transform infrared spectrometer and used a Nernst 
glower as an IR source and a mercury-cadmium-telluride LNx cooled 
detector to cover the spectral range of 650 to 4000 cm- 1 . Standard 
spectral absorption techniques were used to obtain data. 

The HCFCs of high purity were obtained from E. I. DuPont DeNemours 
and Company and used without further purification. The HCFCs were 
added to 650 torr of zero grade tank air in the reaction chamber by 
injecting ~1 liquid samples of HCFC-123 or HCFC-14lb into a manifold 
connected to the chamber inlets. Experiments with HCFC-22 a gas at 
room temperature used a gas-tight syringe to add a pre-determined 
amount to the manifold. A gas-tight syringe was also used to inject 
chlorine (>99.9% pure J. T. Baker Chemical Company) into the 
manifold. The HCFCs and Cl2 injected into the manifold were swept 
into the cell with prepurified tank nitrogen. The initial conditions 
of experiments were 13 ppm HCFC-220 and 12 ppm Cl2 , 14 ppm HCFC-123 
and 12 ppm Cl2 , and 15 ppm HCFC-14lb and 12 ppm Cl2 . Experiments were 
carried out at 700 torr total pressure and 24 ± 1•c. Before 
irradiation the chamber contents were monitored by obtaining the 
infrared spectrum of the reactants. After 10 minute periods of 
irradiation, the chamber contents were again monitored via its 
infrared spectrum. Substraction of unreacted HCFC from the 
irradiated spectrum results in an IR absorption spectrum of the 
products. Authentic samples of F2co and CF3C(O)Cl were obtained from 
PCR, Inc. and used to identify HCFC reaction products. All reaction 
products were also identified from literature absorption band values. 
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Results and Discussion 

In the chlorine initiated oxidation of HCFC-22, the only products 
observed in the infrared spectra after removal of unreacted HCFC-22 
were HCl and F2CO. The reaction sequence and formation can be 
explained as follows: 

Cl2 + ht -+ 2 Cl (1) 

Cl + HCC1F2 -+ HCl + CC1F2 (2) 

CC1F2 + 02 
-+ ClF2co2 (3) 

2 (ClF2co2) -+ 2 (ClF2CO) + 02 (4) 

ClF2CO -+ Cl + F2C(O) (5) 

Chlorine atoms formed in reaction 1 abstract a hydrogen from HCClF2 
(reaction 2) to form HCl an observed IR product. In reaction 3 the 
CC1F2 radical quickly adds 02 forming a peroxy radical. Because the 
system does not contain NO or other species which the peroxy radical 
can react, it reacts with itself as shown in reaction 4 forming the 
haloalkoxy radical. The product F2CO observed and identified by its 
IR absorption bands and comparison with an authentic F2CO sample 
forms via the elimination of chlorine atom (reaction 5). Chlorine 
atom elimination has been reported for other halogenated alkoxy 
radicals and is a viable mechanism. 

The oxidation of HCFC-123 via chlorine initiated reaction produced 
HCl and CF3C(O)Cl. Both compounds were identified by IR bands from 
the literature and the trifluoroacetyl chloride as compared with an 
authentic sample. The formation of products can be explained by the 
following reactions. The chlorine atoms formed in reaction 1 
abstracts a hydrogen forming HCl and the fluorochloro alkyl radical 
(reaction 6). 

2 (CF3CC12o2) 

CF3GC120 

-+ 

-+ 

-+ 

-+ 

HCl + GF 3CC12 

CF3GC12o2 

(6) 

(7) 

(8) 

(9) 

Reaction 7 addition of 02 to form the peroxyradical, reaction 8 to 
form the alkoxy radical and the elimination of chlorine atom in 
reaction 9 are similar to reactions 3, 4, and 5. Thus the main 
carbon-containing product observed in the oxidation of HGFC-123 is 
trifluoroacetyl chloride. This compound is stable and is resistant 
to further attack by chlorine atoms. 

The infrared spectra of irradiated HCFC-14lb/C12 mixtures showed 
the formation of HGl, CO, and FGlC(O) as main products. The HGl can 
be accounted for as in previous HCFG reaction 2 and 6. The resulting 
HCFC peroxy radical in recombination with itself forms the alkoxy 
radical (reactions 10, 11, and 12). 
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Cl + CFC12CH3 ~ CFC12CH2 + HCl 

CFC12CH2 + 0 2 ~ CFC12CH20 2 

(10) 

(11) 

(12) 

The alkoxy radical can react with 02 to form an aldehyde or cleave 
the C-C bond to form H2C(O) and CFC12 • 

(13) 

(14) 

The CFC12 radical reacts with 02 forming a peroxy radical. 

~ (15) 

Reaction of two peroxy radicals to form the haloalkoxy radical 
followed by chlorine atom eliminations results in the formation of 
fluorochlorocarbonyl FClC(O). 

~ 2 Cl2FCO + 02 

~ Cl + ClFC(O) 

(16) 

(17) 

The aldehyde CFC12CH(O) formed in reaction 13 is reactive toward 
chlorine atoms in the system and loses its aldehydic hydrogen. 

Cl + CFC12CH(O) ~ HCl + CFC12CO (18) 

The resulting radical adds 02 forming a peroxyacyl radical which re
combines with itself to form a alkoxy radical. 

~ (19) 

-+ 2CFC12C(O)O + 0 2 (20) 

The alkoxy radical dissociates to C02 and a CFC12 radical. 

CFC12C(O)O ~ C02 + CFC12 (21) 

Chlorofluorocarbonyl is formed from the CFC12 radical via reactions 
15, 16, 17. 

Formaldehyde formed in reaction 14 is quickly oxidized in this 
highly reactive chlorine system to carbon monoxide an observed 
product by the following reaction scheme. 

H2C(O) + Cl 

CH(O) + 02 

~ HCl + CH(O) 

~ H02 + CO 

(22) 

(23) 

As in the case of F2C(O) and CF3C(O)Cl heterogeneous reactions 
will be of importance in knowing the atmospheric lifetime and fate of 
FClC(O). 
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Conclusion 

The reactions of HCFCs were studied in the laboratory using 
chlorine atoms to abstract hydrogen atoms as a way of simulating 
tropospheric OH radical reaction. Due to the very reactive nature of 
chlorine atoms, the absence in the laboratory experiments of NO and 
other reactive species usually found in the atmosphere, only those 
products resistant to further reaction were observed. Chlorine atom 
initiated oxidation of HCFC-22, HCFC-123, and HCFC-14lb resulted in 
the formation of unique halogen containing carbonyl compounds. The 
photolysis of chlorine in air and HCFC-22 resulted in the formation 
of F2C(O). The chlorine atom initiated oxidation of HCFC-123 led to 
the formation of CF3C(O)Cl as the only carbon containing product. 
Reaction of HCFC-14lb resulted in the formation of CO, C02, and 
FClC(O). More than one reaction sequence may have been responsible 
for the formation of FClC(O). The formation single carbon atom 
containing molecules as products indicated C-C bond cleavage in the 
reaction of HCFC-14lb. Future work is needed, especially with 
heterogeneous reactions, in order to determine the final fate of the 
oxidation products arising from the degradation of HCFCs. 

Disclaimer 

Although the research described in this article has been supported 
by the U.S. Environmental Protection Agency, it has not been 
subjected to Agency review and therefore does not necessarily reflect 
the views of the Agency and no official endorsements should be 
inferred. 
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QUAN'IlTATIVE SUPERCRITICAL FLUID EXTRACTION COUPLED ON-LINE 
TO CAPIUARY GAS CHROMATOGRAPHY FOR ENVIRONMENTAL APPLICATIONS 

J.M. ~. A.C. Rosselli. D.S. Boyer. and K. Cross, 

Suprex Corporation 
SFC Research Center 
125 William Pitt Way 
Pittsburgh, PA 15238 

The usefulness and ease of utilizing supercrttical fluid extraction (SFE) directly coupled to 
capillary gas chromatography (GC) as quantitative or qualitative analytical problem-solving tools 
will be demonstrated. AB an alternative to conventional liquid solvent extractions, SFE presents 
itself as a means to achieve high extraction efficiencies of different compounds in complex solid 
matrices in vety rapid time frames. Moreover, SFE has an additional advantage of being able to 
achieve distinct extraction selectMttes as a function of the solubilizing power of the supercrttical 
fluid extracting phase. For on-line SFE/GC, the extraction effluent Is directly transferred to the 
analytical chromatograph. On-line SFE/GC involves the decompression of pressurized extraction 
effluent directly into the heated, unmodtfted split capUlaty split injection port of the GC. In this 
respect, SFE introduction Into GC can be used as an alternative means of GC Injection, compara
ble to such modes of injection as pyrolysis and thermal desorption. 
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JNTRODVCTIQN 

Supercritical fluids have been used successfully for years for different industrial applica
tions (1). A large scale application of supercritical fluid extraction (SFE), for example, is to increase 
crude oll recoveries from porous rocks in oll fields by pumping in gases such as carbon dioxide and 
nitrogen. In this environment, the pressures and temperatures are QJ.gh enough that supercrltical 
conditions exist and contribute to enhanced recoveries. Extractions using supercritical fluids are 
attractive when compared to conventional Uqutd extractions for a number of reasons. While super
critical fluids have solvent strengths that approach those of Uquid solvents, they have lower 
viscosities (loA N-sec/m2 versus 10-3 N-secfm2) and higher solute dlffusivities (loA c/m2/sec 
versus 10-2 cm2/sec). These properties improve mass transfers from solld or liquid matrices and 
thus stgnlftcantly decrease the overall time needed for supercritical fluid extractions. By increasing 
the density, the solvent strength of a supercritical fluid increases. Therefore, conditions can be 
optimtzed for the extraction of a spectftc solute or class of solutes from a complex matrix by 
changing the extraction pressure or temperature. Close to the critical point of the supercritical 
fluid, temperature or pressure changes c!an change solute solubilities by a factor of 1 00 or even 
1000. By using dUferent supercritical fluids for extractions, such as carbon dioxide, nitrous oxide, 
and sulfur hexafluoride, preferential extraction can be achieved for different solutes. Moreover, the 
use of fluids that have low critical temperatures (I.e. co2 and N20l allow extractions under 
thennally mUd conditions, thereby protecting thermally IahUe components. Since supercrttical 
fluids, such as co2. N2o and SF6 are gases at room temperature, off-Une component collection or 
concentration Is greatly simpllfied. Because supercritical fluids undergo expansive (Joule
Thompson) cooling upon decompression. even volatlle components can be quantitatively and 
efficiently collected into solvents off-line after extractions. It is also possible to directly interface 
supercritlcal fluid extraction with analytlcal chromatography, such as capill,ary gas chromato
graphy (GC) and, supercrttical fluid chromatography (SFC). Recent reports have demonstrated the 
potential of using SFE as an alternative to time consuming, less efficient and less quantitative 
conventional Uquid solvent extraction techniques. Specific solutes ranging from environmental 
priority pollutants to spices and fragrance components have been qualitatively and qu~titatively 
extracted using supercrttical fluids from a variety of liquid and solld sample matrtces (2-1 0). Direct 
interfaces of SFE to capillary GC and SFC (7-20) have been also demonstrated. 

The benefits of directly coupllng SFE to GC are that no sample handllng 1s required 
between the extraction step and the GC separation step and that extraction effluents can be 
quantitatively and reproducibly transferred for on-the-fly analyses. When employing flame ioniza
tion detectors, no detector responses (i.e. solvent peaks) appear for reasonably pure supercrltical 
fluid grade C02 or N20. This pennlts the detennlnation ofvolatlle solutes which are often masked 
by Uquid solvents when using conventional extraction techniques. Moreover, when modtfters such 
as methanol or propylene carbonate, are used to augment the solubilizing power of primaiy super
critical fluids, they elute as distinct peaks in respective GC or SFC separations. The limitations of 

. coupling SFE to GC are defined by the volatlllty constraints of higher molecular weight solutes in 
complex matrtces that may not necessarily completely elute from GC columns. 

This paper wlll demonstrate the appUcabllity of SFE/GC techniques towards the quantita
tive and qualitative characterization of some envirorunental matrtces. 

EXPERIMENTAL 

On-line SFE/GC was performed on a Suprex Model SFE/50 stand-alone extractor 
equipped with an electronic Valco four-port high pressure selector valve and a Hewlett-Packard 
Model 5890 gas chromatograph equipped with a spllt/splltless capillruy injection port and flame 
ionization detector. 
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Ftgure 1 shows a schematic diagram of the SFE/GC Interface. The Suprex SFE/50 extractor 
consists of a 250m! syringe pump wlth pressure Umtts up to 500 atm. 

Healed Transfer line 
··-~-- --- --· --~1 

[LJinjuctor to:il 
r--U--

unt 

___ ----...~Tifv;a ---~-Lj J 
Extractor --

Pump Control SFE Olen GCOvt:n 

Figure 1. On-Line SFE/GC Schematic Diagram 

The oven of the extractor was large enough to accommodate multiple extraction vessels or extrac
tion vessels up to 50 ml in volume. The electronically actuated Valco four-port selector valve was 
used to perform the static and dynamic extractions and to divert the extractor effluent flow Into the 
Injection port of the GC. The controlling software of the Suprex SFE/50 permitted the automatic 
operation of the four-port selector valve and automatically Initiated the run on the GC after 
dynamic transfer of the extractor effiuent. Both 1/32 Inch O.D. X 0.007 Inch I. D. stainless steel 
and 15 or 25 micron I.D. fused silica tubing have been used as transfer lines between the SFE/50 
and the 5890 gas chromatograph. When stainless steel tubing was used, 1t was necessary to 
restrict the flow by crlmptng to allow a flow of 40-So ml/mlnute of expanded decompressed gas at 
the spectfted extraction pressure. 1be transfer llne tubtng was tnserted 35-40 mm directly Into the 
spllt/splltless caplllary Injection port which was kept at 2250C to mJnlmtze the Joule-Thompson 
cooling which occurred when the ~upercrittcal fluid phase decompressed. For purposes of solute 
focusing, lt was also necc::ssary to cryogenically cool the gas chromatographic oven. The oven was 
kept cool long enough to allow the dynamic transfer of the respective vaporized solutes onto the 
head of the capillary gas chromatographic column. The level of cooling depended on the volatility 
of the solutes of interest. Generally, the GC oven was never cooled below -500C whtch would cause 
fret!l:lng of the decompressed carbon dioxide. 

RESULTS AND DISCUssiON 

1be use of SFE on a quantitative analytical scale presents a number of distinct advantages 
when compared to conventional solvent extractions. Depending on the sample matrtx. the nature 
of supercrltlcal Oulds allows for rapid extractions In usually less than one hour w1th high extrac
tion efficiencies. Moreover, the ablllty to transfer the SFE effluent to a GC or SFC in an automated 
fashion permits sensitive quantitative or qualitative determinations of solutes in different soltd or 
liquid mall1ces. 

1be quantitative reproduciblllty of on-llne SFE/GC was 1nvestlgated by performing 
compamUve triplicate analyses using SFE with split GC and flame lontzaUon detection and 
conventional sy:rtnge spUt GC Injections of methylene chloride extracts of the spiked clay shown In 
Figure 2. 
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ft~ure 2. SFE/GC-FlD Analysts of Priority Pollutants In Clay. GC temperature program: OOC (20 
minutes) programmed to 300°C at 70C/mlnutes. 

1be operating conditions for SFE Included 400 atm pressure of supercrtUcal co2 at 600C for 20 
mlnutes uslng 650mg quantities of. clay In a 500 m1crol1ter SFE vessel. A 50 meter X 0.2 mm I.D. 
methyl sUicone (PONA) cap1llary GC column was used to provide the separation. The SFE effluent 
was transferred directly to the caplllaty GC tnjectlon port using a fused silica 15 micron I.D. 
transfer llne. All peak Identities were confirmed using a mass spectrometer. Table I lists the peak 
area reproductbUity results for selected prtorlly pollutants In the clay. 

Table 1. Comparison of Peak Area Reproducibility for Priority Pollutants 1n Spiked Clay wtth On
Une SFE/GC and Conventional GC Split Injections. 

%RSD• %RSD• Concentration 
frJQD~ folluhmt SFE/GC Spilt CC !ng/ull 
2-chlorophenol 1.8 2.0 50 
Naphthalem: 2.1 4.6 200 
1 -chloronaphthalene 5.6 8.1 60 
Hexachlorobenzene 5.8 7.8 50 
Phenanthrene 4.0 3.8 300 
Pyrene 4.2 5.6 200 
Benzo(a}pyrene 5.5 6.4 20 

•Based upon raw peak areas resulting from an average of three replicates. 
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AB can be seen. the SFE/GC results compared favorably with those obtained by conventional 
'syrtnge GC injections. Moreover, the percent relative standard deviations for the SFE/GC-FlD 
results Include contributions from sample Inhomogeneity, weighing, and technique errors as 
opposed to only Injection and Integration errors for the methylene chloride extract Injections. It 
was also very important to thoroughly grind the clay sample before loading the SFE vessel to obtain 
consistent results. Certain matrices, such as some clays, have sufficient density to trap certain 
solutes for longer periods of time thereby disrupting the efficiency of the extraction process. Ftgure 
3 shows a SFE/GC-FID chromatogram of another environmentally Important sample matrtx 
namely, marine sediment. 

. ... 

Inject 5. HI 

-.... -.. ......... 
.......... 

AROCLORS -

15 20 25 'QI 
TIME (minutes) 

Ftit!re 3. SFE/GC-FID Analysis of aroclors In marine sediment at low ppm levels. GC temperature 
program: -15°C (5 minutes) programmed to 3oooc at 15°C/m1nute. 

Approximately 1 gram of thts sediment was extracted In a 5 mllliter vessel at 300 atm using super
critical C02 at 600C for 40 minutes. The same 50 meter PONA column was used to provide the GC 
separation. As can be seen, the sediment was contaminated with a mixture of aroclors at 5 to 10 
ppm levels (as determined by external standard calibration standards and retention times). If an 
electron capture detector would have been used, slgnUlcantly more senslttvlty and selectivity could 
have been provided for the aroclors. Since thls particular sample contained significant amounts of 
water L30%), approximately 1 gram of sodium sulfate was added to the sedtment 1n the extraction 
vessel as an adsorbent. In general, on-llne SFE with a spltt GC Injector ts more capable of 
handllng wet samples without restrlctor plugging as opposed to on-llne SFE with an on-column GC 
Injector (18). 1be conventional sample preparation procedure for this marine sediment generally 
Involves 6-8 hours of mulll-solvent extractions and 2 hours of concentration before Injection Into a 
GC-MS as opposed to a total sample preparatlon and analysts Ume of 80 minutes for the SFE/GC 
technique. AnoU1er example of using on-line SFE/GC for quantitative analyses ls shown In 
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Ftgure 4 with the detennlnatton of aromatics and chlorinated aromatics tn contaminated soU which 
was taken from a spill site. 

2 . Clllolonilj>lllrw .. n•l 

nc,s\ 

~~----------~--~·--· ~ 1a1 Eatracllon ... 

§j2nd E•tractlon 

~ ----~--------+-------~~------~------40 
0 20 

Tl ME (t.IINUTESI 

F)e;ure 4. SFE/GC-FID Analysis of pollutants tn soU. GC temperature program: 300C (7 minutes) 
programmed to 310°C at 7°C/mlnute. 

Approximately 170 mg of the soU was extracted 1n a 0.6 ml vessel at 375 atm using supercrltical 
C02 at 50oC for 30 minutes. A 30 meter x 0.25 mm J.D. DB-Wax capUlaJy column was used to 
provide the GC separation. Hexachlorobenzene was used as an Internal standard whJch was 
spiked directly tnto the soU before extraction. Table II lists the quantitative results for replicate 
analyses of the soH. 

TABLE II. Replicate SFE/GC-FJD Determinations of Aromatics and Chlorinated Aromatics 1n 
Contaminated SoU 

CONCENTRATION (PPM)• 
COMPOUND 1 ~ a 

ethylbenzene 44 40 42 43 

cumene 30 30 32 34 

2-chloronaphthalene 51 50 51 48 

1,2.4 trtmethylbenzene 25 26 29 24 

•eased upon internal standard cal~ulations 
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CQNCLUSIQN8 

The use of directly coupled SFE/GC as an analytical techniques has shown excellent potential for 
the quantitative and qualitative characterization of dlfferent solutes 1n different matrices of 
environmental stgniflcance Using on-line SFE/GC, an entire analysis which includes the extrac
tion. concentration, clean-up, and analytical separation steps, can be accomplished in usually less 
than one hour. Selective extractions can also be performed by varying parameters such as pres
sure, temperature, and type of supercritical fluid extracting fluid. Moreover, the analytical 
versatility and flexibility of the technique can be further enhanced by the uttlizatlon of such 
chromatographic detectors as mass spectrometiy, electron capture, nitrogen-phosphorus, and 
sulfur-specifl.c. 
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Abstract 

The recoveries of 14c-labelled 7-BHC, hexachlorobiphenyl, ethyl 
parathion, and anthracene from Tenax-GC and four polyimide sorbent materials 
were studied using off-line supercritical carbon dioxide extraction (SFE) 
and thermal desorption methods. SFE was superior to thermal desorption. 
On-line SFE/GC analysis both with and without an intermediate Tenax-GC 
adsorption step was studied using a mixture of nonradiolabelled pesticides. 
The addition of the Tenax-GC step allowed for larger extraction volumes than 
were possible using direct SFE/GC with analyte transfer into the 
chromatographic column. The intermediate trapping step also improved the 
chromatographic efficiency relative to direct SFE/GC. Replicate analyes 
indicated variabilities less than 3% relative standard deviation. 
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Introduction 

As more becomes known about the toxic effects of organic compounds 
present in ambient air, the identification and quantification of these 
compounds, often present in trace quantities, are more important than ever 
to understand the extent and magnitude of the exposure problem. Organic 
compounds in air range from those that are very volatile (VVOC, e.g., 1,1,1-
trichloroethane) to volatile (VOC, e.g., chlorobenzene) to semi-volatile 
(SOC, e.g., pesticides and phthalates). Over the years, many analytical 
methods tailored to specific volatility categories have been developed. 
Collection of air into evacuated canisters with subsequent gas 
chromatographic analysis of the contents using mass spectrometric detection 
(GC/MS) has been applied to VVOCs. As the volatilities of the compounds 
decrease, they are present in the atmosphere at lower levels and the 
analysis of a small volume of air does not provide the necessary 
sensitivity. As a result, methods were developed that rely on the selective 
adsorption of the organic compounds as large volumes of air are drawn 
through an adsorbant-filled tube. Tenax-GC is widely used as a sorbent to 
collect VOCs with the analysis performed on-line with a GC/MS through the 
use of thermal desorption of the retained chemicals 1 . For SOCs such as 
PCBs, pesticides, and phthalates, polyurethane foam (PUF) 2 or XAD resin3 is 
used for collection. The recovery of these semi-volatile analytes requires 
solvent extraction methods. GC/MS analysis is performed on the extract. 

' 
Although such preconcentration techniques are very powerful, they are 

not without limitations. One problem is found in the selectivity of Tenax
GC; this material retains nonpolar compounds to a much greater extent than 
polar compounds. If quantification of polar compounds is desired, the 
volume of air sampled needs to be reduced to avoid "breakthrough" of these 
polar compounds and this can limit the sensitivity of the method. The 
utilization of sorbents more polar than Tenax-GC could help circumvent this 
problem; four polyimide sorbents synthesized at RTI and found suitable for 
use with thermal desorption/GC have been reported6 • The competitive 
effects of adsorption for polar and nonpolar analyte vapors on the 
polyimides were studied as a means of improving the sampling methods for 
polar analytes4. 

A second problem is found when the thermal desorption of strongly 
adsorbed compounds is attempted. Thermal desorption can fail because a 
temperature sufficient to desorb the analyte might also destroy the sorbent, 
the analyte, or both. In addition, if a compound is thermally unstable, 
thermal desorption can invalidate quantification and introduce artifacts 
even if the analyte is only weakly adsorbed. 

Ongoing research in our laboratory has been directed at the utility of 
supercritical carbon dioxide extraction for environmental analysis. The 
high solvating capability of the fluid can facilitate the recovery of 
strongly adsorbed analytes from sorbents for subsequent collection and 
analysis. The extract can either be expanded into a solvent to provide a 
solution that can be analyzed later (off-line) or or it can be introduced 
directly into a chromatographic system for on-line analysis. On-line SFE 
methods can preserve the favorable concentration factors of thermal 
desorption GC and provide for methods with very low limits of detection over 
an extended range of volatilities. Because the critical temperature of C02 
is approximately 31•c, high temperatures can be avoided and thermally
induced decomposition of analytes is not a concern. In addition, SFE can 
result in methods devoid of large volumes of organic solvents. For example, 
methods that utilize Soxhlet extraction for the recovery of analytes (e.g., 
PUF) require large volumes of organic solvent most of which is sent to waste 
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or into the atmosphere during volume reduction steps. 

Work presented in this paper demonstrates the utility of SFE in the 
l~ecovery of low levels of semivolatile compounds of environmental concern 
::rom Tenax-GC and four polyimide sorbents. Additional preliminary work will 
also show how such sorbents can be used to permit the on-line extraction and 
GC analysis of SOCs where large extraction volumes might be needed. 

l~xperimental Methods 

. Solutions of 1-[ 14c(U)lBHC (1,2,3,4,5,6-hexachlorocyclohexane), [9-
14c]anthracene, [ring-2,6- 4c]parathion and [14C(U)]-2,3,5,2',3',5'
hexachlorobiphenyl were prepared individually in dichloromethane to a 
concentration of between 11 and 40 ng per microliter. One microliter 
aliquots were introduced into a GC injector and swept with helium onto a 
eartridge (4.8 em long x 4.6 mm ID x 0.25 in OD; 0.8 mL total volume) packed 
~rith 40-60 mesh Tenax-GC or one of the polyimides as previously 
clescribed5 ' 6 • The cartridge was then extract.ed with COz at 3000 psi and 
Lfo•c (density of approximately 0.85 g/cm3 ) and the effluent was expanded 
into a scintillation vial containing 15 mL scintillation cocktail. 
P.lternatively, the cartridge was left in the GC, heated to 2so•c, and purged 
~rith helium at 1.5 mL/min for 8.5 min or 6.4 mL/min (Tenax-GC) or 12 mL/min 
(polyimides) for 10 min. The 1.5 mL/min flow for 8.5 min purged the sorbent 
~rith the same number of column volumes as is used in routine application of 
Tenax-GC thermal desorption where the sorbent cartridge is ten times larger. 
The effluent was directed through a heated transfer line into a vial 
containing scintillation cocktail; cocktail was used to rinsed any residual 
compound from the transfer line into the vial. In each case, recoveries 
v.·ere determined from radioactivity recovered from a known mass of compound 
deposited into the thermal or SFE desorption system in the absence of a 
sorbent. 

The work with SFE/GC and SFE/SFE/GC was conducted as follows. A Valco 
HPLC injector fitted with a 500 nL rotor was placed in-line and before the 
0.41 mL SFE cell which was filled with sea sand and held at so•c in a 
modified Lee Scientific Model 501 SFE/SFC system. The valve allowed for the 
reproducible introduction of a methanol solution of pesticides 
(approximately 100 ng each) into the cell so that SFE conditions could be 
mimicked. The pesticides used were molinate, propoxur, atrazine, 7-BHC, 
triallate, terbutryin, ethyl parathion, 7-chlordane, and phosmet. The 
o·Lltlet of the SFE cell was directed through a multiport swithing valve to a 
f·~sed silica restrictor ( 13 em x 25 pm !D). In the direct SFE/GC 
C•:>nfiguration, the restrictor was placed into the first few em of a DB-5 
c.a.pillary column {30 m x 0.32 mm ID) at ambient temperature. In the 
s:~E/SFE/GC configuration, the effluent of the SFE cell was expanded onto the 
h·~ad of a column comprised of a steel tube (6 em x 4 mm i.d.) with fritted 
column end-fittings and packed with 0.14 g Tenax-GC. The Tenax-GC cell was 
also held at so•c, After this extraction and deposition, supercritical COz 
W;~s used to extract the Tenax-GC in the direction opposite to that of 
analyte deposition. This effluent was expanded through another restrictor 
(13 em x 25 jJm ID) into the first few em of the GC column, again at ambient 
t•:!mperature, as in the SFE/GC experiment. After the SFE step{s), the column 
was purged with helium and the temperature was programmed to effect 
s1~paration. Flame ionization detection (FID) was used and data were 
collected by either an HP 3390A integrator or a Nelson Analytical Data 
system. All extractions were conducted at 400 atm resulting in C02 
extraction densities of 0.928 g/cm3 • 
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Results 

Polymer Desorption 

SFE Desorption An initial study of the total radioactivity recovered 
as a function of COz volume was performed for each compound on each sorbent. 
From these data, we chose extraction volumes for each analyte/sorbent 
combination for use in the experiments to determine recoveries. The results 
of the recovery experiments are shown in Table I. The analytes were 
recovered to a higher extent using a smaller extraction volume from Tenax-GC 
than from the polyimides. This is consistent with earlier work7 where lower 
GC retention volumes were measured on columns packed with Tenax-GC than on 
those packed with any of the polyimides. 

Thermal Desorption The recoveries measured using thermal desorption 
are shown in Table II. For these semivolatile test compounds, thermal 
desorptions using 50 column volumes of helium provided very poor recoveries 
from all of the sorbents. Increasing the desorption volume and time led to 
improved recoveries of BHC and anthracene from Tenax-GC while the recoveries 
for hexachlorobiphenyl and parathion were not changed. The results for the 
polyimides are indicative of the tenacity of these sorbents for the test 
compounds. For the low volume desorptions, none of the compounds was 
recovered well. Using the more rigorous desorption conditions, the 
recoveries of the analytes improved; only BHC was well-recovered from 
polyimides 119, 149, and 115. 

SFE/GC 

Direct SFE/GC experiments using extraction times of 7 and 10 minutes (8 
and 11 column volumes, respectively) revealed that better recoveries and 
peak shapes were obtained at the shorter times suggesting that the analytes 
were deposited and then lost at longer extraction times. The flow rate of 
C02 during extraction was 81 mL/min at ambient conditions. A lower trapping 
temperature might improve this situation but was not tried because the goal 
here was to determine if the presence of the secondary Tenax-GC trapping 
step could minimize the problems associated with the longer time of the 
first extraction step. Replicate SFE/GC analyses provided percent relative 
standard deviations (%RSD) of less than 3% using an extraction time of 7 
minutes. Figure 1 shows the chromatogram obtained after SFE/SFE/GC of the 
pesticide mixture. In this case, the time of extraction from the Tenax-GC 
was 7 minutes and the time of extraction from the sand was 15 minutes. The 
use of sand extraction times up to 30 minutes did not affect the recoveries 
or chromatographic efficiencies as long as the Tenax-GC extraction time was 
maintained at 7 minutes. This allows for a great deal of flexibility in the 
first extraction time as long as the analytes of interest are well retained 
by the Tenax-GC. For compounds of relatively low volatility, this should 
not be a problem. A gas chromatogram of the test pesticides obtained using 
conventional splitless/split injection is shown in Figure 2 for comparitive 
purposes. Although some broadening of the chromatographic peaks is seen in 
the SFE/SFE/GC case of Figure 1, relative to Figure 2, the efficiencies of 
the separations shown in Figure 1 are certainly adequate for most purposes 
and could probably be improved upon through a careful optimization of flow 
rate and column temperature during extraction of the Tenax-GC cartridge. 
Replicate analyses using SFE/SFE/GC provided %RSDs of less than 3%. 

Table III shows a comparison of the chromatographic peak area to height 
ratios for each of the pesticides for both SFE/GC and SFE/SFE/GC. This 
ratio is indicative of chromatographic efficiency, with a low ratio 
reflecting a higher efficiency. The extraction times for both SFE/GC and 
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SFE/SFE/GC were 7 minutes at the same extraction flow rate, and thus 
differences reflect the effect of the Tenax-GC in the system. It can be 
seen that, in all cases, the presence of the Tenax-GC resulted in sharper 
peaks. This is presumably due to the accumulation of the analytes at the 
head of the Tenax-GC cartridge. When the Tenax-GC is back-extracted, the 
s.nalytes are introduced into the column as a tight band. In SFE/GC, the 
analytes were introduced onto the column over a longer time because of the 
band spreading that occurred during the migration through the sand. Such an 
effect would be expected to be more pronounced in a real extraction 
situation where desorption of the analytes from the matrix would take place 
over a longer time with the result that they would be spread out even more. 
The use of a secondary sorbent can minimize this effect. 

Conclusions 

The use of polymeric sorbents in conjunction with SFE can allow for the 
recovery of less volatile and more polar analytes than is possible using 
thermal desorption methods. In addition, the use of the sorbent Tenax-GC in 
an on-line SFE/GC analysis scheme (SFE/SFE/GC) can provide greater 
flexibility in the extraction of the sample than can direct SFE/GC analysis 
of semivolatile organic compounds. The use of on-line SFE/GC methods has 
the potential to allow for the collection of smaller samples (smaller air 
sampling volumes) and, because the entire extract is analyzed, to lower the 
limits of detection of the analytical method. 
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TABLE I. PERCENT RADIOACTIVITY RECOVERED BY 
SUPERCRITICAL C02 DESORPTION 

.Sorbent 
Compound Tenax-GC PI-109 PI-119 PI-149 PI-115 

7-BHC 100(14)a 100(45) 
hexachlorobiphenyl 95(14) 72(60) 
parathion 92(14) 58(101) 
anthracene 81(14) }) 

86(30) 
79(30) 
74(45) 

}) 

92(30) 
77 (30) 
76(45) 

}) 

99(30) 
85(30) 
77~45) 

a Approximate number of column volumes of C02 used at 3000 psi and 4o•c. 
b Recovery not determined. 

TABLE II. PERCENT RADIOACTIVITY RECOVERED 
USING THERMAL DESORPTION AT 2so•c 

Tenax-GC PI-109 PI-119 PI-149 PI-115 
Compound 50 a 260 50 500 50 500 50 500 50 500 

7-BHC 27 88 1 50 6 88 9 83 22 
hexachlorobiphenyl 13 13 1 14 16 21 17 57 32 
parathion 12 12 8 3 3 9 8 25 12 
anthracene 10 99 8 3 8 6 11 26 14 

a These values indicate the number of column volumes of helium used for 
the desorption. 

TABLE III. CHROMATOGRAPHIC EFFICENCY OF PESTICIDE SEPARATION 
AS REFLECTED BY AREA/HEIGHT RATIOS 

94 
59 
36 
18 

Compound SFE/GCa (%RSD) SFE/SFE/GCb (% RSD) 

Molinate 7.4 (3.9) 5.4 (4.9) 
Propoxur 7.6 (4.7) 5.4 (7 .5) 
Atrazine 8.2 ( 1. 2) 5.8 (6.5) 
7-BHC 8.4 (3.8) 6.2 (7. 4) 
Triallate 7.4 (5.6) 5.7 (6.3) 
Terbutrin 8.5 (4.2) 5.8 ( 1. 0) 
Ethyl parathion 8.3 (5.7) 6.0 (5.8) 
7-Chlordane 8.9 (4.3) 6.3 (6.0) 
Phosmet 12.8 (3. 7) 8.8 ( 1. 3) 

a Extraction time of 7 minutes; triplicate analysis. 
b Extraction of sand for 15 minutes followed by 7 minute extraction of 

Tenax-GC; triplicate analysis. 
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Figure 1. 
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SFE/SFE/GC chromatogram of pesticide test mixture. 
Compound identifications are (1) molinate, 
(2) propoxur, (3) atrazine, (4) Y-BHC, 
(5) triallate, (6) terbutyrin, {7) ethyl parathion, 
(B) y-chlordane, {9) phosmet. Conditions as 
described in the text. 
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Figure 2. GC chromatogram of the pesticide test mixture 
after splitless/split injection. The large 
peak before molinate is either an impurity or 
thermal decomposition product of propoxur. 
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Polyurethane foam (PUF) sorbents have become widely 
used for air sampling because of their low resistance to 
air flow and ease of handling. However, the usefulness of 
PUF is limited by the time consuming liquid solvent ex
traction required. Supercritical fluid extraction (SFE) 
of PUF is a rapid alternative to conventional liquid 
solvent extraction. SFE can achieve quantitative extrac
tion of polychlorinated biphenyls (PCBs), polycyclic 
aromatic hydrocarbons (PAH) ranging from naphthalene to 
perylene, heteroatom-containing PAH, n-alkanes ranging 
from c12 to c24 , and organochlorine pesticides from PUF in 
10-20 m1nutes. In addition, the direct coupling of SFE 
with gas chromatography (SFE-GC) is possible. SFE-GC 
quantitatively transfers all compounds collected on the 
sorbent plug to the gas chromatographic column for analy
sis. Thus, SFE-GC can reduce the mass of sample needed by 
two orders of magnitude, and it can also decrease sampling 
time by two orders of magnitude. The application of SFE 
and SFE-GC of PUF for the rapid extraction and analysis of 
variety of semivolatile organic compounds will be demon
strated. 
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Introduction 

Polyurethane foam (PUF) has become a widely used sorb
ent for the collection of semivolatile organic compounds. 
Polyurethane foam has a low resistance to flow, is inex
pensive and easy to use, and is effective at collecting a 
broad range of semivolatile organic compounds. However, 
traditional liquid extraction techniques that are used to 
extract PUF, such as Soxhlet extraction and sonication,are 
very time consuming, error prone, and require large vol
umes of high purity solvents. 

Supercritical fluids have many advantages over liquid 
solvents for extraction of PUF. Supercritical fluids have 
lower viscosities and higher solute diffusivities than 
liquid solvents, resulting in improved mass transfer, and 
therefore a shorter extraction time. The solvent strength 
of a supercritical fluid can be controlled by changing the 
pressure (and therefore, it's density), in order to gain 
selectivity in the extraction process. Supercritical 
fluids such as co2 and N2o have low critical temperatures 
(32 °c), making them ideal for extraction of thermally 
labile solutes or sorbents. Fluids such as co2 and N20 
are also gases at ambient temperature and pressure, which 
simplifies solvent removal and sample concentration. 
Also, the direct coupling of supercritical fluid extrac
tion to gas chromatography (SFE-GC) is possible. Coupled 
SFE-GC has the potential to reduce the volume of air that 
one needs to sample for collection of semivolatile organ
ics by two orders of magnitude, thus decreasing sampling 
time by two orders of magnitude. 

EXPERIMENTAL METHODS 

Extractions were performed using either a SFT Inc. 
model 250-TMP syringe pump (Salt Lake City, UT) or an ISCO 
model ~LC-500 syringe pump (Lincoln, NE). Supercritical 
fluid grade co2 and N2o in aluminum cylinders was obtained 
from Scott Specialty Gases. Extraction cells were cor
structed from Parker brand stainless steel fittings . 
Supercritical pressures were maintained inside the extrac
tion cell by using 15 em lengths of 20-30 ~m i.d. X 150 ~m 
o.d. fused silica tubing (Polymicro Technologies, Phoenix, 
AZ). Extraction temperature was maintained by inserting 
the extraction cell into a thermostatted tube heater. 
Extracted compounds were collected by inserting the outlet 
of the fused silica restrictor into a vial containing ca. 
4 ml of hexane. Approximately 400 ng of PCB congener 204 
(2,2',3,4,4 1 ,5,6,6'-octachlorobiphenyl) was spiked into 
each vial before the extraction as an internal standard. 
Coupled SFE-GC experiments were performed by inserting the 
fused silica restrictor directly into the capillary gas 
chroratographic column through the on-column injection 
port • Extracted analytes were cryogenically trapped at 5 
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°C in the gas chromatographic oven. After completion of 
the extraction, the restrictor was withdrawn from the 
injection port and gas chromatographic analysis proceeded 
in a normal manner. All GC/MS and SFE/GC/MS analysis were 
performed on a Hewlett-Packard 5985B GC/MS system using 
electron capture negative ionization (ECNI). Ion source 
temperature was 100°C and the reagent gas was methane at a 
source pressure of 0.45 torr. The GC/MS was equipped with 
a 30 m DB-5 (250 ~m i.d, 0.25 ~m film thickness) capillary 
column (J&W Scientific, Folsom, CA). 

RESULTS 

The ability of supercritical co2 to recover a variety 
of organochlorine pesticides from PUF is shown in Table 1. 
Approximately 100 ng of each compound was spiked into the 
center of the PUF plug. After allowing the solvent to 
evaporate, the plug was extracted for 10 minutes with co2 
at 300 atm and 50 c. These results show that supercriti
cal co2 is able to rapidly and quantitatively remove these 
compounds from the PUF matrix. 

Off-line extractions can be performed using a relative
ly high flow rate (ca. 1 mljmin with a 30 ~m) restrictor. 
However, the extraction flow rate is limited during a 
coupled SFE/GC/MS by the efficiency of the cryotrapping 
step and the pumping speed of the mass spectrometer. A 
practical limit for on-line SFE/GC/MS is approximately 
200 ~1/min of liquid flow. Therefore, it takes roughly 5 
times longer to pump an equivalent volume of supercritical 
fluid through the extraction cell during a coupled 
SFE/GC/MS experiment. In order to minimize the time 
required for the extraction step during future on-line 
analyses, we examined short extraction time intervals to 
determine what percentage of each analyte is extracted 
over a given time period. Figure I shows that from 80-95% 
of each of the test compounds was extracted in the first 
two minutes with both supercritical N2o and co2 • The 
remaining fraction was collected in the next two minute 
interval, leaving less than 1% of analyte for the final 
six minutes of the extraction. These results imply that 
these compounds could be quantitatively extracted from PUF 
in ca. 15-20 minutes during a coupled SFE/GC/MS experi
ment. 

SFE/GC/ECNI/MS analysis of a PCB standard (one congener 
from each level of chlorination from tetrachloro through 
decachlorobiphenyl, ca. 250 pgjcongener) spiked onto PUF 
showed mixed results. Comparison of the amount of each 
individual congener detected in two consecutive 20 min 
extractions of the same sample indicated that approximate
ly 90-95% of each congener had been extracted in the first 
20 minutes. However, comparison with an external standard 
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associated with individual measurements. The QA/QC results further 
emphasized the need to consider all the data from the study in making 
decisions. 

Many of the testing results were "not detected," and the measured 
concentrations were all less than 0.5 pprnv. The data analysis focused on 
comparing the study area results to those for the control area and on 
comparing indoor and outdoor data sets. These comparisons were critical, 
especially in presenting data to the community, since many of the results 
were not zero. The outdoor and control area data sets provided perspective 
with which to evaluate the study area indoor results. As shown in the 
example in Table I, when whole data sets were examined, the study area 
sample concentrations were very similar to those measured in the control 
area samples and in the samples from the outdoor locations. If a 
subsurface source were contributing significantly to the indoor 
concentrations, the study area indoor levels would be expected to be higher 
than those in the control area and higher than the outdoor levels. A 
nonparametric statistical method, along with a standard t-test, was used to 
compare the study area and control area indoor and outdoor data sets for 
individual target compounds to determine whether there were any significant 
differences between these sets that might indicate a subsurface impact. 
Both types of statistical analyses produced the same results: the study 
area indoor levels were not significantly higher than the study area 
outdoor levels for any target compounds and were not significantly higher 
than the control area levels for most compounds. The test also indicated 
that any differences between the study area and control area indoor air 
were less than the outdoor differences between the two areas. The 
nontarget compounds detected in the study area indoor samples were similar 
in type and level to those detected in the control area and were not 
similar to the compounds that had been measured in ground water on site. 

The results suggested that when concentrations of target compounds 
were measured in the study area structures, their presence was likely 
associated with household product use, outdoor air, or possibly natural 
gas, rather than with a subsurface source. On an individual structure 
basis, indoor concentrations were very similar to the corresponding outdoor 
concentration in most cases, and the houses where the indoor levels were 
higher than the outdoor levels were scattered throughout the testing area 
and were not clustered in one location. 

Conclusions and Recommendations 

Results of two exposure assessments conducted at apparently similar 
sites demonstrated the importance of developing a site-specific technical 
approach. For Site 1, the available data and observations suggested that a 
subsurface impact to residential indoor air was possible, or even likely; 
and for certain structures, the testing results indicated an impact. The 
technical approach emphasized full characterization of the subsurface 
contamination, investigation of indoor point sources, and speciation 
analysis to recognize the "fingerprint" species and ratios. The priorities 
of the facility and the regulatory agencies to move rapidly toward any 
necessary mitigation were addressed in developing this technical approach, 
which provided information key to the design and seeping of mitigation 
measures in individual structures and recovery of the liquid hydrocarbon. 

The available information for Site 2 indicated that a measurable 
impact was not likely, and that the target compounds were very common 
solvents that could be expected to occur in the outdoor air and in 
household chemical products. The technical approach therefore emphasized 
simultaneous outdoor testing, so that any measured indoor levels could be 
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evaluated with respect to the corresponding outdoor levels; testing in a 
control area to provide data representing typical levels of the target 
compounds in a residential setting; and inventories of household chemical 
products in the tested structures. Since all measured concentrations were 
expected to be very low, the study was designed to collect representative 
sets of data that could be compared to determine any impact. Results of 
the testing did not indicate any subsurface influence on indoor levels, as 
the levels measured in the study area indoor and outdoor samples, and in 
the control area samples, were all similar. Detection limit studies and 
thorough QA/QC sampling and analysis were conducted to ensure that the 
potential for false positive and false negative results, and the degree of 
variability in the data, were fully assessed. The outdoor air and control 
area data were critical in providing perspective, mainly to prevent the 
incorrect interpretation of any measured concentration as indicative of an 
impact. The number of structures tested was more a function of assurance 
for the residents than a scientifically-based, representative sampling 
scheme. 

Neither of these approaches would tave been well-suited to the other 
site, and considering these examples emphasizes that no single, or 
"generic" technical approach will be appropriate for exposure assessment at 
a given site. In these examples, point source sampling and 
"fingerprinting" chemical species would not have been effective measures 
for Site 2 due to the very low levels and mixtures of subsurface compounds. 
Conducting such sampling and analysis would have been an unnecessary 
expense. Similarly, for Site 1, a study design focused on comparison of 
whole data sets - for instance comparing all of the study area data to all 
of the control area data - would not have allowed prioritization of 
individual structures and areas for further investigation and mitigation. 

In general, it is recommended that the technical approach for each 
residential indoor air investigation be tailored for the specific site by 
considering such important factors as: 

subsurface conditions, 

types, toxicities, and levels of subsurface contamination, 

other potential sources of similar compounds, 

characteristics of the residential structures, 

outdoor ambient air conditions, 

initial indoor observations, and 

priorities of the regulatory agencies and the community. 

Making full use of available information in the categories listed here will 
ensure that resources can be focused on the most critical elements of the 
investigation to produce scientifically defensible and cost-effective 
assessment of the exposure potential for the site. 
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Table I 
Average subsurface and indoor/outdoor air concentrations for 
representative target compounds in two studies designed to 

assess subsurface impacts to residential indoor air. 

Average Concentrations in Parts Per Million 

'SJJJ;'}': TNMHC Benzene I:sopentane 2-Methyl-2-butene Ratio* 

Indoor Air 

Level 1 Structures PS 
Rm Arnb. 

Level 2 Structures PS 
Rm Arnb. 

Other Structures PS 
Rm Arnb. 

Control Structure Rm Arnb. 

Outdoor Air 

Shalla"' Soil Vapot: 

Vapor Above Shallow 

Indoor Air 

Study Area 
Control Area 

Outdoor Air 

Study Area 
Control Area 

Shallov Soil Vapor 

Study Area 
Control Area 

Shallow Ground Water 

Ground Water 

Acetone 

0.029 
0.047 

0.030 
0. 011 

0.016 
0.006 

<0.05 

TNMHC - Total non-methane hydrocarbons. 
PS - Point source measurement. 
Rm Arnb - Room ambient measurement 
NA - Not available 

9.1 0.76 13 14 
3.3 0.048 0.33 0.43 

23 0.55 2.5 3.0 
2.2 0.033 0.23 0.23 

24 NA 0.038 0.0 
0.68 NA 0.018 0.0054 

1.2 0.0038 0.13 0.0018 

0.16 0.00097 0.005 0.003 

8,100 180 800 700 

29,000 732 2,800 3,200 

Average Concentrations in Parts Per Million 

Cyclohexane Benzene 

0.0068 0.0010 
0.0064 0.0014 

0.0086 0.00085 
0.0020 0.00064 

0.0004 0.0010 
0.009 0.0023 

<0.05 <0.05 

Average - One-half the detection limit was used for "not detected" results in calculation. 

1.1 
1.1 

1.2 
0.87 

0.0 
0.58 

0.015 

1.3 

1.1 

1.2 

Trichlot:oethene 

0.00031 
0.00033 

0.00034 
0.00030 

NA 
NA 

<0.05 

* - Ratio refers to the ratio of 2-methyl-2-butene concentration to isopentane concentration in 
individual samples. 
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VOLATILE ORGANIC COMPOUNDS IN THE 
ATMOSPHERE OF A NEWLY CONSTRUCTED 
RESIDENCE 

Barbara B. Kebbekus, Han Chou and Gesheng Dai 
Chemistry, Chemical Engineering and Environmental 
Science Department of New Jersey Institute of 
Technology, Newark NJ 07102 

A newly constructed house located in Princeton N.J. was chosen to determine 
the initial concentrations of some selected volatile organic compounds (VOC) and to
tal hydrocarbons and to follow the decay of these levels as construction materials out
gassed. A Tenax adsorbent trap sampler was used to collect samples in and out side of 
the house simultaneously during the first six months after the house was occupied. 
Thermal desorption with capillary GC and GC/MS were used for quantitative and 
qualitative analysis. The concentration distribution of more than 12 compounds both 
inside and outside the house was observed. The results show that the concentration of 
the some compounds such as toluene, xylene which are solvents in paint and other fin
ishes was much higher inside the house than outside, just after construction was com
pleted, but decreased rapidly to near the outside leveL The total hydrocarbon con
centrations behaved similarly. The concentration of chlorinated compounds inside the 
house were always higher than those outside, but the source of these has not been 
identified. A concentration distribution model of VOC's based on diffusion has been 
developed and the parameters of the model are given, based on the determined data. 
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Introduction 

More and more attention has been paid to indoor air pollution recently because the 
concentration of many pollutants is often h1gher indoors than outdoors. Identifying the 
source of the indoor air pollutants, finding the relations between indoor and outdoor air 
contaminant concentrat10ns and developing models for indoor air pollutant concentration 
distribution are active subjects of study. 

A EPA report[1] mdicated that more than 50 volatile organic chemicals, including 
aromatic hydrocarbons, halogenated hydrocarbons, alcohols, esters, aliphatics and 
aldehydes are normally found in indoor air and their concentration level is always higher 
than that outdoors, especially in new buildings. Jarke, et. al.[2] tried to identify the organic 
contaminants in indoor air and find their relation to outdoor contaminants. They selected 
about 36 homes in the Chicago metropolitan area, using Chromosorb 102 as adsorbent for 
GC and GC/MS analysis. 118 compounds were found and identified in indoor air but only 
29 compounds were identified in outdoor samples. They concluded that the indoor con
taminants probably arise for the most part, from the carpeting, clothing, furniture and the 
residents' activity in the home. The location of the home relative to industrial operations in 
the community had a slight effect on the number of contaminants found in the home. Gam
mage and Matthews[3] gave some examples of occupant activities, and consumer and con
struction products inside residences that cause transient or persistent emissions of volatile 
organic comrounds(VOC) and found that emissions arise from window cleaning, carpet 
laying, smoking and automobile operations. Montgomery and Kalman [4] used air bag and 
charcoal tube sampling methods for measurement of some volatile organic compounds at 
17 residences in Ruston, Washington and made a comparison of indoor and outdoor air. 
They showed that indoor air environments were more polluted than the immediate outdoor 
environments. Johansson [5] investigated the air of two schoolrooms and his results showed 
that the qualitative composition of indoor and outdoor air is about the same. 

This study focuses on a newly constructed and furnished residence. Measurements 
of both indoor and outdoor air for 12 selected volatile organic compounds were made at 
random intervals over a 6 month period to observe the concentration distribution be~in
ning as soon as the house was occupied. A model based on molecular diffusion descnbes 
the concentration distribution of indoor pollutants. 

Experimental 
The house chosen for the study is located in a newly constructed townhouse com

plex near Princeton, NJ. The three story house is heated by gas fueled hot air and has cen
tral air conditioning. Gas is also used for cooking. While there is a garage in the first level, 
it was not used for automobile storage before or during the test period. Most of the floors 
are carpeted with nylon carpeting and urethane foam padding. The walls are painted with 
latex paint. Some woodwork has a stain and polyurethane fimsh. 

Samples were taken in the kitchen/ dining area on the middle floor of the house. 
Since the house has a fairly open plan, and forced air heat, this central location sould be 
impacted by pollutants emitted in any area. Outdoor samrles were taken simultaneously on 
a balcony on the second floor, at the front of the house. Smce the rest of the complex was 
mostly incomplete and unoccupied, there was little automobile traffic in the area during 
the study. 

The sampling period was entirely in the cooler months, when ventilation through 
open windows and doors was minimal. A wood burning fireplace was used 5 times during 
the period, but not on the same days that sampling was being done. The air conditioning 
was not used during this time. 

Samples were taken by pumping air through Tenax adsorbent at 8- 10 ml/min for 
24 hrs. The traps were analyzed within 2 days. Both indoor and outdoor samples were 
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taken simultaneously. Sampling began in October 1989 ended in April 1990, and samples 
were taken randomly with an average of 7 days interval. Samples were taken more fre
quently in the early stages of the project, when concentrations were changing more rapidly. 

The samples were analyzed using a Tekmar 5000 desorption srstem c~upled w~th a 
Varian 3700 GC. The sample tubes were desorbed at 250°C for 12 mm., and InJected mto 
the GC using a -150°C secondary cold trap for focussing the peaks. The column is a 50 
meter, 0.3mm I.D. methyl silicone with a 5 urn film thickness (Hewlett Packard). The ef
fluent is split between FID and ECD detectors. Compounds are identified by retention 
times, compared with a standard gas mixture contaimng the target compounds (Alphagaz). 
Additional samples were run by GC/MS, using a similar column, to verify compound 
identifies. A blank was done Wlth each day's sample md the minimum detection level was 
0.01 ppb for each compound. 

Results and Discussion 
Figure 1 shows the GC/MS chromatogram of a sample, with the major peaks 

identified. The total hydrocarbon concentration was obtained by summing all the FID peak 
areas and using the hexane calibration factor. Fi~re 2 shows the time distribution of the 
total hydrocarbon concentration. Initially, there tS a very high concentration in indoor air as 
the com;truction and finishing materials outgassed. Dunng most of the construction period, 
the house was well ventilated by open windows, but these were closed for about 2 weeks 
before sampling began. Within 10 to 15 days, the concentration of indoor hydrocarbons 
dropped rapidly. Mter 30 days the concentration became stable and remained fairly con
stant for the next five months. The total hydrocarbon concentration in the outdoor air 
remained between 20 and 50 ppb durin~ the six momhs. This was generally lower than the 
indoor level. The rapid decrease in the mdoor air concentration at beginrung indicates that 
the contaminants are emitted from surface finishes and carpets and are eventually ex
hausted by diffusion or ventilation, or are adsorbed on interior surfaces. Because of the 
dead volume inside the house, it is considered that diffusion is the main mass transfer 
phenomena. Finally, the difference in concentration Jetween indoors and outdoors be
comes smaller. The rate of emissions from the various sources becomes equal to the rate of 
exhaust to the outdoors and a steady state arises. 

The concentrations of compounds such as toluene and xylenes, used in paints, 
showed comparable changes with time. Toluene com~entration variation is shown in Figure 
3.. A similar pattern of concentration is seen in the total hydrocarbons. Benzene and 
h,exane, more volatile compounds, were also like each other, but were different from the 
heavier compounds. These concentrations decreased more quickly in the indoor air and 
finally approached that of outdoor air (Figure 4 ). This may indicate that the lighter com
pounds are more easily exhausted from emission sources and also are more readily cleared 
from the indoor air through diffusion. Several C10 hydrocarbon isomers are prominent in 
the analysis and showed a decline over the course of the project. The source of these was 
not determined. 

The concentration distribution of total chlorinated compounds (i.e.total ECD active 
compounds) as well as a typical chlorocarbon, 1,1,1-trichloroethane, are shown in Figures 5 
and 6. The concentration of these in indoor air was always higher than outdoor, and did not 
drop during the 6 months. This indicates that the emission source was fairly constant, and 
did not become depleted. Drycleaned clothing brought into the house may be a con
tributor, but the actual source has not been identified. Several chlorofluorocarbons of un
known origin were also present at constant levels. Chlorofluorocarbon 113 was the most 
prominent, with a concentration of about 10 ppb. 

The simplest model to describe indoor air concentration distribution based on diffu
sion and ventilation may be written as: 
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- v 
dC· 1 

dt 

V : total house volume 
Ci : indoor concentration of compound i 
t : time, hours 
R· :emission rate of indoor source of compound i 
F 

1 
: total ventilatin_g flowrate 

Di : diffusion coefficient of compound i 
A : total diffusion area from indoor to outdoor 
C0 i : outdoor concentration of compound i 

(1) 

During a certain period, if the source and ventilation are considered to make slight 
contributions, then equation (1) can be rewritten as: 

dC· 1 - v = DiA( C· - coi ) 1 ( 2) 
dt 

C· - coi DiA 1 
or ln -------- ----- t ( 3) 

co,_ 
1 Coi v 

Where C0 i is concentration of compounds i at initial time. 
If the emission is significant, and is considered as a diffusion from the source, 

equation (1) can be rewritten as: 

dCi 
- V ----- = - DeiAe( Cei- Ci ) + DiA( Ci - Coi ) (4) 

dt 

where D i• Ae, Cei are the diffusion coefficient, area, and concentration from emit
ting materials of compound i respectively. Equation ( 4) is a linear first order differential 
equation and its solution based on initial conditions t = 0, Ci = C0 i is: 

ci = a + ( c 0 i - a ) e-bt (5) 

or ln ------- = - bt 
C0 ·- a 1 

0 eiAeCei + 0 iACoi 
a = -----------------

DeiAe + DiA 

where {6) 

and b = ----------- {7) 
v 

From equation ( 6) it can be seen that, after a period of time, the concentration 
of indoor contaminants tends to become constant. The concentration is a function of the 
emission concentration, the diffusion coefficient of the contaminant and the diffusion area 
of both emission and exhaust. Actually, when the concentration of contaminants in indoor 
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air is low enough, and the ventilation has little effect on the concentration of contaminants, 
diffusion can be considered as the main mass transfer path for exhausting contaminants. 
The plots of the concentration term in equation (3) vs. time for the toluene, xylenes and to
tal hydrocarbon data show the predicted linear behavior early in the sampling, and in later 
samples, show a different, near zero, slope (Figure 7), indicating early clearance of pol
lutants by diffusion and later equilibration with surfaces in the residence. 

[1] 

[2] 

[3] 

[4] 

[5] 
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showed that only 45-55% of the total sample was detected. 
It has previously been demonst5ated that PCBs can be 
extracted quantitatively from PUF • Therefore, something 
must be interfering with analysis of the extracted ana
lytes. There are two possible explanations to this prob
lem. One possibility is that analytes are being are not 
being efficiently collected during the cryogenic collec
tion process. The other possibility is that co-eluting 
interferants (contaminants from the co2 ) are suppressing 
the ECNI process in the ion source of the mass spectrome
ter. Many co-eluting impurities are observed in the total 
ion chromatogram, although we have as of yet been unable 
to identify these compounds. Levels of freons in SFC 
grade co2 high enough to preclude the use of an ECD for 
dynamic e~tractions have been reported by other workers in 
the field . Since ECNI responds well to similar classes 
of compounds as the ECD, it is likely that this is a 
significant effect. Therefore, it may be necessary to 
obtain a higher purity grade supercritical fluid for 
SFE/GC/ECNI/MS experiments, or to spike the PUF with 
isotopically labeled standards to account for variations 
in detector response. 

CONCLUSIONS 

SFE is a rapid alternative to liquid solvent extraction 
for the removal of semivolatile organic compounds from 
PUF. SFE can reduce the amount of time needed to perform 
the extraction step from days to minutes. Coupled SFE-GC 
analysis should allow sample collection volumes for ambi
ent air to be reduced by two orders of magnitude, and thus 
decrease sampling time by the same factor. A decrease in 
sample volume requirements makes small personal sampling 
pumps useful for collecting samples in locations that 
otherwise would be inaccessible with a high-volume air 
sampler (e.g., balloons, remote areas, indoor sites). 
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ESTIMATING THE CANCER RISK FROM MULTI -ROUTE EXPOSURE TO CHLOROFORM FROM 
CHLORINATED WATER 
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Abstract 

InJae University 
Dept. of Environmental Science 
A-Bang Dong, KimHae 
Seoul, Korea 

Showers are currently suspected to be as an important source of exposure 
to chloroform organic as water ingestion. To better estimate the internal 
chloroform dose from dermal and inhalation exposure from showering, 
chloroform breath concentration before and five minutes after exposure to 
chlorinated water was measured. An increase greater than an order of 
magnitude above the corresponding background breath concentrations was found. 
The chloroform breath concentration was also determined to decrease 
exponentially with time following the cessation of the exposure, reaching 
background levels within two hours. Approximately 30% of the internal dose 
was ex pi red as chloroform. The calculated internal dose from showering 
(inhalation plus dermal) was comparable to estimates of the dose from daily 
water ingestion. The risk associated with a single, ten minute shower was 
estimated to be 1.2 x 10-4

, while the estimated risk from daily ingestion of 
tap water ranged from 0.13 x 10-4 to 1.8 x 10-4 for 0.15 and 2.0 liters, 
respectively. Since the estimates of chloroform risk from domestic water use 
for the three exposure routes, ingestion, inhalation and dermal are similar, 
a 11 routes must be used to calculate the total risk when making po 1 icy 
decisions regarding the quality of the municipal water supply. 

Introduction 
Drinking water regulations for chemical contaminants have been based 

on the assumption that a daily ingestion of two liters represents the 
principal source of exposure to chloroform (Interim Primary Drinking Water 
Regulations). However, showering also exposes individuals to volatile organic 
compounds (VOC) contained in the water. The exposure from showering is via 
two routes: inhalation of VOC after transference to air (1,2) and dermal 
absorption of VOC after water contacts the body (3,4). Chloroform can enter 
the body via these exposure routes during showering thereby increasing its 
body burden. Models based on Fisk's law, diffusion considerations and 
transfer estimates through the skin have indicated that exposure in a shower 
could yield a similar VOC dose as ingestion (5,6). Since many people take 
at least one shower each day throughout their lifetime, the potential health 
risk could be significant. Estimates of chloroform health risks have been 
extrapolated from high dose animal studies. The partitioning of chloroform 
among the amount ex pi red, met abo 1 i zed and absorbed by tissue need to be 
similar for the extrapolation to be valid. Fry et al. (7) demonstrated that 
for a 0.5 g dose of chloroform, between 18% and 67% was expired, with amount 
expired inversely related to body weight. They also found that the majority 
of the unexpired chloroform was metabolized to carbon dioxide, with little 
excreted. The objectives of the present study were to: 1) examine the 
relationship between the chloroform concentration of shower water and breath 
2) estimate the percentage of the chloroform internal dose expired at 
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environmentally relevant levels and 3) estimate chloroform dose and cancer 
risk from a shower and compare it to that from water ingestion. 

Methods 
Chloroform exposure and internal dose from showering was estimated from 

thirteen showers taken by six subjects (5 ma-les and 1 female) using a defined 
set of parameters. These parameters were either standardized or measured 
(4). Breath samples were collected from the subject prior to and after each 
exposure. A water sample was collected along with each shower. The percent 
of chloroform dose expired was estimated from five series of breath 
measurements. For three, inhalation only ,:!xposure was monitored, and for 
two, a normal shower was taken. A model shower chamber, constructed of 
stainless steel, was used to examine inhalation only exposure for durations 
of 5, 10 and 15 minutes. Breath samples were collected immediately following 
the exposure, at 30 minutes, one hour and two hours. Breath samples were 
collected at more frequent intervals following a 10 minute shower for the 
combine dermal, inhalation exposure. A description of the sampling and 
analysis for the dose estimates is available in Jo et al (4). The time 
series samples were collected using a system model after Pellizzari et al (8) 
and analyzed by thermal desorption/GC/MS. 

Estimates of the Expiration of Chloroform 
A mathematical model describing the post exposure breath concentration 

with time was determined by fitting the decay curve to an exponential 
equation. The equation was integrated to estimate the amount of chloroform 
expired following the exposure. It was assumed that chloroform was also 
expired during showering. This was estimated assuming a linear relationship 
with time. 

Estimates of Chloroform Dose from a Shower 
The total chloroform dose from a shower was estimated from the sum of the 

inhalation exposure and dermal exposure. ThE! chloroform dose from inhalation 
exposure was calculated using the following equation: 

Di = Er x Ca x R x T/Wt (1) 

where Di =chloroform dose from an inhalation exposure (~tg/inhalation 
exposure-kg); Er =respiratory absorption efficiency of chloroform (0.77) 
(9); Ca = shower air concentration (~tg/m3 ); R = breathing rate(0.014 
m3/min} (10); T = Shower duration (10 min); and Wt = body weight of a 
reference person (70 kg) 

Jo et al. (4) estimated the relative chloroform body burdens for dermal 
exposure and inhalation exposure from chloroform breath concentrations, while 
controlling for exposure intensity. The ra:io of the body burden resulting 
from dermal expo·sure to that from inhalation exposure was 0.93. The 
chloroform dose from dermal exposure was then estimated from that ratio as 
follows: 

Dd = Di x F (2) 

where Dd = chloroform dose from a dermal exposure(l'g/dermal exposure-kg); and 
F = ratio of the body burden from dermal to inhalation exposure (0.93) 

Estimates of Chloroform Exposure from Water Ingestion 
The chloroform dose from water ingestion was estimated using the 

following equation: 
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Dig = Ei x Cw x Awjwt (3) 

where Dig = Dose from water ingestion (~tg/ingestion exposure-kg); Ei 
gastrointestinal tract absorption efficiency (100%); Cw =mean tap water 
concentration (SLg/L); and Aw = water amount ingested per day(O. 5 and 2 
liters/day) 

Estimates of Cancer Risk from a Shower and Water Ingestion 
The chloroform risk associated with a shower and water ingestion for a 

reference person was calculated from the estimated doses. A linearized model 
was used to estimate the cancer potency of the chloroform exposure (11). The 
model extrapolates animal data at high experimental doses to low 
environmental exposure levels in order to estimate cancer risk for humans. 
The cancer risk from a shower was estimated by extending the model developed 
for ingestion exposure to inhalation and dermal routes of exposure. 

Pd = q X 0 X 10"3 (4) 

where Pd =lifetime risk; q =cancer risk potency slope (.26 mg/kg-day)- 1 

(11); and D =chloroform dose(SLg/kg-day) 

Results and Discussion 

Breath analyses confirmed that a chloroform internal dose resulted from 
both dermal and i nha 1 at ion exposure during showering. The post-exposure 
exhaled breath concentrations ranged from 6.0 to 21 SLg/m3. Chloroform was 
not detected in any breath samples collected prior to a shower. The minimum 
detection limit (MDL) for the packed GC method for chloroform was 0.86 SL9/m3

• 

Using an estimate of the pre-shower breath concentration as one half the MDL, 
the chloroform body burden from a shower was 14 to 49 times higher than the 
background chloroform body burden. 

Chloroform was measured in the exhaled breath as a function of time after 
exposure. The initial study showed a linear increase in breath concentration 
with exposure duration in a sample collected immediately after an inhalation 
exposure (figure 1). The pre-ex~osure breath concentration of three subjects 
was again less than 0.86 SLg/m, while the post-exposure, exhaled breath 
concentrations were 15, 21 and 26 SLg/m3 for 5, 10 and 15 minute exposure 
durations, respectively. The air concentration in the model shower chamber 
was estimated to be 160 SLg/m3• It is hypothesi zed that there is a net 
absorption of chloroform by the body during showering since the exchange of 
chloroform between alveolar air and blood across the lung/capillary interface 
is based on an equilibrium process and the maximum breath concentration was 
below that in the air being breathed. However, since an equilibrium process 
exists, some of the previously absorbed chloroform could be expired during 
showering. The amount expired during shower should be estimatable using the 
linear relationship shown in figure 1, provided the body is not saturated 
with chloroform. Once the exposure ceased, the breath concentration 
declined. The concentrations after one hour were 1.8, 1.5 and 2.4 SLg/m3, for 
the 5, 10 and 15 minute exposures, respectively, and at or below the 
detection limit after two hours. 

To better define the elimination rate of chloroform, a series of breath 
samples were collected at frequent intervals following an exposure to 
ch 1 ori nated water. The chloroform breath concentrations measured after 
exposure to shower water were elevated above the pre-exposure concentrations 
of <0.4 SLg/m3

. The breath concentration was observed to decrease 
exponentially with time {figure 2). The chloroform breath concentrations 
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reached background 1 eve 1 s within two hours of the end of exposure. An 
estimate of the amount of chloroform exhaled was made by determining the best 
fit for the data, assuming that the breath concentration decay with time 
could be mathematically modelled using an exponential equation. The 
following equation was derived: 

C = 2_2 e-0.023T {5) 

where Cis the concentration (l'g/m3
) and Tis the post exposure time 

{minutes). Equation 5 was integrated between time equal zero and 120 
minutes, the time required for the exhaled breath concentration to the return 
to the background concentration. The time integrated concentration! 89 ~g
min/m3· was multiplied by the average breathing rate of 0.014 m/min to 
determine that a tot a 1 of 0. 99 ~-'g of chloroform ex pi red subsequent to 
exposure. To estimate the amount expired during the shower, the background 
chloroform breath concentration, 0.4 ,ugjm3

, and the highest breath 
concentration measured, 3.9 ~"g/m3 • were used as the two endpoints for the ten 
minute shower exposure. The upper concentration is an underestimation, since 
the first post-exposure breath concentration was measured more than 2 minutes 
following the shower and the breath conc~~ntration is expected to have 
decreased during that time interval. The integrated concentration 
determined, 22 ~-'g-min/m3 , was multiplied by the average breathing rate of 
0.014 m3jmin, to estimate that 0.30 ,ug was exhaled during showering. Thus, 
an estimated 1.3 ~-'g of the chloroform internal dose was expired as 
chloroform. 

The internal dose from showering results from both inhalation and dermal 
exposures. The inhalation exposure can be estimated from equation 1 using 
the chloroform air concentration measured during this experiment of 20 11g/m3. 
Thus the internal dose from inhalation exposure for the individual, who 
weighed 75 kg, was calculated to be 2.2 ,ug. The internal chloroform dose 
from dermal exposure was calculated using equation 2 to obtain a value of 2.0 
,ug. The total internal dose calculated from showering with water containing 
20 JLg/L ch 1 oroform is 4. 4 .u9. Therefore 30% of the internal dose was 
expired. This is within the lower end of the range observed by Fry et al. 
(10) from an ingestion of 0.5 g of chloroform, an exposure five orders of 
magnitude larger than in the present study. Their data indicated that the 
percent expired was inversely related to body weight, an indicator of adipose 
tissue content. The weight of the subject used in this study was close to 
the highest weight they reported, thus the subject should have expired a 
smaller percentage of chloroform than their norm, as was observed. This 
suggests that the percentage of chloroform expired unchanged, and by 
inference the amount metabolized, is similar across wide ranges of exposures 
and supports the validity of extrapolating health effects observed at high 
chloroform exposures to lower environmental exposures. 

To compare the internal chloroform dose from each exposure route, the 
mean water and air concentrations measure WE!re used. Equation 1 was solved 
using a shower air concentration of 160 ~-'g/m 3 to calculate a chloroform dose 
from inhalation exposure of 0.24 JLg/kg. lhe chloroform dose from dermal 
exposure, from equation 2 and a water concentration of 23 .ug/L, was 0.22 
119/kg. Thus, the chloroform dose from a shower {inhalation plus dermal) was 
estimated to be 0.46 ~t9/kg. Using the same water concentration, the 
estimated daily ingestion dose, calculated from equation 3, was 0.7 ~'g/kg for 
a 2 liter water ingestion and 0.05 JLg/kg for a 0.15 liter water ingestion. 
The daily chloroform dose from a shower was Jetween 0.7 and 9 times the dose 
from water ingestion. The total chloroform dose from a shower was, 
therefore, equivalent to or larger than the dose from ingestion. 
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The chloroform risk estimates are summarized by exposure type in Table 
1. The risk associated with exposure from a sin~le daily ten minute shower 
was estimated, from equation 4, to be 1.2xl0- (6.2x10- 5 for inhalation 
exposure and 6.0x10-s for dermal exposure), which is comparable to the risk 
from a daily 2-L water ingestion (1.8xl0-4

). The risk from a shower was 
approximately a factor of 10 larger than from ingestion daily of 0.15-L water 
ingestion {0.13x10-4). If one million people were exposed for a lifetime, 
the excess cancer risk would be 122 from a single daily 10 minute shower, 180 
from a daily 2-L water ingestion, and 13 from a daily 0.15-L water ingestion. 

Conclusion 
Individuals are exposed to chloroform from daily showers when using 

chlorine-treated municipal tap water. The chloroform body burden from a 
shower was estimated to be 14 to 49 times the background chloroform body 
burden, depending on the shower tap water concentration. The breath 
concentration rapidly returns to background values within two hours, with 
approximately 30% of the internal dose expired. Chloroform dose and cancer 
risk from a single, ten minute shower was equal to or greater than that from 
daily water ingestion. Hence, in situations where individuals are told not 
to drink water because it has been contaminated with VOC they should also be 
told not to shower or bath with the water. Furthermore~ the chloroform dose 
received from showers and from other uses of chlorinated tap water must be 
considered when agencies and health officials evaluate the quality of a 
chlorinated water supply. 
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Table 1 - Chloroform dose and the corresponding risk estimates 
for the chloroform water concentration of 24.5 ~g/L 

Exposure Type Risk Do~;e * 
(~g/k~1-day) (per million) 

Normal Shower 
Inhalation Exposure 0.24 62 

Dermal Exposure 0.23 60 
Total 0.47 122 

Water Ingestion 
2-L Ingestion 0.7 180 
0.15-L Ingestion 0.05 13 

* the dose was estimated based on one shower oer dav 

CHLOROFORM BREATH cmJCENTRATION 
AFTER INHALATION m~LY EXPOSURE 

B 
R 30 
E 
A 

"t T 
H 

20 

c H~ 0 
N 

':t 
c 
u 
G 
I 
m 0 10 20 30 •o 50 60 10 eo 90 

3 TIME (minutes) 

Figure 1 

CHLOROFORM BREATH CmJCENTRATION 
B AFTER 10 MINUTE SHOWER 
R 
E 
A s ,,---~-----~ 
T I 

H 4 J • 
I c 3 

0 
N 2 

c 0 • . 
u 
g oL-~-~~-~-
/ o 10 20 Jo 40 5o 6a 10 eo go 
m TIME (minutes) 
3 

. 1303/t • 13038 • 1503!\ 0 15038 

Figure 2 

993 .. 



COMPARISON OF INDOOR AND OUTDOOR ALDEHYDE CONCENTRATIONS 
DURING THE IACP ROANOKE, VIRGINIA RESIDENTIAL STUDY 

Roy Zweidinger and Alan Hoffman 
U.S. Environmental Protection Agency 
Research Triangle Park, NC 27711 

leslie Gage 
NSI Technology Services Corp. 
Research Triangle Park, NC 27709 

The U.S. EPA's Integrated Air Cancer Project (IACP) conducted a field 
study in Roanoke, Virginia during November 1988-February 1989. As part of 
this study, samples were collected in ten pairs of homes, each pair 
consisting of one home heated by oil and one heated by electricity or gas. 
Paired homes were located near each other and concurrent sampling was 
conducted inside each home and outside the one not heated by oil. Average 
concentrations of the major aldehydes inside homes with and without oil heat 
were similar and significantly greater than outside levels. A few homes 
exhibited a diurnal variation of indoor concentrations, but no consistent 
trends were observed among the homes on a daytime/nighttime, weekend/weekday 
or day of week basis. 

Introduction 

Between November 1988 and February 1989, the Integrated Air Cancer 
Project (IACP) conducted a field study in Roanoke, Virginia. This study was 
conducted in similar fashion to our previous study in Boise, Idaho during 
the period November 1986 to February 1987. In the Boise study the focus was 
on residential wood combustion and mobile sources while the Roanoke study 
includes residential oil combustion as an additional source. An overview of 
the Boise study and preliminary results were presented at a previous 
symposium1. 

The residential phase of the Roanoke study involved ten pairs of homes 
wherein one home had an oil heating system (IN:WITH) while the other was 
heated by gas or electricity (IN:W/0). Each week samples were concurrently 
collected from inside one pair of homes, outside the home without oil 
heating (OUTSIDE), and at three primary ambient sites. The primary sites 
included a mobile source site located adjacent to an interstate highway next 
to Roanoke's Civic Center {CIV), a general residential site located at 
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Morningside Park (MSP) and a background site located outside the city at 
Carvins Cove (COV). Samples were collected 7am-7pm and 7pm-7am every day at 
the primary sites and on Saturday through Tuesday at the residential sites 
to observe daytime vs. nighttime and weekend vs. weekday variations. 

Experimental Methods 

Aldehydes were collected on dinitl'ophenylhydrazine (DNPH) coated silica 
gel cartridges2 in duplicate (collocated). All sample flow rates were 
maintained using mass flow controllers. The DNPH derivatives of carbonyl 
species were eluted from the sampling cartridges with 5 ml of acetonitrile 
and analyzed by high performance liquid chromatography (HPLC). Two C-18 
columns (25 em x 4.6 mm) in series wen! emp.loyed using an acetonitrile/water 
gradient and detection at 360 nm. AldE!hyde identities were determined by 
retention time comparison with standards. 

Results 

The collocated samples were analyzed for about one half of the sampling 
periods of the residential study. The percent difference between ppb 
concentrations for the collocated samples averaged 2.85% for formaldehyde 
and 10.39% for acetaldehyde (indicating a contamination problem with 
acetaldehyde). Review of all field blanks ~evealed consistently low 
formaldehyde levels, while acetaldehyde levels varied in a random fashion 
with no correlation relative to sampling site or storage time between 
cartridge preparation and analysis. Comparison of blank cartridges stored 
at RTP, NC with those stored in Roanoke (and not taken out to sampling 
sites) showed elevated levels of aceta.Jdehyde for the Roanoke samples. This 
indicated some of the contamination observed in the blanks may have occurred 
in Roanoke during storage or during transpo~tation to and from RTP. 
Problems with acetaldehyde blanks or contamination has not been evident in 
previous IACP field studies or numerous other studies where we have employed 
the cartridge technique. The source of contamination is still under 
investigation. Because the contamination is of a random nature and blanks 
do not exist for every sampling period, the data presented here have not 
been corrected for the blank background. Based on a typical sample, the 
average acetaldehyde contamination is equivalent to 1.73 ppb (vjv). Acetone 
contamination was also evident, but this is typical due its ubiquitous 
nature. 

Table I gives the average aldehyde con:entrations observed during the 
residential study. Formaldehyde, acetaldehyde, and acetone account for 
about 90% of all the carbonyls measured. Except for a trivial difference 
for o-tolualdehyde, the average indoor concentrations are always greater 
than outside and indoor concentrations show little sensitivity to the type 
of heating employed. The problem with contamination from acetaldehyde and 
·acetone is readily apparent from the measurements made outside the homes, 
i.e. the acetone concentration is 4 times greater than formaldehyde and the 
formaldehyde/acetaldehyde ratio is 1.1. Formaldehyde/acetaldehyde ratios of 
2 are more typical which suggests the actual outdoor concentration of 
acetaldehyde may be about 1.1 ppb. In our previous IACP field study 
conducted in Boise, Idaho, the outside formaldehyde/acetaldehyde average 
ratio was 1.85 based on individual samples and average concentrations of 
formaldehyde and acetaldehyde were 4.40 and 2.38 ppb respectively3. Note 
that the average ambient formaldehyde concentrations observed in Boise are 
about twice those of Roanoke. Average formaldehyde concentrations inside 
Boise homes without wood stoves {16.3 ppb) Here similar to the homes in 
Roanoke without oil heating (16.9 ppb). Average formaldehyde concentrations 
inside homes with wood stoves in Boise (22.2 ppb) however, were higher than 
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those inside Roanoke homes either with or without oil heating. 

Figure 1 shows the average formaldehyde concentrations observed for the 
residential samples in Roanoke relative to daytime and nighttime while 
Figure 2·shows average concentrations (daytime+ nighttime) for each day of 
the week. In all cases, no significant trends were observed. Figure 3 
shows the average concentrations of formaldehyde, acetaldehyde and acetone 
for all ambient sites sampled in Roanoke for the Saturday-Tuesday period. 
Concentrations are similar for the residential outside (RES) and residential 
park (MSP) samples while the mobile source site (CIV) is slightly elevated. 
The background site (COV) shows reduced formaldehyde but is similar to the 
residential samples with respect to acetaldehyde and acetone, again 
indicating the contamination problem with these species. 

The formaldehyde levels observed for each sampling period inside and 
outside the homes without oil heating are shown in Figures 4 and 5, 
respectively. Mean concentrations are shown by the solid line while the 
dotted and dashed lines represent plus and minus one or two standard 
deviations, respectively. The first block in each group represents 
Saturday-daytime followed by Saturday-nighttime etc., the last block being 
Tuesday-nighttime. While an occasional day>night pattern is evident, e.g. 
week 9, there is no consistent pattern at the various homes studied. There 
is no correlation between cooking and or frying in the homes and the 
concentration of formaldehyde (and other aldehydes such as hexanaldehyde and 
acrolein) found. This may relate to the fairly long 12-hour sampling time 
relative to these activities and the effects being averaged over adjacent 
sampling periods. On the other hand, these activities may only be minor 
contributors to the overall concentrations observed. 

In the indoor and outdoor data plots, one statistically significant 
outlier is evident, i.e. week 4 for the outside samples and week 7 for the 
indoor samples. Outdoor samples were collected via a glass manifold located 
inside a trailer parked adjacent to the home without oil heating. Outside 
air was continuously pulled through the manifold and a portion of this air 
pulled through a smaller manifold where the outdoor cartridge samples were 
collected. A small leak in any of the connections between the glass 
manifold and the cartridges could result in contamination by air inside the 
trailer. The indoor samples had the cartridges located inside the home with 
all sampling pumps, etc. located in the trailer downstream of the 
cartridges. Any leaks in this system might result in reduced flow through 
the cartridges, but would not be a source of contamination. We have 
observed indoor concentrations similar to week 7 in previous studies and 
have no valid reason to reject these samples. Outdoor concentrations and 
air exchange rates appear to have little influence on observed indoor 
formaldehyde concentrations.4 Personal activities, home construction and 
furnishings appear to be the main variables which influence indoor 
concentrations. The outdoor concentrations observed for week 4 appear 
unrealistic and are harder to explain. (Mean values reported in Table I do 
not include these samples.) While the observed levels could be a result of 
some local point source, there is some indication that these outdoor samples 
may have been contaminated with indoor air due to a leak in the sampling 
system. For week 4, the outdoor samples have formaldehyde concentrations 
slightly greater than their corresponding indoor levels. Hexanaldehyde 
concentrations were also elevated relative to the indoor samples. In the 
Boise study, we did have a few elevated outdoor formaldehyde samples, but 
did not also see corresponding higher levels of minor species such as 
hexanaldehyde. We currently consider the week 4 samples atypical and will 
compare the aldehyde data to other gas phase samples, e.g. organic 
hydrocarbons, when that data becomes available. 
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Conclusions 

Average concentrations of most carbonyls were higher inside homes than 
outside with formaldehyde concentrations bE·ing 7 times higher indoors than 
outdoors. The indoor formaldehyde concentrations were similar in all the 
homes with one exception and no correlatior with heating systems, i.e., oil 
burners or gas and electric was found. In general, aldehyde concentrations 
indoors did not exhibit consistent diurnal or day of week trends. 
Activities of individuals, furnishings, etc. are likely the major factors 
affecting carbonyl concentrations in homes. Correlation of cooking 
activities with observed indoor aldehyde lEvels was not consistent. 
Contamination of field samples with acetalcehyde was observed, the causes of 
which are still being investigated. 

Disclaimer 

The research described in this paper has been reviewed by the 
Atmospheric Research and Exposure Assessment Laboratory, US EPA and approved 
for publication. Approval does not signify that the contents necessarily 
reflect the views and policies of the Agency nor does mention of trade names 
or commercial products constitute endorsement or recommendation for use. 
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Table 1 

Recovery of organochlorine pesticides from PUF 
using supercritical co2 

COMPOUND l RECOVERYa SO 

HCB 282 96.5 3.2 
Heptachlor 370 113.1 5.0 
Heptachlor Epoxide 386 99.8 2.3 
Oxychlordane 420 99.6 3.2 
gamma-Chlordane 406 111.6 6.8 
alpha-Chlordane 406 106.8 3.2 
trans-Nonachlor 440 106.5 9.0 
p,p_'-DDE 316 108.9 7.5 
Dieldrin 378 105.5 5.0 
Endrin 378 97.9 8.2 

aAverage of three extractions. The PUF plug was ca. 1 em 
diameter and 2.5 em long 
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Table I. IACP Roanoke residential study average aldehyde 
concentrations, ppb(vjv). 

COMPOUND OUTSIDE a 

Formaldehyde 2.26 
Acetone 9.51 
Acetaldehyde 1.91 
Unknowns 0.63 
Hexanaldehyde 0.03 
Propanaldehyde 0.20 
Butyraldehyde + MEKb 0.27 
Valeraldehyde 0.02 
Acrolein 0.1.1 
Benzaldehyde 0.05 
p-Tolualdehyde 0.01 
Iso-valeraldehyde 0.00 
Crotonaldehyde 0.02 
m-Tolualdehyde 0.00 
o-Tolualdehyde 0.01 
Total wjo acetone 5.72 
Total carbonyls 15.03 

a. Does not include data from 
b. MEK ; methylethylketone. 

1S 

14 

12 

10 

I I 

I 

4 

2 

D 

IN:WITH IN:W/0 

15.68 16.87 
12.86 12.57 
9.16 9.60 
1. 31 1.45 
1. 21 1. 09 
1.02 0.85 
0.45 0.64 
0.48 0.43 
0.50 0.38 
0.38 0.38 
0.11 0.11 
0.08 0.07 
0.09 0.06 
0.03 0.02 
0.00 0.00 

30.51 31.95 
43.38 44.52 

week 4. 

DAYnME NIGHTTIME 

Figure 1. Average formaldehyde concentations observed at 
residential sites during daytime and nighttime. 
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RISK CHARACTERIZATION OF NONCANCER HEALTH EFFECTS 
ASSOCIATED WITH INDOOR AIR POLLUTANTS 

Robert G. Hetes 
Terrence K. Pierson, Ph.D. 
Center for Environmental Risk and Geosciences 
Research Triangle Institute 
Research Triangle Park, North Carolina 

To date, risk characterization efforts associated ~ith indoor air poll
utants have primarily focused on carcinogenic risks. While cancer risks 
are an important concern, experience to date has shown that, related to 
indoor air pollutants, noncancer health effects may be more ~idespread and 
significantly affect the ~ork environment, worker health and performance. 
Sick Building Syndrome (SBS) has become a common problem attributed to 
volatile organic compounds (VOC), biological contaminants and other pollu
tants. SBS symptoms are noncancer in nature, emphasizing the importance of 
noncancer health effects from indoor air pollution. Very little work has 
been carried out in characterizing noncancer risks. Most effort has focus
ed on defining acceptable daily intakes or Reference Doses (RfD) rather 
than estimating incidence and severity of the wide range of effects within 
an exposed population. There are several significant differences between 
risk characterization for cancer and noncancer health effects. These diff
erences have significant bearing on the manner in which indoor air pollu
tants should be measured and exposures characterized. 

INTRODUCTION 

The objectives of this paper are to review the nature of characterizing 
noncancer health effects, identify implications of this risk character
ization on indoor air pollutant data and measurements, attempt a risk char
acterization for an example complex mixture of indoor air pollutants, 
assess the quality of available data on indoor air pollutants, and identify 
future research needs. 

NATURE OF RISK CHARACTERIZATION OF NONCANCER HEALTH EFFECTS 

Noncancer effects are assumed to have thresholds, and vary widely, 
typically having multiple endpoints, multiple target organs and multiple 
symptoms of varying intensity and severity. Coupled with the thresholds 
concept is the issue as to what constitutes an "adverse health effect", 
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The severity of effects vary greatly fJ:om a physiological response with no 
apparent effects in an individual as a whol<~, to a clinical response or 
disease, and finally to disability and/or death. »Adverse" effects are 
defined as any effects which result in fu.nc1:ional impairment and/or patho
logical lesions which may affect the pt~rfonnance of the whole organism, or 
which reduce an organism's ability to J:espond to an additional challenge. 1 

At low exposure concentrations, a homeoHtatic state occurs in which the 
organism has the ability to adapt to a mino:: insult with no change in over
all physiology, no physical effect is obser'Ted, though psychological or 
subjective changes may be perceived by an. individual. As concentration or 
dose .increases, a compensatory state i1J rea<:hed where functional impairment 
and subtle effects which are not adver11e ma:r occur without loss of overall 
integrity of the organism through some defense mechanism such as metabolic 
detoxification. As exposure or dose furthe:: increases, small portions of 
the populations exhibit adverse frank ~~ffects, where the dose has exceeded 
the body's compensatory or defense lim:lts and organ and system function is 
impaired, disease may be apparent. Whtm done is increased the incidence of 
adverse effects will increase, as will the ueverity of the effect observed. 
At some point, the entire population would ·~xhibit an adverse response, 
though there would be a distribution of sev·~rity of effects. The goal of 
noncancer risk characterization is to define the distribution of effects 
and severity of these effects within the population for the organ systems 
affected. 

The complexity of characterizing noncaneer health effects is 
exemplified by a condition commonly asHociated with indoor air exposures, 
Sick Building Syndrome (SBS), a common problem consisting of acute, 
nonspecific sensory irritation and otht~r sensory effects. The World Health 
Organization ( 1983) 2 defined SBS sympte>ms to include {1) eye, nose, and 
throat irritation, {2) sensation of dry mucous membranes, {3) erythema 
(skin irritation, redness), (4) mental fa.tique and headaches, (5) high 
frequency of airway infections and cough, (6) hoarseness and wheezing, (7) 
itching and unspecific hype~sensitivity, and (8) nausea and dizziness. The 
variety of endpoints is apparent in this condition, affecting multiple 
organs (eye, respiratory etc ••. ) with varying severity (eye irritation to 
unspecific hypersensitivity). 

IMPLICATIONS ON RISK CHARACTERIZATION 

This multi-dimensional nature of noncanc:er health effects has impli
cations on all components of the risk eharac:terization process. As stated 
above, the goal is to define the distribution of effects within a popu
lation. for several organ systems for vnrioun levels of severity. Each of 
the organ systems would have a threshold for each of the adverse effects. 
Thresholds are both time and concentration dependant, as concentration 
increases response time is decreased. Appearance of noncancer effects may 
be immediate or delayed, and either permanent or transient. To 
characterize effects, most efforts to date have focused on the use of 
thresholds for effects from long-term E!Xposures and to define protective 
exposure levels (i.e., RfD) for such exposu1~es rather tllan specific dose
response functions. In theory, threshc1lds could be determined for a range 
of effects for specific exposure patterns such as acute, short-term and 
long-term exposures, not just for long duration exposures. However, even 
the simplified approach of using thresholds presents problems for risk 
characterization. Average lifetime ex:posun:s are inadequate for comparison 
to acute and short-term thresholds. Gr·eate1· detail is required in defining 
dose, exposure, and pollutant concentn.tion. Peak and cumulative values, 
in addition to an overall average, are requtred for comparison to the 
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appropriate threshold levels. This is especially important considering 
most indoor pollutant exposures are transient with varying concentration. 

Individual exposures in the indoor environment are heavily influenced 
by the time individuals spend in particular microenvironments and the 
activities they are engaged in while in those microenvironments. The 
timing of an exposure is important when concentrations are variable over 
time, as in the decay profile of offgassing from new building materials. 
Likewise, activities are important in that it may result in very high 
transient exposures {e.g., the use of consumer cleaning products) or affect 
dosimetric factors (e.g., increased breathing rate associated with physical 
activity) which may increase the effective dose. 

Each microenvironment has its own concentration profile, peak, and 
average concentration. Actual overall exposures are the aggregation of all 
individual microenvironment exposures. An overall average exposure level, 
aggregated over all microenvironments, does not allow for comparison of 
peak exposures, from individual microenvironments, to relevant thresholds. 
Therefore greater detail is needed in characterizing pollutant concentra
tion and time activity patterns for several common microenvironments. 

APPLICATION TO AN EXAMPLE COMPLEX MIXTURE 

Table 1 presents an example complex mixture of VOCs identified as major 
pollutants in a problem building. Employees experienced increased health 
complaints following building renovations which included painting and in
stallation of carpets and office partitions. Sampling of the work environ
ment indicated a typical indoor air quality problem, multiple compounds at 
low concentrations. Actual ambient sampling data were limited and incon
sistent, for both constituents and their concentrations. 

The data in Table 1 are from direct sampling and model estimates. The 
first seven compounds were identified as major constituents in carpet 
offgas. The values are from samples taken from new carpet of the same 
batch stored in a warehouse. As offgassing emissions from new products 
tend to decay with time, these measurements are assumed to be maximum 
exposure levels. The remaining three compounds have been associated with 
office partitions and other materials using particleboard. The expected 
ambient concentration estimates of the three compounds attributed to office 
partitions as a source were calculated based on chamber studies to 
characterize emissions rates, and a model which considers environmental and 
ventilation conditions. 3 The values in the table are assumed to be worst
case {at 0.1 air changes per hour, ACH). These 10 compounds and their 
respective concentrations will be used to attempt a risk characterization 
for this complex mixture. 

IDENTIFICATION OF HEALTH EFFECTS 

Initial efforts focused on identifying the possible health effects 
associated with the compounds identified in Table 1. A search was made in 
the College of Medicine's database, TOXNET, for each of the compounds in 
the following fields: human toxicity excerpts; populations at special risk; 
absorption, distribution, and excretion; metabolism/metabolites; biological 
half-life; mechanisms of action; interactions; and threshold limit values 
(TLV). Only noncancer health effects which have been reported for humans 
were recorded and summarized for the following organ/systems, eyes, nose, 
respiratory, central nervous system, blood, skin, as well as a miscell
aneous category. As an example, the summary matrix for the central nervous 
system is presented in Table 2. The designation of an X within a cell 
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TABLE 1. VOLATILE ORGANICS FOUND IN EXAMPLE COMPLEX MIXTURE 

Compound Concentration~l* Method Value 

Toluene 13.0 - 22.0 GC/MS, GC/FID Peak 
Ethylbenzene 3.7- 4.6 GC/MS, GC/FID Peak 
Xylene 4.6 - 8.6 GC/MS, GC/FID Peak 
Styrene 31.0 - 33.0 GC/MS, GC/FID Peak 
Cumene 4.1 - 6.9 GC/MS, GC/FID Peak 
4-Phenylcyclohexene 70.7** GC/MS, GC/FID Peak 
Dichlorobenzene 18.0 - 68.0 GC/MS, GC/FID Peak 

Formaldehyde 61. 0*** Chamber, Model Worst-case 
Acetaldehyde 15.0*** Chamber, Model Worst-case 
Acetone 55.0*** Chamber, Model Worst-case 

* Range of concentrations represent the values from GC/FID and GC/MS. 
Measurements made on new stored materials and are assumed to represent 
the maximum exposure levels. 

** 4-PCH concentration from GC/FID, presen~e confirmed but no 
concentration quantified on GC/MS. 

***Predicted concentrations at 0.1 ACH due to other building materials 
(office partitions) using a model devebped by the EPA, Air and Energy 
Engineering Research Laboratory (AEERL). 

Source: *USEPA, Internal memo from Burchett·a and Singhvi toT. Fields, 
dated 5/22/88. 

***USEPA, Internal memo from Tichenor to D. Weitzman dated 8/25/88 

indicates that effect has been reported in humans for a given compound. An 
asterick by the effect listing indicates that that particular effect was 
reported in the problem building. The information in the Table is not 
exhaustive, but illustrative of the range of possible effects due to a 
particular compound. The absense of an X d!)es not imply the effect is not 
possible, only that it has not been reported in TOXNET. This method is 
qualitative and limited by the availability of toxicological or epidemio
logical data for specific compounds. It sh1>uld also be noted that the 
exposures for which effects were report:ed in TOXNET were typically occupa
tional, at exposures significantly higher than that found in the indoor 
environment. While limited, this method is useful in identifying the range 
of probable effects and in identifying part:lcluar compounds of concern. 

To introduce a quantitative element to t:he risk characterization, the 
observed concentrations were compared to two connnon thresholds, Threshold 
Limit Values (TLV) and odor thresholds. Thl~ TLV is intended for use in 
occupational settings and is not intended for application to the general 
public. However, it is an easily recognized standard that is widely used 
to establish indoor and outdoor exposure linits and does provide a gross 
appraisal of possible health effects. Odor thresholds may play an impor
tant role in indoor air quality problems. ~;ome hypothesize that odors may 
be either bringing attention to otherwise ignored symptoms, association of 
the source of odors as the source of the symptoms, or leading to symptoms 
directly. 4 TLVs and odor thresholds have been found for all compounds 
except 4-phenylcyclohexene ( 4-PC) for v.rhich only an odor threshold has been 
defined. These are presented in Table 3. Observed concentrations were 
several orders of magnitude lower than thei!· respective TLVs, and odor 
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Table 2: SUMMARY OF REPORTED NONCANCER HEALTH EFFECTS DUE TO INDOOR AIR 
POLLUTANTS COMPRISING THE MIXTURE 

EFFECT COMPOUND 
AcA ACE CUM DCB EtB FOR STY TOL XYL 

CENTRAL NERVOUS SYSTEM 
Tinnitis X 

Headache X X X 

* Dizzines X X X X 

* Depression X 

* Fatigue X 

* Confusion X X X 

Dr-owsiness X X 

Vertigo X X X X 

Slowed Reaction Time X X 

Intoxication: Euphoria X 

Exhileration X X X 

Boastful., talkative X 

Incoordination (ataxia) X X X X 

* Anasthesia X X 

Edema X 

Weakness X X X 

* Effects Reprted Associated With The Example Complex Mixture 

thresholds were exceeded for three compounds, acetaldehyde, formaldehyde, 
and 4-PC. This approach can be expanded to any effect which has an 
identified threshold. 

The efforts described above have focused on assessing the toxicity of 
individual compounds. Indoor air exposures are typically mixtures, as in 
the example complex mixture, so it is desirable to develop some method to 
assess the toxicity of a mixture rather than just for the individual 

Table 3: COMPARISON OF OBSERVED CONCENTRATIONS TO TWO EXAMPLE THRESHOLDS 

Acetaldehyde 
Acetone 
Cumene 
Dichlorobenzene 
Ethylbenzene 
Formaldehyde 
Styrene 
Toluene 

Maximum 
Obs. Cone. (ppm) 

0.015 
0.055 
0.0069 
0.068 
0.0~46 
0.061 
0.033 
0.022 
0.0086 
0.072 

Xylene 
4-Phenylcyclohexene 
* Source: Ruth, 1986.5 
** Source: Unpublished reports 
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TLV (ppm) 

100 
750 

50 
75 

100 
1 

500 
100 
100 

Odor Threshold*(ppm) 

0.00011 - 2.3 
19.675 - 668 
0. 008 - 1. 3 
2.0 - 30 
2.0 - 200 
0.05 - 49 
0.047 - 200 
2.14- 70 
0.08 - 40 
0.001 - 0.01** 



components. Based on a review of suggested EPA approaches 6 and others 
:?reposed in the literature, an approach of using mixture index values has 
)een applied. Several options for these mixture index values have been 
identified and include: (1) Hazard Index, (2) Margin of Exposure, (3) 
J\dditivity (with Relative Potency), (4) Response Addition, (5) Comparative 
:Potency and Toxicity Equivalent Factors, (6) Total Organics (or by Chemical 
Class), (7) Indicator Compound Concentrations, (8) Interactions, and (9) 
Tiered Appr-oach. 

The hazard index, margin of exposure, and additivity assume additivity 
of effects, and involve the summation of health effects for individual com
pounds. Comparative potency is different in that the toxicity of the mix-
1:ure is assessed directly without attention to individual components. Com
parative potency is based on the assumption that animal bioassays are appli
cable to human health prediction and mixtures are compared based on bioassay 
:cesults. 7 The total chemical class approach assumes little difference in 
:~elative potencies between compounds with the same chemical characteristics. 
The indicator compound approach assumes that a single compound is indicative 
or responsible for a large fraction of total health effects. Interactions 
:ls a formal approach for addressing the physiological effects individual 
compounds have on one another, either synergistically or antagonistically. 
The tiered approach integrates elements of previous approaches. It would 
have a ceiling threshold to protect against a severe (clinical) effect, and 
ll dose-response component to estimate the distribution of less severe 
1!ffects at concentrations below the ceiling threshold. 

Two mixture index value approaches have been applied to the example 
(:omplex mixture, the hazard index (HI) and margin of exposure (MOE). These 
:lndexes and their application to the complex mixture (for those constituents 
••ith EPA verified inhalation RfDs) are described in Table 4. MOEis have 
been calculated for these compounds and are all within an order of magnitude 
of each other, and are several orders of magnitude lower than their 
j~ndividual no observed adverse effects level (NOAEL). For a mixture, the 
HOE is sum of the MOE1 for the individual constituents for a given target 
organ. Individual MOE1 should only be summed for the same target organ 
s:ystem. A MOE1 for the central nervous system (MOEcns> was calculated 
s1umming the MOEis for the 3 compounds having a NOAEL for the central nervous 
s:ystem, The MOEcns was calculated as 0.00443. This is interpreted as the 
exposures are about 0.4% of the "threshold value for the mixture". 

The hazard index approach ig the most commonly applied method for 
r,oncancer effects from mixtures. Values exceeding 1 indicate that the RfD 
r..as been exceeded. The Hii values calculate1 for those 5 compounds having 
verified inhalation RfDs vary from 0.032 for toluene to 3.056 for cumene. 
This is interpreted as toluene exposure is at about 3% of the RfD, while 
cumene exposures are more than 3 times the RED level. Cumene exposures are 
predicted to exceed the RfD. However, before any conclusions are made it 
should be noted that cumene has a high uncer~ainty factor (10,000) and a low 
confidence designation. Therefore in reviewlng the mixture and relative 
importance of each constituent and in the overall index value these factors 
should be considered. 

An overall mixture Hazard Index was calculated for the central nervous 
system (Hicns>· The value of 3.184 indicates that the exposure is more than 
3 times the estimated "mixture RfD". Howeve=• it should be noted that the 
cumene which, as described above, has the highest uncertainty and lowest 
confidence designation, contributes about 96:' to the overall index value. 
Therefore this uncertainty should be included in any interpretation of this 
index value. While there is significant uncertainty in the RfD, this is the 
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only method which predicts or substantiates some health (CNS) effects for 
the example mixture. 

CONCLUSIONS 

In reviewing the application to the example complex mixture it can be 
concluded that the data are preliminary and limited, with compounds and 
effects identified. The data have been shown to be adequate in defining 
peak pollutant concentration levels and for subsequent comparison to some 
threshold values. However, existing data are inadequate to define actual 
exposures and dose and subsequent use of dose-response relationships. 
Existing data was also inadequate in that only 5 of the 10 compounds had 
verified inhalation RfDs which limited the use of the mixture index 
approaches. Concentration profiles were also nonexisting prohibiting the 
calculation of actual exposures and dose. It was not known if all compounds 
were present at their respective maximum concentrations simultaneously. It 
is also not known whether the sampling taken from the stored ~irgin material 
actually represents the peak concentration, actual peak may be higher to 
increased emissions due to increased surfaces area exposed. To apply the 
mixture index values, concentration profiles for each chemical in the 
mixture should be used for the same time period. Exposure to peak 
concentrations different chemicals at the same time versus different times 
will give different index values. 
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TABLE 4. INDEX APPROACH EXAMPLES 

Study 
Species 

Rats 

Rats 

Rats 

Hlmm 

Hlmm 

Organ/Effect 

Histopathological 
dumges in resp. tract 

CNS, nasal irritaticn 

Urinary I?rotein rutrut 
.incr. hver, kidney wts. 

CNS (Dizz. headache) 
eye, nose irrit. 

rns, irritatim 

M:lrgin of Ex{nsure (ME) 

MJE i = Obs • Ceo:: ./N:lAEL 

I 
(ME)! 

0.00227 

I 0.00294 

0.00384 

0.000425 

I 0.00106 

e.g. M:lfa.ls = I: M:lEi 

KlF(:Ns = M)Ea.M + MJETOL + MJExYr, 

= (0.00294) + (0.000425) + (0.00106) 

<KE>rns ... o. 00443 OOserved thresmld level -> 0.4% of 

I 
l1F 

3,000 

1 1o,ooo 

100 

100 

I 100 

RfD 
lfl!)m3 IP> Coo£.1 

0.04 22 M/L/L 

0.009 1.8 L/L/L 

0.7 115 H/M/M 

2.0 533 M/M/M 

0.3 69 M/M/M 

Hazard In:Jex (HI) 

lUi = Obs. Cooc./RfD 

Hii 

0.682 

3.056 

0.374 

0.032 

0.096 

(\-.here RfD = NJAEL/UF) 

e.g. Hirns = r lUi 

HJrns = HiaM + HITOL + HIXYJ... 

= 3.056 + 0.032 + 0.096 

HI(H) ,.. 3.184 »1 
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Abstract 

Benzene is often the main chemical of concern associated with gasoline 
residues in soil. Occupants of buildings constructed on gasoline
contaminated soil may be exposed to significant indoor air concentrations 
of benzene vapor emitted from soils underlying building foundations. This 
paper describes a screening-level approach for evaluating the potential 
hazards associated with inhalation of indoor benzene vapor emitted from 
building foundation soil. A combination of two predictive models is used 
to derive an upper-bound estimate of the airborne benzene concentration 
inside a structure built on gasoline-contaminated soil. First, the benzene 
vapor flux from the soil is estimated using the known or estimated soil 
benzene concentration and Farmer's steady-state model. The benzene 
concentration inside the building is then estimated using a simple 
diffusion-ventilation or "stirred-tank" model. The variables used in this 
model are the benzene generation rate in indoor air and the building's 
ventilation rate. The benzene generation rate is the product of the 
predicted benzene flux and the total area of openings in the foundation that 
allow entry of gaseous benzene into the building. The minimum ventilation 
rate is estimated using building code requirements. Uptake of benzene by 
building occupants and the attendant theoretical excess cancer risk is 
estimated using standard factors for exposure and risk prediction. 
Predictive modeling approaches such as those used in this assessment are 
useful tools for conducting screening level health risk assessments when 
cost or time constraints preclude the measurement of vapor flux andjor 
airborne chemical concentrations. 
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Introduction 

The leakage of volatile liquids from -underground storage tanks is a 
significant environmental problem. Because many substances stored in these 
tanks contain chemicals considered to be hazardous to human health, leaks 
draw concern from the public and envi:conmental regulatory agencies. 
However, the occurrence of a chemical spill or leak alone is not enough to 
pose a health threat to the public. An accurate evaluation of the potential 
for an underground tank leak to actually pose a significant health threat 
to the public involves an assessment of the magnitude and extent of the 
contamination, the toxicological properties of the agents, and the potential 
degree of human exposure. Environmental n!gulatory agencies often require 
that a risk assessment be conducted in order to ensure that no threat to 
public health exists or will exist as a consequence of environmental 
contamination, such as that produced by an underground tank leak or spill. 

In this paper, an underground gasol:l.ne spill that occurred in Southern 
California was evaluated. A developer '"anted to build a "fast food" 
restaurant on the site having gasoline contaminated soil. There was a 
concern regarding the possibility for the ehemicals to migrate through the 
soil and the building foundation, contaminating the air inside the 
restaurant. Inhalation of vapors is the only pathway of exposure considered 
since no human contact with the soil or groundwater is expected to occur. 
For the sake of simplicity, benzene is the only chemical considered in this 
example, however, the screening risk assessrr.ent methodology presented herein 
can be applied to other chemicals, with the appropriate consideration of 
their volatilities (diffusion coefficients) and potencies. The approach 
employed here can also be applied to similar spills at other sites, with the 
careful consideration of differing site-specific information. 

Due to time constraints and the relatively lew levels of volatile organic 
compounds (VOCs) detected in the soil, a screening-level assessment of the 
potential health risks associated with f.nhalation of benzene vapor is 
deemed to be sufficient for initial evaluation. The screening methodology 
involved using the combination of two predictive models: one for estimating 
the benzene vapor flux from the contaminated soil, and one for estimating 
the attendant airborne benzene concentrations inside the restaurant. The 
latter prediction involves the use of several assumptions regarding the 
potential for chemical vapor to penetrate building foundations and the 
ventilation standards for commercial structures. Finally, estimates of 
carcinogenic health risks associated with uxposure to the estimated indoor 
airborne benzene concentrations are calculated using standard factors for 
exposure and risk prediction. 

Experimental Methods 

Modeling Benzene Vapor Emissions 

Although direct measurement of vapor flux from area sources contaminated 
with volatile organic compounds (VOCs) i:; possible they are not always 
feasible or cost-effective. However, predictive models are available for 
estimating gas emission rates from areas contaminated by losses of VOCs from 
spills, leaky underground storage tanks, pipelines or surface impoundments. 
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Such predictive models are useful when project cost or time constraints 
preclude direct measurement of vapor flux, or when rough "upper-bound" 
estimates of flux are sufficient. 

Farmer's model is used to predict the benzene vapor flux from the 
gasoline-contaminated area. This mathematical model is based on vapor-phase 
diffusion, as described by Fick's First Law of molecular diffusion. Vapor 
phase diffusion is the dominant mechanism for the transport of volatile, low 
solubility chemicals through the vadose (unsaturated) zone. The model was 
developed for estimating chemical emission rates from covered landfills 
without internal gas generation. It was validated in a laboratory using 
industrial landfill soil contaminated with hexachlorobenzene. The model is 
used to predict the movement and steady-state vapor loss rates of chemicals 
from landfills. The predicted non-decreasing emission rate is generally an 
overestimate because it disregards decreases in soil contaminant 
concentrations due to volatilization, leaching, and/or biodegradation. 
Farmer's equation is as follows (Farmer, 1980): 

F = ID\ tp 10/3;p 2\ IC - c \ 
~A TOT~G--o-L 

where: 

where: 
b 
p 

L 

L 

Vapor flux from the soil surface (mgjsec-cm2), 

Vapor diffusion coefficient in air at 25oC (cm2jsec), 
Volumetric air content of soil (cm3 a~ /cm3 soil), 
Total soil porosity (cm3air + ~o~ater /em soil), 
1 - (b/p) 

Dry soil bulk density (gdry soil;cm3soil); and 
Soil particle density (assumed to be 2.65 gjcm3). 

Concentration of chemical in soil vapor below cover 
(mgjcm3air)' 
Concentration of chemical at soil surface. (mgjcm3air). 
Assumed to be zero. 
Thickness of clean soil cover (em). 

Estimating Benzene Concentration in Soil Vapor 

In order to employ Farmer's model in estimating the benzene vapor flux 
from soil, the concentration of benzene in the soil vapor must be 
determined. An approach to estimating the chemical concentration in the 
soil vapor given its total concentration in soil is suggested by Jury et. 
al. (Jury et. al, 1983), and is utilized in this report. Jury's approach 
is based on the fact that the chemical resides in a combination of the 
vapor, liquid, and solid, or adsorbed, phase, and it focuses on 
determining how a given quantity of chemical will partition between these 
three phases. Jury uses Henry's law for liquid-vapor partitioning and a 
linear equilibrium sorption isotherm for solid-liquid partitioning. The 
following equation relates the total chemical concentration in the soil to 
its vapor phase component: 

Chemical concentration in vapor phase (mgchem /cm3 air) 
Total chemical concentration in soil (mgchem /cm3 soil) 
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where: 
b 

~ 

Gas partitioning coefficie~t that gives ratio of 
chemical concentration in -v-apor phase to total 
concentration (cm3airlcm3soil) 
bKuiKH + p LIKH + p A 

Dry soil bulk density (gdr soillcm3
50 il), 

Slope of the chemical's adsorption isotherm of the 
distribution coefficient (mllg) 
(F oc) (Koc) 

where: 
F· oc 
Koc 

Fraction of orga~ic carbon in the soil 
Chemical's organic carbon distribution 
coefficient (mll~) 

Chemical's dimensionless Henry's Law constant 
( 3 I 3 ) cmliquid cmair 
Volumetric moisture C·:>ntent of soil 

(cm
3

liquid lcm
3
soil) 

Volumetric air content of soil (cm3air lcm3soil) 

Predicting Airborne Benzene Concent:ration in Indoor Air 

The indoor benzene concentration under tr.:msient conditions may be 
approximated by the following mass balance relationship: 

the rate of change of the mass 
of benzene in indoor air 

generation rate - removal rate 

This relationship is represented mathematically by the following 
differential equation: 

"'rhere: 
v 
c 
t 

G 

where: 
F 

A 
Q 

M.Y..U 
dt 

G - Qc 

Volume of building (m3
) 

Indoor air concentration of contaminant (mglm3 ) 
Time (hours) 
Generation rate of chemical in indoor air (mglsec) 
F X A 

Benzene vapor flux predicted by Farmer's model (mglsec
cm2) 
Total area of openings in building foundation (cm2) 

Ventilation rate in building (mjlsec) 

The above differential equation can be solve1 for c(t) to obtain: 
c:(t) = (G- Ge·Ct/v) I Q, which, at steady state, reduces to c = GIQ. 

To estimate the generation rate of benzene in indoor air, it was 
c.ssumed that the amount of benzene vapor whi~h will diffuse through the 
building foundation concrete is negligible ~n comparison with the benzene 
vapor which will enter the building through Jpenings in the foundation. 
This assumption is based on a study by Zapahc (1983) in which he showed 
that this was true for radon diffusion throu3h concrete. The benzene 
generation rate in indoor air, then, is simply the product of the benzene 
vapor flux predicted using Farmer's model an1 the aggregate area of all 
openings in the building foundation (e.g. cr:~cks, floor-wall joints, loose 
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fitting pipes, weeping tiles). The average California home has 2-10 cm2 

of openings per m2 of floor area, and the values in this range are greater 
than the estimated leakage area for commercial buildings (Grimsrud et al., 
1983). Therefore, this assessment uses the lower limit of the range for 
homes in California, 2 cm2 per m2 of floor space. 

The ventilation rate for the proposed restaurant was assumed to be 7 
ft3jmin per person inhabiting the building. This rate is suggested as a 
minimum ventilation rate by the American Society of Heating, 
Refrigerating, and Air-Conditioning Engineers (ASHRAE) for fast food 
restaurants in which smoking is not permitted. If smoking is allowed, a 
5-fold increase in the ventilation rate is required. These ASHRAE 
standards are used in the building codes of 45 states in the U.S. (ASHRAE, 
1981). The proposed restaurant will have an occupancy of 14 persons, 
resulting in a minimum ventilation rate of 98 ft3jmin or 0.046 m3jsec. 

Estimating Carcinogenic Risk Associated with Inhalation of Benzene 

The incremental lifetime cancer risk associated with exposure to 
airborne benzene vapor inside the proposed restaurant is estimated using 
the following equation: 

RISK Indoor Air Concentration (~gjm3 ) x Unit Risk Value (~gjm3 )- 1 

The Unit Risk Value (URV) for inhalation is a chemical-specific value 
derived from the chemical's inhalation potency factor. The URV is defined 
as the risk posed by inhalation of air containing 1 ~gjm3 of the chemical. 
It assumes a breathing rate of 20 m3jday, a body weight of 70 kg, and a 
lifetime of constant exposure. Since no one is expected to spend their 
entire lifetime in a restaurant, this approach adds another layer of 
health-conservatism to this screening-level assessment. 

Results 

Based on soil characteristics measured at the site and chemical
specific parameters for benzene, the flux of benzene vapor from soil was 
predicted to be 2.9 x 10- 8 mgjsec-cm2 , using Farmer's model. Based on 
this upper-bound flux estimate, and the fact that the floor area of the 
restaurant will be 74 m2• the generation rate of benzene vapor in the 
indoor air of the restaurant is calculated as follows: 

c FA/Q 

0. 09 3 Ji.g/m3 

The inhalation URV for benzene is 8.3 x 10-6 (JI.gjm3 )- 1 (SHEAS, 1989), 
which results in a incremental lifetime cancer risk of 7.7 x 10-7 or 7.7 
in 10 million. 

Conclusions 

In this screening analysis, an upper-bound for the potential cancer 
risk posed by indoor benzene vapor emitted from gasoline-contaminated soil 
underlying a proposed restaurant was evaluated. Because the building in 
this case study had not been built yet at the time the risk assessment was 
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required by a regulatory agency, a predictive method was used to estimate 
the worst-case indoor airborne benzene concentration. The indoor benzene 
concentration was based on the benzene emission rate from the soil 
underlying the building foundation, which, due to time and cost 
constraints, was also estimated using a predictive tool. The estimated 
vapor flux from soil was also an upper-bound prediction. 

Predictive models such as the ones used in this study are very useful 
tools for the risk assessor, because cost and/or time constraints often 
preclude the measurement of chemical concentrations in environmental 
media. Also, some chemicals may pose a health threat at levels which are 
not detectable using currently available monitoring procedures, so 
predictive modeling may be the most feasible way to evaluate the potential 
for environmental contamination to threaten public health. 

The incremental lifetime cancer risk associated with exposure to the 
benzene vapor inside the restaurant was calculated using standard 
inhalation exposure assumptions and a risk prediction factor for benzene 
suggested by the EPA. The calculated risk is certainly an upper bound for 
the potential incremental cancer risk posed by benzene emissions from the 
gasoline-contaminated soil. The carcinogenic risk estimate was 7.7 
increased cancer risks for every 10 million people exposed to the benzene 
vapor. Any risk lower than 1 in 1 million is traditionally considered to 
be an insignificant risk by environmental regulatory agencies (Young, 
1987). 

This assessment is a screening analysis that is likely to greatly 
overestimate the actual levels of human exposure. Its purpose is to 
determine whether the site warrants additional study to more accurately 
estimate the true risks. Since the calculated risk level was so low, it 
is clear that a more detailed analysis is not necessary. In summary, this 
analysis shows that modeling can be a useful tool in screening assessments 
of contaminated soil. 
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A REVIEW OF THE ACCURACY AND PRECISION OF THE TOXIC AIR 
CONTAMINANT MONITORING PROGRAM OF THE CALIFORNIA AIR RESOURCES 
BOARD 

Catherine Dunwoody and Robert Effa 
Monitoring and Laboratory Division 
California Air Resources Board 
Sacramento, CA 

The California Air Resources Board (CARS) operates a 20 
site air monitoring network to measJre ambient levels of toxic 
air contaminants (TAC). The network has been in operation 
since 1985. Gaseous samples are collected over a 24-hour 
period using a low volume gas sampler designed by CARB. The 
samples are transported to the labo~atory for analysis. 
Several routine checks are used to 3Ssess the accuracy and 
precision of this system, and to ensure that data of the 
highest possible quality are produc~d. The results of several 
quantitative measures used to assess the quality of the data 
are presented in this paper. 

In 1988, the CARB staff initiated a performance audit 
program which is designed to test t~e accuracy and precision 
of the overall sampling and analysis system for gaseous TACs. 
The audit procedure involves introd~cing an audit sample 
directly into the intake probe of t~e sampler. Results for 
the most recent year of these "throJgh-the-probe'' audits show 
that, on average, the monitoring system is unbiased for 8 of 9 
compounds. Several individual audit results are in error by 
up to 70%, although the majority (70S) of the results are 
within± 20%. The average precisio~ for all compounds is 
± 40%. The individual estimates of precision for 6 of 7 
compounds compare well with the precision estimates derived 
from ambient collocated data. 
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Introduction 

The California Air Resources Board's (CARB) monitoring 
network for gaseous toxic air contaminants (TAG) consists of 
20 siies where 24-hour samples are collected twice each 
month . Samples are collected using a low volume sampler 
designed by GARB. From 1985 through 1989, Tedlar bags were 
used as the collection media. Beginning in 1990, 6 liter 
Summa polished canisters are used to collect samples. Samples 
are transported to the laboratory for analysis of 10 
compounds. In 1988, a "through-the-probe" audit system was 
implemented to test the accuracy and precision of the entire 
gaseous TAC sampling, transportation and analysis procedure. 
The audits are conducted annually at each of the sites in the 
TAG monitoring network. The results of through-the-probe 
audits yield information regarding the quality of the ambient 
TAC data produced. 

Configuration and Operation of the Audit System 

The through-the-probe audit system (Figure 1) consists of 
a pure air source (Aadco 737 pure air generator plus a methane 
reactor), a gas cylinder containing Research Triangle 
Institute (RTI) certified concentrations of TAGs, and a 
dilution system (a modified Dasibi 1009 MC). The dilution air 
generated by the pure air source has been analyzed by GC/MS 
and GC/ECD-PID and is well within GARB's laboratory criteria 
for clean air acceptability. The Dasibi 1009 MC was modified 
by replacing all sample lines and fittings with cleaned 
stainless steel parts, removing the large mixing chambers and 
enclosing the mass flow controllers in an insulated chamber 
with a heater to minimize potential wall effects. The mass 
flow controllers are certified every three months against a 
National Institute of Standards and Technology (NIST) 
traceable primary flow standard. The development of the 
through-t~e-probe audit method is described in more detail 
elsewhere . 

The output of the dilution system is directed to the 
i n 1 e t of t he 1 ow v o 1 u m·e t o x i c s s amp 1 e r ( X on tech Mod e 1 9 1 0 ) for 
a 24-hour period. The sample is collected and transported to 
the la~oratory for analysis in the same manner as an ambient 
sample . The audits are performed on routine TAG sampling 
dates, so the laboratory is not aware that the sample is an 
audit until after the analysis is completed. 

Most of the through-the-probe audit data available to 
date is from audit samples collected in Tedlar bags. CARB is 
currently in the process of switching to 6 liter canisters as 
the collection media for TAC samples. Several audits have 
been conducted at sites which have initiated canister 
sampling, but currently there are insufficient data to 
characterize canister samples. Results for audits using 
canisters are not included in this paper. 

Nine of the ten compounds monitored are included in the 
audit cylinder. They are methylene chloride (DCM), chloroform 
(CHC13), carbon tetrachloride (CC14), ethylene dichloride 
(EDC), 1,1,1-trichloroethane {TCEA). ethylene dibromide (EDB), 
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trichloroethene (TCE), perchloroethylene (Perc) and benzene. 
Although ambient TAC samples are analyzed for 1,3-butadiene, 
this compound is not included in the TAC cylinder currently 
used for through-the-probe audits. 

limitations and Assumptions of ~Audit Procedure 

The gas cylinder used for the through-the-probe audits 
can be diluted to a wide range of air to gas ratios. However, 
the relative concentration of the TACs is the same for each 
audit. Additionally, the audit cylinder is a pure mixture of 
the nine compounds listed above. Therefore the audits do not 
account for matrix effects which may affect ambient data. 
When the audit results are used to represent the quality of 
ambient data, it is assumed that the ambient matrix does not 
substantially affect the TAC results. 

Another assumption essential to an analysis of the audit 
results is that each site is indistinguishable from any other 
site regarding the monitoring equipment and the way it is 
operated. Since the goal of the program is to audit each site 
annually, only one or two audits are currently available for 
each site. The assumption makes it possible to group the 
individual results into the same population. It is a 
reasonable assumption since precautions have been taken to 
ensure that common equipment is used and a common protocol is 
followed at each site. 

Summary of Results From 1989 -~ Audits 

Although CARB has used the through-the-probe audit 
procedure since 1988, only results from 1989 and 1990 audits 
are presented here. Beginning in 1989, the laboratory has 
used ambient concentration standards produced by NIST. All of 
the results presented in this paper were obtained using these 
high quality laboratory standards. 

Results for 12 to 15 individual audits were averaged to 
obtain mean bias for each compound. These data are presented 
in Table I. The sample mean bias is statistically 
significantly different than zero for one compound, methylene 
chloride (DCM), at the 95% level of significance. However, a 
regression analysis of DCM observed audit values versus 
expected values shows that the slope of the linear 
relationship is not si~nificantly different than 1.0, and the 
y-intercept is not significantly different than zero. This 
suggests that the bias, although statistically significant, 
is small compared to the variability of individual data 
points. 

The 95% confidence intervals for the true mean bias for 
each compound are shown graphically in Figure 2. Only one 
compound, DCM, has a mean bias that is significantly different 
than zero. The 95% prediction intervals for individual 
results are also shown. While the prediction intervals show 
that individual results may be in error by up to 75% (eg. EDC 
and TCEA), on average there is no bias in the results for 8 of 
the 9 compounds. This suggests that imprecision rather than 
bias is responsible for the inaccuracy of individual results. 
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QUANTITATIVE EXTRACTION AND ANALYSIS OF 
ENVIRONMENTAL SOLIDS USING SUPERCRITICAL 
FLUID EXTRACTION (SFE) AND SFE-GC 

Steven B. Hawthorne, David J. Miller, 
and John J. Langenfeld 

Energy and Environmental Research Center 
University of North Dakota 
Grand Forks, ND, 58202 

Supercritical fluid extraction (SFE) reduces the time needed for the 
extraction and recovery of environmental pollutants from sorbent resins, air 
particulates, and soils and sediments to 5-30 minutes compared to several hours 
required by conventional liquid solvent extraction methods. SFE essentially 
eliminates the generation of waste solvents, as well as the need for concentration 
steps. When SFE is directly coupled to capillary GC (SFE-GC), sample collection, 
extraction, analyte concentration, and gas chromatographic separation can be 
completed in a total time of < 1 hour. The use of SFE and SFE-GC for the rapid 
and quantitative determination of organic air, water, and soil pollutants including 
PAHs, heteroatom-contalning PAHs, PCBs, wood smoke phenolics, fuel 
components, and ionic surfactants will be discussed. Quantitative claims for SFE 
and SFE-GC are supported by the analysis of NIST certified standard reference 
materials (air and diesel particulates and marine sediment), multiple extractions, 
and spike recoveries. 
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Determination of Trends and Outliers 

Figures 3 through 11 show individual audit results in 
chronological order. The two lines above and below zero bias 
are data screening lines. These lines are determined by 
calculating two relative standard deviations (2RSD) using 
valid audit results which represent normal operating 
conditions. The lines are not straight because they represent 
a moving 2RSD, ie. points on the data screening lines are 
recalculated after each audit result. 

The chronological plots can be used to identify trends 
and unusual events. If an audit result exceeds the data 
screening lines, or if a trend of increasing or decreasing 
audit results occurs, the sampling and analysis procedures are 
investigated. If no problems are detected. the result is 
included in the calculation of the data screening lines and 
used to determine if future data points are unusual. If a 
problem is detected, corrective action is taken. Although the 
audit result is valid, it is not used in calculating the data 
screening lines because it is not representative of normal 
conditions. In some cases, the problem is in the audit 
procedure itself, and the audit results are considered 
invalid. 

Several data points or groups of data which exceed the 
data screening lines can be seen in Figures 3 through 11. In 
most cases when these audit results were investigated, no 
problems were found. Therefore, in most cases the results 
were included in the calculation of subsequent points on the 
data screening lines. There were, however, two specific 
examples of unusual results which led to the discovery of an 
unsuspected problem. 

When the TCEA result for audit 89-17 (Figure 7) was 
investigated, the laboratory discovered an instrument 
malfunction which affected TCEA only. The malfunction caused 
negative biases in the three subsequent audits as well, 
therefore these results were not included in the calculation 
of the data screening lines. As a result of this discovery, 
all routine sample analyses were shifted to a second 
instrument until the problem was solved. Ambient TCEA data 
for samples analyzed with the malfunctioning instrument were 
deleted from the database. 

EDB results for audits 89-10 through 89-13 (Figure 8) 
show a trend of increasing bias. Upon investigation, it was 
determined that the EDB concentration in the laboratory 
standard was decreasing. Therefore these three audit results 
were not included in the calculation of the data screening 
lines. As of November 1989, a new standard was purchased and 
assigned for EDB based on the NIST primary standard. 

Calculation of Method Variability 

If a sufficient number (10 to 15) of through-the-probe 
audits have been performed, the results can be used to 
estimate total system method variability. This estimate of 
total system method variability can be compared to the 
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estimate obtained using collocated sampling data for each 
compound where both data sets are available. Method 
variability {defined as± 2RSD) for each compound is presented 
in Table II. 

Three of the 20 sites in CARB's TAC network have 
collocated (duplicate) gaseous samplers. Method variability 
can be estimated from collocated data using the following 
equation. 

Method variability= ( 2 * s I avg. cone.) ~ 100 

where s is estimated by4 

s = [ (sum of differences) 2 / 2 ~ k ] 112 

where k = number of data pairs 

Data from all three sites were combined to obtain 
estimates of method variability. It is assumed that there are 
no important differences between sites. It is also assumed 
that these three sites are representative of the other 17 
sites in the network. Because each site has similar 
monitoring equipment and is operated according to the same 
protocol, these are reasonable assumptions. 

Total system variability estimates using the two 
estimation methods are comparable for 6 of 7 compounds. The 
collocated method variability estimate for ICE is 
significantly higher than the through-the-probe estimate. 
This may be due to the lower average concentration of ICE 
(0.17 ppb) detected in ambient air as compared to the average 
audit concentration (1.0 ppb). Two compounds, EDC and EOB, 
are consistently lower than the detection limit in ambient 
air. Therefore no coLlocated method variability estimate is 
available. Since 1,3-butadiene is not contained in the audit 
cylinder, a through-the-probe estimate of method variability 
is not available. 

Future Plans for the Through-the-Probe Audjt Procedure 

The current through-the-probe audit system is designed to 
dilute a single audit cylinder. Although the cylinder can be 
diluted to a wide range of ratios, the relative concentrations 
of the compounds are always the same for that audit cylinder. 
CARB is currently developing a modified dilution system which 
will dilute up to three cylinders to different ratios. The 
result will be more flexibility in the relative concentrations 
of the audit gas mixture. Additionally, this system will 
allow CARB to perform audits using NISI standards which are 
similar to the laboratory NISI standards but at higher 
concentrations. Due to gas stability issues, the NISI 
certified compounds are contained in four separate cylinders. 
The use of these standards for through-the-probe audits has 
been limited because the current system can dilute only one 
cylinder at a time; therefore only a few compounds could be 
audited at one time. 
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Conclusions 

GARB's through-the-probe audit system has been in 
operation for two years. The most recent data, collected in 
1989 and early 1990, show that CARS's TAC monitoring network 
is unbiased for 8 of 9 compounds. The exception, methylene 
chloride, is biased by an average of+ 12~. The variability 
of the audit results is representative of the variability of 
routine ambient data for 6 of 7 compounds. The average 
variability for all compounds is z 40~ at the audit 
concentrations of TACs. These results suggest that the 
potential inaccuracy of any individual data point is due 
primarily to variability in the sampling and analysis system, 
rather than bias. 
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Table I. 

Mean Bias and Standard Deviation for Through-the-Probe Audits 
January 1989 - February 1990 

Compound n Mean Bias so Bias p value Significant 
( ~) (~) at alpha=0.05? 

DCM 15 11.9 15.9 0.01 yes 
CHC13 15 3.4 20.6 0.54 no 
CC14 15 1.3 12.5 0.70 no 
EDC 14 0.2 34.7 0.99 no 
TCEA 12 -5.2 32.3 0.56 no 
EDB 13 -4.3 15.6 0.34 no 
TCE 15 -2.9 10.9 0.32 no 
Perc 15 6.4 14. 7 0 . 1 1 no 
Benzene 15 0.0 15.4 1. 00 no 
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Table II. 

Comparison of Total System Method Var1ab111ty (2RSD) 
Through-the-Probe Audit Estimate and Collocated Estimate 

Compound Avg. TTP Avg. * Detected TTP Collocated 
AudH Cone. Ambient Cone. Estimate Estimate 

(ppb) (ppb) ( ,; ) ( ,; ) 

DCM 2.4 1.4 31.7 44.1 
CHC13 0.35 0.03 41.2 3 7. 1 
CCL4 0.24 0. 12 25.0 15. 3 
EDC 1.1 <0.2 69.5 NA 
TCEA 1.1 0.9 64.6 7&.7 
EDB 0.24 <0.01 31.3 NA 
TCE 1. 0 0. 17 21.7 12 5. 6 
Perc 0.32 0. ;~ 7 29.4 28.1 
Benzene 2.4 2.4 30.7 24.5 
Butadiene NA 0.34 NA 23.8 

* Average detected ambient concentrution is calculated using 
ambient data above the limit of detection ( > LOD ) only. 

Ftoure 1. 
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Abstract 

John W. Spence and Fred H. Haynie 
Atmospheric Research and 

Exposure Assessment Laboratory 
Research Triangle Park, NC 

This materials effects study was conctucte1l to provide research data for the 
National Acid Precipitation Assessment Progran (NAPAP), to determine the 
effects of acid precipitation on materials, and to aid in the development of 
models describing damage to air quality !concentrations of S02, 03. N02, NO, 
NOx) and certain meteorological variables (tenperature, humidity/dewpoint, and 
wi.nd speed). 

To determine the accuracy of the models, ~twas necessary to estimate the 
uncertainty of the aerometric variables using quality assurance (QA) data. 
Performance and system audits were conducted on the Materials Exposure 
Monitoring sites by Research Triangle Institute, under contract to the 
Environmental Protection Agency. A total of five QA audits were conducted over 
a 4-year period, from 1985 through 1988. 

Two methods were used in making the uncertainty calculations. In the first 
method, the data were fit to simple linear regressions so that the uncertain
ties could be estimated using the confidence limits on the regression at speci
fic concentrations. In the second method, uncertainties were estimated from 
statistics calculated on the differences between the site and audit con
centration measurements. The two methods produced consistent results. 

Introduction 

A field exposure study investigating the effects of acid deposition on 
materials damage was performed by Task Group VII (Effects on Materials and 
Cultural Resources) of the National Acid Precipitation Assessment Program 
(NAPAP). Samples of various materials were exposed to the environment at five 
field sites in the eastern United States. Ai~ quality (including particulate 
concentrations), meteorology, and rain chemistry [provided by Bureau of Mines 
(HOM)} were measured continuously to allow accurate assessment of the quanti
tative effects of acid deposition on materials. 

The purposes of this study were to (1) determine the extent of damage due 
to acid deposition on materials, and (2) aid in the development of models 
describing the materials effects damage. The models relate materials damage to 
air quality parameters (such as concentrations of so2 , 03 . N02 , and NDxl and 
meteorological parameters (such as temperature, wind speed, and humidity/ 
dewpoint). 
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Introduction 

The extraction of organic pollutants from environmental solids including 
sorbent resins, air particulates, sediments, and soils, is often the slowest and most 
error-prone step of an entire analytical scheme. It is ironic that, while 
chromatographic methods can separate, identify, and quantitate hundreds of 
individual species per hour, the most frequently used sample extraction method 
(liquid solvent extraction in a Soxhlet apparatus) was in common use when Tswett 
first reported chromatography in 1906. Besides requiring several hours to perform, 
liquid solvent extractions yield samples that often need to be concentrated, result 
in large volumes of waste solvent (and exposure of laboratory personnel to 
potentially harmful solvents), and can introduce considerable error into the final 
analytical result. 

Supercritical fluids have several characteristics that make them useful for 
analytical-scale extractions of organic pollutants from solid matrices: 

1) Supercritical fluids have solvent strengths that approach those of liquids 
but, in contrast to liquid solvents, the solvent strength of a supercritical fluid can 
easily be controlled by the pressure (and temperature) of the extraction. Extraction 
at lower pressures (e.g., 80 atm) favors less polar analytes while higher pressure 
extractions (e.g., 400 atm) favors more polar analytes. 

2) Mass transfer in supercritical fluids is ca. two orders of magnitude faster 
than in liquids. Thus, SFE can be completed much faster than conventional liquid 
solvent extractions. 

3) Supercritical fluids such as C02, N20, and SF6 are gases at ambient 
conditions, which simplifies sample concentration steps and makes the direct 
coupling of SFE with capillary GC simple to perform. 

Experimental Methods 

Supercritical fluid extractions were performed using syringe-type 
supercritical fluid pumps (Suprex and ISCO) and either C0 2 , N20, or C0 2 with 
added methanol modifier. Supercritical pressures were maintained inside the 
extraction cells (0.1 to 10 ml depending on sample size) with 15 to 30 urn i.d. X 
150 urn o.d. fused silica capillary tubing for outlet restrictors. Temperature was 
maintained during extraction by inserting the cell into a thermostatted tube heater. 
For non-coupled SFE, the extracted species were collected by inserting the outlet 
restrictor into a vial containing 2 ml methylene chloride. GC/FID and GC/MS 
analyses of these extracts were performed in a normal manner. The direct 
coupling of the supercritical fluid extraction step with gas chromatography (SFE
GC) was achieved by inserting the SFE outlet restrictor directly into the capillary 
gas chromatographic column through the on-column injection port (on-column SFE
GC} or by inserting the restrictor into a split/splitless injection port through an SGE 
septumless injector (split SFE-GC). Extracted species were cryogenically trapped 
in the gas chromatographic column which was held at - 30 to 5°C. After the 
extraction was completed, the restrictor capillary was withdrawn from the injector 
and gas chromatographic analysis was performed in a normal manner. 
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The Atmospheric Research Effects and Assessment Laboratory (AREAL) of the 
U.S. Environmental Protection Agency (EPA) supported this effort by the cre
ation and maintenance of the Materials Aerometric Data base (MAD). AREAL has a 
contract with Computer Sciences Corporation to maintain, analyze, and validate 
the data constituting the MAD. The MAD contains air quality and meteorological 
data, measured at the five exposure sites. On-site system and performance 
audits were conducted by Research Triangle Institute (RTI) at each of the five 
sites. 

Materials Effects Study 

Continuous measurements of the air quality, meteorological, and 
particulate data were made at five field exposure sites, including the 
following: 

Sulfur dioxide (so2 ) 
Ozone (0 3 ) 

Oxides of nitrogen (NOx) 
Nitric oxide (NO) 
Nitrogen dioxide (N02 ) 
Wind speed average 

Wind direction vector 
Temperature 
Dew point 
Relative humidity 
Precipitation 
Solar radiation 

The deposition of these species of pollutants in the presence of water or water 
vapor leads to the corrosion of exposed materials. 

The locations of the material effects sites were located in Newcomb, NY; 
Chester, NJ; Steubenville, OH; Washington, DC; and RTP, NC. A description of 
the specific sites and monitoring instrumentation has been previously reported 
[1,2}. The formats and detailed summaries of the data are described elsewhere 
[3,4]. A summary of the so 2 concentrations for the sites for 1985-1987 is 
given in Table I. 

Materials Exposure Network Audits 

Audits were conducted over a 24-hour period, initially just once a year 
for each site but, increasing to twice a year during the latter years of the 
study. On-site audits were conducted over a four year period from 1985 to 1988 
for a total of five audits during the study [5]. 

The purpose of the audit was two-fold: (1) to furnish a means of rapidly 
evaluating the specific operations atmospheric measurement and data recording 
devices at the sites, and (2) to provide a continuing index of the validity of 
site environmental data. 

Prior to the audit, all auditing systems were verified at RTI and/or EPA 
using traceable and/or known standards. The gaseous analyzer auditing system 
was verified using analyzers calibrated with the National Institute of 
Standards and Technology (NIST) Standard Reference Materials (SRMs) and/or 
primary standards. The flow rate auditing devices were verified (calibrated) 
using primary volumetric standards. The meteorological auditing systems were 
verified (calibrated) by either the manufacturer or by using primary standards. 

On-Site Audit Procedures 

Gaseous Analyzers: The on-site audit procedure for the gas analyzers 
consisted of challenging the monitors with pollutant concentrations over two 
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ranges: 

(1) 0 to 25 ppb and (2) 0 to 500 ppb. 

The lower range is representative of actual ambient air conditions, while the 
higher range is comparable to other QC/QA activities conducted at the site. 

Test levels of 03 were generated using an ultraviolet ozone generator as 
described in the Code of Federal Regulations, Appendix D of Part 50. Test 
levels of so2 were generated using dynamic dilution. NO and N0 2 test levels 
were generated using cylinder dilution and gas phase tiltration, respectively. 

Meteorological Instr1111entation: The audit procedure for meteorological 
sensors was to collocate audit sensors. A data logger was used to record not 
only the auditing sensor signal, but also the site sensor's signal to ensure 
compatibility in data reduction procedures. 

Particle Collection Devices: A high volume orifice was used to audit the 
flow rate of the high volume samplers. Two calibrated or·ifices were used to 
audit the total, fine, and coarse flow ratRs of the dichotomous samplers. 

Syste• Audit and Data Acquisition: A systems audit was conducted accord
ing to guidelines given in the Quality Assurance Handbook for Air Pollution 
Measurement Systems, Vol. II, [6]. Important points which were considered 
during the on-site evaluation included (1) evaluation of site according to EPA 
siting criteria, (2} set up of continuous monitors and meteorological 
instruments, (3) availability and suitability of the calibration system, and 
(4) check of the site operator's recordkeeping and documentation including 
traceability of calibration standards. 

Collocation of ambient air data and meteorological data collection were 
conducted with a Fluke Model 2280a data acquisition system. This system was 
programmed to scan every 10 seconds and calculate hourly averages. Using these 
data (volts) and the calibration relationship as provided by the site operator, 
a comparison was made between hourly data reported by the site and hourly data 
a~quired during the audit. Differences between the hourly averages and 
standard deviations of the differences were calculated and reported [5]. 

Audit Results: After each site audit, the findings were discussed between 
the audit team and the site operators so that corrective action could be taken 
immediately. Upon completion of the audit, these findings were presented to 
EPA management to insure that corrective action had been taken at each site. 
Linear regression coefficients were calculated, assuming linearity of the site 
analyzers. The criteria for evaluation of the gaseous analyzers were based on 
the calculated slope and intercept, as follows: 

Satisfactory 

Unsatisfactory 

0.85 ~slope> 1.15, -3% full scale< intercept <+3% 
full scale 

slope <0.85 or >1.15, and <-3% full scale or > +3% 
full scale. 

The criteria for evaluating the meteorological instrumentation were based upon 
the recommended tolerance limits as given in the Quality Assurance Handbook 
Vol. IV [7]. The performance of the particle samplers was based on the average 
percent difference in flow rates: 
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Satisfactory 
Unsatisfactory 

Uncertainty Estiaation 

% difference < + 10% 
% difference > + 10% 

The audits described above provided data which were used to estimate the 
measurement uncertainties. In the following discussion we will limit ourselves 
to so2 uncertainties. 

A preliminary method of data analysis is to plot the site measurement 
versus the audit concentration levels to look for trends. For an accurately 
calibrated instrument, the plot would be a straight line with a slope of 1, 
with the site measurement exactly correlated to the audit concentration. 

Differences between the site measurement and the audit value were calcu
lated for each pair of data within the concentration ranges. In this case, the 
differences themselves represent the uncertainty of the site measurements. 

Yi is the site measurement, and 
Xi is the audit concentration or measurement 

The average of the difference can be attributed to the calibration bias of 
the site instrument. The standard deviation of the differences represents 
a~tual measurement variability of the site instrument. The average difference 
(D) and the standard deviation of the difference (ud) were calculated for each 
concentration range using: 

-
D 0:: Di)/n 

ud [(([ (Di- 5)2)/n)] 1/2 

The average and standard deviation correspond to separate error components 
and must be combined to estimate the uncertainty. Another statistic which can 
be calculated is the quadrature of the deviation. The method of quadratures is 
used in the propagation of error to combine errors from different sources. The 
equation for calculating the uncertainty by quadrature (QDEV) is 

QDEV 

The factor of 2 in front of ud corresponds to two 
the 95% confidence level. The quadrature may not 
error leading to an overestimation of the error. 
advantage of the fact that the average difference 

standard deviations used for 
be an independent estimate of 
The QDEV also does not take 
should be zero. 

An additional statistic which can be calculated for these data is the 
squared deviation of the difference from zero (DEVO). An exact measurement of 
the DEVO would be zero. The equation for calculating the uncertainty by 
squared deviation from zero is given below: 

DEVO 

The factor of 2 corresponds to two standard deviations used for the 95% 
confidence level. The DEVO places all of the variation into a single number 
calculated directly from the differences. It also takes advantage of the fact 
that the ''true" mean of the differences should be zero. 
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Hesults 

Table II contains the uncertainty estimates for the indicated analyzer 
eoncentrations using the two methods described above. 

The QDEV displays lower values at lower concentrations, g1v1ng a better 
approximation to the spread in the real data. The average DEVO did not provide 
consistent results between sites, but did prc•vide estimates representing the 
spread of the real data. 

For the air quality variables, in this case so2 , the QDEV and the DEVO 
displayed increasing spread in the data for higher values. Both QDEV and DEVO 
measure the uncertainty in slightly different ways and give similar results. 
Since both statistics are conservative, the best estimate of the uncertainty is 
the minimum of the pair. 

Conclusion 

Uncertainties for so2 means are given in Table III. These uncertainties 
were calculated using the QDEV estimates, averaged over the indicated range of 
ambient air concentrations. The uncertainties in the lowest range are on the 
order of 5 ppb, which is comparable with the instrument capabilities. The 
calculations indicated that uncertainty estimates should be used on a site-by
site basis. 
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IV, Meteorological Measurements, U.S. Environmental Protection Agency. 
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Table I. MAD so 2 concentrations summary for 1985-86-87* 

DC NC NJ NY OH 

Mean 11 3 6 2 22 

Min 0 0 0 0 0 

Max 143 80 188 29 500 

* Values in ppb. 

Table II. Uncertainty of so2 data, Washington, D.C. exposure site* 

Cone. QDEV DEVO Cone. QDEV DEVO 

0 6 9 0 7 10 
5 7 9 50 7 8 

10 7 9 100 11 13 
15 9 11 200 17 21 
20 8 10 300 27 32 

500 42 51 

* Values in ppb. 
QDEV Quadrature of deviation. 
DEVO Square root of the average squared deviation from zero. 

Table III. MAD so 2 uncertainties by concentration (in ppb) 

Concentration DC NC NJ NY OH 
Range 

0 - 5 6 7 4 2 8 

5 - 20 7 11 6 6 8 

20 - 100 9 12 14 18* 10 

100 - 200 14 16* 15 37* 22 

200 - 300 22* 20* 16* 46* 41 

> 300 34* 24* 22* 68* 61 

*uncertainty estimates above maximum reported ambient air concentration. 
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QUALITY ASSURANCE FOR CONTRACT SOURCE TESTING 
IN THE SOUTH COAST AIR QUALITY MANAGEMJmT DlSTRICT 
(CALIFORNIA) 

Gary Dixon and Ramiro Gonzalez, Jr. 
South Coast Air Quality Management District 
Quality Assurance Branch 
Technical Services Division 
9150 Flair Drive 
El Monte, CA. 91731 

The South Coast Air Quality Management District (SCAQMD) conducts 
about 500 stationary source tests each year. To augment and expand 
SCAQMD's test:Lng capabil:Lties to 750 source tests, required additional 
tests are performed through contract laboratories. This paper discusses 
the various activities in Quality Assurance (QA) for the Source Test 
Contracts Program in the SCAQMD. 

Developments leading to the establishment of the QA program are 
enumerated and discussed including a review of QA that applies to 
fundamental principles and methods for the attainment of accurate and 
reliable results. The discussion includes ~;orne of the specific factors 
and elements of the QA Plan such as pretest preparation, sample collection 
and analysis, data reporting and validation. calibration, concurrent 
testing and audits. Also entailed are the (/A reporting process and 
practices, development of audit findings, evaluations, recomQendations, 
implementation of corrective actions, and follow-up resolutions. 

As an integral part of the QA program, procedural guidelines and 
specific criteria for system and performancE: audits have been established 
and performed. Also discussed are guidelines and criteria addressing the 
evaluation of acceptability, validity of data and adequacy of documentation 
in contract source test reports. 
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Introduction 

In January 1987, the South Coast Air Quality Management District 
implemented a program after nearly two years of development that would allow 
contractors to perform a portion of the stack emissions tests conducted 
by the District to determine source compliance with air pollution rules 
and regulations. This program utilized pre-qualified, established Engi-· 

neering firms as contractors selected through an open competitive bid 
process. Contracts were awarded based upon fixed-price bids for nine 
separate groups or zones of sources (nominally 25 sources per zone). The 
zones contained sources grouped geographically that included glass melting 
furnaces, asphalt batch plants, aluminum furnaces, cement plants, foundries, 
gas turbines, boilers and various other industrial processes or equipment. 

Testing was limited to measurements for particulate matter concen-
tration, carbon monoxide, oxides of nitrogen (NO), sulfur dioxide (and other 
oxidized sulfur compounds), lead concentration,xoxygen, water content and 
mass emission rate. The South Coast District test methods were specified 
for all tests except those in which New Source Performance Standards (NSPS) 
were applicable. The NSPS tests were performed according to the appropriate 
Federal (EPA) test methods as found in the Code of Federal Regulations, 
Title 40, Part 60. 

The Quality Assurance Program was designed to ensure that all testing 
performed under the contracts program met the high standards required for 
compliance determinations. This program consisted of: A quality assurance 
plan relating quality controls such as standardized testing methods or 
report formats to acceptability requirements; performance audits to 
challenge the accuracy and precision of contractor test data; field audits 
to enhance contractor performance; final report evaluations to validate 
and approve contractor results; and source facilities follow-up to resolve 
any safety or testability concerns encountered at the designated contract 
sources. 

Discussion 

The Quality Assurance Plan was prepared to provide the contractors and 
District staff with an organized description of the quality information and 
activities required by the Source Test Contracts Program. The plan included 
a brief project description, program staff organization (District), 
distribution list and an outline of the Quality Assurance program. Included 
in the Quality Assurance program were: Pretest preparation; sample collection 
and analysis; data reporting and validation (with detailed chain-of-custody 
procedures); calibration procedures; audits and concurrent testing; and, 
other considerations (scope of quality assurance activies and an amendment 
to the test method for lead (Pb) analysis to clarify contractor requirements). 
The plan also included guidance for the determination of compliance with 
District Rule 217 -.Provision for Sampling and Testing Facilities. This 
information was provided to promote universal understanding and consistency 
in evaluations of the testing facilities for sources to be tested by the 
contractors. 
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The Quality Assurance Program was conducted in an intensely proactive 
·nanner in order to maximize the benefits of Quality Assurance information 
to contractor personnel and to minimize the number of rejected source tests. 
Contractors were not paid for any source tests performed until the final 
source test report was evaluated and approved by the District Quality 
Assurance Mana·ger. This rather strict control was necessary to ensure that 
compliance information generated through the Source Test Contracts Program 
was reliable and equivalent in quality to that produced by the District 
:Ln-house source test group. Proactive field auditing allowed contractor 
personnel to receive real-time input from quality assurance staff regarding 
test methods, District policies, engineering practices or format require
ments. Application of this input by the con~ractors to the in-progress 
tests significantly reduced the number of rejected final reports. 

Field Audits by District quality assurance staff provided validation 
for the subsequent contractor source test reports; verification of contrac
tor skills and capabilities; and technical support to the contractors. 
The field audits utilized extensive chec:klists specific to the various 
test methods being used for the source test. Pertinent observations, 
comments and interactions were included on the audit form as well as 
recommendations for enhanced performance. The field auditors performed 
c.nother very important function, particularly during the implementation 
year of the program. Source operators or plant managers reluctant to 
accept contractor testing for District Rules compliance determinations 
could interact directly with District auditors who would, in turn, act as 
11 buffers" to facilitate the completion of the source tests. 

Pretest preparation included site-specific evaluations to assess the 
safety and technical adequacy of the sampling facilities (can the test be 
performed in a safe and technically reliable manner?) and contractor 
planning to ensure that appropriate personnel and equipment were allocated 
for the test. Source samples collected for the determination of particulate 
matter require isokinetic (collection of particulate matter at the same • 
velocity as that of the stack gases) sampling. This implies that the stack 
gas velocity profile is steady without excessive turbulence or cyclonic 
flow. The selection of appropriate sampling locations is a necessary pre
requisite to the reliable measurement of particulate matter from emission 
sources. Safety practices followed by the District may have been more 
extensive than those followed by contract firms in the course of their 
normal field testing. Guardrails, caged ladders, adequate platforms and 
a;Jpropriate sampling ports were installed in order to provide safe access 
and sampling conditions. District test methods require specific procedures 
to be followed so that follow-up actions will be enforceable and legally 
valid. Due to the rigidity of District testing protocols, contractors had 
to place considerable emphasis upon pretest evaluation and planning. The 
contractors used the information gained to co:npensate for the loss of 
f:Lexibility (in the field) .to modify methods, equipment or techniques to 
adjust for unforseen conditions. 
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Performance audits were conducted to assess the analytical performance 
of the contractors. These audits consisted of 11blind 11 (preanalyzed samples 
submitted without indicating concentration values) audit materials and user
friendly audit forms were developed specifically for this program. The 
audit samples simulated: 

1) 
2) 
3) 
4) 

so2 and so collected in an impinger train 
NO collec~ed in a glass bulb/absorbing solution 
Pr~weighed particulate filters 
NO , so

2
, CO, C0

2 
and o

2 
in compressed gas cylinders 

toxsimulate extractive stack analysis by continuous 
monitoring instruments (Mobile Source Test Vehicles or 
MSTV's) 

Comparative data was also collected by field auditors to evaluate 
temperature, stack gas velocity and physical dimension measurements through 
the use of a traceable temperature reference, standard pitot tube and 
measuring tape. A limited number of parallel source tests between District 
and contractor test teams provided additional verification of the overall 
contractor reliability. 

Report evaluation and approval were the most significant and effective 
broad-based quality controls in the program. By linking the payments to 
contractors for work performed with District ,approval of final test reports, 
the quality of contractor testing could be very effectively managed. Final 
source test reports submitted by contractors were thorough.ly reviewed by 
District Quality Assurance Branch staff to confirm that the appropriate,test 
methods, equipment, plant process conditions, and tech~ical accuracy 
requirements were followed. Reports found to be substandard were either 
returned to the contractor for revisions or they were rejected. In some 
cases, however, reports from tests conducted under less than optimal 
conditions were approved for information purposes only. These reports were 
evaluated on a case-by-case basis with the decision being based upon 
District need for the information, the scope of the test deficiencies and 
the extent of the efforts made by the contractor to meet all ·specified test 
requirements. The test report approval consisted of an approval as to form 
by the contracts coordinator and the final approval/release for payment by 
the Quality Assurance Manager. 

Formalized contractor source test report audits as well as annual 
quality assurance reports on the Source Test Contracts Program provided the 
opportunity to evaluate the contractors over a broad range of activities in 
a very detailed manner. In the report audits, twenty contractor source test 
reports were selected at randon anc thoroughly reevaluated according to 
previously established criteria. Significant findings were reviewed to 
determine technical validity as well as impacts on test quality or reliability 
Annual quality assurance reports sumoarized the progress of the program for 
District management and administrators. This information was used to 
support the reallocation and funding of the program as part of the 
budgetary process. 

Summary 

The quality assurance program developed by the South Coast Air Quality 
Management District for source emissions testing by contractors was 
designed to validate the source test data and reports generated by the 
program. 
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Concern over the te~hnical adequacy and legal enforceability of contractor 
produced compliance information result.ed ir. extensive, comprehensive 
quality assurance requirements for the contractors, their resulting source 
test activities and final test report::;. 

The program consisted of a quality as::.urance plan summarizing quality 
requirements for contractor performance, v<:.rious types of audits covering 
all of the technical aspects of the program and evaluations of contractor 
performance and reports as well as source facilities. Follow-up actions 
were taken, as needed, to ensure that testing and reports maintained a high 
level of quality and reliability and that iny observed weak areas were 
resolved and not recurrent. 

The Source Test Contracts Progr~t has been proven to be an effective 
adjunct to the South Coast District's source emissions compliance testing 
program due, in part, to a comprehensj.ve, proactive quality assurance 
program. 
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Results 

Supercritical fluid extraction (SFE) reduces the time needed for the 
extraction of organic pollutants from sorbent resins and air particulates to 5-30 
minutes compared to several hours required for conventional liquid solvent 
extractions. When supercritical fluids are used that are gases at ambient 
conditions (e.g., C0 2 and N20), SFE essentially eliminates the generation of waste 
solvents, as well as the need for sample concentration steps. The direct coupling 
of SFE with capillary GC (SFE-GC) allows an entire analysis including sample 
collection, extraction, analyte concentration, and gas chromatographic separation 
to be completed in a total time of less than 1 hour, as demonstrated by the 
analysis of roofing tar organics that were collected on polyurethane foam (PUF) 
sorbent resin near the face of the tar vat operator (Figure 1 ). On-column SFE-GC 
also yields maximum sensitivity since 100% of the collected analytes can be 
transferred to the GC column for analysis. 

Spike recoveries, multiple extractions, and the analysis of certified standard 
reference materials have demonstrated the ability of SFE and SFE-GC to 
quantitatively extract a variety of organic pollutants including fuel hydrocarbons, 
polycyclic aromatic hydrocarbons (PAHs), heteroatom-containing aromatics, and 
polychlorinated biphenyls (PCBs) from Tenax and PUF sorbent resins; and air 
particulates released from vehicle exhaust, cigarette smoke and wood smoke 1-

6
• 

Figure 2 shows the results of two sequential SFE-GC/MS analyses of cigarette 
smoke volatiles collected on PUF. As shown by the lack of significant peaks in the 
second 1 0-minute SFE extraction, the first 1 0-minute SFE extraction yielded 
essentially quantitative recovery of the cigarette smoke organics. 

The most convincing demonstration of the ability of SFE and SFE-GC to yield 
quantitative results is shown in Table I by a comparison of SFE and SFE results for 
PAHs with the concentrations certified by the National Institute of Standards and 
Technology (NIST). Note that while the conventional liquid solvent extractions 
used by NIST required 16 to 48 hours to perform, SFE and SFE-GC extractions 
required only 10 to 30 minutes per sample, yet quantitative agreement was 
excellent. With coupled SFE-GC analysis, sample size can also be dramatically 
reduced since all of the extracted analytes can be transferred to the 
chromatographic system. For example, SFE-GC/MS analysis of the urban dust 
sample required only 2 mg, compared to 1 gram required for the NIST method 
using liquid solvent extraction. 

Conclusions 

While considerable research is needed to understand and optimize SFE and 
SFE-GC methods for the rapid and quantitative extraction and analysis of organic 
pollutants from sorbent resins and environmental solids, the results reported to 
date 1-6 clearly demonstrate the potential of SFE and coupled SFE-GC to reduce 
extraction times to < 30 minutes and to eliminate the production of waste 
solvents. The ability of coupled SFE-GC to quantitatively transfer all of the 
extracted analytes into the GC column is especially attractive when the analysis 
of trace organics from small samples is desired. 
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Table 1 
RATING CRITERIA for 

SOURCE TEST REPORT AUDIT 

Good (G) 

Acceptable (A) 

Unsatisfactory (U) 

CONTRACT SOURCE 

0 SOURCE TESTS 

0 FIELD AUDITS 

0 PERFORMANCE AUDITS 

Valid source test results; adequate 
documentation to support 
conformance with District methods & 
procedures; all data and 
information are reported as 
required for source test . reports. 

Validity of test results is 
acceptable; however, essential 
documentation andjor data are 
missing ·in the report, which are 
necessary to supplement conformance 
with District methods & procedures. 

Test results are considered 
invalid; test was not conducted 
according to District methods & 
procedures. 

Table 2 
TEST and AUDITS PERFORMED 

FY1987-88 FY1988-89 

193 185 

5 15 

18 9 

0 SOURCE TEST REPORT AUDITS 19 39 

0 PARALLEL TESTING 1 2 . 
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LAB CERTIF1CATION VERSUS IN-HOME EMISSIONS PERFORMANCE OF ADVANCED 
TECHNOLOGY WOODSTOVES 

Stockton G. Barnett and Robert Roholt 
OMNl Environmental Services 
10950 SW 5th Street 
Beaverton, OR 97005 

Particulate emissions trends were evaluated for thre;: models of catalytic and two models of non
catalytic woodstoves under "in-home" burning conditions during the 1988-89 heating season in the Glens 
Falls, N.Y. area. The results (averaging 9.4 g!h and 9.4 g!kg) showed about a 55% reduction in emissions 
compared to conventional woodstoves and demonstrate that the emissions performance of new woodstove 
technologies has improved compared to that of stoves in earlier field studies. Emissions for the non-catalytic 
stoves were about 50-55% and for the best performing catalytic stove about 80% lower than conventional 
woodstoves. Two of the catalytic stove models displayed devated emissions; in one case a significant 
degradation trend developed, in the other emissions were elevated throughout the test period. Leaky bypass 
systems appear to be a major cause as well as catalyst deterioration resulting from lack of flame shielding 
and inadequate air/fuel mixing. 

Field emissions significantly exceed certification values as they have in past studies. Differences in 
wood loading patterns and stack draft have been identified as possible causes as well as emissions 
deterioration over time. 
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INTRODUCTION 

During the 1970s, as a response to the Energy Crisis, there was a dramatic increase in the sale and 
use of residential woodstoves. By the 1980s residential wood combustion had become a major source of 
particulate pollution, especially in the many woodburning areas where wintertime temperature inversions 
were common. A marked improvement in combustion efficiency was needed to reduce these air quality 
problems. 

With the introduction of the catalytic combustor for use in woodstoves by Corning in 1980, the 
production of clean-burning woodstoves appeared feasible. Research and regulatory activity aimed at 
producing low emissions appliances increased rapidly for both catalytic and non-catalytic designs. 

However, because woodstove development and evaluation activities were generally conducted under 
laboratory conditions, and operating conditions in homes are significantly different from those in the lab, 
the effectiveness of lab-certified dean-burning technologies under real world "in-home" conditions was 
unknown. Recent research efforts have been directed toward evaluating "in-home" performance. 

A field study, conducted from 1979-1982 in New York and Ohio1, using both conventional and 
catalytic stoves, demonstrated that dean-burning catalytic technology can operate effectively under "in
home" conditions and its effects on emissions and efficiency can be dramatically positive. Due to the small 
sample size, the question of adaptability of this technology to widespread use was not answered. 
Additionally, monitoring of the catalytic stoves lasted only one season; therefore long-term woodstove 
component durability was not addressed. 

The results of two more recent studies, the first Northeast Cooperative Woodstove Study2 
conducted in New York and Vermont from 1985-1987, and the Whitehorse Studf, conducted in 
northwestern Canada in 1986-1987 suggested that while newer technologies did reduce particulate emissions, 
reduction was less than 50% and emissions values were higher than certification values. Stove durability 
problems were recognized, but attempts were not made to identify cause-and-effect relationships between 
failure of specific components and emissions degradation. 

The 1988-89 Northeast Cooperative Woodstove Study (NCWS)4, summarized herein, was designed 
to evaluate the latest technologies in comparison with their certification values and evaluate the woodstove 
durability issue in depth. 

OBJECTIVES 

The 1988-89 NCWS study attempted to 1) evaluate the effectiveness of certification values as a 
predictor of the "in-home" emissions levels, 2) attempt to explain certification - field differences, if they 
exist, 3) identify new woodstove technologies that can significantly reduce particulate emissions (by 
approximately 80%) under "in-home" conditions, 4) document emissions degradation, should it occur and 
3) determine the cause-and-effect relationships of poor emissions performance. 

The "in-horne" performance of advanced-technology woodstoves was evaluated for woodstoves that 
met the following conditions: 

1) The stoves were Oregon DEQ 1988 certified. 

2) The stoves passed a laboratory stress test which screened for durability. 

3) The stove installations had adequate draft, and the stoves were sized correctly for the 
home. 
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4) The homeowners were experienced woodbuners. They were given only a minimum of 
specialized training about their new stoves. 

METHODOLOGY 

"In-home" sampling of25 advanced-technology stovef., installed in homes in Glens Falls, N.Y. (7500 
degree day winter climate), was conducted for five week-long periods from January through March, 1989. 
All stoves were new and had been installed in December, 198R AWES (Automated Woodstove Emissions 
Sampling) and OMNI Data LOG'r systems5 were used to measure particulate stack emissions, thermal 
efficiency, stack and catalyst temperatures, slack oxygen, stack draft, burn rate and wood use patterns. 

Five stove models, three catalytic and two non-ca1 alytic, were selected for the study from a 
candidate group of ten stoves based on their performance in a laboratory stress test designed especially for 
this project. Five stoves of each of the five stove models were evaluated in the field. 

RESULTS 

The overall average burn rate of the new technoloE;y stoves was 1.09 dry kg/h. Average wood 
moisture was 27% dry basis (21% wet basis). And average d ~aft was -0.074 in. water column and average 
stack oxygen was 15.4%. 

The overall average particulate emissions was 9.4 g!h (9.4 glkg). The lowest emissions woodstove 
model, the Country Flame BBF -6, a catalytic stove, had average emissions of 4.6 glh ( 4.1 g!kg). The 
emissions of the other four stove models appear statistically to constitute a single population, with emissions 
about twice as high as the Country Flame's. 

A relatively high average net thermal efficiency of 67% was attained by the Country Flame BBF-6 
stoves. Efficiencies of non-catalytic stoves were about 50-55% similar to conventional stoves. These lower 
efficiencies were due primarily to the lower combustion efficiency, relatively high levels of excess air and 
high stack temperatures characteristic of non-catalytic stoves. 

Two of the three catalytic stove models did not perform as well as had been expected. One, the 
Blaze King Royal Heir, experienced a significant trend in performance degradation which began after one 
month of stove operation. The other, the Oregon Woodstove, displayed generally elevated emissions 
performance throughout the test period. 

Examination of the stoves during and after the emis~ions testing period identified the failure of a 
small number of identifiable components as the cause of emissions degradation, and identified areas of 
potential premature component failure. 

1) Blaze King Royal Heir 2200 (catalytic): War oing of some bypass support areas developed, 
causing leaks around the catalyst. Probable partial catalyst failure occurred in some 
stoves, induced, at least in part, by lack of flune impingement shielding and high internal 
catalyst temperatures. 

2) Oregon Woodstove (catalytic): Bypasses generally fitted loosely, causing leaks around the 
catalyst. Bypass control mechanisms also w:mld not close the bypass consistently. 

3) Regency R3/R9 (non-catalytic): Some baffl.~s oxidized and/or warped. 

4) Country Comfort CC150 (non-catalytic): Oxidation and warping of bypass support areas 
developed. 
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CONCLUSIONS 

The performance of new technology woodstoves has improved markedly compared to the results 
reported for stoves in the earlier Northeast Cooperative Woodstove and Whitehorse studies, which were 
conducted in northeastern U.S. and western Canada. The overall average particulate emissions of 9.4 glh 
(9.4 g!kg) for the woodstoves evaluated in the current study represents a 55-60% reduction in emissions 
compared to the EPA emissions factor of 21.3 glh6 for conventional stoves, and demonstrates that current 
technology is capable of significantly reducing particulate emissions from woodstoves. 

The lowest emissions woodstove model, the Country Flame BBF-6, a catalytic stove, with average 
emissions of 4.6 glh ( 4.1 glkg), approaches the 1990 EPA certification limit of 4.0 glh. These emissions are 
about 80% lower than those of conventional woodstoves. 

The emissions of the two brands of non-catalytic stoves, the Regency R3/R9 and the Country 
Comfort CC150, which average 9.3 g!h (8.2 g!kg) and 11.3 g!h (11.2 g!kg) respectively, are about 50-55% 
lower than those for conventional stoves, and are higher than the 7.5 gfh 1990 EPA certification limit for 
these stoves. 

"In-home" performance of four of the five stove brands did not agree closely with the certification 
emissions values, exceeding these values by up to four times as much. On the other hand, the EPA-weighted 
certification emissions values and the results for the "in-home" tests on the remaining stove brand, the 
Country Flame BBF-6, were nearly identical. 

The field performance of one of the catalytic stove models degraded with time magnifying the 
discrepancy with certification values. Signs of physical degradation in three of the other models suggest that 
emissions deterioration may develop with them in subsequent years. 

It is concluded that certification emissions values probably continue to understate field performance. 
There are two identified reasons: 1) certification test conditions are different from those in the field 
(especially wood loading geometry and stack draft) and 2) the emissions performance of an as yet 
undetermined number of stove models degrade over time. 

Because certain conditions in the field differ from those in the lab, the common practice of using 
certification testing as a stove design development tool appears to be having a negative impact on stove 
design. For example, "in-home" burning conditions produce stack gases that are about twice as dilute as 
those produced by the Douglas fir cribs used in certification tests, and "in-home" drafts are almost twice 
as high. To perform satisfactorily under certification testing conditions, manufacturers therefore tend to 
design stoves with more secondary air than is needed in most home burning situations. This excess air 
creates higher than necessary catalyst temperatures and may shorten the life of catalysts. This situation also 
encourages the use of smaller diameter catalyst cell sizes. In homes these cells are more prone to clogging 
and can develop locally higher catalyst temperatures than larger cells do. 
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ANALYSIS OF AIR POLLUTANT CONCENTRATIONS 
BELOW THE DETECTION LIMIT 

S. Trivikrama Rao and Jia-Yeong Ku 
Division of Air Resources 
NY State Department of Environmental Conservation 
Albany, New York 

and 
K. Shankar Rao 
Atmospheric Turbulence and Diffusion Division 
Air Resources Laboratory, NOAA 
Oak Ridge, Tennessee 

Air quality data often contain several observations reported only as below the 
analytical limit of detection (LOD), resulting in censored data sets. Such censored 
and/ or truncated data sets tend to complicate statistical analysis. We discuss several 
procedures for estimating the mean concentration and its 95% confidence interval for 
air contaminant data that contain values below the LOD. A quantitative approach 
for assessing the uncertainty inherent in the estimated mean concentration due to the 
presence of values below the LOD in the data set, as well as the natural variability of 
atmospheric concentration data, is described. The utility of this approach in the analysis 
and interpretation of air pollutant concentration data is demonstrated for a singly
censored hypothetical data set drawn from a normally distributed population, and for 
a multiply-censored, multi-pollutant observed concentration data set. 

The methodologies discussed here should be particularly useful in estimating the 
risks associated with long-term exposure of populations to toxic air contaminants, and in 
assessing the uncertainty associated with these estimates. This information is valuable 
to policymakers for making informed decisions regarding the environmental risk. 
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Introduction 

Recent advances in ambient air quality monitoring technology are enabling us 
to measure very low levels of toxic air contaminant concentrations. However, because 
of inherent limitations of the chemical/ analytical methodologies, air quality data sets 
often contain several observations reported as hebw the analytical limit of detection 
(LOD). The presence of values below the LOD remlts in censored data sets, and 
complicates all related statistical analyses. 

Many of the methods in the statistical literature1 for analyzing censored 
data are sensitive to assumptions about the underlying distribution. For a left
censored concentration data set, if LOD values are used in place of actual "net" (as if 
measured) concentrations, the mean x will he bia:,ed high (i.e., on the average x \vill 
be larger than J.l , the true mean) and the variance s2 will be biased low (i.e., s will 
be smaller than a , the true standard deviation). Biases will also arise if the values 
below the LOD are ignored, or if they are replace::l by "zeros'' Sefore computing the 
mean and the variance. Another method sug;gests replacing concentrations below the 
LOD by the mid-point between zero and tht~ LOII value. In pr[nciple, we must regard 
each of these approaches as unacceptable for one rJr more reasons if our objectiYe is to 
obtain unbiased estimates of p and a. 

The long-term (e.g., the annual mean) concentration of a toxic contaminant 
must be determined to quantify the risk a .. ssociate1 with chronic human exposure. 
Often, samples of certain pollutants collected ovet a period of time may be censored 
at different levels as changes in analytical technology alter the LOD of the selected 
method. Among examples of this are the ambient measurements for the total 2,3,7,8-
TCDD ( tetrachlorodibenzo-p-dioxin, commonly referred to as '·dioxin'') concentration. 
Analysis of such multiply-censored, multi-pollutant data is more complex than that of 
singly--censored data for a single pollutant. 

In this paper, we examine selected technique3 for the analysis of air quality 
data which contain values below the LOD. ~:everal methodologies for quantifying the 
uncertainty associated with the presence of values below the LOD in the data set, and 
the natural variability of atmospheric concentration data, are examined. The utility 
of these methods is examined by applying them to a hypothetical data set dra\vn 
from a normal distribution, and to an observed data set of multiply-censored, multi
pollutant (dioxin) concentrations. 

Quantification of Uncertainty 

Uncertainties associated with ambient air qu etlity data (assuming the mea
surements to be error-free) stem from the fact that (a) the "net" concentrations 
are always unknown when the data are reported as below the LOD, and (b) any 
given ambient measurement reflects a single event of a population. Therefore, a 95% 
confidence interval which describes the limitatiom of the methodology chosen for 
treating the data below the LOD, as well as the natural variability in air pollutant 
concentrations, needs to be estimated for co:nmur:icating the inherent uncertainty in 
the estimated mean concentration to a decision-maker. 

We utilized the following approaches to "fill-in" for the data below the LOD in 
estimating the statistical parameter of interest, ard the uncertainty associated with 
this estimate: 
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(i) The reported value below the LOD is replaced by a value chosen randomly from 
a uniform distribution which assumes that any value in the range from 0 to 
the reported LOD value is equally likely to occur. The region between 0 and 
the LOD is divided into 10 equal segments, and each segment's mid-point is 
taken as the concentration value representing that segment. A segment number 
is randomly selected and the concentration associated with that segment is 
taken as the net concentration replacing the below-LOD value. This procedure 
is repeated for all concentrations reported as below the LOD, and the mean 
concentration and the standard deviation for the total sample are computed. 

The above procedure is repeated several (say 100) times, for assessing the 
variability in the estimated mean concentration of the pollutant. Using the 
results of 100 Monte Carlo simulations, cumulative distributions for the 
computed means and the standard deviations are developed, and their medians 
are then determined. These median values may be considered to represent robust 
estimates of the statistical parameters of interest for each pollutant. 

Once the data set for the year for each pollutant (isomer) is assembled in this 
manner, the annual mean concentration of a multi-pollutant (e.g., dioxin), x, is 
then computed using the weighted sum of averages as: 

x=l::(wixi) (1) 
k 

where xis the weighted sum of k different isomers, the Wi are the weights, and 
the Xi are the means of samples of size ni for each isomer. The problem of the 
distribution of a weighted sum was discussed by Satterthwaite2

, and Gaylor and 
Hopper3 . Assuming independent samples, the 95% confidence interval ( CI) for 
the mean can be determined from 4

: 

CI = x ± t(a/2, f) 8-(c) 

G- 2 (c) = L (w/ O"rfni) 
k 

where a-i are the estimated standard deviations of samples for each isomer, 
t is Student's test statistic, a = 0.05 is the level of significance, and f is 
Satterthwaite's improved degrees of freedom given by: 

f = [ L (wi 2 a-~ /ni) ]2 
/ L [ (wi 2 a-; /ni) 2 /ni] 

k k 

(2) 

(3) 

(4) 

(ii) The above Monte Carlo simulation procedure is again employed except that the 
reported below-LOD value is now replaced by a value chosen randomly from a 
normal distribution (with mean = 0.5 LOD), assuming that the region between 
0 and the reported LOD value is bound by ± 3.5 times the standard deviation of 
the data in this region. 

(iii) The bootstrap method (see Efron5 ; Rao et al.6
) is also employed to fill-in 

for the values below the LOD and to estimate the 95% confidence bounds 
for the mean concentration. The procedure entails randomly selecting the 
concentration values in the region between zero and the reported LOD (assuming 
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a uniform distribution), and combining them with the detected concentrations to 
reconstruct the original sample. Th.is reconstructed sample is then subjected to 
100 bootstrap replications (random sampling with replacement), and the median 
of the 100 means and the median of the 100 standard deviations are determined, 
along with the 95% confidence bounds for the mean concentration based on the 
percentile method. 

Results and Discussion 

The limitations associated with the treatment of the values below LOD are 
assessed by invoking either the uniform or normal distribution approach to fill-in 
the region below the LOD, followed by Monte Carle simulation. These procedures 
are applied to a hypothetical data set with a sample size of 60 values wh.ich is drawn 

• 
rc.ndomly from a normal population N(JL, a) =:: N(20,5). The "tn!e" 95% confidence 
interval for the mean of 60 samples is [18. 735, 21.265]. The estimated mean, standard 
deviation, and the 95% confidence interval for the mean of the original sample from 
tLe normal distribution are given in Table I. The 95% confidence bounds for the 
mean of the original sample are also determined using the nonparametric bootstrap 
resampling method (see Rao et al.6

). As to be expected, the estimated mean deviates 
from the mean of the original sample, as the level of censoring increases. The results 
indicate good agreement among the sample means and their upper 95% confidence 
limits determined from different methods for this data set. 

The above approaches to fill-in for the values below the LOD were applied to the 
atmospheric dioxin concentration data collected clur:ng the period from September 
1986 to March 1988 in Niagara Falls, New York. A listing of the 24 different isomers 
which were measured, and their weightings (based o:::t toxicity) in the total 2,3,7,8-
TCDD concentration, can be found in Rao et al.7 . The uncertainty, in terms of 
a 95% confidence interval for the annual mean dioxin concentration, due to the 
presence of both the values below the LOD and the natural variability of atmospheric 

concentration data is determined from Equation 2, and the results are presented in 
Table II. In general, there is excellent agreement between the upper 95% confidence 
bounds for the annual mean concentration determined using the uniform and normal 
assumptions for the data in the region below the LOD. The annual mean dioxin 
concentrations from these approaches are also in reasonable agreement with that 
determined from the bootstrap method. 

We invoked the central limit theorem in determining the 95% confidence 
intervals for the mean concentration from the uniform and the normal fill-in 
approaches. In the bootstrap method, we entered the original sample only once 
to draw concentrations in the region below the LOD to reconstruct the original 
sample. Hence, the outcome of this approach is strongly dependent upon the net 
concentration values in the reconstructed original sample. A more computer-intensive 
approach to alleviate this limitation is to repeatedly, say 100 times, enter the original 
sample containing the values below the LOD to reconstruct the original sample, and 
subject each reconstructed sample to 100 bootstrap replications to calculate the 
mean. Then, the medians for the 2.5%, 50% and 97.5% values can be determined 
from the cumulative frequency distributions of the means to construct the 95% 
confidence bounds for the mean concentration. The upper 95% confidence bounds 
for the annual mean dioxin concentration, estimated from this intensive computation 
procedure, are 0.460, 0.323, and 0.283 pg/m3 for the three data subsets shown in 
Table II, each covering a one-year sampling period. The upper 95% confidence 
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Table I 

Concentrations of PAHs in NIST Standard Reference Materials 
Determined Using SFE and SFE-GC 

fluoranthene 

benz[ a] anthracene 

benzo[a]pyrene 

indeno[1 ,2,3-cd]
pyrene 

Concentration: certified value/SFE value lug/g)• 

marine sed. 
(SRM 1941) 

1.22/1.45 

0.55/0.60 

not reported 

0.57/0.56 

urban dust 
(SRM 1649) 

7.1/7.3 

2.6/2.6 

2.9/2.8 

3.3/3.0 

diesel part. 
(SRM 1650) 

51/53 

48/47 

1.2/1.4 

~he certified value is given first followed by the concentration determined using 
SFE {for SRM 1650) or SFE-GC/MS (for SRMs 1941 and 1649). SFE extractions 
for SRMs 1941, 1649, and 1650 were (respectively) 10 minutes with N20, 15 
minutes with N20, and 30 minutes with C02• See references 1,2,4, and 6 for 
details. 
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bounds estimated from the Monte Carlo uniform fill-in approach compare favorably 
to these estimates from the more computer-intensive approach. 

Conclusions 

Vve presented several methodologies to quantify the inherent uncertainty due to 
the presence of values below the LOD in the data set and the natural variability of 
the atmospheric concentration data. The analysis methods discussed here are able 
to estimate the mean concentration of the pollutant reasonably well, but the results 
indicate that the 95% confidence limits for the mean are sensitive to the assumptions 
invoked regarding the nature of the underlying data. Although the bootstrap method, 
as applied here, does not require the determination of the true distribution of the 
data, the results may be sensitive to the procedure used for reconstructing the 
original sample. 

The upper 95% confidence bound for the annual mean may be more appropriate 
in exposure assessment and risk analysis, because this higher limit allows us to make 
conservative estimates of the risk associated with the human exposure to toxic air 
contaminants. If the distribution of the original data is not known a priori, one 
may have no choice except to assume that all values between zero and the reported 
LOD are equally likely to occur, or to apply distribution-free techniques. Under 
these conditions, the results from this study suggest that the assumption of uniform 
distribution to fill-in for the values below the LOD, followed by the Monte Carlo 
simulation procedure, is a reasonable methodology for estimating the upper 95% 
confidence bound for the mean concentration. 
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TABLE I. Comparison of the medians of the means and standard deviations, and 
the 95% confidence intervals for the means, for clifferent "fill-in" methods for the 
hypothetical data set of sample size 60 drawn fro:n N(20,5). 

Scenario 

Original sample 

Censoring at the lOth percentile 
<LOD = 0.5 LOD 
Uniform 
Norrnal 
Bootstrap 
Censoring at the 50th percentile 
<LOD = 0.5 LOD 
Uniform 
Normal 
Bootstrap 

Mean 

19.941 

19.9:!0 
19.921 
19.925 
19.915 

19.mn 
19.048 
19.0~17 

19.6~'8 

*Determined from the bootstrap method. 

Standard 
deviation 

4.505 

4.488 
4.532 
4.497 
4.390 

4.948 
5.324 
5.027 
4.861 

95% Confidence 
interval 

18.772 to 21.110 
18.523 to 20. 773* 

18.745 to 21.097 
18.758 to 21.092 
18.371 tQ 21.028 

17.666 to 20.430 
17.733 to 20.341 
18.239 to 20.840 

TABLE II. Annual mean concentration and its 95% confidence interval for the 
dioxin data collected in Niagara Falls, NY, during September 1986 to March 1988. 

Data subset 

Sept 1986 to Aug 1987 
(Sample size = 24) 

Jan 1987 to Dec 1987 
(Sample size = 26) 

Apr 1987 to Mar 1988 
(Sample size = 27) 

Approach 

<LOD:::: 0 
<LOD = 0.5 LOD 
<LOD = LOD 
Uniform 
Normal 
Bootstrap 

<LOD = 0 
<LOD :::: 0.5 LOD 
<LOD = LOD 
Uniform 
Normal 
Bootstrap 

<LOD = 0 
<LOD = 0.5 LOD 
<LOD = LOD 
Uniform 
Normal 
Bootstrap 
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Annual mean 95% Confidence 
concentration 

(pg/m3) 

0.306 
0.382 
0.458 
0.381 
0.382 
0.374 

0.169 
0.277 
0.385 
0.261 
0.260 
0.262 

0.130 
0.236 
0.342 
0.235 
0.236 
0.225 

interval 
(pg/m3) 

0.311 to 0.452 
0.312 to 0.452 
0.184 to 0.636 

0.218 to 0.304 
0.217 to 0.303 
0.159 to 0.363 

0.197 to 0.273 
0.197 to 0.275 
0.156 to 0.319 



USE OF THE SURFACE ISOLATION FLUX CHAMBER TO ASSESS FUGITIVE 
EMISSIONS FROM A FIXED-ROOF ON AN OIL-WATER SEPARATOR FACILITY 

Dr. C.E. Schmidt 
Independent Consultant 
1479 Salmon Falls Road 
Folsom, CA 95630 

John Clark 
Radian Corporation 
10395 Old Placerville Road 
Sacramento, CA 95827 

The release of fugitive volatile organic compound (VOC) 
emissions from an oil-water separator facility at a refinery was 
studied. The first phase of the testing was a screening of all 
sources of hydrocarbon emissions on the fixed roof of the 
separator. These sources included seams in the cement roof and 
covered observation ports. All seams were tested and 
categorized into a characteristic range of voc source. It was 
then possible to express the fugitive VOC emissions from the 
seams in terms of number of lineal feet of roof seam per class 
of seam (e.g., 125 feet of seam, range 0 to 10 ppmv VOC etc.) 
Likewise, all ports were surveyed and categorized in a similar 
fashion. 

After all sources of vocs were surveyed and categorized, 
representative sources from each category (seams and observation 
ports) were studied using an emission isolation flux chamber to 
determine the emission rate of VOCs from the facility. This 
approach was cost-effective since a minimum number of emission 
measurements were performed. In this way, a correlation between 
the onsite TNMHC and hydrocarbon speciation data was made. 

Total TNMHC emissions were calculated by summing the 
emissions from all categories of seams and all categories of 
ports and expressing the fugitive emissions as TNMHC emissions 
from the roof on the facility. 
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Introduction 

Radian Corporation performed testing of fugitive total 
non-methane hydrocarbon emissions from a fixed-roof oiljwater 
separator designed by the American P43troleum Institute (API) at 
a refinery in California. 'I'he refinery was required to 
demonstrate that the control measures placed on the separator 
were effective at controlling fugitive emissions to the 
acceptance of the local air quality management district agency. 
The EPA recommended surface emissions isolation flux chamber was 
used to measure the emissions from the API separator. Although 
not specifically intended for t::1is purpose, the direct 
measurement approach using the flux chamber provided to be an 
effective measurement approach for this fugitive source. These 
data were then used to demonstrate effective control of VOC 
emissions by the fixed-roof. As such, this paper will focus on 
the application of this emission assessment technology to this 
unique voc emission source. 

Facility Description 

The fixed-roof separator involved in the program was an 
experimental model that was construct:ed and tested to satisfy a 
local air district control requirement. The design of the 
separator was unique in that the fixed-roof construction was 
intended to contain all fugitive emissions from the oil waste. 
The features of concern for the fugitive emissions testing 
program were the seams in the roof and the observation ports. 

The separator consisted of two cells each having an 
outside dimension of about 22 feet by 174 feet. The roof was 
constructed of metal I-beams and concrete slabs. The unique 
feature of the roof design was a compression gasket placed 
between the metal beams and the concrete slabs. Each cell of 
the separator had a total of thirty, 4 feet by 21 feet slabs 
·that covered the main area of each cell. These slabs were 
:fastened to the metal beam structure but the slabs were not 
united in any way. They were, however, sealed with a caulk 
material. In fact, the cell that was tested had four types of 
caulk material that was being evaluated for effectiveness (hard 
rubber, soft rubber, metal tape, and cement). 

In addition to the slab seams, there were a total of six 
observation ports having a dimension of 1 foot by 3 foot. Each 
port had a lid and a rubber gasket to seal the lid to the roof 
port. These lids were not air-tight and later proved to be a 
primary source of fugitive emissions, as did those seams that 
had weathered or incomplete caulk. There was no active control 
technology on these units and the waste streams were not treated 
in any way upstream of the separators. The concept of this 
design was to seal the separator with a fixed-roof and prevent 
fugitive emissions by using a "leak-tight" roof. No attempt was 
made to limit the head space air volume and there was no concern 
of explosion hazard. 
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Summary of the VOC Testing Program 

There are several ways in which to assess the fugitive 
emissions from a facility such as the separator. One class of 
technologies that could be used are indirect emission 
measurement technologies. These technologies involve the 
collection of ambient air samples downwind of the facility (or 
source) and rely on dispersion modeling to estimate a source 
term that could have generated those measured downwind 
concentrations. Normally, indirect assessment technologies are 
preferred for situations like this one where the emissions are 
from many fugitive sources that collectively act as a 
heterogeneous area source. However, the disadvantages of the 
indirect approach outweighs the advantages. Indirect 
technologies are subject to upwind interferences which can be 
significant at a refinery, especially when the same or similar 
compounds can be found upwind as well as downwind of the source 
being tested. Another significant disadvantage is that the 
downwind concentrations will be low if the source has a low 
emission rate, which is the case here. Lastly, indirect 
technologies are governed by the dispersion of air contaminants 
at the facility. The efficiency of collecting data and the 
quality of the data are controlled by parameters that the 
scientists has no control over. For these reasons, the testing 
approach selected was from the class of technologies known as 
direct emission assessment technologies. 

The testing approach for assessing the VOC emissions 
from the separator employed field screening and direct emission 
measurements using the Surface Isolation Emission Flux Chamber. 1 

This direct emissions measurement technology was developed for 
EPA by Radian Corporation and is now a recommended technology 
for measuring emission rates from fugitive area sources. The 
primary advantage of using this technology is that the emission 
rate is calculated from measured parameters, all of which the 
scientist has control over. The technology is free from upwind 
interferences, and is applicable to a variety of surfaces 
including emissions from cracks, vents, and fugitive emissions 
from observation ports. The disadvantage is that the entire 
source must be assessed and that means that the source must be 
understood and then representatively tested. 

The emissions testing program consisted of screening to 
select representative sampling locations and emission 
measurements that could be summed in order to calculate an 
emission rate of VOC's from the facility. Preliminary screening 
indicated that the majority of fugitive emissions were from the 
caulked seams in the cement slab construction and from the 
observation ports throughout the roof. The screening activities 
using real-time analyzers indicated that there were 20 
categories of seams that required testing: 4 types of caulk 
material; and 5 ranges of voc concentration above the caulked 
seams. The seam length per each type of seam caulk was measured 
and representative emission rate measurements were made using 
the isolation emission flux chamber where needed to satisfy the 
screening data needs. Not all types of seam caulk had VOC 
concentration measurements in each of the five concentration 
ranges identified and flux chamber measurements were not 
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required for all 20 categories. 

The results of the seam t:esting by category were used to 
calculate the total non-methanet hydrocarbon (TNMHC) fugitive 
emissions by multiplying the unit emission rate data per 
category of seam by the lineal feet of each category of seam and 
summing these data to obtain the TNMHC emissions for caulked 
seams on the separator cell (Table 1). It was estimated that 
the TNMHC fugitive emissions from th~~ seams was 0. 56 pounds per 
day calibrated as hexane. In addition, testing was conducted on 
ports with the lids open and closed, and with lids with and 
without over gaskets of rubber. It was found that a metal lid 
controls emissions about 44 percent and 80 percent with an 
additional gasket. 

The same approach was used for the observation ports; 
screening with real-time analyzers and the flux chamber 
measurements over the covered ports to estimate the fugitive 
emissions from this source (Table 2) • In the same way, an 
estimate of TNMHC fugitive emissions of 0. 34 pounds per day 
calibrated as hexane was made for aL~ six observation ports per 
cell. 

Considering that the total fugitive emissions for TNMHC 
were believed to come from the caulked seams and the observation 
ports, the total emissions estimate for the separator cell was 
0.90 pounds per day calibrated as hexane. 

The effectiveness of the fixed-roof control measure was 
assessed by summing the fugitive emission sources and dividing 
by the estimated, uncontrolled emission rate estimate derived by 
the Litchfield equation. The control efficiency of the fixed
roof was estimated to be 98 percent. 

Summary and Conclusions 

The primary conclusions from this testing and research 
effort are as follows: 

o The fugitive TNMHC emissions from a fixed-roof API 
oiljwater separator on the day of testing were 
measured and found to be 0. 9 0 pounds per day as 
hexane. 

o The overall control efficiency of the fixed-roof on 
the separator without 'vaste pre-treatment or an 
additional control technology was estimated at 98 
percent. 

o Additional controls consisting of over gaskets on 
ports and flexible continuous caulking in seams can 
improve the control efficiency of fugitive emissions 
from fixed-roofs on separators. 

o If used with a screening technology, the direct 
measurement technologies can be effective in 
assessing fugitive emissions from these types of 
fugitive emission sources. 
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TABLE 1. RESULTS OF DIRECT EMISSIONS TESTING OF SEAMS 

SEAM EMISSIONS: EMISSION RATE PER CATEGORY OF OVA CONCENTRATION (ppmv) as lbs hexane/foot-day 

TYPE < 1 0 ppll'tf OVA 10 • 50 ppmv OVA 50 · 200 ppmv OVA 200 · 1 , 000 pp11'1 OVA >1,000 PPMV OVA 
·------~-----------·--------~-----------------~---~·~---------------·--~------------------------------·------------------~-------------------·-----------------------

HARD RUBBER 590' jj) 1 .6E- 5 

SOFT RUBBER 236' 11 1 .OE- 5 

METAL TAPE 233' a 6.5E- 5 

CEMENT 62' a 1.4E-5 

TOTAL EMISSIONS FROM SEAMS: 0.56 lbs/day as hexane. 

I-" NA · NOT APPLICABLE 
0 
U1 
~ 

23' 11 9.0E-4 18' a 6.9E-3 5' a 5.5E- 2 NA 

3' a 9.0E-4 1.3 a 1.9E -2 IIA NA 

5' a 9.oe"4 3• i 1.5E-l 1.3 a 5.5E -2 NA 

NA NA NA NA 

TABLE 2. RESULTS OF DIRECT EMISSIONS TESTING OF PORTS 

PORT EMISSIONS: EMISSION RATE PER CATEGORY OF OVA CONCENTRATION {ppmv) as lbs. hexane/port-day 

TYPE NUMBER OVA SCREEN (ppmv) EMISSIC* RATE ( lbs. hexane/port-day) 

INLET PORT 4 1,000 - 2,000 6.8E-2 

OOTLET PORT 2 6,000 - 7,000 4.9E-2 

PUMP PORT 2 NOT TESTED 4.9E-3 

TOTAL EMISSIONS FROM PORTS: 0.34 lbs./day as hexane 



AN ATTEMPT TO MEASURE THE AIR TOXICS IMPACTS OF THE GREATER 
DETROIT RESOURCE RECOVERY FACILITY 

By: JAMES C. SERNE, P.E. AND JOSEPH M. MARTINI 

INTRODUCTION 

An intensive ambient air monitorinq program was initiated in 
January 1988 in the vicinity of the Greater Detroit Resource 
Recovery Authority 1 s (GDRRA) resourcE~ recovery facility located 
in Detroit, Michigan. In July 1989 the facility finished 
initial compliance testing and began commercial operation. The 
facility is designed to receive and process a maximum of 4000 
tonsjday of municipal solid waste (MSW). Typically, the 
processing equipment will shred, screen and magnetically 
separate 3300 tons of solid waste to produce refuse derived fuel 
(RDF) five days a week. Each day, seven days a week, up to 2400 
tons of RDF can be used as boiler fuel for production of steam 
and electricity. 

The ambient air monitoring program being conducted by Roy F. 
Weston, Inc. (WESTON) for GDRRA beqan in January 1988. The 
objectives of the air monitoring program are to: 

• Document the background levels of the pollutants of 
concern that will be emitted from the waste-to-energy 
facility. 

• Gather sufficient data to determine the actual ambient 
impact of the GDRRA facility emissions. 

WESTON established and operates ambient air monitoring equipment 
at two sites in the vicinity of the GDRRA facility. One of the 
monitoring stations, the "Playground Site", is located near the 
predicted location of the maximum ann~al ground-level concentra
tion and annual maximum dry pollutant deposition. The second 
site used by WESTON, the "Wayne Cou::1ty Site", was selected·as 
representative of the regional background air quality beyond any 
significant influence of the resource recovery facility. In 
addition to the two sites operated by WESTON, Environment Canada 
operates two monitoring stations in the Windsor, Ontario area 
that provide data of potential USE! in WESTON 1 s air quality 
impact analysis. 

The pollutants of concern include trace metals, organic com
pounds (which could result from incomplete combustion of the 
MSW), acid gases and inhalable particulate matter. The organic 
compounds being sampled and analyzed include dioxins, furans, 
PCB 1 s, polynuclear aromatic hydrocarbons, chlorobenzenes and 
chlorophenols. The metals being analyzed include lead, copper, 
zinc, mercury, nickel, manganese, arsenic, chromium, vanadium, 
selenium, cadmium and antimony. 

rhe first phase of the ambien't air moni taring program was 
jesigned to gather background air quality data for at least one 
year prior to the start-up of thE! GDFRA facility. The monitor
ing program will continue for at leaEt one year after the GDRRA 
facility begins operation to determine if measurable air quality 
impacts occur. 
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The design of the ambient air taxies moni taring program was 
coordinated with an ad-hoc interagency committee of the federal, 
state, provincial and local air pollution control agencies in 
the Detroit-Windsor area. 

SAMPLING SITES 

Ambient air quality data is collected by WESTON for the GDRRA at 
two monitoring stations in Detroit. The 11 Playground Site" is 
located at the Grandy StreetjMedbury Street Playground, which is 
predicted by air quality modeling to be in the area of the maxi
mum air quality impacts from the GDRRA facility. The Play
ground Site is located approximately 0.65 miles northeast of the 
GDRRA facility. 

The second monitoring station operated by WESTON is called the 
"Wayne County site". This site, which is located near the 
Southeastern High School on Goethe Street, was selected as 
representative of the regional background level concentrations 
for the pollutants of concern. The Wayne County moni taring 
station is located approximately 3.8 miles east of the GDRRA 
facility. The Wayne County Site is being considered a back
ground site in the sense that it is anticipated to be much less 
influenced by the emissions from the GDRRA facility relative to 
the Playground Site. 

In addition to the two monitoring stations operated by WESTON 
for GDRRA, Environment Canada operates two air quality monitor
ing stations in areas potentially impacted by the GDRRA facili
ty, but to a much lesser degree than the Detroit Playground 
Site. The two Environment Canada sites are referred to as the 
Windsor Site and the Walpole Island Site. The Windsor site is 
located approximately four miles south of the GDRRA facility in 
Windsor, Ontario. Environment Canada began sampling at the 
Windsor Site in July 1987. In January 1988, they began sampling 
at the Walpole Island site which is located approximately 35 
miles to the northeast of the GDRRA facility. The Walpole 
Island Site is considered representative of a remote background 
site. 

SUMMARY OF SAMPLING AND ANALYTICAL METHODS 

The pollutants of concern and the sampling methods and analyti
cal procedures are described below. This is the first time an 
attempt has been made to identify and quantify most of these 
pollutants in Detroit. 

Pollutants of Concern 

While there are many pollutants of concern in ambient air, this 
study focuses on those pollutants that are specifically thought 
to be associated with the combustion of municipal solid waste. 
Table 1 provides a list of pollutants that are included in the 
monitoring study. Table 2 provides a list of the semi-volatile 
organics analyzed for in the PAH and PCB, chlorobenzene, 
chlorophenol samples. Many of these pollutants may be emitted 
from resource recovery facilities. They have been classified as 
pollutants of concern in previous health risk studies. The 
pollutants of concern are compounds or elements, which poten
tially contribute to long-term, chronic health effects. While 
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some of these compounds also have short-term, acute health 
effects, there are no conceivable ?lant operating conditions 
that could lead to an exceedance of accepted short-term stan
dards or criteria nor any long-term or chronic exposure crite
ria. Although none of the many studies that have been conducted 
concerning waste-to-energy facilities have identified any 
potential health impacts, this .:;t"Ldy is being conducted to 
confirm such results. 

Sampling and Analytical Methods 

The sampling and analytical metbocs employed by WESTON are 
identified in Table 3. The selected sampling and analytical 
methods are published EPA and NI,)SH nethods. In general, these 
are the same methods used by Env~ .. rCinment Canada in their air 
quality monitoring program at the vlindsor and Walpole Island 
Sites. This was an important point in method selection. The 
use of the same or very similar ::;amp~~ing and analytical methods 
will enable the monitoring result:3 ::rom both the Michigan and 
Ontario sides of the Detroit Rive;:: i:o be merged into a single 
database to determine the relative air quali ~Y impact of the 
GDRRA facility. 

The detection limits for the p::Jllui::.ants of concern are also 
noted in Table 3. The detection limits for dioxins and furans 
are in the 0. 05 to 0. 5 picograms per cubic rr.eter range ( 1 o-12 

grams/m3
) depending upon the species of dioxin or furan being 

measured. The detection limit for PCB's and chlorobenzenes and 
chlorophenols are approximately 2 to 20 pg/m3

• The detection 
limits for the other organics and trctce metals are in the nano
grams per cubic meter range ( 10-9 grans/m3

) • 

Sampling Schedule and Period 

PAH, metals and acids samples are colLected at both WESTON sites 
every six days. PCB's and chloroben2enes and chlorophenols are 
sampled every twelve days. Dioxins and furans are sampled every 
24 days. To collect a sufficient a:_r sample volume to obtain 
the des ired detection 1 imi ts for dioxin/ furans, PAH' s, PCB' s 1 

CLB and CLP 1 WESTON samplers an~ operated for 4 8 hours. The 
samp1es for the other pollutants of ::::oncern are collected over 
24 hour periods by WESTON. The 43-hour samples are collected 
from noon to noon. 

Methods For Identifying Ambient AL::_j>uali ty Impacts 

Several methods are planned to iden~i~y and characterize the air 
toxics impact using the pre- and pos:- operation ambient data. 
A preliminary evaluation has bee~ pecformed each quarter since 
the beginning of the sampling act i_vit.l.es. Each calendar quarter 
the air sampling, meteorological and boiler operations data are 
tabulated and entered into a databas~?. Quarterly data reports 
are prepared which present tabulated and graphical (bar chart) 
summaries of the mean values, s-::andard dev:~ations, maximum 
values and number of values above the detect~~on limits. The 
quarterly summaries have been cornpc:tred visually or "by-eye" 
against previous quarterly summacies to flag trends or obvious 
impacts. To date no significant air toxics i11pacts have been 
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Figure 1. SFE-GC/MS analysis of roofing tar volatiles collected near the tar vat 
operator's face. The entire analysis including sample collection (1 0 minutes), 
supercritical fluid extraction (10 minutes), and GC/MS analysis (except data 
reduction) required < 1 hour. The numbers above the selected ion plots indicate 
the mass of the selected ion plot. See reference 5 for details. 
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observed and the facility does not appear to be increasing 
ambient air toxic concentrations above existing pre-operational 
levels. 

Only preliminary analysis and interpretation of the data have 
been accomplished to date and the collection of post operation 
ambient data is ongoing. During the first half of 1989 the 
facility was undergoing start-up activities and hence the 
combustion of RDF was intermittent and quite variable. The 
summer season (July through September) of 198 9 was the first 
quarter in which the facility operated in a routine manner, 
although RDF combustion at the design rate was seldom achieved. 
Since completing start-up the facility has typically operated 
with only one boiler and only about 1000 TPD of RDF has been 
combusted. 

The summer season of 1989 has been compared to the summer of 
1988. A series of barcharts provides a side-by-side comparison 
of the seasonal data from the two years. These figures are 
included as an appendix to this paper. This simplistic type of 
comparison identifies no air taxies impact from the facility. 
It appears that the emissions from the facility have little or 
no measurable ambient air taxies impact. For most of the 
pollutants included in the study, the ambient concentrations 
actually decreased in 1989. Meteorology must be considered and 
a larger database with more seasons of sampling are needed 
before any conclusions can be made. 

Other methods will be used to investigate potential impacts. 
Dispersion modeling will be performed to study specific sampling 
days to compare the predicted air quality impacts from the air 
toxic emissions from the facility to the actual measured ambient 
concentrations. Meteorological data are continuously gathered 
at the Playground monitoring station and records are kept of the 
rate of RDF combustion in each boiler and per day. Emission 
test results are also available from the initial compliance test 
program to relate pollutant emissions to the quantity of RDF 
combusted. Days with prevailing winds that would carry the 
plume towards one of the monitoring stations can be studied and 
comparisons of predicted air toxic impacts to measured ambient 
concentrations can be performed. 

When approximately one year of post-operation data are avail
able, a comprehensive statistical analysis of the database is 
planned. Multi-variate analysis of variance will be used to 
determine if measurable air toxic impacts have occurred. Each 
pollutant emitted from the facility can be evaluated and these 
results for different pollutants compared. The large number of 
variables, in particular, meteorological factors (such as wind 
speed, direction, atmospheric stability, etc.) which may vary 
significantly during most sampling days and from one sample day 
to the next are expected to make this statistical analysis quite 
difficult. Further complicating this analysis is the vari
ability in pollutant emission rates which vary from day to day 
(and hour to hour) depending on boiler operation and RDF 
combustion rates. 
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TABL!! 1 

LIST OF POLLUTANTS THAT ARl! IHCWD!D 
IM THE QDRRA MOHITORIHQ STUDY 

EJUSSIOM SYMBOL UASOH POR SAJU>LIMG 

Dioxina and rurana 

PolychloJ:inated 
dibenzo-p-dioxina and 

Polychlorinated 
dibenzofurana 

Semi-Volatile Organic• 

Polynuclear Aroaatia 
Hydrocarbon• 

Polychlorinated Biphenyl• 
Chlorobenzenea and 
Chlorophenol• 

Trace MUall 

Antimony 
Araenic 
Cadmiwa 
Chromiua 
Copper 
Lead 
Mangan••• 
Mercury 
Nickel 
Seleniua 
Vanadiua 
Zinc 

Inhalablt Particulate Katter 

Inhalable Particulate• 

Acid Gu .. 

Hydrogen Chloride 
and Inorganic Acid• 

PCDD,PCDP 

PAH 
PCB 

CUS, ClP 

Sb 
A a 
Cd 
cr 
cu 
Pb 
Mn 
Hq 
Ni 
Se 
v 
Zn 

PNlO 

HCl 

a, d 

a, d 
a, d 

a, d 
a, d 
a, d 
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TABLE 3 

COMFOUND SAMf'LINI3 
i'IETHO[I 

AMBIENT I'IOHITOH!NG ME1HODS AND DETECTION LlM!TS 

ANAL n!CAL 
METHOD 

SMPLE 
VOLUME 

TARGET OETECT!ON : 
LEVEL 

SAMPLING EOUIP~EHT 

~===~~============~==:~~~=================:========~~:===~=~================~=~~==~~===========:=========~=~~=~=============: 
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~~----------~-------:-----~~-------------:--------~~------:----~-----------~-~-------------

:PCE :H1-VolfPUF GC-t\S . 800 m3 ' 2 - 20 pgill3 :General Metal Works PS-I ' I 

I I I I 
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:---------
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' -----.------
:Particulates IPM!OI :Med-Flow I Gr a vi metn c I 160 113 ' --- :Sierra Anderson Mediu~ Flow I I I 

:--------------~-1 
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-------------------:--------------------:----------------:----------------:------~-----------:--------------

:voc :EPA TO~t4 ' EC-~5 I 16 L ' O.lug/1113 :Evacuated Cani5ter I ' ' 
:~~==~=======~=====~;==;~===~==============~==========~~==~===========~=====~===========~~===============~~~=======~=~====~=: 
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Abstract 

A new method has been developed to measure emissions from 
office equipment to provide figures for the contribution 
to local indoor air pollution from different sources e.g. 
laser printers. 

The tests are conducted in a climatized room. The total 
air emissions from the equipment, e.g. a printer is col
lected in a funnel, the equipment is tested for leaks, 
the total air flow is measured, the concentration of 
ozone and particles in the outlet air is determined, and 
the results are given as micrograms pr. minute of ozone 
and dust. As the results are given as a single number for 
each tested item the method also gives the possibility 
for ranking between printers for the tested component. 

The average emission of ozone from printers without fil
ter is 440 Mg/min for printers. With built-in filters the 
average emission is 100 Mg/min. It is shown that these 
emissions will give significant c8ntributions to exposure 
concentrations in an office. 
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Introduction 

Installation of personal office equipment in poor venti
lated small offices is often seen to cause unacceptable 
indoor air pollution. The nuissance from office equipment 
is often complex and can be described as a combination of 
draw, elevated temperatures, dust from printers, and 
ozone generated from corona discharges in laser printers 
and photocopying machines. 

Sources to indoor ozone exposure 

Ambient air is the common source of indoor ozone. The 
concentration is varying in time and by place. The indoor 
concentration level from this source is determined by the 
actual ambient levels, reduction in the air conditioning 
system, and air exchange rate. It is also known from the 
literature that electrostatic filters, photocopying ma
chines, laser printers and other equipment with electric 
discharging generate and emit ozon /1/. 

Printer technology 

The principles of the laser printer technology are shown 
in Figure 1. The formation of ozone takes place in an 
electric field (AC or DC) between the corona wire (DC, 
positive or negative) and a photosensitive surface on the 
"image drum". 

The generation of ozone from atmospheric oxygen in this 
field depends on the field type and the field strength, 
which is relat~d to the distance from the corona wire to 
the photosensitive surface. The generated ozone will 
decompose by catalytic reactions at surfaces. In a number 
of printers this decomposition is enhanched by high tem
perature, a long residence time and a built-in filter. 

Equipment and ventilation of the modern office 

During the last 5 - 10 years we have seen the introduc
tion of personal computers, computer networks and local 
laser printers into the modern office. This development 
has introduced new relative large sources of ozone and 
heat into the office. The contribution from ambient ozone 
to indoor ozone levels is much lower in Denmark than in 
e.g. metropolitan areas in the United States. 

Many Danish office buildings have ventilation systems 
which are unable to meet the requirements needed to se
cure acceptable low ozone concentrations and temperature. 
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Definitions and principles 

The emission of ozone/dust is defined as the total amount 
of ozone/dust leaving the printer pr. minute. This defi
nition allows for catalytic deconposition of ozone and 
deposition of dust inside the pr~nter. The definition 
means that the emission includes point sources and dif
fuse sources. 

To collect all air streams from the printer it is equip
ped with a funnel. Diffuse sources and leaks are sealed 
with film and tape (Figure 2) and checked by leak test
ing for ozone. The airflow rate t:hrough the funnel and 
the concentration of ozone and dttst are determined. 

To make comparable results the printer is set to produce 
standard test prints at maximum printing rate on standard 
80 gjm2 paper, and the tests are performed in a test room 
with controlled temperature, humjdity and ozone (20°C, 50% 
relative humidity, < 0.001 ppm respectively). 

Every test includes two independent tests with replace
ment of the funnel between the tests. 

The emission of particulate matter from the printer is of 
primary relevance for the deposition inside the printer 
or on the built-in filter, where deposition of particula
te matter increases the pressure loss over the filter and 
will contribute to catalytic destruction of ozone. 

Experimental 

Air volume flow rate: The air velocity v (mjs) is deter
mined with a calibrated spinwheel anemometer (Lambrecht) 
as the mean of 3 repeated 1 minute average values for 
each independent test. The area of the funnel opening is 
A (m2) , and the air volume flow rate Q (m3/h) is calcula
ted as: 

Q(m3 jh) = v(mjs) * A(m2
) * 3600(s/h) 

Air volume flow rates are reportej at standard conditions 
(20°C and 1 atm.). 
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Determination of ozone concentration: A conventional 
ozone monitor (AID 560) based on the chemiluminicence 
principle is used for determination of the ozone concen
tration C (ppm) in the funnel opening cross section. To 
avoid errors from non-uniform distribution over the cross 
section the teflon sample probe is traversed. Before each 
test the ozone monitor is calibrated using the AID 565 
ozone generator, which is calibrated at regulary inter
vals against a standard iodometric method /2/. 

The range for the actual instrument is 0.001 - 10 ppm 
ozone. 

The ozone emission concentration (E) is determined as the 
average of 3 repeated 1 minute average values of the 2 
independent tests. The results are read from the instru
ment display. 

The emission of ozone E(microgramjmin) at 20° C is cal
culated as: 

E(~g ozone/min) 
(min/h) 

C(ppm) * 1995 ~gjm3jppm * Q(m3 jh)/60 

Determination of particle emission: From the funnel a 
representative sample of air is taken isokinetical 
through a 37 mm pre-weighed membrane filter (Millipore 
AA, 0.8 ~m). The sample time is 60 min. The air wolurne is 
determined by a calibrated gas meter. 

The amount of dust sampled on the filter is determined 
gravimetrically with a microbalance (Cahn 25) at con
trolled air conditions (20°C and 50 % relative humidity) . 
Detection limit < 0.01 mgjm3. 

As a standard routine the composition of the dust is 
characterised by optical microscopy. 

Results 

During the last 5 years our Institute has tested approx. 
40 different printers. All printers have been tested 
without a built-in ozone reduction filter, and 50% of 
these have been tested with an internal ozone reduction 
filter. In addition to this our Institute has performed 
tests to describe the ozone reduction for new and aged 
filters. The tests have been performed for producers and 
suppliers to the Danish market, and results for individu
al printers and external filters can be obtained from the 
relevant supplier or producer of the printer. 
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Test results are shown on the Figures 3 - 6 for ozone and 
Figure 7 for particle emissions. 

Table I gives a summary of the obtained results. 

Ozone emission from printers without built-in filter 

It is possible technically to reduce the ozone produc
tion rate without the use of filters, e.g. by improved 
principles for the electrostatic proces. 

Ozone emission reduction by built-in filters 

The reduction efficiency is defined as: 

R = (1- E(with filter)/E(without filter)) * 100% 

E(with filter) and E(without filter) measured at identi
cal test conditions, paper qualit.y and printer settings 
etc. 

For the tested printers the ozone reduction varies from 
10 to 90%. The sources of variation in the ozone reduc
tion are: 

type of filter (corrugated paper or PUR-foam impreg
nated with activated charcoal or an activated charcoal 
grid) 

leakages caused by incorrect o~ inexpedient mounting of 
filter 

increased catalytic reduction of ozone caused by longer 
air residence time inside the printer 

We have not performed tests to quantify sources of varia
tions in ozone reduction efficiency. The obtained maximum 
reduction efficiency of 90% can be obtained when the de
velopment, production, installation and operation of 
printers are performed according to accepted rules for 
quality control. This reduction efficiency can be in
creased by further development of the internal filters in 
the different printers. No apparent or statistical signi
ficant connection between any of the factors emission of 
particulates, the ozone emission or the ozone emission 
reduction can be seen. 

Ozone emission reduction by external filters 

For the different types of external filters on the Danish 
market the ozone reduction efficiency has been tested in 
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connection with different printers from different sup
pliers. For new filters, correctly installed etc. the 
ozone emission concentration is at or below the detection 
limit of the instrument, which gives an emission reduc
tion efficiency beyond 99.9 %. 

Discussion 

The test method described is shown to give results that 
provide us with information on the ozone emission from 
laser printers and the methods used to reduce the ozone 
emission from these printers. The information on emission 
levels can ranking of printers according to their emis
sion and for predicting exposure levels for different 
categories of printers. 

Emission reduction: 
It is important to notice that with the current used 
filters we have experienced a rapid decrease in the re
duction efficiency of these filters due to particular 
deposition on the filters. Higher average values will 
then develop with time. 

The emission source test method has been used actively in 
Denmark for the development of active external filters 
based on the principle of a prefilter for particulants 
followed by granulated active carbon. This technology 
effectively removes dust and ozone, and the ozone reduc
tion efficiency does not decrease as rapidly as for other 
filter types. 

Exposure levels for ozone in offices: 
In Denmark regulations of ozone emission and exposure are 
limited to 100 ppb for industrial work-exposure. For ln
door exposure in offices there is no exposure limit. 

Based on the test results of ozone production from the 
laser printers and the common model for calculation of 
average concentrations in rooms with known ventilation 
rate, volume, inlet concentration of ozone, rate con
stant for surface catalyzed decomposition average concen
trations can be calculated. 

The results are shown in Table 2 for one example and for 
different printer categories and printing rates. These 
results are also shown on Figure 8. 

The equilibrium concentrations obtained by this simple 
box-model will give average values for the concentration 
of ozone in the room or in a part of a room confined by 
thermal movements in the room. 
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Although equilibrium concentrations are often used for 
regulatory purposes, problemH are! experienced at concen
trations well below the treshold limit value. In situa
tions where a confined plume from the printer points 
towards a person, the concentration of ozone in the 
breathing zone will often be hig~er depending on the 
initial concentration and the! dilution by distance and 
thermal movements. Consequent:ly such a person might be 
effected by the ozone. 
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Figure 2. SFE-GC/MS analysis of air collected onto a PUF sorbent plug in the 
office of a cigarette smoker. Sample collection was for 5 minutes, then the PUF 
plug was analyzed using split SFE-GC/MS with a 10 minute extraction (400 atm 
C02). 
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Table I. 

Summary of test results 

Without filter With filter 

Avg.+j-St.dev. Avg.+j-St.dev. 

ozone 1-'g/min. 438+/-277 102+/-98 

Ozone cone., ppb 504+/-290 

Particulates ~g/min. 61+/-74* 

* Note: Particulate emission data not normal distributed 

Table II. 

Ozone equilibrium cone. (in ppb) at different printing 
rates. 

Printer category 

Worst case 
Average 
Low 
Minimum 

Printing rate 

100 % 50 % 

380 190 
135 68 

30 15 
background/other sources 

10 ~ 
0 

39 
14 

3 

Note: ventilation rate q (1 pr. hour), volume v (25m3
), 

inlet concentration of ozone Co, rate constant for sur
face catalyzed decomposition k (0,05 min.- 1

) average con
centrations can be calculated. 
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MEASURED EMISSIONS OF OZONE 
With and without build-in filters 
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Figure 3: Ozone emissions 
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Figure 4: Ozone emissions from printers without 
built-in filter. Histo0rarn. 
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with built-in filter. Histogram. 
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DETERMINATION OF LIGHT AND HEAVY HYDROCARBONS 
AND NON-METHANE ORGANIC COMPOUNDS (NMOC) IN 
AMBIENT AIR USING A COMBINATION OF METHOD T0-12 
AND METHOD T0-14 

John V. Hawkins, B. Rubert, S. Wilhite and K. Holloway 
Pioneer Laboratory, Inc. 
11 East Olive Road 
Pensacola, FL 32514 

John L. Deuble, Jr. 
ERC Environmental and Energy Services Co. 
5510 Morehouse Drive 
San Diego, CA 92121 

Michael Stroupe 
Nutech Corporation 
2806 Cheek Road 
Durham, NC 27704 

The relationship between ambient concentrations of 
precusor organic compounds and subsequent downwind 
concentration of ozone has been described by a variety of 
photochemical dispersion models. The most important 
application of such models is to determine the degree of 
control necessary in an urban area to achieve compliance to 
air quality standards for ozone. Elaborate theoretical models 
require detailed organic species data obtained by 
multi-component gas chromatography. The combination of 
techniques found in T012 and T014 allow for successful 
identification and speciation of photochemical reactive 
organic gases (ROG). How the merging of the two methods was 
applied to the analysis of ROG samples and what commercially 
available equipment was utilized will be discussed. 
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INTRODUCTION 

The analytical strategy for method T0-14 involves using 
a high-resolution gas chromatograph (GC) coupled to one or 
more appropriate GC detectors. Method T0-12 utilized the 
same type of cryogenic concentration technique used in Method 
T0-1 and Method T0-14 for high sensitivity with the simple 
flame ionization detector (FlO) of the GC for total MNOC 
measurements without the GC columns and complex procedure 
necessary for species separation. 

Approaching the analytical system as an in vivo ambient 
sample is the best way to see how the two methods were merged. 
Once the canister containing the collected sample is attached 
to the analytical system, a gas stream flow is established. 
As in Method T0-14 a Nafion dryer is used to remove water 
vapor to avoid its formation in the analytical system. 
Method T0-12 did not utilize the dryer concept. The sample 
is directed to the cryogenic trap and the ROGs are collected 
in the cryogenically cooled trap. After a set time the cryogen 
is then removed and the temperature of the trap is them raised. 
The ROGs originally collected in the trap are revolatilized and 
transferred into the gas chromatographic system. 

EXPERIMENTAL 

As ambient methods have been adopted, modification and 
adaptations have made use of technical advancements and 
improvements. Compendium Method T0-1 used cryogenic cooling of 
the GC inlet to trap the desired analytic. Compendium Method 
T0-2 used an efficient trap off-line that trapped and 
transferred compounds into the gas cromatograph. Compendium 
Method T0-3 made use of the Nafion dryer to reduce moisture, an 
offline cryogen cooled trap and multidetector analytical system. 
Analytical methods employing trapping concepts are identified in 
Table 1. 

For the ROG analysis discussed in this T0-12/T0-14 Method a 
commercially available system is utilized: A Nutech Model 8533 
universal sample concentrator is interfaced to the gas 
chromatograph. The model 8533 sample concentrator consists of 
two sample concentrator devices, a standard Tenaxjcharcoal trap 
for traditional purge-and-trap operations, and a Compendium 
Method T0-14 liquid cryogen trap. This concentration technique 
is utilized for many instrumental-analytical methods (i.e., Gas 
Chromatography: 501, 601, 602, 8020, 8010, 603 and 8030; and 
Mass Spectrometry: 501.3, 524, 624, 8240, 5040 and 5030.} 

When in use for ambient air methods the Model 8533 valve 
oven is kept at a constant elevated 150 c. The only valve 
utilized is the cryo-valve to switch the off-line trap in line 
with the gas chromatograph analytical column. Compendium 
Method T0-12 collects data valid for the Empirical Kinetic 
Modeling Approach (EKMA) which does not require speciation. 
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since speciation is important for many projects, the non
methane organic compound {NMOC) iden1:ification and separation 
is accomplished by transferring a "discrete bullet" of 
collected NMOC onto a fused silic::a high resolution capillary 
column. The column, which is cryogenically cooled and slowly 
ramped to a higher separation temperature, allows for optimum 
separation. 

compendium Method T0-12 take::; thH cryo-focused sampled 
directly to a flame ionization dj~tec1:or (FID) . The organic 
compounds previously collected in the trap revolatise due to 
the increased temperature and thj~y are carried into the FID, 
resulting a response peak or peaJ~s from the FID. The area 
of the peak or peaks is integrated, and the integrated value 
is translated to concentration units by using a previously 
obtained calibration curve relat:Lnq integrated peak areas with 
known concentrations of propane. 

In developing this method for NMOC speciation, a Hewlett 
Packard 5890 Series II Gas Chromatograph was utilized along 
with a Carle Gas Chromatograph for dE~termining methane and 
carbon monoxide concentrations. The HP 5890 is considered to 
have the most stable and reliable heating and cooling control 
which is quite important for speciation and fingerprinting. 
Dual detectors are in-place for the same reasons as stated 
in Compendium Method T0-14. Identification errors can be 
reduced by: (a) employing simultcmeous detection by different 
detectors, and (b) verification of key components to detect 
.shift.s in eluting order or retent:ion time. Interferences on 
the non-specific detectors can still cause errors in identifying 
a complex sample. The non-specific detector system (i.e., GC
PID-FID, however, is successfully use,d for quantification of 
relatively clean samples. The non-specific detector system can 
provide a "snapshot" or "fingerprint,. of the constituents in 
1::.he sample, allowing determination of: ( 1) extent of misidentif
ication due to overlapping or coeluting peaks: (2 position of 
the ROGs within or not within the concentration range desired; 
and (3) retention time shift patterns. 

The O.I. Analytical PID/FID system was chosen for its 
design and reliability characteristics that made dual detector 
analysis successful. Sensitivity and linearity are well 
established with this system. 

Compendium Method T0-12 uses electronic integrators for 
sample quantification. For the ROG procedure a Waters Maxima 
820 personal computer based data collection system is utilized 
to identify and quantify organic analytes. The diagram shown 
below denotes how the detector sends an analog signal to the 
chromatographic interface (WD24 board). The magnitude of this 
signal (measured in microvolts) corresponds to the amount of 
sample present in the detector at a given time. The 
chromatographic interface converts the analog signal to 
digital information. 
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CONCLUSION 

Compendium method T0-12 uses a NIST traceable standard, 
propane, at the level of 1-100 ppm (3-300 ppmC) for its 
calibration standard. The importance of the Standard 
Reference Material (SRM) or a NIST U.S. EPA approved Certified 
Reference Material (CRM) cannot be overemphasized. This 
modification or merging of Compendium Methods T0-12 and T0-14 
lead to the selection of multiple standards for the ROG 
procedure. Since speciation is the goal of the ROG analytical 
scheme, a Hydrocarbon Library of over 200 compounds containing 
either neat liquids or gas mixtures was established from 
commercial vendors. The combination of SRM reference standards 
and these individual compounds yields accurate and adequate 
identification and quanification. Merging the T0-12/T0-14 
Method allows for successful analysis for reactive organic gases 
and hydrocarbon speciation. 
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Table 1 

ANALYTICAL METHODS UTILIZING TRAPPING CONCEPTS 

Compen
dium 
Method 

T0-1 

T0-2 

T0-3 

T0-12 

T0-14 

T0-12/14 

Description 

Tenax GC 
adsorption and 
GC/MS analysis 

Carbon 
Molecular Sieve 
adsorption and 
GC!MS analysis 

Cryogenic 
trapping and 
GC!FID or 
GC/ECD 
analysis 

Canister 
collection, 
cyrogeruc 
trapping and 
GC/FID analysis 

Canister 
collection, 
cyrogeruc 
trapping and 
GQMS or 
GOFID-PID-
ECD analysis 

Canister 
collection, 
cyrogemc 
trapping and 
GC!PID-FID 
analysis 

Target 
Compounds 

Volatile, nonpolar organic 
(i.e., aromatic hydrocarbons, 
chlorinated hydrocarbons) 
having boiling points in the 
range of 80° to 2cx:ec. 

Highly volatile,. nonpolar 
organics (i.e., vinyl chloride, 
vinylidene chloride, benzene, 
toluene) having boiling 
points in the range of -15° to 
+120°C. 

Volatile nonpolar c'rganics 
having boiling points in the 
range of -10° to 20)0 C. 

Organic compouncs 
specifically hydrocarbons of 
aromatic, aliphatic and 
olefmic natlLX trea·:ed as total 
NMOC. 

Organic corr:.pounc.s; a 
detailed list of halogenated 
and aromatic comt:ounds 
have been verified down to 
the ppb V level. 

Organic compouncs and 
reactive gases; methane, 
carbon monoxide, ~thane 
ethylene, acetylene and a 
detailed list of para fins 
olefms, aromatics and 
rerpenes. 
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Pretreat
ment of 
Sample 

None 

None 

Nafion® 
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SUPERCRITICAL FLUID EXTRACTION -
APPLICATIONS IN THE AG INDUSTRY 

M. E. McNally 
E. I. Du Pont De Nemours and Co. 
Agricu It ural Products Department 
Experimental Station, P. 0. Box 80402 
Wilmington, DE 19880-0402 

In the agricultural industry, the identification and 
quantification of residual herbicides and their metabolites 1s 
crucial to the registration process. Conventional chemical 
extraction procedures for the parent compound and its 
metabolites, sometimes unknown, are often difficult, time 
consuming and risk interference or transformation of the 
species of interest. Once identified, quantitative recoveries of 
the residues from the parent compound and its metabolites 
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The Prediction of Atmospheric Stability and the Dispersion of 
Emissions from Superfund Sites 

C. C. Allen 
Center for Environmental Systems 
Research Triangle Institute 
Research Triangle Park, North Carolina 27709 

At Superfund sites, remediation procedures may be needed that result in 
emissions of dense vapors, cooling tower emissions, fumes from elevated vents, 
and other types of emissions. Because the risk from the remediation activities 
can occur during specific atmospheric conditions, it is especially important to 
have access to dispersion models that are both site-specific and weather
specific in order to evaluate the potential effect of (1) remediation activities 
before they are carried out or (2) accidents after they occur. 

This paper discusses of one approach to model mathematically the meteorological 
conditions that are present in the planetary boundary layer and then to use 
these calculated conditions to predict the dispersion characteristics of the 
atmosphere. These theoretical methods can be used for improving the prediction 
of the dispersion of emissions, especially when the meteorological conditions 
change during the dispersion, or if there are density effects. 

The numerical model dispersion predictions for stable and unstable conditions 
are similar to the ISC Gaussian dispersion model using the Pasquill-Gifford 
stability classification system. The numerical model requires a surface heat 
flux and a geostrophic velocity (wind velocity at an elevated height, 3 km) as 
input parameters. The numerical model can predict more stable dispersion than 
the most stable class or more unstable dispersion than the most unstable class, 
depending on the parameters used. 

Basic turbulent dispersion phenomena are discussed and examples are provided for 
using the computer model for calculating three-dimensional emission 
concentrations near the site boundary or near a specific source. Dispersion 
under stable conditions is predicted to be influenced by wind rotation near the 
top of the planetary boundary layer. Both static dispersion and dynamic 
dispersion (the wind characteristics change with time) are discussed. 
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The dispersion of iir emissions in our environment is complicated by the 
wide diversity of source types and the complex nature of air turbulence 
that disperses these air emissions downwind. Measurements of air 
concentrations can vary significantly according to the wind speed, the 
verti~al wind shear, the wind direction, and other factors. The 
dispersion characteristics of vapors in the planetary boundary layer are 
important because the ultimate fate and environmental impact of vapor 
releases depend on the path of the vapors and reaction conditions in the 
wind (such as temperatures and concentrations of trace pollutants). 
Reaction mechanisms are different at upper elevations in the atmosphere 
due to differences in radiation and atmospheric conditions. 

Conventional approaches to modeling the structure of the atmosphere rely 
on turbulence parameters and correlations. The applicability of the 
correlations are limited, so the overall sclution must be obtained by 
integrating a series of different correlations into a unified approach. 
Oanard (1989) presents a good example of this approach.! 

The dispersion of air emissions at specific sites is also important 
because of potential health risk to workers and the surrounding 
populations. The theoretical approach presented in this paper provides a 
method for calculating the wind conditions and for accounting for the 
effects of vapor density of the dispersed vapors. 

The proposed method of calculating the stability characteristics of the 
atmosphere is based upon a direct calculation using geostrophic 
meteorological conditions. This numerical method is currently under 
development, and shows promise because of the power and flexibility of the 
method. 

TURBULENCE 

Turbulence is the flow of air 1n swirls or eddies. The flow of vapors, 
mists, and smoke follows the flow of the air in the eddies. The flow of 
air in eddies can be observed in the motion of visible particles in the 
eddies. At the edge of the eddy swirls, the smoke density is lowered as 
the eddies mix with surrounding air. This reduction in density is eddy 
dispersion and it accounts for almost all dispersion of air emissions due 
to wind. 

The region of the atmosphere where the effects of turbulence are most 
apparent is called the planetary boundary layer (100m to 3000 mover the 
Earth's surface). Turbulence can also be important above the planetary 
boundary 1 ayer if there are temperaturE~ or density effects. The model of 
the wind described in this paper uses the same equations for the wind 
above the planetary boundary layer as are used for the wind below the 
planetary boundary layer. 

The effect of atmospheric structure on di spe•rsi on 

The atmosphere generally is be1ng heated or cooled by contact with the 
surface of the planet. Neutral stability occurs near the surface when the 
surface is the same temperature as the wind over the surface. A situation 
similar to neutral stability may occur during certain times during the 
day, with high wind velocities near the surface, or when a heavy cloud 
cover isolates the surface from solar heating. Turbulent forces shift 
·~ddies with a motion that adds a highly variable velocity component to the 
average wind velocity. At high elevations, the shifting forces due to 
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turbulent surface interaction are reduced. When the forces due to a 
density increase in the atmosphere are greater than the forces due to 
turbulence, the potential for vertical eddy translations is reduced and 
the atmosphere is more stable. This stability is different at each point 
in the atmosphere. 

Conventional Gaussian dispersion processes assume only one atmospheric 
stability factor, but the numerical method can be used to continuously 
update the calculated stability of the atmosphere as a function of both 
position and time. The ability to change the dispersion characteristics 
with time permits the calculation of long term dispersion effects. 

The flow of air over thermally neutral surfaces is well characterized, 
even if not well understood. From momentum transport, heat transport, and 
mass transport correlations developed for flow of fluids in closed 
conduits, we can predict the turbulent characteristics of air away from 
surfaces.2 The numerical model is based upon the concept of wind flow in 
discrete eddies, with a shift of position of the eddies from one position 
to a higher or lower position. The frequencies of these eddy shifts 
depend on shear forces. The density differences in eddies also contribute 
to forces acting on the eddy shifts. The density forces are added to the 
shear forces. If the eddies in the upper layers are more dense, the total 
forces will be greater than in the neutral case and the eddy shift 
frequencies will be higher than in the neutral case (this causes unstable 
conditions). If the eddies in the upper layers are less dense, the total 
forces will be less than in the neutral case and the eddy shift 
frequencies will be less than in the neutral case (this causes stable 
conditions). 

The conventional method of estimating the dispersion of vapors from stacks 
and other sources depends on empirical correlations such as those used 
with the Industrial Source Complex (ISC) models for air dispersion.3 
There are short-term and long-term ISC models which differ in how the 
results of the dispersion equations are integrated. These models are 
generally considered as a standard method of predicting the dispersion of 
vapors from sources. The proposed method of calculating the dispersion 
characteristics using wind simulation provides a convenient method of 
accounting for many factors that these empirical methods do not consider, 
such as the effects of height, changes in conditions, changes in wind 
direction with time, and plume density. 

Model parameters needed for atmospheric simulations 

The computer model is designed to simulate the planetary boundary layer 
from the global ·perspective. The meteorological parameters needed are 
those that can be measured or predicted remotely from the location of 
interest. The only site-specific information that is needed are the 
surface characteristics. These surface characteristics are expected to be 
constant, with perhaps seasonal variations in some cases. 

The geostrophic wind speed and direction at some distant elevation over 
the site of interest is an input. Variation of the geostrophic wind with 
time during the simulation is permitted. 

The heat flux from the surface as a function of time is a significant 
input. The heat flux can be calculated from the solar flux and the 
surface characteristics, or it can be measured on a site specific basis by 
interpreting temperature gradients and velocity gradients at the surface. 

The temperatures of the atmosphere as a function of height are needed for 
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the simulation. The model can be used to estimate the temperature 
distributions from prior meteorological data if limited information about 
the temperatures is available. 

Conventional information about the source that is emitting vapors is 
needed: area, height, and emission rate, 

NUMERICAL MODEL CALCULATIONS 

The numerical simulation proceeds with the following simplified flow 
structure: 

• The vertical temperature profile is calculated from the available 
input data. Linear interpolation between data points is used and 
the resulting profile is numericall.Y smoothed. 

• The wind velocity vectors in both t1e x and y horizontal directions 
are calculated as a function of the vertical position. 

• The eddy diffusivities are calculated as a function of the vertical 
position. The eddy d1ffus1vit·!es (I< value) determine the rate of 
pollutant dispersion in the wind. 

• The surface heat flux is calcu~ated from linear interpolation of 
specified flux data. 

• The vertical temperature profile is recalculated by solving 
Fourier's law. The eddy diffusivities are used to calculate the 
thermal conductivities of the wind. The resulting equation that 
describes the changes in temper-aturE! with time, is a non-linear 
second order partial differential equation that is solved by means 
of Thomas's algorithm. 

• The dispersion of an emitted component is carried out with a three
dimensional simulation fn a zone defined independently of the wind 
simulation. Concentrations, the location of the center of the 
plume, and the horizontal and vertical standard deviations of 
concentration about the center of tre plume are calculated. 

• The above steps are repeated with the updated temperature 
distributions. 

A comparison of the model results to conventional dispersion correlations. 

When the model results are compared to conventional Gaussian dispersion 
correlations, it is important to note that the model results depend on 
wind velocities, surface heat flux, and the prior history of the wind. 
The model results are continuous and do not follow discrete classes. For 
the purpose of a comparison between the model results and Gaussian 
correlations, the standard deviations of the dispersion distributions were 
obtained by a numerical integration of the results of simulation elements 
in horizontal and vertical lines intercepting at the point of the maximum 
plume concentration. 

Table 1 compares of one set of unstable atmospheric dispersion predictions 
of the model to conventional Gaussian predictions (stability class A, the 
most unstable class). The numerical simulation generated the model of an 
unstable atmosphere by heating a neutral boundary layer for 2 h at a 
typical mid-afternoon rate of heating (0.005 cal/cm2-s). The dispersion 
from a height of 2 m was used for comparison. The horizontal and vertical 

1081 



dispersion are characterized by uy and uz, respectively. The simulation 
results are comparable to the results obtained with Gaussian methods, 
although the simulation results are non-Gaussian (not normally 
distributed). 

Table 2 compares of one set of stable atmospheric dispersion predictions 
of the numerical model to conventional Gaussian p~edictions (stability 
class F, the most stable class). The numerical simulation generated the 
model of the stable atmosphere by passing a neutral atmosphere over a 
cooling surface (-0.000075 cal/cm2-s) for a few hours. The model 
predictions of the horizontal dispersion were substantially greater than 
those of the vertical dispersion, due mainly to the wind turning effect 
(Coriolis effect). The standard deviation of the vertical dispersion 
predicted by the numerical model at 400 m was less than the Gaussian 
correlation. 

Figure 1 presents a computer simulation of a cross-section of the plume 
under stable atmospheric conditions 42 m downwind of the source. The three 
different zones in the figure represent concentrations within a factor of 
10, of 100, and of 1000 of the plume maximum concentration. The 
distortion of the plume is due to predicted wind directional differences 
at different heights. Figure 2 presents the same simulation as Figure 1, 
but with 10 g/s release of butadiene, which is heavier than air. The 
density of the butadiene caused the simulation to predict increased 
fumigation. 

Differences may exist between the dispersion predictions of the two models 
due to factors not considered in the current version of the numerical 
simulation, such as terrain effects and wind fluctuations. Experimental 
data are needed to confirm the use of the numerical simulation, especially 
where the numerical simulation and the Gaussian predictions are different. 
Since the Gaussian methods are based on empirical data, the Gaussian 
methods are considered more reliable for situations that are very similar 
to the dispersion test conditions. For conditions that differ from the 
basis of the Gaussian correlations, there may be some advantages with the 
numerical simulation. The numerical method is not limited by some of the 
constraints of the Gaussian method. 

Figure 3 illustrates fumigation of a stable plume of pollutants as 
simulated by the model. The height of the release (84 m) is above the 
planetary boundary layer, but as the sun heats the earth's surface, this 
boundary layer increases in width until the top reaches the plume's 
height. When the planetary boundary layer reaches the plume, the plume is 
rapidly dispersed and the pollutant quickly reaches the earth's surface. 
This numerical prediction illustrates a capability that is beyond the 
capability of conventional Gaussian predictions. Both the stable 
dispersion factors and the unstable dispersion factors of the Gaussian 
correlations would predict lower surface concentrations after fumigation 
than are predicted by the numerical method. 
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Figure 1. The dispersion of a neutral density 
plume 40 meters downwind of a point 
source. 

Table 1. 
A Comparison of Unstable Atmosphere Model 

Predictions to Gaussian Predictions8 

Distance from Model predictionb Gaussian predictionb 
source {m) crz cry crz cry 

50 6.8 12 7.2 10.3 
10:> 13 23 13.9 20 6 
20) 26 43 29 40.7 

30J 38 62 47 60 
40::> 47 65 71 79 

3 Pascuiii-Gifford Stability class A 

0oy is calculated at the maximum width of the plume This occurs at a he1ght that 1s 
greater than the point of max1mum concentration. ay at the po1nt of max1mum 
concentration is somewhat less than az, 

Table 2. 
A. Comparison of Stable Atmosphere Model 

Predictions to Gaussian Predictions8 

Distance from Model prediction Gaussian prediction 
source (m) crz cry crz cry 

!50 2.0 2.3 1.3 1.7 

11)0 2.7 3.3 2.3 3.3 

200 3.4 5.7 3.1 6.8 

300 3.7 8.4 4.6 9.9 
400 4.2 11.7 7.0 13 

"Pasquiii-Gifford Stability class F 
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from the appropriate soil, plant or animal matrix are 
performed. 

We have demonstrated supercritical fluid extraction as a 
technique that has eliminated some of the tedious steps of 
current liquid-liquid and solid-liquid extraction procedures. 

Extraction procedures can be developed in series, or in 
parallel, to selectively remove several components, either 
individual compounds, their metabolites or known 
interferences, from complex matrices. 

The extraction of several components of interest, has 
been conducted on a quantitative basis for common agricultural 
compounds. 

lntrodyctjon 

SFE has shown great potential in offering shorter 
extraction times with higher recoveries(1-6}. Sample handling 
is minimized and loss due to several time consuming 
extraction steps is eliminated. Cleaner sample extracts and 
more accurate results can be obtained. 

The SFE studies presented focus on optimizing recoveries 
for methylphenylureas and sulfonylureas, agricultural 
compounds applied to a variety of crops. The environmental 
fate of these compounds and their metabolites in a variety of 
soil matrices is determined for identification and 
quantification purposes. Carbon-14 radiolabeled species of 
interest were extracted from both Day 0 and aged soils. The 
resulting radiolabeled extraction effluent was collected, 
counted via liquid scintillation counting, and overall 
efficiencies were quantitatively evaluated. 

Extraction conditions have been explored in terms of 
mobile phase modifier, extraction phase additives, pressure or 
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density, temperature, equilibration time and extraction mode 
i.e. either static or dynamic. 

In order to examine the extraction effluents, SFE has 
been coupled to SFC and LC. However, more rapid method 
development is obtained with off-line examination of the 
extraction effluents. Typical residue studies require detection 
limits in the parts per billion range. Large injection volumes 
along with column switching techniques have been used to 
obtain the desired detection limits. 

Experimental 

1. Sample Preparation: Samples are prepared for 
extraction by filling a hollow stainless steel tube (5 em x 4.6 
mm) with the matrix to be extracted. Alternatively, a 
cartridge holder for a liquid chromatography guard column can 
be used. Little sample pretreatment is required. Soil samples 
are generally sieved and the larger pieces of debris and stones 
removed. Plant materials are chopped or ground to obtain 
smaller particle sizes, often the matrix has been freeze-dried 
before this treatment. Stainless steel frits, 0.045 J..Lm, are 
used at both ends of the extraction vessel to prevent the loss 
of the matrix during the extraction. Known amounts of reagent 
grade sand were also packed at both ends to prevent clogging 
of the frits by fine particles in the matrix. 

Day 0 samples were prepared in"the laboratory. Known 

amounts of the species of interest were spiked onto the matrix 
of interest from solutions dissolved in methylene chloride. 
The excess methylene chloride was evaporated under a nitrogen 
stream. Aged samples were from actual field studies of the 
compounds of interest. These samples were subjected to the 
natural aging processes due to weather and compound 
degradation for the time periods described. 
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2. Instrumentation: The extraction experiments were 
conducted on three instruments with equivalent results 
obtained although not over equivalent time periods. These 
instruments were: a Hewlett Packard 1082 liquid 
chromatograph that had been modified for supercritical fluid 
delivery (4), a Lee Scientific Model 501 supercritical fluid 
chromatograph that was modified with a Rheodyne No 5704 
tandem switching valve, and a Suprex Model 200A dual oven 
SFE!SFC. 

The liquid chromatographic experiments were conducted 
using a Hewlett Packard 1090 LC. The liquid chromatograph 
was equipped with a photodiode array detector and a column 
switching valve to expedite sample clean-up. 

3. Extraction mode: Static and dynamic extraction 
conditions were used in these experiments. In static 
extraction, the mobile phase was allowed to remain in contact 
with the sample matrix for a predetermined time period. In 
the dynamic mode, the extraction fluid was pumped 
continuously through the extraction vessel. 

Results 

Table 1 shows the results of experimentation comparing 
classical methodology with SFE under a variety of conditions. 
The addition of extraction phase modifiers demonstrated the 
need for these additives to obtain the desired high recoveries. 
Without them, acceptable recoveries were not obtained. The 
volume of the extraction phase additive was found to be 
optimum for- a given sample size, but excess additive did not 
reduce acceptable recoveries. In certain cases, an optimum 
modifier has been found, but in general methanol seems to be 
the most universal modifier to achieve high extraction 
efficiencies. 
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Static extraction was found to enhance recoveries during 
shorter time periods. This is especially useful when the 
extraction is coupled with on-line chromatography or analysis. 
In this way, larger amounts of solute of interest can be 
transfered in a shorter time period. 

Compound Time 

Diu ron 35 min 

Diu ron 35 min 

Diu ron 50 min 

Diu ron 105 min 

Diu ron 3 days 

Diu ron 35 min 

Table 1 

Modifier Method 
Volume 

Recovery 

0.0 ml static-dynamic SFE 0% 
(C02 mobile phase) 

200 J.LL static-dynamic SFE 99°/o 
methanol (C02 mobile phase) 

200 J.LL dynamic SFE 86°/o 
methanol (C02 mobile phase) 

50.0 ml dynamic SFE 99% 

methanol (C02 modified mobile 

phase) 

> 1 Liter Classical extraction 96% 

of mixed methodology with 
solvents separatory funnels 

0.0 ml dynamic SFE 00/o 
(C02 mobile phase) 

Increases in temperature were found to enhance the 
extraction efficiencies of Diuron and Linuron, 
phenylmethylurea compounds. The volatility of these 
compounds (boiling points less than 1 00°C) could account for 
this effect. In actuality, the reverse trend would be expected 
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since lower temperatures would yield higher densities thus 
enhancing the recovery. In the cases examined, the 
phenylmethylureas, sulfonylureas, and their metabolites, 
increases in density or pressure have increased the extraction 
efficiencies obtained. 

Conclusions 

Reproducible, quantitative recoveries have been obtained 
for the extraction of these moderately polar compounds from 
soil matrices. Optimization of the experimental method is 
rapid. Overall SFE offers the versatility that is needed to 
become a dependable analytical sample preparation technique. 
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The use of supercritical fluid extraction yields rapid and quantitative extraction 
of polychlorinated dibenzo-p-dioxins and dibenzofurans from municipal incinerator 
flyash. One hour of extraction with nitrous oxide (N20) at 400 atm and 400C removes 
over 90% of the tetrachlorodibenzo-p-dioxins from flyash compared to 20 h of 
extraction with the Soxhlet method. Pure carbon dioxide (C02), which does not 
remove dioxins at 400 atm. can be used in a clean-up procedure to remove weakly 
adsorbed organics. However, C02 at 400 atm and extraction temperature of 60°C 
does isolate dioxins when 10% benzene is used as a modifier, or when the flyash 
matrix is etched with hydrochloric acid. The extraction rate is controlled by the 
kinetics of desorption and not by solubilities. The presence of carbon in flyash inhibits 
the isolation of dioxins. Also, particle size and or porosity of the material significantly 
effects the extraction process. 

Preliminary results indicate that some sorbents may be used, in combination 
with supercritical fluids, in the clean-up procedure of complex matrices such as flyash. 
This process is similar to that used in solid phase extraction. In this procedure, 
however, the supercritical fluid replaces the organic solvents. Polychlorinated 
biphenyls were partially fractionated from polychlorinated dibenzo-p-dioxins using 
TENAX-GC. Similar results were obtained with graphite at 650 atm and 40°C using 
benzene modified N20. 
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Introduction 

The public's concern with the presence of a number of toxic chemicals in food 
and environmental samples has created a demand for improved methods of analysis 
of these compounds. The problem associated with municipal refuse disposal 
increases as the population of North America increases. Incinerators are now used 
to eliminate the problems associated with dumping the waste in landfill sites. 
Thousands of tons of municipal incinerator flyash are produced annually with 1-2% 
escaping into the atmosphere through stack emission. However this industry has 
come under criticism with the discovery of polychlorinated dibenzo-p-dioxins (PCDDs) 
and dibenzofurans (PCDFs) in municipal incinerator fly ash. 

The first step in environmental analysis of solids such as municipal incinerator 
fly ash involves separating the organic compounds of interest from the matrix. This 
process is presently achieved by using liquid extractions. This method is time 
consuming and very expensive since it requires high purity organic solvents. It also 
generates a significant amount of toxic waste since the solvent recycling process is 
very difficult to implement. 

However, after extraction a complex organic mixture remains which, often 
requires application of clean-up procedures to remove interferences for proper 
quantitation of trace compounds. At the present time the only methods used require 
large amounts of organic solvents, are labour intensive and difficult to automate. For 
example, current clean-up procedures for the determination of PCDDs/PCDFs present 
in complex samples involve several chromatographic column separations and require 
days to complete. 

An attractive alternative is supercritical fluid extraction (SFE}. This approach 
has been explored for some time by chemical engineers1.a and has recently attracted 
the attention of analytical chemists"-10

• Supercritical fluid extraction exploits the 
properties of this medium at temperatures and pressures near the critical point. This 
method combines both distillation and extraction in a single process since both vapour 
pressure and phase separation are involved. The major features of supercritical fluid 
extraction include: low toxicity of the supercritical carbon dioxide with its low cost and 
high chemical inertia; low temperature extractions of non-volatile compounds; 
selectivity of the process through density programming (by varying the fluid pressure); 
rapid extractions due to low viscosity of fluids and high diffusivities compared to 
liquids; easy separation of the solute from the mixture by lowering the pressure; and 
low energy consumption due to low temperatures of adsorption and desorption 
compared to the high thermal energy required for distillation. Organic solvents can 
be replaced by supercritical fluids and sorbents in the clean-up procedures of complex 
organic mixtures (such as flyash) produced after SFE of complex environmental 
:samples. 

Experimental 

Distilled in Glass Grade solvents (benzene, methanol, hexane, and 
dichloromethane) used in this study were purchased from BDH Chemicals, Toronto, 
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Ontario. The liquified, bone-dry carbon dioxide, nitrous oxide, helium, and nitrogen 
were acquired from Inter City Welding, Kitchener, Ontario. The flyash was supplied 
by the Ontario Ministry of Environment from an electrostatic precipitator of a municipal 
incinerator in Toronto, Ontario. 

In order to obtain reproducible results, the flyash to be extracted was sieved 
to 150 J.lm. Approximately 1 0 g samples were Soxhlet extracted with benzene (300 
ml) for 40, 20, 6 and 2 h. Coarse porosity glass fritted extraction thimbles were used 
in the extractions. The solutions were reduced in volume by rotary evaporation, 
transferred to a 25 Ml pear flask for further concentration and then concentrated, in 
a vial, to 500 J.ll by a gentle stream of nitrogen. 

A high pressure vessel 11 was used to supply supercritical fluids for extractions. 
The extraction vessel, with a capacity for 0.8 g of flyash, was constructed of Swagelok 
316 stainless steel (SS) fittings and 5 em x 1/4" SS tubing. A fused silica capillary, 
20 em x 20 J.lm, was connected to the extraction vessel with a graphite-vespel ferrule. 
The capillary was directed into a 1.5 ml vial with septum and vent containing 
approximately 1.0 ml of hexane. A measured flow rate of approximately 120 mUmin 
of the depressurized gas was obtained at 400 atm. The samples were concentrated 
to 100 J.1L by directing a gentle stream of nitrogen into the vial. 

The extraction of PCDDs/PCDFs was accomplished in three different ways. 
Benzene (1 0% by volume} was added to the C02 in the high-pressure vessel. A 
pressure of 400 atm was used to extract the PCDDs/PCDFs at 60°C for 2 h. 
Secondly, nitrous oxide (with no modifier) was used as the supercritical fluid. The 
temperature of the extraction was 40°C for 2 hat an extraction pressure of 400 atm. 
The flyash was treated with 1 N HCI to break down the matrix and facilitate the ease 
of the extraction of the PCDDs/PCDFs. The flyash was then stirred for 2 h in 1 N 
HCI, centrifuged, washed with copious amounts of distilled water, and air-dried. C02 
was used to extract it at 400 atm for 2 h and 40°C. This flyash was also extracted 
with nitrous oxide at 400 atm for 2 h and 40°C. In the above SFE procedures, 
approximately 0.5 g of fly ash was extracted. 

A Varian 3500 capillary gas chromatograph, equipped with an on-column 
capillary injector, an electron capture detector (ECD), flame ionization detector (FID} 
and 30 m x 0.25 J.lm fused silica capillary column (DB-5)(J & W Scientific, California) 
was used for chromatographic analysis. 

Quantitation of the extracted PCDDs/ PCDFs was achieved with a Hewlett
Packard HP5890 GC-MSD system. An ionization voltage of 70eV and ion source 
temperature of 300°C were used. Before each set of analyses, the instrument was 
tuned with the compound perfluorotributylamine (PFTBA). This compound was used 
since it is stable and produces fragments throughout the entire mass range. Three 
such peaks at mlz 264.00, 413.95, 501.95 were used since they are close to the ion 
masses of the PCDDs and PCDFs. Since the mass of the PCDDs and PCDFs are 
known, selected ion monitoring (SIM) was used. SIM of the (M-COCit. M+, and 
(M+2f ions for the T4CDD/T4CDF through the H7CDD/H7CDF were used for 
identification. The (M-COCI)+, (M+2t, and (M+4t ions were monitored for the 
0 8CDD/08CDF. M denotes the parent molecule. To ensure correct identification and 
quantitation of PCDDs and PCDFs, a standard mixture of these compounds was 
injected before a new set of unknowns was analyzed. A DB-5 column was also used 
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for GC-MSD analysis. The temperature program consisted of an initial oven 
temperature of 65°C for 1 min, programmed to 230°C at 15°C/min, held there for 1 
min, programmed to 300°C at 3°C/min, and held there for 30 min. 

One percent and ten percent (by weight) carbon was added to approximately 
10 g of flyash and mixed. Approximately 0.4 g of this mixture was extracted at 400 
atm and 40°C for 2 h with N20. These samples were concentrated to 1 00 ).J.L with 
nitrogen and analyzed with the Varian 3500 GC. 

The sorbents (except for TENAX-GC which was cleaned at 400atm for 2 h with 
N20) were extracted with the Soxhlet method for 20 h with 250 ml benzene to 
remove interfering compounds. Coarse porosity glass fritted extraction thimbles were 
also used in these extractions. The sorbents were air dried and approximately 0.2 g 
were used in supercritical extractions. A solution consisting of tetrachlorobenzene 
(T4CB), hexachlorobenzene (H6CB), trichlorobiphenyl (P3CB ), pentachlorobiphenyl 
(P5CB), 1 ,2,3,4-tetrachlorodibenzo-p-dioxin (T4CDD), octachlorodibenzo-p-dioxin 
(08CDD) was spiked (1 00 IJ.L) onto the sorbents. The sorbents were extracted at 400 
atm and 40°C with C02 and N20. 100 IJ.L methoxychlor was used as the internal 
standard. Fractions were collected after 5, 10, 15, 25, 45 and 90 minutes. These 
samples were concentrated to 1 00 ).J.L with nitrogen and analyzed with the Varian 
3500 GC. 

Results and Discussion 

The method validation procedure was complicated by the lack of certified 
standards of flyash. Therefore, in order to evaluate the accuracy, the SFE method 
was directly compared with the standard Soxhlet extraction procedure. Analyses were 
reproduced at least seven time to ensure good estimation of the accuracy and 
precision of the analytical results. Also, different batches of material were analyzed 
to ensure good efficiencies of SFE for a range of contamination levels12

• 

Initial results obtained with SFE were very discouraging. No native pollutants 
were removed from flyash using pure C02 at 6000 psi. However, 13C labelled 
standard spikes of 2,3, 7,8-tetrachlorodibenzo-p-dioxin was successfully recovered from 
the flyash matrix. This result clearly indicates that native dioxins and furans are 
strongly bound to the matrix; they are most likely chemisorbed onto the original active 
sites where they were formed (Figure 1 ). In this situation the extraction process is 
kinetically limited. The large energy barrier assosicated with dissociation of the 
analyte-matrix complex prevents the effective extraction. This is in contrast to the 
case when analyte molecules are physically adsorbed onto the matrix when the 
equilibrium described by the corresponding partition coefficient K is reached rapidly 
limited only by the diffusion coefficients. In order to facilitate extraction with C02 at 
400 atm it was decided to etch the matrix with hydrochloric acid in order to eliminate 
chemisorption sites and the disorption energy barrier associated with it. This resulted 
in complete removal of native pollutants (Table 1), but this procedure required an 
additional step. The precision of data was also poor due to highly inhomogeneous 
material produced after treatment of the matrix with acid. Therefore, in the next step 
small amounts of benzene were added to supercritical carbon dioxide. This solvent 
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was chosen because it has been proven to be effective in Soxhlet procedures. 
Indeed, quantitative removal of native dioxins was achieved with this approach. 
However, this procedure was less desirable as it used toxic solvents and reP'acement 
of this solvent with methanol resulted in lower extraction efficiencies. In the final 
procedure nitrous oxide, a slightly polar gas which has been proven to extract 
polyaromatic molecules more rapidly, was used at 400 atm. Using this procedure the 
native dioxins and furans were quantitatively removed from the untreated fly ash 
matrix. The extraction time is about 1 h versus 20 h for Soxhlet extraction. 

I 
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Figure 1 Activation energy barrier 

GROUP OF COMPOUNDS C02+ 10% 
benzene 
400 lltm 
soDc 
2h 

POLYCHLORINATED 
DIBENZODIOXINS TOTAL 92.o4j;9.8 

T4CDD 117;t12 

TOTAL POLYCHLORINATED 
DIBENZOFURANS 91;t13.6 

.......... 
'-----

C02 aclcl 
treated fty-
ash, 400 11m 
.woe 
2h 

86.Sj;11.4 

96±25 

96.4±10.4 

~ 
atm 
~c 
2h 

14±4 

98±7 

Table I Percent extraction efficincies, as compared to 20 h Soxhlet method, of 
polychlorinated dibenzo-p-clioxins and dibenzofurans from flyash with supercritical fluids. 
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The dramatic difference between SFE results obtained from C02 and N20, 
structurally similar molecules, is somewhat unexpected. We believe that investigations 
prompted by this result will lead to a better understanding of the nature of supercritical 
fluid extraction. We are presently studying the extraction rates of the native dioxins 
and furans from flyash as a function of the SFE polarizability/polarity parameter by 
varying the fluid density. The initial results indicate that the nitrous oxide fluid 
molecules are involved in a specific interaction with the matrix which lowers the 
activation energy barrier to the desorption of chemisorbed molecules. 

The difference in extraction efficiencies between C02 and N20 can be used 
effectively to clean-up complex organic mixtures which are present in the flyash. 
Weakly adsorbed interferences can be removed first with C02 followed by extraction 
of compounds of interest with N20. In addition, our more recent results indicate that 
pure C02 is capable of removing native dioxins and furans from fly ash matrix when 
the extraction pressure is 650 atm or higher. 

The results outlined above clearly illustrate the procedures which can be used 
to optimize conditions for supercritical fluid extraction. It appears that by increasing 
the pressure, and therefore the density and polarizability of the fluid, the desorption 
strength of the fluid increases. These observations emphasize the difference 
between the engineering applications of the supercritical fluid extraction, where 
relatively large amounts of the product are dissolved in the fluid and transferred to the 
collection vessel, and the trace analysis applications where minute quantities of 
specifically adsorbed material must be removed quantitatively from the matrix. In 
order to achieve the engineering goal, it is, in most cases, sufficient to ensure that the 
material of interest is soluble in the supercritical fluid, while to ensure quantitative 
removal of pollutants, it is necessary to use a strong solvent that will remove organic 
components from the matrix. 

Our experience with the flyash matrix indicates that the extraction efficiencies 
obtained for a spiked standard can be drastically different than those for native 
pollutants. It is difficult or, in some cases, impossible to prepare spiked standards 
which are equivalent to native contaminants, due to aging effects associated with 
phenomena such as chemisorption and porosity effects 13

'
14

• Therefore, estimation of 
accuracy of analytical methods by procedural spikes need to be treated with caution. 
Preliminary results indicate that even different size flyash particles yield significant 
extraction profiles. 

There is some concern that carbon levels in flyash affects the SFE recoveries 
of PCDDs/PCDFs. This is critical to the general applicability of the SFE method as 
the type of refuse, the incineration temperature and the fuel used may affect carbon 
levels in the ash. It is known that carbon adsorbs PCDDs/PCDFs, as the final step 
in the clean-up procedure of complex samples15 consists of a carbon column. Initial 
results involving 1 % and 10 o/o carbon revealed that carbon does indeed prevent the 
'~xtraction of PCDDs/PCDFs from flyash. 51.9% of OBCDD was isolated from the 
flyash matrix when 1 % carbon was added. The extraction of this compound dropped 
to 18.3% when 1 0% carbon was added to flyash. Both carbon and PCDDs have a 
planar structure which allows for a greater adsorption of these compounds by carbon. 

Various sorbents are used in model studies for the extraction of environmental 
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pollutants. A number of these sorbents (TENAX-GC, CN, C18 and graphite) were used 
to investigate the possible clean-up of organics from environmental matrices. This 
fractionation scheme resembles the process of solid phase extraction except, the 
organic solvents are replaced by supercritical fluids. 

Ideally, a sorbent will retain all compounds initially, but release progressively 
less soluble compounds as the pressure is increased. Initial results indicate that C18 

and CN produced full recoveries of T4CB, H6CB, P3CB, P5CB, T4CDD, 0 8CDD after 
5 minutes of extraction with both C02 and N20. 

Two possible sorbents that may be used to clean-up complex organic mixtures 
are graphite and TENAX-GC. Extractions of graphite at 650 atm with N20 removed 
T4CB, H6CB, P3CB, and P5CB. Addition of benzene, as a modifier, recovered the 
planar T4CDD. N20 extraction of Tenax produced quantitative recoveries in 5 minutes. 
However, C02 was able to fractionate some of the compounds. The T4CB and H6CB 
were extracted in the first 5 minutes while P 3CB was isolated in the first 10 minutes. 
The 0 8CDD was removed in the last hour. Therefore, both Tenax and graphite may 
be used to clean-up complex mixtures produced after SFE of samples such as flyash. 

Conclusions 

The time necessary to isolate dioxins from municipal incinerator flyash was 
reduced from 20 h with the Soxhlet method to 2 h with supercritical fluids. 
Substantially smaller quantities of flyash are needed in SFE than with the Soxhlet 
method. Furthermore, the limiting step in the extraction rate appears to be the 
kinetics of desorption rather than the solubilities of these species in C02 or N20. The 
variance and standard deviation associated with supercritical fluids was lower than 
that of the Soxhlet method. 

The presence of carbon in flyash reduces the efficiency of the isolation of 
PCDDs/PCDFs from the matrix. 

Some sorbents may be utilized in the same manner as in solid phase extraction 
for the clean-up of complex organic samples. Clean-up procedures can be based on 
changing the supercritical fluid, addition of a modifier or varying the pressure. 
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EXTRACTION AND SEPARATION OF POLAR MOLECULES USING 
SUPERCRITICAL FLUIDS WITH SUBSEQUENT IDENTIFICATION 

BY FT-IR SPECTROMETRY 
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Kelly L. Norton, 
Andrew J. Lange, 
Jyisy Yang, and 
Anthony s. Bonanno 
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Organic compounds of medium polarity can be rapidly and 
efficiently extracted from most solid substrates with neat 
supercritical carbon dioxide. The difficulty of extracting 
organics using supercritical fluids increases with the polarity of 
both the analyte and the substrate. Extraction efficiency can 
usually be increased under isobaric conditions by increasing the 
temperature, even though the density of the fluid may be 
decreased. Extraction efficiency is also increased by the 
addition of polar modifiers to CO • Extracts are condensed on a 
short length of an appropriate ch~omatographic column mounted 
immediately after the restrictor, and separated as soon as the 
extraction is believed to be complete. A generalized method of 
trapping chromatography eluites as small spots on a moving ZnSe 
window has allowed Fourier transform infrared (FT-IR) spectra of 
low nanogram and subnanogram quantities of organic analytes to be 
measured in real time. This chromatography/FT-IR interface 
provides a complementary technique to mass spectrometry through 
which the substitutional isomers of aromatic compounds can be 
readily distinguished. The performance of the supercritical fluid 
extractionjsupercritical fluid chromatography/FT-IR spectrometry 
interface is illustrated by the extraction and identification of 
polychlorinated biphenyls from soils. 
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The ease of extracting organic molecules from solid matrices 
ttsing supercritical carbon dioxide decreases both with the 
polarity of the molecules being extracted and that of the matrix. 
'l~he closer is the polarity of any molecule to that of the 
extractant the greater is its solubility. Since co is a nonpolaJ 
('albeit highly polarizable) molecule, compounds of fow and medium 
polarity have the highest solubility. It is often assumed that 
t~he density of supercritical fluids controls their solvent 
strength. Certainly for extractions carried out isothermally, the 
E!fficiency increases with pressure, as not only does the density 
increase but also the mass flow rate through a given restrictor 
increases with the pressure differential. For fluids at a 
c:onstant density, the solubility of organic molecules increases 
~·ith temperature. Keeping the density constant while varying the 
t.emperature often necesitates a disproportionately large variatior 
i.n pressure. We have found. that extraction efficiency often 
increased with temperature at a given pressure (i.e. with a set 
flow rate), even though the density of the extracting fluid may 
drop by more than a factor of two. 

The ease of extracting organic molecules from solid 
substrates also depends on the strength of the interaction between 
the analytes and the substrate surface. The greater the number of 
hudrogen-bond donors and acceptors contained by the analyte and 
the matrix, the poorer will be the extraction efficiency, since 
C02 does not interact strongly with hydrophilic substrates or very 
polar analytes. In this case, the extraction efficiency should be 
dramatically increased by the addition of a polar modifier such as 
methanol or water to the co , as the modifier molecules can from 
hydrogen-bonded complexes wfth polar analytes and will interact 
strongly with OH groups on the surface of the substrate, 
effectively blocking each active site from interacting with polar 
analytes. 

Polychlorinated biphenyls (PCBs) are analytes of medium 
polarity that do not interact strongly with siliceous surfaces. 
It is relatively easy, therefore, to extract PCBs from soils using 
supercritical CO • The very sharp change in extraction 
efficiency occur~ing around 1200 psi is very surprising in light 
of the relatively slow change in density with pressure. Extraction 
efficiency was measured by accumulating the extracted PCBs on a 
short length of a capillary supercritical fluid chromatography 
(SFC) column for a time of 20 minutes, after which time they were 
S·eparated by capillary SFC, see Figure 1A. This technique 
i:ncorporates many of the principles that were developed by Miller 
a:nd Hawthorne for their supercritical fluid extraction (SFE)/gas 
clh.romatography (GC) interface [1]. The total quantity of the 
extract was esitmated by measuring the integrated area under the 
chromatogram and comparing the result with the integrated area 
under the chromatogram obtained after a conventional injection of 
a solution of the same PCB at a known concentration, see 
F.igure lB. It is equally feasible to trap supercritical fluid 
extracts on wider bore tubing for subsequent separation by gas 
chromatography or on short lengths of packed columns for 
s1~paration by packed column SFC or high performance liquid 
chromatography (HPLC). 

For extractions of standard samples of PCBs in 
sc::>il (Environmental Resource Associates) at 50°C, the extraction 
efficiency is strongly dependent on the pressure, as shown in 
Figure 2. Also shown on this plot is the variation of the density 
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of co with pressure at 50°C. 
the more polar are the organic analytes, the more slowly they 

are extracted from polar matrices, presumably because of the 
existence of strong hydrogen bonding between the analytes and the 
matrix. This effect is illustrated by the SFE of indigeneous 
organic molecules from paper using neat C02 • Supercritical fluid 
chromatograms of four consecutive extractions of a paper sample 
are shown in Figure 3. The earlier peaks in the chromatogram are 
significantly reduced in intensity in Figure 3E, indicating that 
these components are being extracted at fairly high efficiency. 
Conversely, the later-eluting peaks do not diminish appreciably in 
intensity from Figure 3A to JE indicating that they are more 
tightly bound to the cellulose matrix and possibly even form a 
saturated solution under the conditions of the extraction. 

The higher the polarity of the analytes, the more difficult 
they are to solvate and to separate by capillary SFC using neat 
co as the mobile phase. Polar analytes exhibit greater peak 
wi~ths and a greater degree of tailing than nonpolar compounds 
separated using the same chromatographic parameters. In this 
case, the addition of a polar modifier to the co2 mobile phase 
will alleviate the problem of tailing, although neither the 
retention time nor the peak width are changed to a great extent, 
see Figure 4. For such molecules, reverse-phase HPLC appears to 
be the optimal separation technique. 

The identification of large molecules often requires the 
combination of several spectroscopic techniques. Mass 
spectrometry {MS) is the technique of choice for identifying GC 
eluites, but even for GC the additional measurement of the 
infrared spectrum reduces the ambiguity of the identification [2]. 
The higher the molecular weight of the analyte, the more ambiguous 
is its mass spectrum and the greater is the need for additional 
spectroscopic data. In view of the complementary nature of 
infrared and mass spectra, infrared spectrometry would appear to 
be the technique of choice in this regard. However, interfaces 
between chromatographs of all types and FT-IR spectrometers are 
commonly perceived to be of much lower sensitivity than the 
corresponding chromatography/MS system. 

In the past few years, we have shown that "direct deposition" 
GC/FT-IR [3,4] and SFC/FT-IR [5,6] interfaces significantly 
reduce the minimum injected quantity required for the measurement 
of an identifiable spectrum. In these interfaces, each eluite is 
deposited2on a moving ZnSe window as a spot of very low area 
(<0.02 mm ), so that even a 1-ng deposit has a thickness that is 
sufficient to yield an identifiable spectrum in one second using 
an FT-IR spectrometer equipped with microscope-style optics. To 
illustrate the power of SFC/FT-IR measurements based on this 
principle, the spectra of the six peaks indicated in Figure 1 are 
shown in Figures 5 and 6, along with the identification of five of 
these components made solely on the basis of their infrared 
spectra. The sixth peak appears to be a mixture of at least two 
unresolved components. 

The SFC/FT-IR spectra shown in Figures 5 and 6 were measured 
by first depositing each component on a znse window at ambient 
temperature held immediately below the restrictor. The spectra 
were then measured subsequently using a Perkin-Elmer Model 1800 
FT-IR spectrometer equipped with a Spectra-Tech (Stamford, CT) IR 
Plan microscope, with the aperture set a 100 ~m. A GC/FT-IR 
interface based on the principle of direct deposition is now 
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available commercially (Digilab Division of Bio-Rad, Cambridge, 
1~) • We are presently modifying this interface for on-line 
SFC/FT-IR and there is every indication that it will yield 
1~quivalent spectra to these shown in Figures 5 and 6. We have 
already tested this interface with water-modified co2 , and there 
:is no trace of water in the measured spectra, even wnen the windo, 
:is cooled to -20°C. 

It was noted above that for very polar analytes, reverse
phase (RP) HPLC will probably yield superior separations than SFC 
because of the greatly increased polarity of the mobile phase. ~ 
are developing a direct deposition RP-HPLC/FT-IR interface which 
is based on the same principles as the GC/FT-IR and SFC/FT-IR 
interfaces described above. Aqueous solvents can be eliminated b: 
a concentric flow nebulizer. With flow rates of water up to2 !50 ~1/min, the area of deposits can be reduced below 0.02 mm . 
~rhis has not yet been applied to true HPLC separations, and it is 
presently being tested using injections of solutions of a single 
analyte in a 11 flow injection analysis 11 

(
11 FIA") mode. A 

preliminary spectrum, of 60 ng of methyl violet 2B deposited from 
:LOO% water at a flow rate of 50 ~1/min measured in this manner is 
shown in Figure 7. The high signal-to-noise ratio of this 
spectrum indicates that subnanogram detection limits will be 
achievable for HPLC/FT-IR in the very near future. 
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Figure 1. (A) SFC of standard solution of Arochlor 1260 (960 ng 
injected) after removal of solvent, (B) SFE/SFC of a 
certified soil sample containing Arochlor 1260. If all 
the PCBs were removed quantitatively, 910 ng would have 
been extracted. 
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Figure 2. (o) Extraction efficiency as a function of pressure for 
same certified soil sample used for Figure 1; (o) 
Variation of density of co2 as a function of pressure. 
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E'igure 3. Chromatograms of successive supercritical fluid 
extractions of a paper sample. 
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Figure 4. Chromatogram of a mixture of cholic acid derivatives 
(lithocholic acid, methyl chelate, chenodeoxycholic 
acid, deoxycholic acid, and cholic acid) separated on a 
biphenyl capillary column using (A) carbon dioxide, and 
(B) co2 containing 0.1% water. 
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Figure 5. SFC/FT-IR spectra of the first three major peaks in the 
chromatogram shown in Figure 1; tentative 
identifications are indicated above each spectrum. 
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Figure 6. SFC/FT-IR spectra of the last three major peaks in the 
chromatogram shown in Figure 1. 
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Figure 7. "FIA"/FT-IR spectrum of 60 ng ot metnylvlol.e1:. LJ:j an:er 
elimination of mobile phase (100% water) at a flow 
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QUANTITATIVE SUPERCRITICAL FLUID EXTRACTION/SUPERCRITICAL FLUID 
CHROMATOGRAPHY FROM AQUEOUS MEDIA 
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Blacksburg, VA 24061-0212 

Supercritical fluid extraction using C02 has been used to 
extract various analytes from aqueous media. Both static and 
dynamic extraction modes are reported. The rate of extraction is 
shown to be a function of not only the density of the 
supercritical fluid but also the ionic strength of the aqueous 
media. A new scheme for trapping of analyte onto a solid phase 
by both cryogenic and adsorption mechanisms is described. The 
new scheme shows marked improvement over simple trapping into a 
liquid solvent. The recovery of phenol from water at the 20 ppm 
level is reported as 80% with an RSD of 9%. 
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Introduction 

To date most of the work which has been done with 
supercritical fluid extraction (SFE) has centered on the 
E~xtracti£n of analytes from solid, insoluble or slightly soluble 
matrices - 4 . Experimentation, however, is needed on systems 
\ihere undesired soluble matrix components are present. King2 has 
noted that it may be possible to isolate low levels of analytes 
j:rom interfering matrix components by precisely controlling the 
E!Xtraction pressure. For example, he has shown that most of the 
DDT can be removed from lipids if the extraction is preformed at 
approximately 100 atm. A wet matrix will obviously be a problem 
in C02 dynamic extractions even though water is soluble in 
supercritical C02 to only approximately 0.1 %. Over time 
E!Xtracted water can cause restrictor plugging, and modification 
of the deposition andjor chromatographic solid phase. If the 
accumulator is a nonpolar liquid phase, the presence of water in 
the extract can result in a two-phase system. 

Previous work in the area of extracting material from wet or 
J.iquid media has involved essentially conventional supercritical 
fluid extraction techniques employed on dried (freeze dried or 
heated) or trapped material (by solid phase extraction). Methods 
of this type are useful in cases where the analyte is (a) weakly 
retained, {b) not extremely volatile, and (c) soluble in a SF. 
Extraction of analytes from the raw sample using SFs, however, 
might prove useful in cases where the aqueous phase is hostile to 
direct injection onto a chromatographic column or to clean up by 
solid phase extraction. In addition, thermally labile materials, 
irreversibly retained materials, as well as polar materials with 
high water solubility which consequently do not solid phase 
s:eparate well, m~y be better extracted from the aqueous matrix. 
Hawthorne et al. have reported that split SFE-GC {cryotrap = so 
C) allows the analysis of wet samples, in contrast to on-column 
SFE-GC where ice formation is a problem. In the split mode, 
depressurization of the SFE effluent occurred in the heated 
injection port. SFE-GC-MS analysis of wet fuel contaminated 
sediment {20 % water by weight) has been reported. The 
application of this SFE-GC technique was limited to the n-octane 
and higher boiling point species when wet samples were analyzed. 

The extraction of aqueous ~amples with SF co2 is currently 
being studied in our laboratory • Preliminary findings have been 
recently communicated. We describe here additional results which 
employ both dynamic and equilibrium extraction modes. Concurrent 
with our research efforts have been the reports of ' similar 
system for the extraction of cholesterol from water as well as a 
segmenteg-flow system for on-line liquid/SFE of aqueous 
matrices • 

Experimental 

The extraction vessel currently in use was acquired from 
Suprex Corp. (Pittsburgh, PA) and was 1 em I.O •• x 10 em in 
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length (8 ml volume). The supercritical co2 (Scott Specialty 
Gas, Plumsteadville, PA) was delivered to the extractor and any 
subsequent chromatography was done with a Suprex SFC 200 (Suprex 
Corp.,Pittsburgh, PA). Ihe equilibrium extraction system has 
been previously reported . 

SFE of the aqueous matrix followed by deposition of the 
analyte onto a solid phase extraction tube as well as directly 
into solvent was also done. A flame ionization detector heating 
block from a Suprex SFE 50 was modified so that a standard solid 
phase extraction (SPE) tube (Analytichem International, Harbor 
City, NJ) could be mounted on what would normally have been the 
flame jet (Figure 1). Nitrogen was plumbed in through the 
hydrogen inlet to provide a stream of heated gas to ensure that 
the pulled restrictor tip would not ice-up and possibly foul. 

The outlet restrictor was pulled so that at 150 atm a flow 
of 2 mljmin of SF was sent through the extraction vessel. Unless 
otherwise noted the extractions were performed with a total flow 
of 30 ml of supercritical co2 • Once the SFE was complete the 
analyte was eluted from the SPE tube with 4 ml of 50/50 
MeOH/Water. For collection into a solvent a slower flow was 
used, 0.6 mljmin at 150 atm, and the restriction was fed directly 
into a sample vial containing 5 ml of 50/50 MeOHjwater. 

Liquid chromatography was performed with a LC/9560 ternary 
pump (Nicolet, Madison, WI) equipped with a TriDet UV 254 
detector (Perkin-Elmer). 

Results and Discussion 

Aqueous solutions of triprolidine and pseudoephedrine were 
analyzed by equilibration SFE/SFC. Both triprolidine and 
pseudoephedrine were originally in the form of hydrochloride 
salts, and as salts they were expected and found to be insoluble 
in supercritical C02. In hopes of first forming and then 
extracting the free bases, a molar excess of tetrabutylammonium 
hydroxide was added to 3 ml of 1 mgjml solutions of both 
compounds. SFE/SFC traces for both extracted compounds are shown 
in Figures 2a and 2b. The chromatographic traces show that the 
free bases were extractable from water with C02 as well as 
chromatographable under supercritical conditions. 

While equilibrium SFE/SFC should perform well for nonpolar 
to moderately polar analytes, our primary goal was to analyze for 
highly polar materials. In this regard, several problems arose 
from poor elution behavior of the extracted analytes using 100 % 
C02. 

Trapping systems which would allow for the isolation of 
analytes were therefore developed. Dynamic extraction was 
performed by decompression of the SF directly into a conventional 
solvent as well as being deposited onto a solid silica support as 
described in the Experimental section. 
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Figure 3 shows the effect of SF density upon the extraction 
behavior of phenol from water. At low density phenol is seen to 
be extracted quite slowly from water. After 30 ml of C02 were 
passed through the cell only 17% of the phenol was extracted. 
1~uch greater quantities of phenol could be extracted at higher 
density using the same amount of SF (60% extraction at 150 atm 
and so· C). These numbers were obtained using deposition directly 
:into a conventional solvent. 

The major problems associated with both forms of collection 
(liquid and silica) arise from the large volume of gas which is 
produced on the low pressure end of the restrictor. A compressed 
:Elow of 1 ml/min corresponds to 100-SOO mljmin of decompressed 
qas, depending upon the density and nature of the SF used for the 
1axtraction. Collection of the analyte into a liquid solvent 
consequently was especially difficult. Violent bubbling of the 
liquid solvent by the gas caused sporadic loss of analyte. This 
~~as evident as the extraction efficiency for phenol out of water 
(150 atm, so· c with 30 ml of co2 used) was found to be 60% with 
relative standard deviation of the extraction at 1S% at the 400 
ppm level. Even faster flow rates are desirable as they allow 
:Eor faster extractions to be run, because a greater volume of 
:E1uid can be put through the extraction vessel in a given amount 
of time. 

Deposition of the analyte onto a solid support was intended 
1:o remove the problem of loss of the analyte due to violent 
bubbling solvent. Before an extraction was carried out, the 
~~ffect of two different size restrictors upon the resulting 
1:emperature of the solid support trap were investigated. By use 
of a thermocouple installed in the dead volume of the SPE tube, 
it was determined that a 25 ~m capillary, providing a condensed 
flow of 0.5 mljmin at 350 atm, cooled the dead space to -10· to -
15• C. A SO~m capillary provided 2 mljmin and cooled the dead 
space to -30• to -35" c. The 50 ~m capillary obviously allows 
for a faster extraction and the increased flow also cools the 
head of the trap more efficiently. It was therefore hoped that 
1:he added cooling would allow the SPE tube to also act as a 
cryogenic trap, thus providing two mechanisms for the trapping of 
a.nalytes. 

The solid trapping. system indeed provided a significant 
improvement over collection of analyte into a solvent. At 20 
ppm, phenol was found to be extractable to SO% (16 ~g) with 30 ml 
of supercritical co2 (1SO atm and so· C). RSD of the entire 
method, including the chromatography was determined to be 9%. 
~~he extractable amount of phenol was confirmed by observing the 
amount of phenol left in the raffinate (4 JJg with an RSD of 20%). 
~~he SFE/SFC of phenol from 6 M sulfuric acid with collection in 
~Tater was carried out. It represents the case of an analyte in 
an aqueous environment which is hostile to many forms of clean up 
as well as analysis. A representative trace for the separation 
of the extracted phenol is shown in Figure 4. 
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CONCLUSION 

Clearly much additional work is needed to perfect 
liquid/liquid extraction. Extension to a wider range of analytes 
including highly basic compounds is desirable. Reproducible and 
quantitative extraction/analysis at low ppb levels should be 
demonstrated. The feasibility for on-line SFE/SFC for trace 
analysis should be established. However, based on research to 
date the potential of the liquid/fluid extraction is encouraging. 
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FIGURES 

Figure 1 
Modified flame ionization heating block for the 
deposition of analyte onto a solid support. 

Figure 2a 
Triprolidine chromatographic trace. 

Figure 2b 
Pseudoephedrine chromatographic trace. 

Figure 3 
Extraction of 95 ppm phenol as a function of the amount 
of SF used for the extraction. 

Figure 4 
Chromatographic trace of phenol extracted from 6 M 
Sulfuric acid. 
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THE USE OF SUPERCRITICAL FLUID EXTRACTION (SFE) IN THE 
ANALYSIS OF ENVIRONMENTAL CONTAMINANTS ISOLATED 
FROM COMPLEX MATRICES 

Jennifer V. Smith, Charles R. Knipe, WilliamS. Pipkin, and Wayne S. Miles 
Hewlett-Packard Company 
P.O. Box 900 
Avondale, PA 19311 

In this study the HP 7680 Supercritical Fluid Extractor (SFE) was used to extract urban dust 
and soils under a variety of conditions. The extracted analytes were analyzed using the HP 5890A 
Gas Chromatograph with a variety of detectors, including mass selective detectors (MSD), and the 
results compared with those from previously used extraction techniques. 

Extraction efficiencies are greatly affected by sample matrix. The interactions of environ
mental contaminants and sample matrices, such as density, modifier type, and modifier amount, were 
studied to optimize conditions for maximum recoveries. 
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Introduction 
Analyzing complex matrices for the presence of environmental contaminants is the primary 

concern of many industrial- and environmental-testing laboratories. Current methods are often com
plicated and time consuming, involving numerous steps. The need for alternate sample preparation 
techniques eliminate the use of chlorinated solvents and reduce extended extraction times may be 
:met with supercritical fluid extraction. 

SFE is a rapid, clean, reproducible sample preparation technique that replaces the many labor
::ntensive steps of current sample preparation techniques and greatly reduces the potential for human 
13rror. Advantages of SFE include decreased sample preparation time, short extraction time, reduced 
;malyte decomposition, and ease of use. In addition, the supercritical extraction parameters may be 
fine-tuned to maximize extraction efficiencies. 

JE:xperimental Methods 
The conditions for the extraction of the the various samples are given in table I. 

Table I. Supercritical Fluid Extraction Parameters 

11strument HP 7680 
Sample C02 Density Flow Temp Time 
IJ (gtml) (mVmln) (OC) (min) 

~Jrban Dust (SRM 1649l 
UD1 0.25 1.0 40 15 
LID2 0.45 1.0 40 15 
UD3 0.60 1.0 40 15 
LID4 0.90 1.0 40 15 

Marine Segiment (SAM 1941) 
MS1 +Hexane 0.25 1.0 40 15 
MS2+H20 0.90 1.0 40 15 

~piked Soil 
S1 0.85 4.0 40 40 

For comparison, the spiked soil sample was extracted with a Soxhlet apparatus. The solvent 
used was methylene chloride, and the sample was extracted by Soxhlet for eight hours. 

The gas chromatographic conditions are given in table II. 

Table II. Gas Chromatographic Conditions 

GC: HP 5890A Series II 

Flame Ionization Detector 
Detector Temperature 
Jr.jection Port 
Constant Pressure Mode 
Column 
Oven Program 
Jrjection Volume 
Data System 

rl ass Selective Detector 
rJass Range 
Transfer Line 
Data System 
Column 
Injection Port 
Constant Pressure Mode 
0•1en Program 
Injection Volume 

350°C 
On-column, Oven Track on 
Initial Pressure, 4.6 psi 
25 m, 530 IJ., HP-5 
40°C (2min),10°C/minto 350°C (Smin) 
1 ).1.1 

HP 3365 

10 to 800 amu 
280°C 
HP 9836C (Rev 3.1.1.) 
50 m, 320 J.l., HP-5 
On-column, Oven Track on 
Initial Pressure, 17 psi 
70°C (0.7min), 30°C/min to 160°C (0.75), 5°C/min tO 280°C (3.75) 
1 IJ.] 

117 



Results 

Using several densities, the extraction results of urban dust (SRM 1649) are shown in figures 1 
to 3. These analyses were performed on the GC/MS, allowing the monitoring of the polynuclear aro
matic ions. The polynuclear aromatic compounds can be extracted at various densities, depending on 
their molecular weight, as shown in figure 4. As the densities increase, greater amounts of hydrocar
bons are also extracted from the urban dust, as illustrated in figure 5. This is a composite of the re
sults of the analysis of supercritical extracts by GC/FID. These data indicate the importance of 
density in efficient extractions. 

Modifiers may be added directly to the thimble containing the C02 or to the sample. The 
effects of modifier addition may be to decrease the density at which a particular analyte is extracted. 
This effect is shown in experiments with marine sediment and modified C02 • In these experiments 
C02 modified with hexane, 5% by weight, was used as the extraction fluid. Experiments with C02 
alone resulted in limited extraction of hydrocarbons or polynuclear aromatics even at high densities. 
As illustrated in figure 6, densities of 0.25 g/ml with modifier had increased extraction efficiency. The 
addition of water, which acts as a modifier, was added to the sample such that the sample was satu
rated. Figure 7 shows the result, which was to inhibit the extraction of an analyte from marine 
sediment. 

The comparison of Soxhlet extraction and supercritical extraction of polynuclear aromatic 
compounds from spiked soil is illustrated in figures 8 and 9. 

Conclusion 

This study indicates the feasibility of supercritical extraction in the preparation of samples. 
Hydrocarbons and polynuclear aromatic compounds were extracted from urban dust, marine sedi
ment, and spiked soil. These -experiments show the importance of density, modifier type, and modi
fier amount in the extraction of a particular analyte from a complex matrix. Further studies are in 
progress to optimize the extraction conditions. 

Supercritical Extraction of Urban Dust 

Density 0.25 wml 

41 minutes 

Figure 1. Total ion chromatogram for sample UDI. 
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Supercritical Extraction of Urban Dust 

Density 0.45 gtml 

41 minutes 

Figure 2. Total ion chromatogram for sample UD2. 

Supercritical Extraction of Urban Dust 

Density 0.90 gtml 

41 minutes 

F'igure 3. Total ion chromatogram for sample UD4. 
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MW178 MW202 

Normalized Area Counts 

Urban Dust (NIST SRM 1649) 
Density vs Amount 

MW202 MW252 MW252 

0.4,----------------------------..... 

Figure 4. Comparison of the amounts of five polynuclear aromatic compounds vs extraction 
density. 

Supercritical Extraction of Urban Dust 

/STOll 

44 minutes 

Figure 5. Merged FID chromatogr~ for samples UD 1, UD2, UD3, and UD4. 
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Supercritical Extraction of Marine Sediment 

5% Hexane Modifier in C02 

36 minutes 

li<'igure 6. FID chromatogram for sample MS2 plus hexane. 

Supercritical Extraction of Marine Sediment 

Density 0.90 gtml 
Sample Saturated with Water 

41 minutes 

F'igure 7. FID chromatogram for sample MS2 plus H20. 
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Indirect Supercritical Fluid Extraction of Polychlorinated Dibenzo-p-Dioxins from 
Rainwater and Other Aqueous Matrices 

Michael J. Lawrence 
R. Murray Colquhoun 
Janusz B. Pawliszyn 
Department of Chemistry 
University of Waterloo 
Waterloo, Ontario, Canada 

Modified solid phase extraction {SPE) procedure for isolation of organic 
contaminants present in aqueous samples is described. The organic solvents 
commonly used in the desorption step of SPE methods are replaced by the use of 
supercritical fluids. The water analysis procedure uses a 10 port valve to direct the 
flow of aqueous sample and supercritical fluid through the adsorbent. Simple 
automation of the device can be achieved through an electronic actuator and 
microprocessor based controller. Water samples spiked with various chlorinated 
aromatic compounds were analyzed by supercritical fluid desorption from various 
adsorbents, including Tenax-GC, Octadecyl C-18, paper pulp, activated carbon, 
Florisil, and Amber1ite XAD-2 resin. The extraction efficiencies of the adsorbed 
species from the so-rbents using nitrous oxide and carbon dioxide was investigated. 
Class fractionation of complex samples is possible using density programming, and/or 
the stepwise use of different supercritical fluids and/or modifiers. The application of 
supercritical fluids to ultra-trace analysis is possible, since all the extracted compounds 
can be deposited at the front of a chromatographic column 1. A novel method of 
supercritical fluid delivery based on a thermal pump is described. The design is 
simple and inexpensive to assemble. Its pressure stability is dependant on the type 
of pressure controller used. An inexpensive comparator system gave stability of+ 2% 
at 6000 PSI. 
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Introduction: 

Environmental contaminants such as chlorinated aromatic hydrocarbons are 
accumulated and transported in the atmosphere, and then released into the 
environment by precipitation. It is necessary to develop rapid, cost-effective and 
accurate methods for monitoring rainwater pollutants to protect the environment and 
the population. 

Current methods used to analyze organic contaminants in aqueous samples 
involve liquid-liquid extractions or adsorption onto sorbents followed by solvent 
desorption. These methods are generally time consuming and labour intensive. Also, 
they often involve the use of high purity and expensive solvents such as benzene and 
dichloromethane. With growing concern over occupational health and safety, an 
alternative to the use of such organic solvents is desirable. A further disadvantage 
of these traditional techniques is the difficulty in automating the process. 

To improve this situation, solid phase extraction (SPE) procedures have been 
developed. The instrumentation associated with these techniques is based on 
cartridges filled with material similar to column ~ackings used in solid chromatographic 
columns, and uses chemically modified silica •3. The primary advantage of SPE is 
the reduced consumption of high purity solvents, thereby reducing analysis cost and 
the need for solvent disposal. The time required to isolate the analyte of interest is 
ai!;O greatly reduced when compared to classical extraction methods. However, SPE 
st1ll uses a small amount of solvent. 

In this paper we present and discuss a sample isolation approach based on 
supercritical fluid extraction using carbon dioxide and nitrous oxide. The supercritical 
fluid is delivered from a new thermal pump4. The extraction process has been 
developed by chemical engineers5·6 and has recently attracted deserved attention by 
analytical chemists1•7•10. This separation technique exploits the properties of the 
compressed gas, in most cases inexpensive and non-toxic carbon dioxide, at 
temperature and pressure above its critical point. The method combines both 
distillation and extraction in a single process since vapour pressure and phase 
separation are involved. The major features of a supercritical fluid extraction include: 
rapid extraction due to low viscosity and high diffusivity compared to liquids; selectivity 
of the process through density programming; and low temperature extractions of non
volatile compounds. Supercritical fluid extraction systems can be easily automated 
since the transfer of the analyte can be accomplished by flowing the mixtures in the 
system and analyte separation from the fluid can be achieved by lowering the 
pressure. 

Analytical supercritical fluid extractions have been applied to isolate organic 
contaminants, in most cases polycyclic aromatic hydrocarbons from solid matrices 
such as flyash, dust, or sorbents such as Amberlite XAD resin8 or Tenax GC 1• This 
paper describes inexpensive instrumentation and procedures which enable rapid 
isolation of pollutants from aqueous matrices. 
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Experimental Methods: 

Supercrltlcal Fluid Delivery: Supercritical fluid was delivered to these experiments 
by a thermal pump, based on the thermal expansion of a compressed gas4. The 
pumping system consists of a supply tank for the SF gas connected to a high 
pressure vessel (thermal pump) via a high pressure valve. The vessel has 
independent heating and cooling systems, has a pressure transducer which monitors 
internal pressure, and has a thermistor monitoring temperature. A rupture disk is an 
integral part of the safety system, and will vent the system at 7000 PSI, well below the 
design rating of the vessel. The extraction vessel is thermostatically controlled by an 
independent heater circuit. The extraction vessel is constructed of a suitable length 
of stainless steel tubing with Swagelok fittings at either end. Another such tube filled 
with activated carbon serves as a trap to remove impurities from the SF stream. 

Operation of the pumping system involves cooling the pump to -15° C by 
flowing liquid nitrogen or carbon dioxide through a copper tube coiled around its 
exterior. The supply of gas is allowed to fill the vessel and condense, increasing in 
density as the temperature decreases. After the system has equilibrated at this 
temperature, it is closed to the gas supply tank and heated to increase its internal 
pressure. The amount of heat required to reach operating pressure is dependant on 
the initial temperature of the system. Figure 1 shows the response of the pump at 
various initial temperatures. 
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Figure 1 Thermal pump response at different initial temperatures. 

As the SF is delivered, the amount of heat applied must be increased to 
maintain operating pressure. This has been accomplished in two ways. Initially, a 
simple op-amp comparator circuit was constructed (Figure 2) which switched the 
power to the heater on or off in response to the signal from the pressure transducer; 
on if the pressure dropped below the working pressure, off if it went above. There are 
also thermal shutdown and manual reset features, as well as variable heater duty 
cycle. This controller produced pressure stability of + 200 PSI @ 6000 PSI. To 
improve the stability of the system, a commercial 3 mode controller (Proportional 
Integral Derivative - PI D) (Omega Engineering) was used. This controller is infinitely 
tunable and has the advantage that it can be programmed to pressure ramp, 
analogous to temperature programming of a GC oven. This controller increased the 
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stability to + 35 PSI @ 6000 PSI, or a deviation of less than 1%. There are two 
limiting factors on the stability of the thermal pump. The dynamic conditions in the 
pump during its operating cycle indicate that it can only be tuned for one set of 
conditions, thus the controller is only optimally tuned for a short period of time, and 
the tune is compromised for the remainder of the cycle. This problem, combined with 
the large thermal mass of the 25 lb stainless vessel cause the small oscillations in 
pressure. 

• 12VDC 

T 
H 
E 
R .. 
I 

~ -:-
0 
R 

Figure 2 Simple comparator controller circuit. 

In order to address the stability problem, as well as to increase the safety of 
the design, a low volume twin tube system was constructed from two lengths of 112· 
stainless steel pipe, fitted with valves at each end. Figure 3 schematically shows the 
system. With this system, which operates on the same principle as the larger pumps, 
a continuous supply of SF can be delivered. One stage of the pump is cooled, filled, 
and then heated to bring it up to pressure. As it is being operated, stage two is 
cooled, filled and pressurized to just below operating pressure. When stage one is 
nearty empty, stage two is brought up to operating pressure, and stage one is quickly 
cooled. The valves can be either check valves or active solenoid valves, operated at 
the appropriate time by differential pressure or an electronic signal from a central 
processor. This system is thus also easily automated. 

STAGE t 

STAGE2 

Figure 3 Twin tube low volume thermal pump. 

126 

TO 
CHROMATOGRAPHY 
SYSTEI.A 



Water Analysis System: The system to remove organic contaminants from aqueous 
samples was composed of a ten port valve (Valco Instruments, Houston, Texas) 
connected to the extraction vessel, an inlet for the water sample, a SF inlet, an exit 
to a waste bottle and an exit for analyte collection. 

DIY 1
2 

VATII SAKPU \ 

CIUTIJ 

VASTt 

to coc 

Figure 4 Water analysis apparatus. 

In position A, water was forced under pressure from a dry nitrogen cylinder 
through the adsorbent in the extraction vessel and into the waste bottle. In this step, 
the organics from the water are adsorbed onto the adsorbent in the extraction vessel. 
After the water has all passed through the adsorbent, the adsorbent is dried by 
continuing to pass the dry nitrogen through the adsorbent while heating the extraction 
vessel. Once the adsorbent has been dried, the valve is switched to position B. The 
SF flows through the adsorbent in the reverse direction and desorbs the organics 
adsorbed in the first step. The analyte is recovered by bubbling the exiting SF into 
a vial containing about 1 ml hexane. The contents of the vial are then blown dry with 
.a gentle stream of nitrogen, then brought up to 1 00 ul volume with hexane and 
.analyzed by GC-ECD. 

Desorption Step Recoveries: Desorption of an OCDD standard from various 
;adsorbents using supercritical carbon dioxide and nitrous oxide was investigated. 
Cartridges made from 1/4 inch stainless steel tubing and Swagelok nuts and ferrules, 
were filled with about 80 mg of the adsorbents. A 5.0 microlitre portion of an OCDD 
~:;tandard (3.114 ng/ul) was injected into the centre of the adsorbent bed. The 
standard compound was then extracted using the supercritical fluid at 400 atm tor 1 h 
with a gaseous flow rate of 120 mUmin. The extracted materials were trapped by 
bubbling the supercritical fluid into a vial containing about 1 ml of hexane. After 
completion of the extraction, the hexane was blown to dryness using a gentle stream 
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of dry nitrogen, then brought up to final volume in hexane. The sample was then 
analyzed using GC-ECD to determine OCDD concentration and extraction efficiency. 

Leaching Studies: A 1 0 ng spike of 1 ,2,3,4-TCDD in hexane was injected into the 
centre of the adsorbent bed. A 50 ml quantity of water was passed through the 
adsorbent at 3 mUmin., the adsorbent was dried and then extracted using N20 or 
C02 at 6000 psi and 50"C for 1 h. The extract was then analyzed using GC-ECD to 
determine whether the water had leached any of the TCDD from the adsorbent. 

In-Flow Injection: A T-union was connected to the entrance of the extractor, the 
water inlet was connected to one port of the T-union and a septum was placed in the 
other port of the T-union. While water was being forced through the extractor, a 
syringe was used to pierce the septum and inject a 1 o ul spike of the 1,2,3,4-TCDD 
standard (prepared as 1 ng/ul in MeOH) into the flow. The adsorbent filled extractor 
was dried and extracted to determine extraction efficiency against an external 
standard using GC-ECD. 

Analysis of Spiked Water: The 50 ml water sample was spiked with 10 ul of a 1 
ng/ul solution of 1,2,3,4-TCDD standard in MeOH. The .water was then placed in an 
ultrasonic bath for 1 0 minutes to facilitate dissolution. The concentration of the dioxin 
in the water was 0.2 parts per billion (ppb) which is 1/3 of the solubility reported by 
Schier et. al10

. The water was then forced through the adsorbent-filled extractor at 
a flow rate of approximately 3 mUminute, then the extractor was dried and extracted. 
The extraction efficiency was determined using GC-ECD and an external standard. 

GC Analysis: All of the analyses were done on a Varian 3400 gas chromatograph 
equipped with an electron capture detector (ECD), a septum programmable injector 
(SPI), and a 30m X 25um DB-5 capillary column ( J&W Scientific, California). The 
analyses were carried out using an external standard method. Each time a spike of 
an adsorbent or water was done, an identical aliquot of the standard was injected into 
a vial, evaporated to dryness and diluted to 100 ul. A 0.5 uL injection of this standard 
is then analyzed , using the peak area of the compound in the standard as 1 00% 
recovery. 

Fractionation Studies: The Tenax filled extractor was spiked with a mixture 
containing tetrachlorobenzene, hexachlorobenzene, tricloro-PCB, pentachloro-PCB, 
1,2,3,4-TCDD and OCDD. Extractions were attempted with C02 and N20 at various 
pressures to determine whether class-selective fractionations could be done. 

Discussion and Results: 

The development of a method for extraction of polychlorinated dibenzo-p
dioxins from water proceeded in a series of steps. Initially, the ability of supercritical 
N20 and C02 to desorb dioxins from a number of different adsorbents was 
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investigated. An OCDD standard was chosen as the standard to be spiked onto the 
adsorbents because it is expected to be the most difficult to extract due to its low 
solubility. It was assumed that if this particular dioxin isomer could be desorbed then 
all of the others should also be able to be desorbed. The extractions were performed 
at 400 atm and so·c and the extract was collected for 1 h. Table I illustrates the 
results achieved. 

These results indicate that N20 is a more efficient supercritical fluid for the 
extraction of dioxins from these adsorbents. A strong matrix effect is also evident, 
since the OCDD was desorbed well from Tenax GC, the octadecyl phase and pulp but 
very poorly desorbed from activated charcoal, florisil and Amberlite XAD-2. Obviously, 
the OCDD is much more strongly bound to the latter group of adsorbents. 

Table 1 Extraction of OCDD 

Adsorbent Carbon Dioxide 
% Recovery+ 10% 

Tenax GC 35 

Octadecyl (Cls) 92 

Activated Charcoal ND 

Florisil ND 

Amberlite-XAD2 ND 

Pulp 80 

ND-none detected 
-extractions done for lhr. 
at 6000psi. and 50•C 

Nitrous Oxide 
% Recovery+ 10% 

95 

100 

ND 

10 

ND 

92 

Based on these results, continuing experiments were limited to Tenax-GC and 
octadecyl extracted with N20 and pulp extracted with C02. Pulp is not a common 
adsorbent, but in other experiments conducted in the laboratory, it was noted that 
dioxins were easily desorbed from pulp. Therefore, pulp was considered for use as 
an adsorbent. 

The second step of the research was to determine which adsorbents would 
adsorb dioxins from water. In these experiments, a 1,2,3,4-TCDD standard was used 
instead of the OCDD. The TCDD standard is much more water soluble than OCDD 
(more than 1000 times more soluble) 10 and therefore it was much easier to extract 
a detectable quantity. Initially, water leaching of the TCDD from the adsorbents was 
~examined. A direct spike on the adsorbent was followed by passing water through the 
adsorbent. The adsorbent was then extracted to determine if any leaching of the 
TCDD had occurred. Three replicate experiments were done and deviations were 
calculated as shown in Table 11 . 

. • 
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Table IT Extraction of 1 ,2,3,4 TCDD 

Adsorbent %Recovery 

Tenax GC (N20) 100+ 4% 

Octadecyl (N20) 100± 6% 

Pulp (C02) 87± 3% 

*extractions done at 6000 psi and so·c for 1 h. 

The excellent recoveries from Tenax-GC and octadecyl indicate that leaching is not 
occurring. Less than 100% recovery from the pulp is likely due to incomplete 
desorption rather than leaching. 

In the second stage, the TCDD was spiked in the flow of water as it passed into 
the adsorbent bed. In this way, better simulation of the dioxin actually being dissolved 
in solution was hoped to be achieved. Three replicate runs of each adsorbent were 
done. 
Table ill Extraction of 1,2,3,4 TCDD 

Adsorbent %Recovery 

Tenax(N20) 80±5% 

Octadecyl(N20) 85+ 10% 

Pulp( C02) 76±3% 
jC extracuons Clone at ouuu p stand 5u-c tor 1 h. 

The results in Table Ill show lower recoveries than obtained with direct spiking onto 
the adsorbents but this is a result of the dioxins never actually contacting the 
adsorbent. Due to its low solubility in water, the TCDD likely precipitates out, to some 
extent, at the point where it is injected into the flow of water and therefore is never 
able to be adsorbed and subsequently extracted. Dioxins that are dissolved in water 
should not encounter this problem. The final stage of this step was to actually 
dissolve the 1,2,3,4-TCDD in water and put this spiked water through the extraction 
procedure. The water was spiked at 0.2 ppb which is about 1/3 its reported solubility 
level10. This was done to ensure that the TCDD would not precipitate out as in the 
in-flow injection of the standard. Again three replicate experiments were done with 
each adsorbent, and deviations were calculated. 
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Table IV Extraction of 1,2,3,4-TCDD 

Adsorbent %Recovery 

Tenax(N20) 67± 20% 

Octadecyl(N20) 68± 30% 

Pulp(C02) 55± 20% 

* extracttons done at 6lKJO st p and :m-e 
for 1 h. 

The results shown in Table IV illustrate significantly lower recoveries than had 
been achieved in other experiments. This lowering of extraction recoveries indicates 
cl loss of analyte at some point in the system. The possibility of break-through of the 
TCDD in the water was investigated by re-running the same water through the system. 
No more TCDD was recovered so break-through is not likely. It is likely though that 
tlhe TCDD is adsorbed and immobilized onto the glassware used as a water reservoir 
ctnd thus was never able to reach the adsorbent. Three runs were done with each 
ctdsorbent to determine the deviation in recoveries. The water reservoir bottle was 
rinsed with MeOH and hexane between runs to remove any TCDD adsorbed on the 
~1lass and prevent cross-contamination. One method for compensating for the loss 
Clf analyte adsorbed onto the glassware would be the use of a 13c labelled internal 
s;tandard. It could be assumed that the 13c labelled TCDD would be adsorbed to the 
same extent as the unlabelled TCDD. Using GC/MS one could quantitatively 
compensate for this adsorption effect. 

A larger deviation (30%) was observed in the runs using octadecyl bonded to 
nnicroporous silica as the adsorbent. Excellent recoveries were achieved with the first 
e'xtraction on fresh octadecyl but the recoveries dropped as the same adsorbent was 
used repetitively. Stripping of the octadecyl phase by the supercritical fluid is likely 
c•ccurring, leaving behind a bare silica surface which binds strongly to the dioxin and 
causes poorer recoveries. 

The ability of supercritical fluids to do class-selective extractions or fractionate 
samples was investigated. A mixture of chlorinated benzenes, polychlorinated 
biphenyls (PCB's). and dioxins was injected directly onto the Tenax GC adsorbent in 
a.n extractor. Extractions were done with N20 and C02 at various pressures and the 
extract was taken at various time intervals to try to separate these three classes of 
compounds. It was found that N20 desorbs all of the compounds within 20 minutes 
a.nd very little separation of the compounds could be achieved. Since C02 was found 
to desorb dioxins poor1y from Tenax, it was tested to see if it could be used to 
fractionate the mixture (Table V). At 5000 psi and so·c, 74% of the pentachloro-PCB 
a.nd all of the trichloro-PCB and chlorinated benzenes were removed within 20 min. 
with loss of 23% of the TCDD and no loss of OCDD. At 3000psi and so·c, 60% of 
the pentachloro-PCB and all of the trichloro-PCB's and chlorinated benzenes were 
rt9moved after 40 min. with only a 5% loss of the TCDD and no loss of the OCDD. 
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Table V Class fractionation study. 

Extract. Extract. 3Cl-PCB 5CI-PCB TCDD OCDD 
Time Pressure Removal Removal Loss Loss 

20 min. 3000 psi 100% 60% 5% 0% 

40 min. 5000 psi 100% 74% 23% 0% 

It appears that better separation is achieved at lower pressure but the analysis time 
is greatly increased. Once the interferences are removed, N20 can be used to desorb 
the dioxins. 

Conclusions: 

Solid phase extraction using supercritical fluid desorption is a good alternative 
for isolation of organic contaminants such as polychlorinated dibenzo-p-dioxins from 
aqueous samples. This process can be controlled by a single six port valve, though 
we used a ten port device, and can thus be easily automated. The combination of this 
method with direct on-column deposition of analytes by decompression of the 
supercritical fluid9 will facilitate ultra-trace analysis. In this procedure, all extracted 
material is injected into the column, rather than only a small fraction as is common 
when performing solvent extractions. Class fractionation of complex samples is 
possible using density programming and step-wise use of different supercritical fluids 
and/or modifiers. More work is needed to optimize this process. Tenax-GC requires 
the use of nitrous oxide as the supercritical fluid to obtain good recoveries. · 
Quantitative extractions of dioxin can, however, be ensured with carbon dioxide if 
chemically modified silica or paper pulp are used as the adsorbent. 
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MONITORING OF NITROGEN POLLUTANTS 
AT MT. MITCHELL, NORTH CAROLINA. 
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ABSTRACT 

Gaseous nitrogen compounds (nitric acid, nitrous acid, ammonia, and nitrogen 
dioxide), and particulate nitrogen compounds (nitrate and ammonium) were measured 
in ambient air using Annular Denuder System (ADS) and chemilumincescence 
nitrogen oxides analyzer at Mt Mitchell State Park (-2006m MSL), North Carolina. 
Measurements were made during May through August of 1988 and 1989. Further, 
measurements of nitrate and ammonium in cloud water samples w~ also made during 
the same period. Concentrations of gaseous nitric acid using ADS were found to be in 
the range 0.13-5.62 J.1glm3 with a mean of 1.07 J.1glm3 during 1988, and in the range 
0.55-2.60 J.1g/m3 with a mean of 1.39 J.1glm3 during 1989. Nitric acid levels were 
found to be higher during the daytime compared to the nighttime levels, which are 
consistent with the photochemical formation of gaseous nitric acid Gaseous ammonia 
levels were found to be in the range of 0.01-4.98 J.lg/m3. Particulate nitrate, 
ammonium and sulfate concentrations were found to be have range of 0.02-
0.21J.1g!m3, 0.01-4.72 J.1glm3 and 0.21-18.13 J.lgh;n3 for 1988, and 0.1-0.78 J.lg/m3, 
0.24-2.32 J.1glm3 and 0.5-11.8 J.lg/m3 for 1989 respectively. The fine aerosol fraction 
was dominated by sulfate particles followed by ammonium particles. Mean nitrate and 
ammonium ion levels in cloud water samples for 1988-1989 ranged from 142-192 
J.UDOl/l and 153-185 J.llDOl/l rcspcctively. The incorpcntion of the pre-existing 
g!seous nitric acid/nitrate into the cloud is not efficient to account for the measured 
nitrate concentrations in the cloud water. 
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INTRODUCTION 
Air pollution is thought to be one of the contributing factors for the high 

elevation forest decline in the eastern United States (Cowling, 1985; Woodman and 
Cowling, 1987). High amounts of acidic deposition and elevated levels of gaseous 
atmospheric photochemical oxidant pollutants (e.g., ozone, hydrogen peroxide) have 
been observed at Mt Mitchell State Park, (Mt Mitchell, elevation -2038m MSL), 
North Carolina. Mt Mitchell is the highest peak east of the Mississippi river. Ozone, 
a photochemically formed secondary pollutant has been observed at levels exceeding 
the National Ambient Air Quality Standards (NAAQS) (Aneja et al., 1990); and has 
frequently been >50 ppbv during the growing season (May through September) which 
could cause damage to plants (Mohnen and Cowling, 1988). Significant quantities 
of acidic substances are also found to deposit on the canopy which may contribute to 
the obsezved decline in the ecosystem. 

Greater than nonnal atmospheric deposition of nitrogen compounds is thought 
to be one of the likely mechanisms by which airborne pollutant chemicals could cause 
injury to spruce-fir forests. According to this hypothesis (Nihlgard, 1985), nitrogen 
containing pollutants deposited on foliage and soils could cause leaf damage; and also 
may extend the period of growth later into the fall, thus inhibiting the "hardening off' 
processes by which needles protect themselves from frost injury during the severe 
winter weather (Friedland 1984). 

Since this mechanism involves the mineral nutrition of growing plants, and, 
specifically, the availability of nitrogen at a specific time in the growing season, it is 
important to establish the extent to which nitrogen is supplied by atmospheric 
exposure throughout the growing season. Thus, it is not clear whether general 
overfertilization or time-specific fertilization is important, or that there is, in fact, a 
seasonal factor in the exposure/deposition of nitrogenous air pollutants. Hence, 
characterization of the atmosphere for nitrogen con~g species and their chemistry 
becomes important in explcring the f<RSt decline phenomenon. 

EXPERIMENTAL TECHNIQUES 
Gas- phase measurements: Ambient gaseous nitric acid, gaseous nitrous acid, 
gaseous ammonia, and particulate nitrate an(tammonium measurements were made 
during the summers (May through August) of 1988 and 1989 utilizing the Annular 
Denuder System (ADS) technique (Possanzini et al., 1983). Continuous gas phase 
measurements of nitrogen oxides (NO and N02) were made using a 
chemiluminescence nitrogen oxides analyzer. The annular denuder system used at Mt 
Mitchell consisted of an impactor preseparaur to reJOOVe coarse aerosol fraction (>2.5 
J.UD), three annular denuder tubes in series to collect the gaseous species and a filter 
pack to collect the aerosol fraction. The first denuder was coated with 0.1% solution 
of NaQ to collect gaseous nitric acid to remove gaseous nitric acid from the other 
acidic species. The second denuder was coated with a solution of 1% glycerine and 
1% Na2C03 solution in a 1% mixture of methanol and distilled water to capture 
nitrous acid and sulfur-dioxide. The third denuder was coated with 1% citric acid in 
methanol for the collection of ammonia. The filter pack consisted of a teflon fllter for 
the collection of fine particulates and a nylon filter to capture any volatalized nitric acid 
during the dissociation of ammonium nitrate aerosol. The denuder system was 
operated in a laminar mode at a constant flow rate of 16.5 Vm. Though the 
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measurements were primarily made for 24 hours duration, short time measurements 
(12 and 4 hours) were also made to study the diurnal variability and trends in the 
nitrogen compounds. 

Cloud water measurements: Cloud water samples were collected on an hourly 
basis using an ASRC passive cloud collector (Kadlaeck et al., 1983). The collected 
samples were analyzed for pH immediately upon collection at the site. The samples 
were later analyzed for pH, conductivity, major anions and cations. Liquid water 
content measurements based on gravimetric technique (Valente, 1988) were also made 
simultaneously during cloud collection. 

RESULTS 
Ambient nitrogen pollutant concentrations: The observed nitric acid 
concentrations during the 1988 monitoring season ranged from 0.13-5.62 Jlg/m3 and 
the mean concentration was 1.07 Jlg/m3. The mean concentration of nitric acid for 
1989 sampling season was 1.39 Jlg!m3 while the range of values observed was 
between 0.55-2.60 Jlg/m3. The concentrations of nitric acid observed at the Mt 
Mitchell site are comparable to the measurements at other remote sites (-cadle et al., 
1985; Shaw et al., 1982; Harrison and Allen, 1990). The gaseous ammonia varied 
from 0.01-4.98 J_!2fm3 for 1988, and 0.2-3.23 Jlg/m3 for 1989, while the mean values 
were 0.54 Jlg/mf'" and 1.47 Jlg/m3 respectively. Gaseous nitric acid concentrations 
were in general higher in 1989. A diurnal variation was noted in the concentrations of 
nitric acid from the short time interval denuder measurements. Eight measurements 
each of 4 hours of duration were made during one day. The observed concentrations 
were found to peak during the afternoon hours (1200-1600). The daytime 
concentrations were significantly higher than the nighttime levels (2.5 J.Lg/m3 
compared to 1.3 Jlg{ml in 1989; and 1.21 compared to 0.8 J.1g/m3 in 1988 
respectively). The observations are consistent with the photochemical pathway for the 
production of nitric acid during the daytime. 

The precision associated with the ADS measurements was observed to be 
good. Collocated sampling runs produced similar coocentrations (1.27 & 1.16J.Lg.lm3 
for HND3). The laboratory and field blanks suggested no source of contamination. 

The average_ concentrations of nitrogen dioxide were 2.5 ppb and 4.0 ppb for 
the 1988 and 1989 sampling seasons respectively. The levels of nitric oxide (NO) 
w~ always very low (usually less than the detection limit of the instrument, which is 
2 ppb). The concentrations of nitrogen di-oxide were also consistently higher in 1989 
than the 1988 values. \ 

The mean concentrations of particulate aJDDlOilium were 1.4 Jlg/m3 and 0.92 
Jlg/m3 for the 1988 and 1989 sampling periods re~vely. Mean sulfate particulate 
concentrations were 4.35 Jlg/m3 and 4.33 Jlg/m3 for the 1988 and 1989 monitoring 
periods respectively. Nitrate concentrations (0.11 and 0.22 Jlg/m3 for 1988 and 1989 
respectively) were much lower compared to sulfate and ammonium The aerosol 
fraction was thus dominated by sulfate particles followed by ammonium particulates. 

Cloud Water Concentrations: The mean concentrations of nitrate in the cloud 
water samples were 195 J.Lequ/1 in 1988, and 142 Jlequ/1 in 1989. The ammonium ion 
concentrations were 185 and 153 J.Lequ/1 for the 1988 and 1989 field seasons 
respectively. The ionic concentrations in the cloud water were lower in 1989 
compared to the previous years. Nitrate and ammonium contributed -13% and -15% 
respectively to the total ionic concentration in the cloud water. 
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DISCUSSION 
The concentrations of nitric acid measured during the course of one day in 

1988 and 1989 were compared with the corresponding meteorological and ozone data 
to determine the generation and removal mechanisms for gaseous nitric acid. A 
multiple regression of HN03 concentrations on temperature, relative humidity, solar 
radiation and ozone of the 1988 data suggested that HN03 concentrations observed 
were related to the above variables with an r2 of 0.9. Similar analysis for the 1989 
data showed a good correlation ofr2::o.97. Solar radiation alone explained '75% of 
the v~ation in the nitric acid production in 1988 and -50% variability in 1989. 
Relative humidity and temperature independently explained 74% and 65% of the 
variation in the nitric acid concentrations respectively for the 1988 measun:ments. A 
weak positive relationship between HN~ and ozone (r2 = 0.27) was also observed. 

The correlation between the solar radiation and nitric acid suggests that the 
major pathway for the formation of nitric acid at Mt Mitchell is oxidation of nitrogen 
di-oxide via OH radicals. Considerable levels of gaseous nitric acid were observed 
even during nights, though the concentrations reached a maximum during midday. 
The production of nitric acid during the daytime is believed to proceed through the 
reaction. 

N~+ OH-+ HN03. 
The oxidation of N~ by OH radicals does not occur during the night (no production 
of OH radicals). To account for the levels observed during night, an oxidation 
mechanism by OJ may be present at Mt Mitchell, since ozone levels ~ higher during 
the night than during the day at Mt Mitchell. 

N~ + 03-+NOJ +(h. 
N03 can combine with the existing N~ to produce N20s. Under high relative 
humidity conditions, N20s combines with water vapor in the atmosphere to generate 
nitric acid. 

N2Ds + H20 -+ 2 HNOJ. 

The Henry's law constant for pscous nitric acid is 2*105 moles 1-1 atm·l at 
250c (Schwartz et al., 1981). Using an average ambient concentration ofO.S ppbv for 
gaseous nitric acid, the nitrate concentration in cloud water was analytically obtained 
to be -130 J.l.IDOle&'litcr. The measured average nitrate concentration in the cloud water 
samples were 195 fJ.IIloles/1 and 141 Jlmolesll during 1988 and 1989 which are 
higher than the Henry's law derived value. This seems to suggest that the 
incorporation of the pre-existing gaseous nitriCJicid/nitrate into the cloud accounts for 
most of measured nitrate concentrations in the clQud water. Though the pathways for 
the excess nitrate in the cloud water are not clear, oxidation of the dissolved nittogen 
dioxide by dissolved hydrogen peroxide or ozone seems a possible mechanism at Mt. 
Mitchell. Sharp decreases in pH and ionic concentrations during the leading edge of 
an orographic cloud event may now be attributed primarily to initial droplet scavenging 
of gaseous nitric acid and deliquescence on pre-existing aerosol. Water vapor 
condensation and evaporation of the droplets have been suggested as imponant 
mechanisms in the leading and trailing edges respectively of an orographic cloud 
event Thus, this role of HN03 may explain the concave trend (decreasing at the 
beginning and rising toward the end) observed in the concentration of the ions 
measured during an event (Kim & Aneja, 1990). 
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The heterogeneous removal ofHNOJ appears to have three possibilities: 
1. the incorporation of nitric acid on to aerosols 
2. the incorporation of nitric acid into precipitation/cloud droplets 
3. dry deposition of nitric acid on surfaces. 
According to our da~ the incorporation of nitric acid on to aerosols does not seem to 
be present because of the following observations: (a) The concentrations of gaseous 
nitric acid were larger than the particulate nitrate levels by an order of magnitude; (b) 
The correlation between particulate nitrate and gaseous nitric acid were very low; (c) 
A diurnal variation, similar to that for gaseous HNOJ was not observed for nitrate 
particulates. A rapid removal of nitrate particles must be occurring if the conversion of 
HN03 to nitrate particulates was indeed present Such a short lifetime of an aerosol 
species seems unreasonable, because the deposition velocities are very small compared 
to the deposition velocity of the gas (1*1Q-3 cm/s for particles compared to 2.5 cm/s 
for gaseous nitric acid), and the scavenging of nitrate particles in the 
cloud/precipitation should be less than that for gaseous HN03 scavenging under 
similar conditions. Having a high deposition velocity (2-4 cm/s), dry deposition of 
nitric acid at the surfaces seems to be a likely removal mechanism in the absence of 
cloud/precipitation pathway. 
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ABSTRACT 

Scavenging of sulfates and nitrates -- two most common ions leading the cloudwater 
acidity -- was investigated during field studies atop a site in Mt. Mitchell (35044'05"N, 
82017'15"W) State Park where the highest peak (2,038 m MSL) of the eastern U.S. is 
located. Experiments were conducted during the growing seasons (May 15 M September 30) 
of 1986 and 1987 using an instrumented meteorological tower (16.5 m tall) and a passive 
cloud water collector. Clouds were frequently observed in which the Fraser fir and red spruce 
stands stayed immersed 28 % and 41% of the time during the 1986 and 1987 seasons 
respectively. Rate of cloud water deposition on the forest canopy was determined using an 
inferential cloud deposition model. It was found by analyzing 9 short duration (lasting 8 h or 
less) and 16 long duration cloud events that the ionic concentration (S042- and N03·) is 
inversely proportional to the rate (Ic) of cloudwater deposition (in mm h-1) and can be 
expressed by the following relationship: [S042-] =a Ic-b or [N03·] = a Ic-b· The b values for 
predicting S042- concentration were found in the range of 0.14- 1.24 for short duration and 
0.062 - 0.63 for long duration cloud events respectively. The corresponding b values for 
predicting N03· concentrations were 0.19- 1.16 and 0.072- 0.59 respectively. When b 
parameter was between 0.2 - 0.6, the correlation coefficients between measured and predicted 
ionic concentrations were found to exceed 0.7. The ratio of a parameter for S042- to NDJ· 
varied between 1.75- 6.95 indicating that the S042· contributes to the total ionic concentration 
substantially more than the NDJ-. The above parameterization is similar to the one that is 
frequently used to relate ionic concentration in precipitation to the rainfall rate. Assuming that 
the S042· in cloudwater is the result of in-cloud scavenging of S042- aerosols in the cloud 
forming airmass, a functional dependence on the cloudbase temperature (T cb) was found: 
[S042·] = C exp[Tct/273] where C is a constant. Existing data from Piseco Lake (NY), 
Kilauea (HI), South Pole and McMurdo (Antarctica) have already shown conformity to the 
above relationship. 
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1. INTRODUCTION 

Upon formation, clouds are very efficient scavengers of air pollutants if they lead to 
precipitation subsequently, while upon dissipation, in the absence of precipitation, they 
efficiently transform and redistribute the air pollutants in the planetary boundary layer . With 
regard to the interaction between pollutants and clouds, Scott1 developed a mathematical 
model for which the S042- concentration in precipitation is predicted to be directly 
proportional to the S042- concentration of air ingested into cloud and inversely proportional to 
the liquid water content of cloud. Based on Scott's hypothesis, Hogan2 interpreted the 
precipitated concentration of S042- ion as a function of cloudbase temperature with a natural 
logarithmic relationship. Furthermore, de Pena et af.3 investigated 10 precipitation events and 
showed the dependency of [S042-] upon the precipitation intensity. 

A study of cloud chemistry at Mt. Mitchell (35044'05"N, 82017'15"W; 2,038 m MSL), 
North Carolina, began in May, 1986. The current investigation are primarily focused on 
characterizing the chemical features of mountain clouds4 and assessing the relative 
contribution to acidic deposition through wet, dry and direct cloud capture mechanisms5. 
Based on the database obtained in 1986 and 1987, we present in this paper the representative 
cases of 9 short (lasting < 8 h) and 16 long duration cloud episodes by analyzing the 
micrometeorology, cloud water chemistry and deposition flux over the cloud evolution period. 
Furthur, we present a scheme of parameterization of in-cloud scavenging of S042- and NDJ-, 
based on the earlier studiesl,2,3 and an evidence for relating the S042- concentration in 
precipitation (direct or occult) to the cloudbase temperature is investigated. 

2. EXPERIMENTAL 

At the Mt. Mitchell site, a 16.5 m tall tower was fully instrumented with meteorological 
sensors. The cloud water was hourly collected during the cloud episodes with an ASRC 
(designed by Atmospheric Science Research Center, State University of New York at Albany) 
collector placed atop the tower. The cloud episode was signaled when a stationary object at a 
distance of 1 km from the observation point became obscured by clouds and stayed 
consistently off the view for more than 15 min. The meteorological and micrometeorological 
parameters were measured. All the details of the experimental setup have been given 
elsewhere5. 

The field observations began each year in May and ended in the middle of October, thus 
covering the duration of the growing season at the site. The observed cloud episodes are 
categorized into two classes: long ones exceeding 8 h, and short ones with duration less than 8 
h. The former are found generally attributed to meso-scale or synoptic-scale disturbances and 
the latter are primarily the result of orographic lifting mechanisms. The cloud immersion was 
found4,5 to be 28% and 41% for 1986 and 1987 field seasons, respectively. 

During the individual cloud episode, the rates of cloud water deposition were calculated for 
each hour with an inferential cloud deposition model which was first proposed by Lovett6and 
further modified by Mueller and Weatherford?. This model is able to simulate the uptake of 
cloud water by the tree· components (boles, branches and needles) within the forest canopy. 

3. A PROPOSED METHOD FOR PREDICTING CONCENTRATIONS OF 
PRINCIPAL ANIONS: PARAMETERIZATION SCHEME FOR ACIDIC 
DEPOSITION MODELS 

The S042- concentration in precipitation is a consequence of several cumulative processes 
occurring within and below clouds. Nucleation scavenging , Brownian motion, phoretic 
attachment, and inertial impaction primarily play a role in removing the S042· aerosols from 
air and attach them to the cloud and precipitation elements. In addition, S042- may be 
generated within the cloud and precipitation water through the oxidation of gaseous so2. 
Seoul developed a mathematical model for calculation of S042- aerosol removal by 
precipitation. Scotti developed a mathematical model for calculation of S042- aerosol removal 
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by precipitation. The S042- concentration in precipitation is predicted to be directly 
proportional to the S042- concentration of air ingested into cloud and inversely proportional to 
the cloud water concentration. The airborne S042- scavenged by precipitation is strongly 
dependent upon precipitation formation mechanism in a certain portion of clouds. This can be 
mathematically expressedl as 

f= 14 OOOMs(O) + 750(1-4.41x10·~-o.s~ 
s oR 0.88 (1.56+0.44lnR) 

(1) 

where f is a washout rate defmed as the ratio of the S042- concentration in precipitation to that 
in air, S0 is the S042- concentration of air just below the cloud base, Ms(O) is the total S042-
concentration of air contained in all hydrometers falling past a fixed level at the top of the 
riming zone, and R is the precipitation intensity. The model assumes that the in-cloud 
oxidation of S()z is negligible and the S04 2- deposited upon the ground represents the 
scavenging of pre-existing aerosols during the lifetimes of individual cloud elements. 

Based on the Scott's hypothesis, Hogan2 derived a formula to relate the S042- concentration 
in precipitation with the cloudbase temperature as expressed by 

-2, { Tcb } [S04 J = C exp 
273 

(2) 

where Tcb is cloudbase temperature and Cis a constant. He used this formula to correlate the 
earlier observations obtained in different cloud types (warm or cold clouds) and in different 
locations (Piseco Lake, New York State; South Pole, Antarctica; Kilauea, Hawaii), as shown 
in Fig. 1 with the dash-boxes. The S042- concentrations were found to be reasonably 
predictable by the cloudbase temperatures. Here, we use our database and the observations 
of Saxena et a/.8 at McMurdo, Antarctica, which are listed in Table 1 to fit Eq. (2). The 
former were based on the ground measurements and the latter were obtained during airborne 
investigations. The results are shown in Fig. 1 with the solid-boxes. The temperature ranges 
of the data of McMurdo and Mt. Mitchell are similar to those of Piseco and Kilauea, 
respectively. The minimum values are found to be in good agreement with Hogan's 
prediction, but the averages for the results of both McMurdo and Mt. Mitchell are about three 
times that of Hogan's prediction. As shown in Fig. 1, the slope of our predicted semi
logarithmic line is approximately equal to that of Hogan's predicted line. The above method 
could be used to parameterize acidic deposition models and deserves further careful 
investigation under varying conditions of cloud forming airmasses, especially for the warm 
clouds such as the ones observed at Mt. Mitchell. 

Eq. (1) for predicting the S042- concentration in precipitation can be further simplified as 

(3) 

where I represents the precipitation intensity (same as R) in mm h-1 which can be directly 
obtaine~ from the precipitation collectors, and a and bare constants highly dependent on the 
cloud type3. Nitrate can be predicted with the same expression as Eq. (3) as well. It was 
found by de Pena et aP that b ranged from 0.34 to 1.71 (mean=0.47) and from 0.03 to 1.19 
(mean=0.68) for S042- and NDJ·, respectively, for 10 precipitation events. 

We found that the cloud droplet capture mechanism essentially behaves somewhat similar to 
the precipitation scavenging. Thus, Eq. (3) can be implemented to predict the S042-
concentration in cloud water by replacing the precipitation intensity with the rate of cloud 
water deposition (lc) as has been computed for each cloud event with the cloud deposition 
modeJ6,7. Eq. (3) then becomes 
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(4) 

where Ic is the rate of cloud water deposition. 

Selecting 9 short and 16 long cloud events with complete measurements for related 
parameters to fit Eq. (4), the results are listed in Table 2 in which r is the correlation 
coefficient between the measured and predicted S042. concentrations. Nitrate is also 
predicted with the same equation. The results show excellent correlation for most short cloud 
events with r greater than 0.75, but somewhat inconsistent in some cases with very low r for 
long cloud events. The b values for predicting S042~ are in the range of 0.14- 1.24 and 
0.062- 0.63 for short and long cloud events, respectively, whereas for N03-, these are 0.19-
1.16 and 0.072 - 0.59. When b falls between 0.2 - 0.6, the correlation coefficients between 
measured and predicted concentrations are mostly above 0.7 level. The average of b is well 
compared with the value of 0.3 suggested by Scott1 and de Pena et aJ.3. 

4. CONCLUSIONS 

By analyzing 25 cloud events, our results support the previous findings for estimating S042-
concentration in precipitation with the knowledge of related meteorological parameters. 
According to Scott'sl hypothesis and Hogan's2 inferred relationship, S042- concentration in 
the cloud water samples can be related to the average cloudbase temperature with a natural 
logarithm relationship, but our results are higher by a factor of 3 when compared to the 
Hogan's predictions. Scotti proposed a scheme for the parameterization of in-cloud 
scavenging of the S042- aerosol for which the concentration can be related to R-o., where R is 

the precipitation intensity in mm h-1 (similar to lc) and a is a constant dependent on cloud 
types and the precipitation formation mechanism, and is suggested to be 0.3. Sulfate and 
N03- concentrations in cloud water were found to be predictable by the inverse relation with 
the rate of cloud water deposition (lc) calculated from the cloud deposition model during 
individual cloud episodes. According to our database, the predicted S042- and NDJ- ion 
concentrations were in good agreement with the measured values having correlation 
coefficients above 0.7, when a ranged from 0.2 to 0.6. These findings will find usefulness 
in parameterization schemes of acidic deposition models. 
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Figure 1. The sulfate concentrations as a function of cloud-base temperature. The ranges of 
cloud-base temperature and sulfate concentration are enclosed by labelled box. The solid
boxes are based on the data of Mt Mitchell and McMurdo. The dash-boxes are duplicated 
from the figure of Hogan (1982). The mean values for the former are the squares with the 
horizontal bars and for the latter are open dimond, square, triangle and circle. For dash-box, 
the solid inverted triangles represent the values obtained in a single warm midalttitude storm 
and the open circle, triangle and square represent the values measured in a winter snowstorm 
with a similar wind structure. 
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Table 1 Sulfate chemistry of cloud water sampled at Mt. Mitchell, NC, and McMurdo, 
Antarctica 

Samples 

McMurdo 6 

Mt Mitchell 86 

range 
mean 

(20 cloud events) 

[SOi·]a 
(Jleq [-I) 

31 - 330 
116 

39-790 
370 

LWC 
(g m-3) 

0.01 - 0.18 
0.1 

0.05- 0.51 
0.23 

a. Sulfate ion concentration measured in cloud water samples. 

Temp. SQ42- b 

(OC) (ppm) 

-14- -5 0.28- 2.97 
-9.5 1.04 

1.3- 14 0.35- 7.11 
10.8 3.33 

b. Sulfate concentration in air, converted from sulfate ion concentration measured in cloud 
water samples. 

Table 2 Sulfate and nitrate concentrations as a function of the rate of cloud water deposition. 
N is the number of cloudwater samples, r is the correlation coefficient between the observed 
and predicted values, and Ic is the cloud deposition rate estimated from the cloud deposition 
model. 

[SO.ll =a ~-b [N03-] =a ~-b 

Event Type N a b r a b r 

24/06/86 s 4 729.669 0.341 0.901 298.522 0.229 0.536 
29106/86 s 3 146.551 0.602 0.984 31.568 0.609 0.983 
01/07/86 s 3 593.496 0.144 0.885 85.810 0.294 0.996 
02/07/86 s 5 70.776 0.681 0.778 18.274 0.576 0.768 
05/07/86 s 3 565.619 0.138 0.9% 187.526 0.193 0.979 
11/07/86 s 4 68.420 0.679 0.880 35.792 0.772 0.897 
19/08/86 s 4 4.138 1.239 0.784 1.263 1.158 0.847 
14/05/87 s 3 88.682 0.270 0.658 41.209 0.305 0.727 
21/05/87 s 6 334.204 0.262 0.811 94.211 0.292 0.876 

03/06/86 L 11 316.670 0.062 0.075 85.654 0.072 0.084 
29/06/86 L 10 140.957 0.303 0.669 43.76 0.290 0.665 
09/07/86 L 7 883.455 0.326 0.882 231.396 0.156 0.431 
10/07/86 L 11 399.895 0.235 0.239 82.001 0.319 0.417 
12/07/86 L 5 97.085 0.341 0.957 45.829 0.402 0.970 
29/07/86 L 8 1010.19 0.094 0.586 226.421 0.163 0.723 
12/08/86 L 17 14.251 0.567 0.716 8.153 0.590 0.882 
13/08/86 L 7 39.856 0.134 0.178 16.395 0.194 0.316 
09,1)9/86a L 6 67.619 0.629 0.616 139.645 0.133 0.423 
09/09/86b L 9 282.171 0.193 0.499 55.585 0.308 0.737 
10/09/86 L 18 135.871 0.065 0.130 23.540 0.314 0.563 
11/09/86 L 7 41.047 0.400 0.396 19.719 0.299 0.269 
22/05/87 L 8 164.602 0.306 0.851 61.412 0.236 0.873 
04/06/87 L 8 371.376 0.219 0.808 72.812 0.501 0.929 
18/06/87 L 7 236.422 0.240 0.478 85.577 0.202 0.424 
12/10/87 L 12 49.307 0.173 0.386 26.223 0.111 0.202 

S = Short cloud event (duration< 8 hours) 
L = Long cloud event (duration > 8 hours) 
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MEASUREMENTS OF ATMOSPHERIC 
HYDROGEN PEROXIDE IN THE GAS
PHASE AND IN CLOUDWATER AT MT. 
MITCHELL STATE PARK, N.C. 

Candis S. Cla.iborn• and 
Viney P. Aneja 
Depa.rtment of Marine, Earth and Atmospheric Sciences 
North Carolina State University 
Raleigh, North Carolina 27695-8208 

Abatract 

Mtuurematl of &tmotpheric hydropn peroxide in the PI phue aud in 
cloudwater were made at the Mt. Mitchell State Park, North Carolina, dllli.Dg 
the zrowing le&IOll (May throqh September) of 1888. Cloud water hydroca 
peroxide wu alJo meuured duriD& the late nmmer ad fall of 1887 (Aup~t 
ud October). Lenll were fcnmd to 'be umflar to tMII nporttd far uaotMr 
hiP elnation locaticm m ·the toatheenam Um&.t S~. Cloudwa&c lUll

pia collected duriq theM pcioda U.Ond a wide nace ol )nels ( ~ 0 to 218 
4anolMf1itv) auclaYenp 'A1ua of Sl ,.,.W/UU. ui" l""oles/Utc far the 
-'Ire l&lllPliDc ••loa• of 1818 aacllll7, NlpedlftiJ. Slpllcw 11110Dal 

..rlation wu noted both ln 1117 u.d 1111, widl doUwat• Wn1t alllydrolen 
peroxide much hi&her in the IUJDllltr tlaaD in th• ,Iall. 

' 

Gu-phue hydrocen peroxide !nell rqed frcmi nearly sero to abon 3 
ppbv. Gu-phue hydrogen peroxide demoDJtrated a Jl.ichUime maximum in 
the aummer but not in the fall. This reverae diurnal pattern is unlike the typ
ical pattern of a daytime maximum, u obaerved in moat locations. 

•Department of Chemical Engineering 
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Introduction 

Ambient hydrogen peroxide plays an important role in the aqueous phase chem
iatry of precipitation acidification, and may be the primt.ry oxidant involved in the 
production of aqueous phue aulfuric acid in cloudwater, when the pH ia leaa than 
4.5<1

•
2>. Like ozone, hydrogen peroxide ia a atrong oxidizing agent. At leut one 

atudy, conducted on Norway 1pruce, indicated that hydrogen peroxide-containing 
mist ca.n cause damage to trees<3>. Since hydrogen peroxide is formed from the 
recombination of peroxyl radicals when atmospheric levda of N 0. are low enough 
1uch that NO does not compete for conaumption of H02•, this may be aigni.ficant to 
the rural eutern United States, where acid deposition and air pollution have been 
thought to be the cause of, or at leut contribute to, the forest decline in the Ap
palachians. For these reasons gas phue and cloudwater levels of hydrogen peroxide 
were measured, in conjunction with otl-er chemical, physical, and meteorological 
pa.rameters, during the growing seasons of 1987 and 1988 at Mt. Gibbs, a mountain 
adjacent to Mt. Mitchell in western North Carolina and where significant forest 
decline is reported("). 

Experimental 

Ambient, su·phaae hydrogen peroxide was meuured uling the continuoUJ ftuoro
metric analyzer bued on the horseradish perox:idue method{1) periodically during 
the latter portion of the growing aeuon (July throqh September) of 1988 at the 
high elevation site {Site 1) at Mt. Gibb1, N.C. The dual channel ftuorometric ana
lyser meuureJ total peroxides on one channel, and by apec:ific euymatic datruction 
of hydrogen peroxide, organic peroxide~ only on the RCOnd channel. Hydrogen per
oxide ia obtained by difference. Gu phue total and or1anic peroxide data were 
recorded on a chart recorder and extracted m&Dually u 12--:minute aYerqea. Thae 
data were then coDJOlidated into hourly aTeracea. The hydropn peroxide analyser 
wu calibrated at leut once daily, and calibration aolutiou were checked weekly. 
Bueline checb were performed automatically, usuallyteTeral tima per day. 

·"' Cloudwater aamplea were collecled hourly at both lit. 1 and 2, "fixed" for hy· 
drogen peroxide according to the derintisation elc:JmiqueC•) to minimise la.aea due 
to decompolition, and immediately rd'riserated. These u.mpla were later sent to 
the Tennessee Valley Authority lab in Mu1cle ShoalJ, Alabama, where they were 
analyzed by the fluorometric technique adapted for precipitation J&mpla(1) for hy· 
drosen peroxide content. A limited number of samples were collected in 1987, during 
August and October. A larger data set wu collected in 1G88. 

The Mt. Gibbs research station, the meteorolopcal and climatological param
eters measured there, and the quality usurance protocoa, have been deacribed 
previously(r,s). Unless otherwise noted, stati1tical aignificance is usumed to be at 
the 99 % confidence level. 
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Re1ulh and Di1tU11ion 

Gu-pha.se Hydrogen Peroxide 

During the field aeuon of 1988, 273 hourly hydrogen peroxide meuurement& were 
recorded. Gu-phue hydrosen peroxide at Mt. Mitchell ranged !rom -0 to 3.3 
ppbv. In general, atmo1pheric hydrogen peroxide levels at the Mt. Mitchell State 
Park are compa.ra.ble, or higher than, values reported in the literature. At nearby 
Whitetop Mtn, VA(11), a maximum of 2.6 ppbv was reported in the summer of 1986, 
and a maximum of 0.57 ppbv in the fall. Values over 4 ppbv have been observed 
aloft, over the eutern United StateaC10). 

Statistically •ignificant •eaaonal variation in the ambient hydrogen peroxide level 
during 1988 was observed, with summertime levels of hydrogen peroxide (mean 
0.62 ppbv) •igdfiea.ntly greater than those observed in the fall (mean 0.19 ppbv). 
Other researchers have noted similar seasonal variations in ambient hydrogen per
oxide. A strong seasonal dependency was also observed at Whitetop Mountain{ll) 
with highest levels in both the gas and liquid phases occurring during the summer, 
and lowest values in the spring and fall. In 1988, a seasonal variation was noted 
in the ambient ozone levels as well, with summertime levels were higher than fall 
levels at Mt. Mitchel1(11). 

Nighttime hydrosen peroxide levels meuured during the anmmer of 1988 (mea.n 
0.77 ppbv) were lignifica.ntly higher tha.n daytime levela (mean 0.46 ppbv). This 
result wu not expected, bued on our current understanding of the photochemi.try 
of hydrosen peroxide formation. A tmotpheric hydrogen peroxide ia formed in the 
absence of NO from the combination of hydroperoxyl radicali, which are formed 
from the photooxidation reactions of reactive hydrocarbonJ or of carbon monoxide. 
The nighttime maximum in ambient hydrosen peroxide at Mt. Mitchell is very 
different from the typical diurnal pattern reported in the literature. In 10uthern 
Ca.liforniaC11), a daytime maximum in hydrosen peroxide wu obaerved in the early 
afternoon, correapond..iJll to a millimum in the NO. and a muimum in the 01, 1 
to 3 hour• after the daily peak of IOlar radiation. Daytime nlu11 exceeded the 
nishttime nlues by26% at Whitetop Mountain, VAC•>. The reYened diumal trend 
ob1erved at Mt. Mitchell wu not noted during theJall, where the ni&httime leveh 
(mean 0.20 ppbv) were not found to be significantly higher than the daytime levela 
(mean 0.17 ppbv). 

The reuon for the nighttime muimum in ambient hydrogen peroxide at Mt. Mitchell 
is still u!Unown, but because of the elevation of Site 1 (2006 m MSL), it is po11ible 
that, during the night, the mountaintop is above the nocturnal boundary layer, 
which might allow the mountaintop to be exposed to the free tropospheric, H202-
rich air above the mixed layerj a vertical gradient in ambient hydrogen peroxide, 
increasing with height, has been reported(to). Within the mixed layer itseH, losses 
of ambient hydrogen peroxide would be high due to deposition to the forest and 
decomposition on dirt or water surfaces. Above the mixed layer, these losses would 
be minimized. 
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Cloudwater Bydr~en Peroxide 

Cloudwater hydrogen peroxide levcli at Site 1 ranged from 0 to 219 pM during 
1988. The mean hydrogen pero:ride level was 38 pM at Site 1 and 49 pM at Site 2 
(however, this difference was not statistically significant at the 95 % level). Cloud· 
water levels at Mt. Mitchell have also been found to be comparable or higher tha.n 
most cloudwater levels reported eaewhere. The only higher values reported in the 
literature were for Whitetop Mountain, VA('}, where a ma.ximum of 247 pM wu 
observed in the summer. 

Fall hydrogen peroxide leveh were much 1m..Uer at Mt. Mitchell (maximum 55 
I'M). In this work, aeasons are roughly defined (at Site 1) u May and June be
ing spring, July and August being summer, a.nd September being fall. Based on 
this definition of the 1euons, the levels for apring, 1988, (mean 57 I-'M) were not 
significantly hlgher than those of summer (mean 47 I-'M). However, the 1ummer con
centration was significantly higher than that oflall (mean 17 ,uM) (99% confidence). 

Cloudwater samples were analyzed according to whether the cloud event was "long" 
(8 hours or longer) or "short" (less than 8 hour1)<7>. Th.i& claaaification was intended 
to give an indication of the type of cloud; abort cloud events are usually orographic 
in nature, while the long events generally tend to be frontal in origin. Bued on 
this categorization, 1hort event. have been reported to exhibit lipificantly hisher 
concentrations of all ionic 11pecia and lower liquid water content than lone event. 
exhibit<7.t). The ratio of concentration in the loq event cloud water to the con
centration in the short event cloud water wu 0.52, 0.52, 0.50, and 0.58 for so:-' 
NO;, NHt, and B+, respectively. The ratio of liquid water content for the •horl 
event to the long event wu 1.8 (the inverae of which iJ 0.56). Therefore, dilution 
may be responaible for the difrerence in iODic concentration~ between loq and abort 
event&. In contrut, althoup the hyclrQien peroxide content of the abort event a 
•ignific&ntly higher th&n that of the Ions event (IS% confidence), the ratio of the 
concentration in long event. compared to 1hort event. iJ 0. 71, which illipific:antly 
hisher th&n the ratio for other cloudwater species, indicatiq that, althoup there 
1eems iO:be an invenc relationahip between cloud liquid water content and hy~ 
gen peroxide content, dilution il not the only £¥tor determining the cloudwater 
content of hydrosen peroxide. Thia inver~e rela.tiorltbip may be more a result from 
equilibration procCIICI rather than dilution procesae~. 

The cloudwater hydrogen peroxide content was compared to that predicted by the 
Henry's Law constant for those periods in which there were simultaneous mea
surements of cloudwater and gas phase H20 2 and temperature. The Henry's law 
constant is given by(13): 

A 
H = ezp(T- B) (1) 

where H, the Henry's law constant, has units of M atm-1, Tis in degrees Kelvin, 
A= 6621, and B = 11. 
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Good agreement was found between the liquid and ga.s phue concentration• of hy
drogen peroxide, with the alope of the line = 0.8, a.nd the correlation coefficient r2 

= 0.84. Uaually, the aqueous phue concentration ha.s not quite reached equilibrium 
with the gu phase level. Exceptions occur mo&tly at very low concentration (gas 
phase hydrogen peroxide leu than about C.2 ppbv ), which may be due to the ap
proaching of the level of detection for the ambient a.ir inatrument. 

Conchuiona 

Hydrogen peroxide levels at Mt. Mitchell were comparable, or higher, than those 
levels previously reported in the literature. Gas phase hydrosen peroxide levels 
reported previously in the literature for other aitea which were higher than Mt. 
Mitchell levels were found aloft. Cloudwater levelJ at Whltetop Mtn, VA, were the 
only cloudwater level& found to be higher tha.n thoae at Mt. Mitchell. Due to the 
southern location of the Mt. Mitchell 1ite and the observation of the latitudinal 
gradient of hydrogen peroxide, with levels increasing as we move south, this is con
sistent with other observations reported in the literature. 

Contrary to the typical diurnal variation observed at most monitoring sites, with 
midday maxima, gas phase hydrogen peroxide at Mt. Mitchell exhibits a lignifica.nt 
"reverie diurnal variation", in the 1ummer, but not necet1arily in the fall. This 
may be explained by the lowering of the nocturnal boundary layer to below the 
mountaintop at night, 10 that the lite ia expo1ed to free trop01pheric air, which 
could contain higher leveh of hydrosen peroxide. A vertical sradient of hydrogen 
peroxide, increasing with increuing elevation, hu previoudy been reported in the 
literature. 

Conailient with our current knowledse of the behavior of hydqen peroxide at other 
locatiou, there ia lipificant 1ea10nal variation in the su phue hydzosen peroxide 
concentration at Mt. Mitchell, with levels droppiq in the late 1ummer and fall. 

Cloud~er hydrosen peroxide content depends on chemical pan.meten and cannot 
be expl~ed on the buia of dilution alone, like the ionic 1pecie1. It doea, however, 
appea.r that the liquid water content of the cloud, doe~ have a.n effect on the level 
of hydrosen peroxide in the cloud water, althoush thil eft'ect ia not u 1ipifica.nt u 
the effect on ionic apecies. 
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MODELING OROGRAPHIC CLOUD WATER DEPOSITION AT MT. 
MITCHELL, NC: THE EFFECT OF LOCAL TOPOGRAPHY 
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A two-dimensional orographic cloud model MCCP PLUVIUS is applied to the Mt. 
Mitchell Mountain Cloud Chemistry Project (MCCP) site in order examine possible sources of 
variability within sampling site measurements due to topographic forcing. Model simulations 
are used to determine the effect of local topography on observed pollutant deposition and 
cloud water concentrations. The dissolved pollutant concentration at the mountain summit was 
found to be highly dependent on the distance which over which deposition occurred. The 
equilibrium balance between pollutant loss through deposition and replacement by turbulent 
diffusion is shown to vary with cloud size. Orographic clouds generated by trajectories 
crossing the summit from west to east are found to produce more acidic clouds at the Mt. 
Mitchell MCCP site for small to moderate sized clouds, while the clouds passing from east to 
west are more acidic for exceptionally moist flows. The use of sampling site measurements to 
classify atmospheric conditions is shown to be inconclusive. 
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Introduction 

The summer of 1988 was among the driest ever recorded for the southeast. Despite 
these conditions, Mt. Mitchell, NC (elev 2037 m) was within a cloud 960 hours out of a total 
of 3260 hours sampled, representing 29% of the total time. The extreme presence of clouds 
present at this elevation, even during a period of regional drought, as well as their ability to 
scavenge available pollutants from the atmosphere has lead to the hypothesis that clouds are 
one of the leading mechanisms for the transfer of atmospheric pollutants to the above cloud 
base forests. The Mountain Cloud Chemistry Project (MCCP) was initiated in order to 
investigate the role of direct cloud water interception as a mechanism in the decline of the high 
altitude forests of the Appalachians!. As part of the project, a two-dimensional orographic 
cloud model MCCP PLUVIUS was developed to aid in the evaluation of the data collected at 
field sites2. PLUVIUS simulates the chemical and physical processes associated with 
orographic cloud formation as a result of air flow over a mountain, including aerosol and 
gaseous scavenging, in-cloud chemical transformations, and cloud water deposition. 

In 1988, over two-thirds of the time that clouds were present at the summit sampling 
site at Mt. Mitchell (Site 1), the local wind direction was observed to be within 20" of the 
normal to the ridge axis. Observations show that this is the result of channeling the wind field 
between adjacent ridge lines. Thus it is possible for similar wind conditions at Site 1 to result 
from radically different trajectories. In general, the easterly facing slope of the Mt. Mitchell is 
steeper than the westerly facing slope, and the prevailing wind crosses the ridgeline from west 
to east approximately 60% of the time. In order to evaluate the performance of PLUVIUS 
based on measurements made at Mt. Mitchell, we must therefore first be able to assess the 
influence that local topography will have on the resultant model prediction. 

Evaluation of Topographic Influences 

The local topography used within PLUVIUS determines the relative distance from the 
sampling site at which a cloud will form along a streamline, and consequently, how far the 
cloud must travel until reaching the site. Two parameters that effect the dissolved pollutant 
concentration and cloud water deposition within the model are turbulent diffusion and 
deposition through impaction. Turbulent diffusion within the model continuously acts to 
redistribute areas of high and low concentrations of a quantity in order to produce a more 
uniform distribution. Deposition within the model, on the other hand, only takes place when a 
the column of air being advected over the mountain becomes saturated in the layer adjacent to 
the forest canopy. 

Deposition within PLUVIUS is parameterized by a relationship provided by Lovett3 
which is assumed applicable to the Mt. Mitchell forest. Since Deposition through impaction is 
generally much larger that that for settling given the typical wind speeds found in a mountain 
cap cloud, deposition through settling is neglected. Turbulent diffusivity is based upon mixing 
length considerations using a value of 10 m2 cm-1 suggested by Luecken et az.l for a 
moderately stable environment. 

The effect of local topography on the above parameterizations was tested using a base 
case chemical atmosphere, and three soundings each representing different magnitudes of 
orographic cloud formation. Various topographic profiles were implemented to explore the 
general effects of trajectory slope on cloud development and deposition. The initial height of a 
streamline was constant for each profile tested, as was the summit height. Topographic 
profiles derived from the terrain surrounding Mt. Mitchell were then used as input to the model 
to examine the effect which local topography may have on measurements obtained from the 
Mt. Mitchell MCCP site. 
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Results and Discussion 

Pollutant concentrations at the cloud base were found to drop quickly once deposition 
was initiated (Figure 1). This condition is the result of the relative inefficiency of diffusion to 
replace pollutants lost through deposition when the mass flux is large. After the initial drop, 
the pollutant concentration reaches a point at which the mass flux out of the cloud approaches 
an equilibrium with diffusion of pollutants from the surrounding air into the cloud base 
producing a much more gradual decline. From Figure 1, the pollutant value sampled at a 
sampling site can be seen to be a function of the distance over which deposition occurred. 
Trajectories that rise steeply once saturation is reached in the column base travel a shorter 
horizontal distance above cloud base, thereby reducing the distance over which deposition 
occurs; thus, higher spatial pollutant concentrations result. 

Pollutant mass lost through deposition within the model is replaced only through 
diffusion; alternatively, liquid water lost through deposition is replaced not only by diffusion, 
but by additional condensation if lifting continues. Therefore the pollutant mass within a cloud 
is affected to a higher degree by deposition than is the liquid water content (LWC). In 
opposition to deposition which is only invoked once a cloud forms, diffusion is always acting 
to redistribute areas of high and low concentration. In this manner, diffusion acts to dissipate 
saturation within the cloud over the entire length of the trajectory. Steeply sloped trajectories 
resulted in higher LWC's than did those with more gradual slopes. This result lead to lower 
dissolved pollutant concentrations for steep trajectories. As a result, steep trajectories which 
favored higher pollutant masses through less deposition were often coincident with conditions 
favorable for greater dilution of the pollutants remaining in the cloud 

When local topography was introduced into the model, small to moderate clouds (~ 
... o.6 g m-3) resulting from trajectories passing over the Mt. Mitchell ridge from west to east 
were found to be more acidic than those originating from the east Tiris is in general agreement 
with experimental results reported by Saxena et al. 4 The amount of variability decreased with 
increased cloud size, ranging from 3.0- 3.5 pH for an LWC of 0.1 g m-3 to 4.6-4.8 pH for 
an LWC of 0.6 g m-3Jn the case of small clouds, the. distance over which deposition occurred 
is very small in comparison to the distance over which diffusion occurs. In these cases, the 
steeper trajectory (originating from the east) produced the greatest LWC, and therefore the 
greatest pollutant dilution. For very moist clouds (> 0.6 g m-3) in which deposition occurred 
over a long distance, clouds passing from east to west were found to be more acidic. For this 
case, the distance over which deposition occurs becomes of an order comparable to that of 
diffusion. Depletion of pollutants thus limits the acidity of clouds when diffusion cannot 
balance the mass flux out of the column, and since steeper trajectories decrease the distance 
over which deposition occurs, these trajectories may produce more acidic clouds. 

Conclusions 

Local topography was found to greatly influence the pollutant concentration within the 
model cloud and the pollutant deposition to the mountain. When actual topography was 
introduced, trajectories approaching Site 1 from the west side of the ridgeline were found to 
generally produce more acidic clouds than those approaching from the east. In large clouds 
where depletion of pollutants is important, the steep eastern facing side of the Mt. Mitchell 
ridge produced the most acidic clouds. The model parameterizations for deposition and 
diffusivity strongly influence the equilibrium concentration of pollutants within a cloud, and 
should be taken into account when comparing model predictions to observed conditions. 
Topographic forcing of the flow field is therefore an important contributor to the values 
measured at the Mt. Mitchell MCCP sites. Clouds resulting from similar air masses and 
observed wind conditions on the mountain can display significantly different characteristics in 
pollutant concentrations. Alternatively, similar cloud acidity does not necessarily imply a 
similar pollutant environment. It may therefore be misleading to classify an airmass or cloud 
environment based solely on field measurements. 
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The cloud condensation nuclei, CCN, concentration was measured in Mt. Mitchell State 

Park, NC during the summer of 1988, in conjunction with the Mountain Cloud Chemistry 

Project, to help further the understanding of the physico-chemical characteristics of the air 

which delivers wet acidic deposition to forests. The CCN measurements in this study were 

made using a CCN-Spectrometer, and they ranged between <100 and 3,600 cm-3. The 

synoptic conditions, the local meteorological and the microphysical parameters (i.e., total 

droplet concentration) were used to establish whether air-mass transport or mixing yielded 

the measured CCN concentrations. Large variations in CCN concentration (~200 cm-3 h-1) 

were found to be related to the sampling of a non-homogeneously mixed air parcel or near the 

boundary of different air-masses. Large temporal CCN variations that occur near the end of 

an event are likely due to evaporation. More suttle changes in the CCN concentration ( <200 

cm-3 h-1) were associated with air-mass transport. 
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1. Introduction 

The cloud condensation nuclei, CCN, concentration was measured in Mt. Mitchell State 
Park, NC during the summer of 1988, in conjunction with the on going measurements of the 

Mountain Cloud Chemistry Project, to help further the understanding of the physico-chemical 

characteristics of the air delivering the wet acidic deposition to the local forests. Such 

measurements are the first in this area, although they have been made elsewhere1-8. The 

relation of CCN measurements to their source5,8 (e.g. maritime, continental, evaporation), 

and to the dynamics9 involved in producing a critical supersaturation with respect to water 

vapor and hence the microstructure of clouds is known. The intent is to enhance the present 
knowledge by uniquely applying this data to the question of whether air-mass transport, or 

mixing, yielded the measured CCN concentrations. My measurements suggest the existence 

of a threshold magnitude of the time rate of change in the CCN concentration (~200 cm-3 h-

1) that is associated with the non-homogeneous mixing of different air parcels or air-masses 

(e.g. near their boundaries, evaporation). Temporal changes in CCN concentration less than 

the threshold are associated with synoptic scale transport. Knowing how the CCN, in the air 

that flows across the site, are generated would be a beneficial input to acid deposition models 

since this knowledge would make such models more indicative of the present dynamical 

processes, the source and the physico-chemical characteristics of these aerosols. The 

accuracy and operationality of these models will also improve. CCN measurements would 

also prove valuable in investigations related to the effect that they might have on climate, e.g. 

dimethylsu1fide and climate 10, or even on cloud formation in other planetary atmospheres. 

2. Background 

Measurement of CCN 

The instrument used to measure the CCN 11, termed the CCN-Spectrometer (Figure 1 ), 

yields a continuous measure of the number of aerosols activated over the entire range of 

atmospheric supersaturations in any instant. The ability of tackling the problems associated 

with the role of the physical-chemical characteristics of the aerosols on the formation of 

clouds was allowed, for the first time, on the order of the lifetime of a cloud. By 1988 a 

similar spectrometer3 had evolved. It consists. of 5 to 8 basic thermal gradient diffusion 

chambers in series with a ROYCO particle counter capable of simultaneously counting five 

different particle size ranges at the exhaust end of the instrument from which a 

supersaturation profile is inferred. The CCN-Spectrometer produces a supersaturation 

profile, equivalent to that yielded by a number of basic thermal gradient diffusion chambers 

in parallel, which is derived from the variation of the vapor density profile across the width 

of the chamber due to the difference between the top and bottom plate temperature profiles 

across the width of the chamber. The desired supersaturation range is obtained by adjusting 
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the temperature difference between the two plates. The resulting activated particles are 

counted by a CLIMET 208 particle analyzer as its inlet sweeps the entire width of the 

chamber within fifteen seconds. See Fukuta and Saxena 11 for details. 

Cloud condensation nuclei (CCN) spectra were measured before, during, and after each 

event The data was fitted to the standard functional relationship between supersaturation, S, 

and cloud condensation nuclei, CCN, namely 

(1) 

where N is the number concentration of CCN per unit volume with critical supersaturation 
less than S (in percent); C is the concentration parameter of the distribution and k is its slope 

parameter. The CCN-Spectrometer measures Nat any given range of S instantaneously. 

The value of k is related to the dynamics involved in producing the s9. A k value very much 

less than one, i.e., <0.6, implies the cloud droplet concentration is essentially determined by 

the composition of the CCN concentration active at different supersaturations. A k greater 

than unity suggests that the cloud droplet concentration is more related to the rate of the 
ascent, which is proportional to the rate of the supersaturation generation (dS/dt), rather than 

to the aerosol content. Such k values may also be the result of existing CCN source regions, 

since recently generated particles are likely to be small and require high activation 

supersaturations yielding higher k values12. 

Site Description 

The site in the Mt. Mitchell State Park, NC is located on Mt. Gibbs (::::3.2 km 

southwest of Mt. Mitchell), which is located in the westernmost portion of the state, and 

consists of a 17.1 m walk up tower equipped with temperature, pressure, wind speed, wind 

direction, and humidity instruments near its top. A carriage, positioned on the tower's 

northern face, carries the Atmospheric Science Research Center (ASRC) passive teflon string 

cloudwater collector, and the Particle Measuring Systems Forward Scattering Spectrometer 

Probe (FSSP) from the ground to as high as a couple of meters above the top of the tower. 

An instrument shed at the base of the tower houses the gaseous instruments which are 

hooked into a sampling manifold that extends to the top of the tree canopy (approximately 

12.1 m below the top of the tower). The CCN-Spectrometer was operated from a tool shed 

located about 8.0 m to the northeast of the tower. Its inlet is an inverted funnel (0.1 m 

diameter) that extends 0.5 m out from and whose opening is 2 m above the top of the shed. 

Further details of the site are given in Saxena et al.l3. 
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3. Results and discussion 

The CCN measurements at our site ranged between <100 and 3,600 cm-3 and are 

consistent with other studies2. The :5100 cm-3 CCN concentrations were also measured in 

the Olympic Mountains14 and have been observed to follow widespread rainS. CCN 

concentrations :5200 cm-3 are typical of maritime air-masses5, 15. Unpolluted continental 

air-mass concentrations8,15 are usually between 200 and :::::2,000 cm-3, while polluted 

continental air-masses have concentrations above 2,000 cm-3. Table I shows the typical total 

CCN concentrations (based on S=0.92%) and the respective k parameter for the given time 

periods before and after four cloud events during the 1988 field season. The events in this 

table are associated with air-masses that range from maritime (JULY 22) through 'aged' -

continental (JUNE 30). Two of the events in Table I (namely, JUNE 30 and SEPTEMBER 

24) are accompanied with no change in air-mass, while the remaining two events (namely, 

JUNE 24 and JULY 22) are. The values in this table are based on averages of 3 h or longer. 

The JUNE 24 and JUNE 30 events occurred under different meteorologically dynamic 

processes16. Observations suggest that the pre-JULY 22 CCN concentrations of :5100 cm-3 

are due to the 24 h a-priori period of widespread precipitation. It is possible that the low 

CCN measurements may be due to operational shortcomings of the instrument during this 

time. Regardless of the reason, a misinterpretation of the measurement is inevitible. The 

CCN measurement of 3,600 cm-3 was taken near the end of the JUNE 24 cloud event. If 

this measurement is encountered, after the fact by a modeler, it might be interpretted as a 

change to a polluted air-mass. This would imply that a different composition and source of 

the activated aerosol reached that site. For example, such a measurement could be due to 
evaporation in which case the sampled aerosols are likely to have the same general 

characteristics as those prior to the evaporation. An illustrative case, i.e., June 24-25, 1988, 

is presented. 

Case Study 

.June 24-25. 1988. The June 24-25, 1988 event began at 1630 EST with 

thunderstorms that delayed sampling until1926 EST and continued for another 9.5 has a 

surface high, which extended itself into the Great Lakes, the mid-west and the mid-Atlantic 

states 12 h prior to this event (Figure 2a), became oriented southwest to northeast by 0700 

EST June 25 due to an eastward moving southern Canadian frontal system (Figure 2b). The 

850mb level, the closest standard vertical level to our site (=810mb), shows a large high 

pressure system centered south southeast, SSE, of the site that extended north to off the 

South Carolina coast 12 h prior to this episode (Figure 3a). The high strengthened as its 

center moved northwestward, NW, and south of the site (Figure 3b) by 1900 EST June 24. 

A low moving eastward, E, across southern Canada strengthened the high pressure (now 

located over mid-southern Tennessee) by 0700 EST June 25 (Figure 3c). The winds at 850 
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mb went from moderate northwest, NW, 12 h prior to the event to light and variable at 1900 

EST June 24 to moderate-strong west northwest, WNW, by 0700 EST June 25. Figure 3c 

also shows that the 850 mb 24-48 h back trajectories (ending 0700 June 24 (2) and 0700 

EST June 25 (1)) shifted from WNW to NW flow during the course of this event. The 500 

mb level, i.e., the level which steers synoptic systems, is typical for summer in this area, 

namely, placid. The shift in the windfield, particlularly at 850mb and at our site, 

corresponds to the passage of an upper level disturbance. 

Figure 4a shows the temporal variation of the total droplet concentration, Nd, and the 

cloud condensation nuclei concentration, CCN. The Nd varied between 75 and 500 cm-3 

while the CCN concentration ranged between 60 and 3570 em-3. A period of light drizzle 

was observed between 0103-0203 EST and explains the latter peak in the droplet 

concentration. The slightly earlier peak (i.e., 0003-0103 EST) corresponds to a bimodal 

cloud droplet spectra. The total droplet and CCN concentration values show a significant 

change after the 2 h period ending 0203 EST compared to before it, excluding the likelihood 

of evaporation during the last part of the event. This change is also evident in the concurrent 

variations of the cloudwater ions. The site wind direction is also given at the top of this 

figure. The wind direction begins to shift westward toward north around 0100 EST. The 

0.3h averaged pressure dropped by 1.0mb (P) between 0145 and 0200 EST. The segment 

of the CCN curve between the open boxes (0218-0309 EST) represents a time rate of change 

in the magnitude of the CCN concentration of ~200 cm-3 h-1 (208 cm-3 h-1 ). The open 

oval, in a similar vain to the open boxes, denotes the onset of evaporation. The 0.3 mb 

averaged pressure rose by 1.0 mb (circle P) between 0645 and 0700 EST. Figure 4b shows 

the primary ions, excluding H+, present in the collected cloudwater. The early event 

maximum, especially in the case of sulfate, may be the result of additional sulfate production 

caused by the scavenging of the 100 ppb ozone concentrations present at the beginning of 

this event 17. The minimum in the concentration of these ions is likely due to the presence of 

precipitation, and the rebound could be indicative of a new source of CCN. Evaporation may 

also have enhanced this rebound. Note that all of the cloudwater ions had the same temporal 

pattern. The measured CCN spectra showed two, occasionally three, different C and k 

parameter sets to exist (for example, at 2118, 0437 and 0456 EST), and may be due to 

measuring polluted air. Saxena (1980) also attributed such to the sampling of non-steady 

state circumstances. While the nonconformity to Eq. 1 at 2118 EST may possibly be due to 

inhomogeneous mixing between maritime and continental air-masses2,15, the latter two 

occasions (i.e., 0437 and 0456 EST) are due to the non-steady state occurrence of 

evaporation since they were measured at the end of this event. The change in the total droplet 

concentration, the CCN concentration, the local meteorology and in the ionic composition of 

the cloud water is in phase with that from the synoptic scale meteorology (Figure 2-3). 
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4. Concluding remarks and recommendation 

The real-time measurement of CCN spectra (i.e., CCN concentration versus 
supersaturation), or the CCN "fingerprint", was found to be indicative of air-mass transport 
and mixing. The use of these fingerprints in conjunction with microphysical, meteorological 
and chemical measurements could be quite beneficial in making acid deposition models more 
indicative of the present dynamical processes, the source and the physico-chemical 
characteristics of these aerosols. The consequential result would be an increase in the 
accuracy and in the operationality of these models. Studies relating to the effect that CCN 
might have on climate change and those relating the role CCN might play in other planetary 
atmospheres would also benefit. 

The results of the case studies are summarized; 

• The magnitude of the temporal change in CCN concentrations of <200 cm-3 h-1 are 
associated with the transport of an air-mass associated with a frontal system, an upper level 

disturbance, or the rising of local valley fog. However, in contrast, a ;:::200 cm-3 change in 

the magnitude of the CCN concentration, for example, from 100 cm-3 to 300 cm-3, implies 
that sampling was first conducted in a maritime air-mass that switched to a clean continental 

air-mass. Such a change that is <200 cm-3 is not interpretted as a change in air-mass. 

• The magnitude of the change in CCN concentrations of >200 cm-3 h-1 is due to 
sampling near the boundary of a frontal system, upper level disturbance, two different air
masses, or within a non-homogeneously mixed air parcel. At the end of an event such a 

change in CCN concentration is most likely result from evaporation. 

Further research using CCN measurements in conjunction with microphysical, 
chemical and meteorological processes is highly recommended. 
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Table I Representative total CCN concentrations of measured CCN spectra (based on 

S=0.92%) and the respective k parameters for the given time periods (parentheses) 

before and after the sampling of four cloud events in 1988. Also shown is the 

duration of the respective cloud events 

EVENT CCN CONCENfRA TION (cm-3) 

BEFORE AFTER 

JUNE24 344, k=l.8 (18.0 h) 672, k=0.6 (8.0 h) 

JUNE 30 539, k=2.0 (10.0 h) 527' k= 1.0 (3.0 h) 

JULY 22 94, k=5.5 (24.0 h) 234, k=6.3 (10.5 h) 

SEPTEMBER 24 254, k=2.0 (0.5 h) 291, k=0.9 (0.5 h) 
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EVENf 
DURATION 

12.3 h 

3.7 h 

3.5 h 

0.5 h 



..,.,......... 
Inlet 

Sample tube into sensor 

Figure 1 The CCN-Spectrometer. 

Figure 2 National Weather Service surface charts for 0700 EST June 24 (a) and 0700 EST 
June 25 (b). The star indicates the location of the Mt. Mitchell State Park, NC 

sampling site. 
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Figure 3 The National Weather Service 850 mb maps for 0700 EST June 24 (a), 1900 EST 
June 24 (b), for 0700 EST June 25 (c), and the 24-48 h 850mb back trajectories 

ending 0700 EST June 24,(2), and 0700 EST,(!), June 25 are shown by the 

arrows. 
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Figure 4 The temporal variations of cloud droplet concentration, Nd, and the cloud 

condensation nuclei, CCN, concentration (a), and of the predominant cloudwater 

ions, excluding H+, namely, S04=, N03- and NH4+, (b) during the June 24-

25, 1988 event. The open boxes indicate the period during which the magnitude 

of the time rate of change of the CCN concentration is ~00 cm-3 h-1. The oval 
represents the same as the open squares, except were evaporation is suspected. 
The upper case P denotes a 1.0mb fall in the 0.25 h average atmospheric 

pressure. The circled upper case P denotes a 1.0 mb rise in the 0.25 h average 
atmospheric pressure. 
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POLAR VOLATILE ORGANICS: OVERVIEW OF 
PROJECTS OF THE MONITORING METHODS 
RESEARCH SECTION - MRB/MRDD/AREAL, U.S. EPA 

Joachim D. Pleil and William A. McClenny 
U. s. Environmental Protection Agency 
nesearch Triangle Park, NC 27711 

The diversity of physical and chemical properties of the 
\rarious classes of polar volatile organic compounds (PVOCs) 
requires the application of different monitoring and analytical 
strategies. Though monitoring methodology for PVOCs at part per 
nlilli«;m concentrations exists for industrial hygiene applications, 
t~hese methods are not adequate at ambient concentration levels. 
'I'he Monitoring Methods Research Section (MMRS) is currently 
performing or sponsoring research to develop specific methods for 
t.he determination of trace levels of PVOCs in an air matrix. These 
projects include the extension and modification of nonpolar vocs 
methodology (Method T0-14) for ketones, epoxides and acrylates; 
development of novel adsorbents for phenolic and other acidic 
compounds; real-time methods for formaldehyde; application of new 
analytical systems such as a glow discharge ion source interfaced 
to a tandem mass spectrometer, an ion trap system, and a gas 
chromatograph with atomic emission detector; development of 
sampling and sample introduction hardware; and development of 
calibration methods. A brief overview and current status of these 
projects for PVOCs is presented. 
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Introduction 

The Monitoring Methods Research Section (MMRS) of the EPA 
Atmospheric Research and Exposure Assessment Laboratory developed 
EPA's Method T0-14 for the determination of trace levels of 
specific nonpolar volatile organic compounds (VOCs) in air (1). 
This methodology is not, however, suitable for what are loosely 
referred to as the "polar organics" or PVOCs. This diverse 
grouping of compounds is best characterized by their relative 
polarity with respect to the hydrocarbons and halogenated hydro
carbons for which T0-14 was developed, or alternatively, the PVOCs 
are those volatile organics containing atoms such as oxygen, sulfur 
and nitrogen. These compounds are difficult to deal with at the 
trace level for a variety of reasons, depending on the specific 
sub-class. Some tend to be chemically active on metal or other 
surfaces (in sample tubing, canisters, cryotraps, etc.), and others 
may be affected by the drying step necessary to remove the bulk of 
the cocollected water vapor. 

The polar fraction of the airborne organic compounds (PVOCs) 
has been related to high mutagenic and carcinogenic activity, par
ticularly for the semi-volatile and nonvolatile compounds (2-4), 
and for some specific PVOCs such as formaldehyde (5) and ethylene 
oxide (6, 7). As such, their trace level determination in air is 
of interest from a risk assessment viewpoint. Secondly, PVOCs are 
often implicated as the cause of odor related nuisance complaints 
from the public (8-13). 

Though there exist a variety of industrial hygiene related air 
methods for high levels of many of the PVOCs, these methods are 
geared to occupational exposure levels (threshold limit values in 
the parts per million by volume range) and lack the sensitivity for 
ambient work, typically by 3 to 5 orders of magnitude. To address 
the need for determination of PVOCs in ambient air, MMRS has 
embarked upon a number of projects to develop both sampling and 
analytical methods for various specific classes of compounds of 
interest. These classes include, but are not limited to, al
dehydes, amines, epoxides, thiols, alcohols, phenols, and 
isocyanates. 

This paper presents an overview of the major research efforts 
of MMRS that are directed to determination of PVOCs: 

• Application of T0-14 methodology to certain PVOCs 

• Anion exchange resin as a sorbent for phenolic compounds 

• Real-time trace level determination of formaldehyde 

• Glow discharge source combined with MS/MS instrumentation 
for in-situ atmospheric analysis 
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• Chemical ionization with ion trap detector (ITO) using a 
water reagent 

• Atomic emission detection (AED) coupled to a capillary 
column gas chromatograph 

• Calibration methodology using dynamic and headspace methods 

• Valveless GC/MS inlet and preconcentrator 

Discussion 

'l'0-14 Extension 

The canister sampling methodology for nonpolar vocs is 
c:urrently under investigation for extension to certain PVOCs. 
In-house testing by contractor personnel (NSI Technology Services, 
E:PA Contract 68-02-4444) has shown that over a seven day period the 
variations in analysis results can be summarized in terms of 
percentage relative standard deviations (%RSO) of concentration 
n11easurements. The listing below is divided into three groups, 
depending of the range of values of the %RSDs. 

Compounds 

Ethyl acrylate, methyl methacrylate 

Acetone, acrylonitrile, isopropanol 
2-butanone 

Butanol, acetonitrile, ethanol 

RSD % 
N=14 

<3 

<10 

<23 

Samples for these preliminary tests were prepared at the 1-
to 4-ppbv level with dynamic dilution of standards from Scott 
Specialty Gases (Plumsteadville, PA) in a matrix of ambient air. 
Analyses were performed using standard T0-14 analytical methodology 
(1) modified to bypass the Nafion tube arrangement used for drying 
the sample. Only parallel flame ionization and electron capture 
d,etectors (FIO and ECD) were used to avoid problems with co
collected water vapor. Descriptions of the specific analytical 
steps are available in T0-14 (1) and other references (14, 15). 

This work is now being extended to a larger group of compounds 
through a research project at Battelle Memorial Institute 
(Columbus, OH) under EPA Contract 68-D0-0007. In addition to the 
m;e of canisters, mul tis or bent tubes will be used for sampling, and 
the ion trap detector (Finnegan MAT, San Jose, CA) will be tested 
for PVOCs applications. 
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Anion Exchange Resin for Phenolic Compounds 

The phenolic compounds are classified as acidic PVOCs. As 
such, they tend to react in the presence of metal surfaces and 
dissolve easily in water. A research program was initiated at 
Battelle Memorial Institute under EPA Contract 68-02-4127 to 
develop a specific sorbent method for phenolic compounds based upon 
their acidic properties. 

Laboratory work has shown that a strongly basic anion exchange 
resin AG MP-1 (BioRad Laboratories, Richmond, CA) can be used to 
quantitatively remove phenols from air and subsequently release 
analyte ions via an ion exchange mechanism (16, 17). This method 
to be effective for a variety of phenolic classes. So far, the 
following compounds have been tested and have exhibited greater 
than 80% collection/recovery efficiences: 

Phenol 
2-CH3 -phenol 
4-CH3 -phenol 
2,3-diCH3-phenol 
2-Cl-phenol 
4-Cl-phenol 
2,4-diCl-phenol 
PentaCl-phenol 

2-N02-phenol 
3-No2-phenol 
6-CH3-2-N02-phenol 

2-0H-benzaldehyde 
2-0H-biphenyl 

The ultimate goal is to develop a fieldable sampling method 
based upon resin-filled sorbent tubes that sample at 1 liter/min. 
Subsequent laboratory analysis would be based upon a negative ion 
chem~cal ionization mass spectrometric (NICI-MS) method specific 
for a·group of phenolic analytes. It is expected that this method 
will allow measurement of a wide variety of phenolic compounds and 
have sub-part per billion by volume (ppbv) sensitivity. 

Real-Time Trace Level Formaldehyde 

Various schemes for real-time formaldehyde (HCHO) determi
nations have been under investigation both at Battelle Memorial 
Laboratories (EPA Contract 68-02-4127) and as in-house projects by 
NSI Technology Services (EPA Contract 68-02-4444). These efforts 

·have produced three distinct types of sensitive real-time HCHO 
monitors; the prototypes are now undergoing rigorous in-house 
laboratory testing, limited field testing and intermethod 
comparisons. 

The development effort at Battelle has resulted in two 
different monitor prototypes and two formaldehyde calibration 
methods. The first monitor relies on an aqueous scrubber for HCHO 
followed by fluorescence detection of the cyclization product of 
ammonia, beta-diketone and HCHO (excitation at 254 nm, emission 
around 520 nm). This prototype has been shown to have a detection 
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limit of about 0.2 ppbv and a selectivity of 10,000:1 relative to 
acetaldehyde, and 2, 000: 1 relative to benzaldehyde ( 18) • The 
second prototype monitor utilizes a spectroscopic method adapted 
from commercial S02 monitors using direct fluorescence detection 
(bandpass of 380-550 nm) through UV excitation (bandpass of 280-
350 nm) (18). The detection limit of this instrument is currently 
about 50 ppbv, due to excessive background fluorescence. Opti
mization of signal to background is planned subject to the results 
of interference testing. The calibration methods rely upon dynamic 
dilution of a known HCHO concentration in a stable flow. This 
known concentration is generated either by the "porous Teflon 
source," a purged teflon tube immersed in a dilute HCHO solution, 
or by the "trioxane source, 11 which relies on the sublimation of 
solid trioxane prior to catalytic conversion to formaldehyde (19). 

The in-house effort by NSI personnel produced a prototype 
portable HCHO monitor based upon the CEA Instruments Model TGM 555 
air monitor (CEA Instruments, Emerson, NJ) equipped with the 
formaldehyde analytical module. This instrument detects 570 nm 
color development due to the pararosaniline reaction with aqueous 
formaldehyde in the presence of sodium sulfite. Sample air is 
drawn into the instrument, scrubbed from the air stream into the 
pararosaniline-containing aqueous solution and mixed with the 
reagents. Sulfite is added and color development occurs as the 
solution passes to the colorimeter. Specific details of the system 
and its modifications are given in the literature (20). The 
monitor has been laboratory tested for real-time (with 16 min. 
delay) operation in the 10- to 100- ppbv range and has been field 
tested in two indoor air studies. 

Glow Discharge-Mass Spectrometer Source 

A novel mass spectrometric ionization source is currently 
under development at the Illinois Institute of Technology 
Research Institute (IITRI, Chicago, IL) under EPA Contract 
68-DB-0002. This source is a modification of pioneering work on 
subatmospheric glow discharge ion sources by Glish and McLuckey, 
et al., (21, 22) at Oak Ridge National Laboratories. The purpose of 
this work is to utilize the speed, sensitivity and specificity of 
tandem mass spectrometry for specific application to the PVOCs. 
The glow discharge, as envisioned, will provide an instantaneous 
source of analyte ions for presentation to the mass spectrometer. 
No surface-induced reactions or adsorption is expected to corrupt 
the sample. The capability of the tandem mass spectrometer for ion 
separation and ·filtering obviates the necessity of a separation 
method such as gas chromatography. The source currently under 
construction is to be physically compatible with the ITMS mass 
spectrometer (Finnigan MAT, San Jose, CA) at IITRI. Upon comple
tion, the system will be tested using a variety of PVOC analytes. 
Future applications include field screening at Superfund sites and 
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exposure assessment from exhaled human breath analysis. This 
methodology promises to be generally applicable, but requires the 
very expensive tandem mass spectrometry capability and will require 
on-site analysis. 

Chemical Ionization Ion Trap Detection 

Existing methodology for the nonpolar VOCs requires both 
drying of the sample and preconcentration of the analytes to 
achieve adequate sensitivity in conventional quadrupole mass 
spectrometers (see reference 1, and references therein). The PVOCs 
pose special problems in such systems; the drying step affects 
their quantitative throughput for analysis, and a reduction in 
overall sample, thereby reducing cocollected water vapor, also 
reduces sensitivity. secondly, the conventional electron impact 
sources of quadrupole instruments provide a "hard" ionization that 
can excessively fragment the light PVOCs, thus reducing the 
characteristic fingerprint of the molecular ion. To combat both 
the problem of cocollected water and "hard" ionization, a project 
that uses chemical ionization (CI) with water as the reagent gas 
was initiated. The Finnigan Ion Trap Detector (ITO 800, Finnigan 
MAT, San Jose, CA) was chosen for this project for its high 
sensitivity and for the relative ease of implementation of water 
CI. The work was performed at IITRI under EPA Contract No. 
68-DS-0002. 

This project involves only the analytical portion of PVOCs 
determination and it is assumed that analytes can be presented to 
the inlet of the system, either in-situ or via some unspecified 
sampling medium, without adversely affecting their integrity. 
Samples were prepared in zero-grade humidified air with a micro
syringe driver, continuous injection system; only laboratory 
testing was performed. The calibration methodology and the 
development/evaluation of the lTD-based system are presented in an 
EPA report (23) and other publications (24,25). 

Results indicate that the analytical methodology is 
appropriate for the PVOCs. The CI capability and the ITO's high 
sensitivity allow full scan mode spectra at trace levels for many 
PVOCs. Comparisons of electron impact (EI) spectra and CI spectra 
show that water CI is much more likely to preserve the high mass 
(molecular ion, M, or protonated molecular ion, M+l) fragments; 
therefore, the distinction among similar species is much clearer 
than for EI. Compounds in this category that have been tested 
include the following: 

ethylene oxide 
3-octanone 
acetophenone 
benzophenone 
acrolein 
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heptanal 
benzaldehyde 
ethanethiol 
2-methyl-1-propanethiol 



Two problems were encountered with this project. Certain 
compounds were lost in the cryotrapping hardware despite the 
removal of the dryer, and difficulty with the chromatography in the 
presence of excess water occurred. In particular, the alkylthiol 
c:ompounds exhibited low recoveries and some lighter ketones were 
r1ot well resolved chromatographically. These issues will be 
addressed in future work through the use of smaller sample sizes 
cmd by the addition of novel concentration/ injection hardware being 
developed specifically for the ITO. 

Jl~tomic Emission Detector 

Though mass spectrometry is generally considered the primary 
identification tool for gas chromatography, often the identifica
tion of unknowns is complicated when similar functional groups or 
c:hemical structures (causing similar ionic fragmentation patterns) 
occur in closely eluting species. Also, mass spectrometric frag
ntentation can result in neutral group losses that completely 
c1bscure the identity of compounds. The atomic emission detector 
(AED) is a gas chromatographic detector capable of detecting the 
e:lemental composition of compounds, regardless of the molecular 
structure. It operates by energizing GC column effluents in a 
Dticrowave plasma, thereby reducing the analytes to excited atoms. 
A.s the excited atoms relax back to their lower energy levels, they 
emit light at characteristic frequencies; this radiated energy is 
dispersed and detected by a photodiode array. Up to four distinct 
elements can be detected simultaneously with this system. Detailed 
descriptions of this new instrumentation are available in the 
liter~ture (26-28). The AED is a complementary detector to an MS, 
providing confirmatory identification information on atomic 
constituents not generally possible with mass spectrometry. 

An AED system (HP-5921A, Hewlett-Packard, Avondale, PA) has 
been procured for application to PVOCs analysis and is operated by 
NSI personnel under EPA contract No. 68-02-4444 as an in-house 
project. To date, the instrument has been installed and tested for 
operation. It is planned to perform trace level work with a 
.variety of PVOCs. 

Calibration Methodology for PVOCs 

Due to the varied reactivities of the PVOCs, each of the 
various sub-classes may require a differing calibration methodology 
at the trace level. The conventional method of dynamic dilution 
has been tested for a subset of the compounds listed in the section 
of this document entitled "T0-14 Extension." Further calibration 
work was performed in-house using modified T0-14 hardware to 
d·etermine approximate responses and chroiD.atographic parameters for 
a variety of PVOCs, including: 
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ethylene oxide 
propylene oxide 
2-chloroethanol 
1-butanol 
acetonitrile 
acrylonitrile 
tert-butyl alcohol 
!-propanol 
2-butanone (MEK) 
ethyl acetate 
tetrahydrofuran 

methanol 
trimethyl silanol 
acetone 
pyridine 
hexamethyl cyclotrisiloxane 
octamethyl cyclotetrasiloxane 
vinyl acetate 
benzyl alcohol 
nitrobenzene 
4-phenyl cyclohexene 
butylated hydroxytoluene (BHT) 

This work was presented at the 1989 Pittsburgh Conference 
(29). Additional in-house work is in progress for calibrating 
permeation tube devices coupled to dynamic, static, and exponential 
dilution of samples. The other projects discussed above have their 
calibration methods presented as part of the cited references. 

Valveless GC/MS Inlet 

A current, in-house project is to develop a preconcentration 
interface wherein the analyte cannot contact any surface other than 
the interior of the column. This is based upon a sampling method 
reported by Stephens (30) and upon work briefly described at the 
1989 ACS meeting by Mouradian, et al., (32) and Arnold, et al., (32). 

A prototype inlet system was designed and built to be used 
with the existing T0-14 equipment (HP-5880 GC and HP-5970 MSD, 
Hewlett Packard, Palo Alto, CA). The inlet was fully automated and 
tested, and then applied to a variety of odorous headspace samples 
including coffee, fruits, consumer products, and plants. Initial 
tests were successful in detection of the expected PVOCs, when 
compared to published chromatograms of liquid extracts, or samples 
collected on other. media. As discussed earlier, the sensitivity 
of this technique using the T0-14 analytical equipment was 
restricted to analyte amounts in the 100 to 1000 nanogram range 
because of cocollected water vapor; however, the combination of the 
valveless GC/MS with the CI-ITD promises to provide the requisite 
sub-nanogram sensitivity for ambient work. 

Conclusions 

The projects in progress in the Monitoring Methods Research 
section cover a wide variety of topics related to the determination 
of PVOCs. It is anticipated that a subset of these projects will 
provide specific methods for general use by the regulatory 
community, analogous to the acceptance and implementation of the 
T0-14 methodology for nonpolar VOCs. The MMRS continues to pursue 
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PVOCs methods development and to support and sponsor scientific 
exchange through the EPA/AWMA meetings and other similar forums. 

Disclaimer 

The research described in this article does not neces
sarily reflect the views of the Agency and no official 
endorsement should be inferred. Mention of trade names 
or commercial products does not constitute endorsement 
or recommendation for use. 
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ABSTRACT 

The FTIR has been evaluated for monitoring polar and 
labile airborne gases and vapors. The limit of detection 
(LOD) for FTIR when using a 10 meter closed path gas cell, a 
HgCdTe or InSb-MCT detector, 2 cm-1 resolution, and least 
squares fitting (LSF) software is as low as 9 ppb for bis 
(chloroethyl) ether in air. The LODs for other species, and 
for these vapors in mixtures, is higher by a factor of up to 
100. Software has been developed to identify unknown 
compounds in the spectra of mixtures of organic vapors. 
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INTRODUCTION 

Efforts in our laboratory have centered on the 
investigation of the optimal FTIR hardware, software and 
data base for the near real time qualitative and 
quantitative analysis of trace levels of airborne gases and 
vapors (1-7). Much of this work parallels earlier work by 
Herget (8-10) who has collaborated with us in this present 
effort, and by Hanst (11). 

Air monitoring applications areas have also been 
delineated by our group, especially in the hazardous waste 
site monitoring area (12,13). Other groups working with 
FTIR (14), and with non-FTIR instruments have also defined 
the needs for instrument development and application for air 
monitoring (15-17). 

It is the purpose of this paper to summarize the 
results of the efforts in the FTIR air monitoring field on
going in our laboratory in 1989-90, especially with respect 
to the limit of detection (LOD) of polar and labile organic 
vapors. 

EXPERIMENTAL SECTION 

samples: 

All mixtures of known and unknown samples of vapor 
mixtures in air were supplied T. Pritchett, u.s. EPA 
Environmental Response Team. 

Hardware: 

A Nicolet 20 SXB Fourier transform infrared 
spectrometer was used with a liquid nitrogen cooled HgCdTe 
(MCT)-InSb sandwich detector and 10 meter Hanst gas cell. 
Interferograms were collected to yield spectra of from 0.5 
to 8.0 cm-1 resolution through deresolution of the 0.5 cm-1 
interferograms by the method described in previous papers 
(2-7). Sixty reference standard vapor IR spectra were 
acquired as a reference library using GC-certified gas 
cylinders (Scott Specialty Gas co.)~ 

In addition, a University of Michigan-Nicolet prototype 
"Baby-ROSEn (Remote Optical Sensing) FTIR has been 
constructed for applications requiring a transportable 
system with a pathlen~th of up to 30 meters. This system has 
a resolution of 2 em- , and operates using an 80386/387 PC 
and Nicolet-PC software. 

Software: 
For the detailed theory of LSF software, see papers by 

Haaland, et al (18,19). Detailed discussions of the 
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application oe LSF software to quantitative analysis of 
trace gases in ambient air have also been published (2-7). 

In addition, to quantitative analysis with LSF, 
qualitative analysis was also performed using modified 
Nicolet LSF software. This software performs iterative LSF 
(ILSF) necessary for qualitative analysis. 

DISCUSSION 

Examination of the calibration spectra of polar and 
labile compounds was made after dilution to 10. ppm, 1 ppm, 
100 ppb and 10 ppb using a precision dilution manifold after 
the design of Herget (1) as modified by Strang (2,3). 
Investigation of the optimal treatment of the data to obtain 
the lowest possible LOD was made by strang (3). 

Strang determined that, except for hydride gases, a 
resolution of 2.0 cm-1 was optimal. Not only is there no 
need for higher resolution, but higher resolutions are 
counter-productive in that they require more expensive and 
larger instruments, as well as longer computational time and 
data storage capacity. However, for the hydride gases, 
resolution of as high as 0.5 cm-1 may be needed. 

The spectra of some of the polar and labile compounds 
investigated in this study are shown in the figure. 

The question of LODs obtainable using FTIR for 
compounds in mixtures of up to 12 components was also 
addressed by Ying (5,6). In most cases, there is a serious 
degradation in LOD for each component of the mixture. For 
example, benzene, in a 12 component solvent test mixture, 
has an LOD in the range of 1-2 ppm. However, certain 
analytes are less affected or unaffected by the presence of 
solvent mixtures. This includes some of the Freons as well 
as the hydride gases (2,3). 

The result of determination of LODs for a few polar and 
labile compounds is given below. The library of spectra 
compounds in our files approximately numbers 70, over half 
of which are polar. All spectra have been acquired at 0.5 
cm-1 resolution, and all are at certified concentrations, or 
dilutions of those concentrations. All dilutions were 
performed using an orbital welded, electropolished dilution 
system with precision pressurejvaccuum control. 
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Compound 

acetone 
acetaldehyde 
acrylonitrile 
arsine(d) 
benzene 
bis (chloroethyl) ether 
chlorobenzene 
3-chloropropene 
o-chlorotoluene 
2-butanone 
diborane(d) 
a-dichlorobenzene 
1,4-dioxane 
2-ethoxyethanol 
ethylene oxide 
isopropanol 
nitrogen trifluoride 
phosphine(d) 
propylene oxide 
pyridine 

Limit of Detection(a) 

( ppb) (b) 

80 
39 
70 

8 
28 

9 
60 
50 
95 
23 
25 

140 
16 
32 
37 
20 
20 
60 

100 
830 

(ug in beam)(c) 

0.7 
0.4 
0.4 
0.06 
0.2 
0.1 
0.7 
0.4 
1.2 
0.2 
0.07 
2.1 
0.1 
0.3 
0.2 
0.1 
0.1 
0.2 
0.6 
6.7 

(a) LOD for individual compound in ambient air; LOD for 
multi-component mixtures must be determined for each 
mixture, and are likely to be 2-100 times higher. 
(b) LOD for the indicated concentration in ppb @ 10 meter 
path length. 
(c) Weight of analyte in beam, assuming a total of 2.5 
liters actually in beam path in cell used for calibration. 
(d) Requires an InSb/MCT detector. All other compounds 
require only a MCT detector. 

Since the LOD is actually proportional to the product 
of pathlength X concentration, longer path, remote sensing 
(ROSE) systems may have lower LODs. In addition, these LODs 
may be improved through the use of improved LSF software 
with calibration included for the 41 organics listed as 
target trace atmospheric gases by the EPA-RTP. The use of 
iterative least squares fitting (ILSF) methods allows both 
qualitative and quantitative analysis to be accomplished 
under certain circumstances. 

A description of the utility of the FTIR for air 
monitoring, especially when contrasted to commercially 
available filter-based systems, has also been published. 
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OPTIMIZATION OF ANALYTICAL PROCEDURE FOR CHARACTERIZING 
AMBIENT POLAR VOLATILE ORGANIC COMPOUNDS 

Sydney M. Gordon, Michael Miller 
liT Research Institute 
Chicago, IL 60616-3799 

Joachim D. Pleil, William A. McClenny 
U.S. Environmental Protection Agency 
Research Triangle Park, NC 27711 

The analysis of ambient levels of volatile organic compounds (VOCs) 
in air usually involves cryogenic trapping of the analytes, followed by 
thermal desorption and low-temperature refocussing onto a column for 
analysis by high-resolution gas chromatography and electron impact mass 
spectrometry (GC/MS). This approach has been widely used for nonpolar 
VOCs, but the ambient water vapor co-collected with the sample causes 
problems which have prevented its use for more polar species. 

Preliminary experiments have indicated that chemical ionization (CI) 
GC/MS with the Ion Trap Detector™ (ITO) using water, including the water 
present in the air, as the CI reagent is suitable for the measurement of 
polar VOCs in whole air samples. Chemical ionization of the water gives 
intense pseudomolecular ions for various polar compounds and enhanced 
sensitivities in comparison with electron impact data. These experiments 
also showed, however, that delivery of the compounds to the GC/ITD for 
analysis, as well as calibration of the system, are aspects which demand 
attention. Recent work has accordingly focussed on developing and testing 
such methods for the generation of experimental data to evaluate the 
approach for several target polar compounds of interest, including 
alcohols, ketones, and thiols. 
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Introduction 

The need to develop better measurement techniques for polar volatile 
organic compounds of low molecular weight has been spurred by increasing 
public concern over these compounds. Certain polar VOCs (e.g., alkyl
thiols, amines, aldehydes, etc) are often the subject of nuisance 
complaints from the public, while others (e.g., ethylene oxide, propylene 
oxide, acrolein, etc) are sometimes cited as potentially toxic compounds 
from industrial emissions. However, the analysis of trace levels of polar 
VOCs in air poses many problems, and the nature and distribution of these 
compounds in the atmosphere cannot be adequately characterized at present. 

The measurement of nonpolar VOCs in air is well established using 
polished stainless steel sampling canisters together with cryogenic 
trapping and gas chromatography/mass spectrometry. 1 Cryogenic trapping 
preconcentrates the analytes by condensing them on the cold surface of the 
trap, after which they are desorbed and flushed onto the GC column for 
analysis. Co-collected water vapor is dealt with by passing the sample 
through a Nafion membrane dryer before it enters the GC. 2 This technique 
is, however, not generally applicable to small polar molecules since they 
permeate the walls of the dryer tube along with the water vapor, and are 
consequently lost.a 

Most methods used to measure polar VOCs in air stem from industrial 
hygiene technology, and rely mainly on liquid impinger sampling. As a 
result, they are generally restricted in sensitivity to ppmv levels. Most 
efforts to sample polar VOCs at trace levels have been largely ineffective 
due to their greater chemical reactivity, affinity for surfaces, and 
tendency to undergo polymerization. 3 

In a recent report, we proposed the use of chemical ionization GC/MS 
in the quadrupole ion trap as a promising method for measuring polar VOCs 
in whole air samples. 4 The approach makes use of the water vapor present 
in the air as the CI reagent. We showed that water is an effective CI 
reagent gas in the ion trap, and reacts with high sensitivity with a range 
of polar compounds. This paper describes an extension of this work in 
which we have explored conditions for the use of GC/water CI-ITO, in the 
full scan mode, for the analysis of selected polar VOCs in whole air 
samples. 

Exoerimental Methods 

The system used was a cryogenic sampling unit (Nutech 3538-02) 
coupled to a Varian 3400 GC and Finnigan MAT 800 ITO (Figure 1). Analyses 
were performed using a nonpolar 30m x 0.53 mm ID HP-1 methylsilicone 
column (0.88 ~ film thickness), the outlet of which was connected to the 
ITO via a heated transfer line. The ion trap was controlled by a COMPAQ 
DESKPROTM 386/20 personal computer using Automatic Reaction ControlTM 
software for CI supplied by the manufacturer. For the CI experiments, 
water in a reservoir attached to the reagent gas inlet port was used to 
augment the water concentration in the ion trap and maintain a constant 
reagent gas pressure. 

The test atmospheres used in this study were supplied by a vapor 
generator system and included ketones, alcohols, thiols, nitrobenzene, and 
three nonpolar compounds. The vapor generator is shown in Figure 2. It 
made use of a SAGE micro-syringe pump and was designed to produce constant 
concentrations of the compounds in dry or humidified air. The air was 
humidifed by first passing through a flask partially filled with water. 
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For all of the experiments described here, the relative humidity was 
adjusted to about 35%. The output of the syringe was attached to a heated 
septum, and the vapor concentration was carefully controlled by the 
appropriate choice of flow rates of the air and the liquid mixture from the 
syringe. 

In order to check the response of the analytical system, the vapor 
generator was calibrated using a sorbent preconcentration technique. These 
measurements were made by connecting a Tenax cartridge at the outlet from 
the vapor generator to the cryogenic trap. The gas flow through the 
cartridge was maintained at 20 cm3/m1n, the flow rate of air typically used 
when collecting a sample in the cryogenic trap. At the end of the 10-
minute sampling period, the Tenax cartridge was removed and analyzed by a 
standard thermal desorption GC/MS technique. 5 The GC/MS was calibrated 
using Tenax cartridges loaded with the test mixture from a flash 
evaporator. 

Results And Discussion 

The calibration experiments showed that Tenax cartridges together 
with thermal desorption GC/MS analysis provide an effective and independent 
method for measuring the concentrations of the selected polar compounds at 
the outlet of the vapor generator. The peak area measurements for the 
polar compounds loaded directly onto Tenax cartridges by flash evaporation 
show a level of precision (±10% relative standard deviation) comparable to 
that obtained for nonpolar compounds by this technique. 5 The same approach 
was used to establish the peak area reproducibility at the outlet of the 
vapor generator. Although the precision for the polar compounds is not as 
high as before (±16% relative standard deviation), the values are neverthe
less still quite acceptable and similar to those for the nonpolar compounds 
in the test mixture. 

In order to evaluate the trapping and recovery efficiency of the 
cryogenic interface, the vapor generator was attached to the interface and 
samples were collected on Tenax cartridges at the cryotrap outlet. The 
cartridges were again analyzed by thermal desorption GC/MS. The results 
are presented in Table 1. The recoveries obtained are very good for all of 
the compounds, except for the thiols and naphthalene. These results 
indicate that the water vapor present does not have a deleterious effect on 
the behavior of these polar compounds in the cryotrap. The hot surfaces to 
which the compounds are exposed within the cryotrap during the transfer 
operation to the cartridges may be responsible for the virtual disappear
ance of the thiols. The low recovery measured for naphthalene is somewhat 
surprising in view of its lack of polarity. 

The final consideration in these tests was that the water vapor in 
the humidified air stream might have an adverse effect on analytical 
performance. To explore this possibility, the output from the cryogenic 
interface was attached directly to the GC/CI-ITD system and the experiments 
were repeated. The results are also included in Table 1. An examination 
of the data shows that, in contrast to the previous situation, all of the 
measured recoveries are very low, except for the nonpolar compounds and 
nitrobenzene. The alcohols in the test mixture gave "smeared-out" peaks 
which could not be quantitated. These low recoveries indicate a severe 
humidity effect on chromatographic performance when the water vapor in the 
sample is allowed to pass directly to the GC column. 

One way of reducing the deleterious effect of water vapor on 
chromatographic performance may be to decrease the sample size and take 
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advantage of the high sensitivity of the ITO in the water CI mode.4 To 
test this approach, the vapor generator was adjusted to give a test 
atmosphere containing the VOCs at a constant concentration, and experiments 
were performed in which the volume of air sampled in the cryogenic trap was 
systematically decreased from 250 emS to 50 emS. The results are presented 
in Figure 3 for the polar compounds nitrobenzene, acetone, and 1-butanol, 
and the nonpolar p-dichlorobenzene. Except for 1-butanol, which shows a 
fairly rapid decrease in signal response with sample volume, the plots for 
the remaining polar compounds suggest that it is feasible to use much 
smaller samples with water CI-ITD as a means of reducing the adverse 
effects of water vapor on system performance. 

Conclusions 

The ITO has several features that combine to make it an ideal 
detector for the analysis of polar VOCs in air. Among these, the most 
important are its chemical ionization capability and its high sensitivity 
in the full-scan mode. This study has shown that whole-air samples can be 
effectively analyzed with the ITO by exploiting the water vapor present in 
the air, and a number of polar compounds can be transferred through the 
cryogenic preconcentrator without significant loss. Although the water 
vapor seriously degrad~s chromatographic perfonmance, this problem can be 
alleviated to a large extent by using smaller air samples and taking 
advantage of the ion trap's sensitivity. 

Disclaimer 

Although the research described was funded by the u.s. Environmental 
Protection Agency through Contract 68-08-0002 to IIT Research Institute, 
this document has not been subjected to Agency review and does not 
necessarily reflect the views of the Agency. No official endorsement 
should be inferred by its inclusion in these proceedings. 

References 

1. w. A. McClenny, J.D. Pleii, M. W. Holdren and B. N. Smith, "Automated 
cryogenic preconcentration and gas chromatographic determination of 
volatile organic compounds in air," Anal. Chern. 56: 2947 (1984). 

2. J. D. Pleil, K. D. Oliver and W. A. McClenny, "Enhanced perfonmance of 
Nafion dryers in removing water from air samples prior to gas 
chromatographic analysis," JAECA, 37: 244 (1987). 

3. J. B. Clements and B. G. Lewis, "Sampling for organic compounds," in 
Principles of Environmental Sampling, L. H. Keith, Ed., American 

·chemical Society, Washington, DC. 1987, pp. 287-296. 

4. s. M. Gordon, M. Miller, J. D. Pleil, W. A. McClenny and R. G. Lewis, 
"Evaluation of chemical ionization-ion trap detector for the analysis 
of ambient polar volatile organic compounds," presented at the 82nd 
Annual Meeting & Exhibition, Air & Waste Management Association, 
Anaheim, California, June 25-30, 1989. 

5. K. J. Krost, E. D. Pellizzari, S. G. Walburn and s. A. Hubbard, 
"Collection and analysis of hazardous organic emissions," Anal. Chern. 
54: 810 (1982). 

186 



Table 1. Recovery of polar and nonpolar compounds in air from cryogenic 
trap, measured using Tenax cartridges and by direct analysis with 
GC/ITD 

Percent Recovery• 
Compound 

Cryotrap-Tenax 

Acetone 117 
1-Propanethiol 12 
2-Methyl-1-Propanethiol 1 
2-Butanone 103 
2-Propanol 125 
Ethanol 119 
1-Butanethiol ndc 
1-Butanol 103 
Nitrobenzene 92 
1,1,1-Trichloroethane 123 
p-Dichlorobenzene 103 
Naphthalene 57 

• Average of three experiments. 
b nq = Not quantitated; peak observed but "smeared-out" 
c nd = Not detected 
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Figure 1. Cryotrap and GC/Cl-ITD system for analysis of VOCs 
in air. 
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ANALYSIS OF POLAR SEMIVOLATILE ORGANIC COMPOUNDS BY UQUID 
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Nonpolar semivolatile organic compounds (SVOCs) are routinely analyzed by 
gas chromatography /mass spectrometry, but the technique has severe limitations when 
polar SVOCs and nonvolatile organic compounds are the analytical targets. Polar 
compounds may present difficulties due to thermal instability, insufficient volatility, 
and adsorption in the chromatographic system, creating a need to develop methods 
based on liquid chromatography /mass spectrometry (LC/MS). Experiments involving 
the analysis of polar derivatives of polycyclic aromatic hydrocarbons by particle beam 
LC/MS demonstrate the ability of the instrument to generate useable electron impact 
and electron capture negative ionization spectra for some compound classes and 
illustrate the problems associated with analysis of hydroxy-aromatic compounds. 
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Introduction 

The need to analyze airborne particulate matter for polar organic compounds 
has been demonstrated by groups working with bioassay-directed fractionation, who 
have found substantial mutagenic activity in the polar fractions of extracts. 1 The 
difficulties inherent in gas chromatographic (GC) analysis of polar semivolatile 
organic compounds (SVOCs; i.e., thermal instability, adsorption, and insufficient 
volatility) have hindered efforts to characterize these polar fractions, spurring our 
interest in liquid chromatography /mass spectrometry (LC/MS). 

We are currently evaluating a commercial particle beam LC/MS system for 
use in the analysis of polar SVOCs, especially substituted polycyclic aromatic 
hydrocarbons (PAHs), in airborne particulate matter. The particle beam interface, 
developed by Willoughby and Browne~ and improved by Winkler~ &.,3 is based on 
a two-stage momentum separator. The LC effluent is nebulized in a stream of 
helium, and the solvent evaporates from the droplets in a desolvation chamber at 
reduced pressure. The solvent vapor and analytes then pass through the momentum 
separator, where most of the solvent is pumped away, and the analytes are transferred 
to the ion source of the mass spectrometer as a stream of dry particles. The apparent 
advantage of the particle beam interface is solvent removal without exposure of the 
analytes to heated surfaces, which might cause decomposition of sensitive compounds. 
Solvent removal allows the use of the standard modes of ionization, including electron 
impact (EI) and chemical ionization (CI) in an unmodified MS ion source. 

This paper highlights the results of our preliminary studies with polar P AH 
derivatives. We have examined optimization of the particle beam operating 
parameters and investigated the potential for analysis of substituted P AHs by both EI 
and electron capture negative ionization (ECNI) LC/MS. 

Experimental Methods 

All experiments were performed on a Hewlett-Packard (HP; Palo Alto, CA) 
5988A mass spectrometer equipped with a switchable EI/CI ion source, negative ion 
detection, and an HP 59980A particle beam LC/MS interface. Negative ion 
experiments were performed with either methane or carbon dioxide to moderate the 
gas introduced through the particle beam interface. The high-performance liquid 
chromatograph (HPLC) was an HP 1090 with ternary-gradient solvent delivery system 
and a diode array detector, which was used in line with the particle beam interface. 
The HPLC columns were Brownlee Labs (Santa Clara, CA) 10-cm x 2.1-mm Spheri-5 
cyano coluillil$ with 5-JJm particles. The mobile phase flow rate was 0.3 ml/min. 

Results and Discussion 

There are several operational parameters which can be adjusted to optimize 
the performance of the particle beam LC/MS for a specific analysis. These are (1) 
LC mobile phase composition, (2) interface variables (nebulizer gas flow, nebulizer 
capillary position, and desolvation chamber temperature), and (3) ion source 
temperature. The dependence of sensitivity on mobile phase composition was noted 
by Willoughby and Browner.2 We have confirmed that, for PAHs, organic solvents 
yield better sensitivity than water-organic blends and that hexane and methanol yield 
slightly better sensitivity than acetonitrile. Hexane and acetonitrile produce slightly 
less chromatographic peak tailing than does methanol. The optimum nebulizer 
capillary position is highly dependent on both the analyte and the solvent 
composition, whereas the nebulizer gas flow is less so, and both must be determined 
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experimentally. The desolvation chamber temperature does not appear to be a 
critical variable. The ion source temperature has strong effects on sensitivity, 
chromatographic peak shape, and spectral profile for the P AH derivatives in both the 
EI and CI modes; temperatures of 250 • C to 300 • C are optimum for EI operation 
with compounds up to molecular weight 300. At lower temperatures, sensitivity is 
reduced, and the less volatile compounds show chromatographic peak tailing. 

We have obtained EI and ECNI spectra of a variety of substituted PAHs, 
including hydroxy-, nitro-, and amino-PAHs, and benz[a]acridine. The EI responses 
for hydroxy-PAHs are considerably weaker than· for nitro- and amino-PAHs and 
unsubstituted P AHs. At an EI source temperature of 300 • C, there may be 
considerably more fragmentation than found in GC/MS or standard library spectra 
for some compounds. Under these conditions, the nitro-PAlls produce little or no 
molecular ion signal (Figure 1 ). 

The C02-ECNI spectra of nitro-PAHs are more predictable, containing 
primarily molecular ions and small [M-0]" peaks (Figure 2). The limit of detection 
for the nitro-PAHs is approximately 1-2 ng by selected ion monitoring and 10 ng full 
scan, but the response under all conditions is nonlinear, severely curtailing the 
potential for quantitative analysis. 

The hydroxy-nitro-PAHs tested by ECNI were not detected at levels from 100 
to 150 ng. That is consistent with the poor performance of the interface with other 
hydroxy-aromatics. Hydroxy-PAHs, pentachlorophenol, and Dinoseb all show reduced 
response relative to the nonhydroxylated analogs. For example, the EI detection limit 
for pentachlorophenol is approximately 2.5 JJg on column versus 20 ng for 
pentachlorobenzene. In addition, the hydroxy-P AHs show significant tailing and 
carry-over, indicative of adsorption in the particle beam interface, which could not be 
alleviated by addition of acetic acid to the mobile phase. 

Conclusions 

The particle beam LC/MS can generate useful EI and ECNI spectra of P AHs 
and substituted P AHs, although the degree to which the EI spectra match the 
reference libraries is variable. The difficulty in analyzing hydroxy-aromatic 
compounds indicates the need for further development of the particle beam interface. 
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192 



A. 

5 ng 

B. 

180 190 200 

10 ng 

;( ~ 

Time 

20 ng 

I x 

247M-

' 

248 [M-0]- / 
231 
/ 

210 220 230 240 250 

Mass/Charge 

100 

90 

80 

70 

60 

50 

40 

30 

20 

10 

0 

260 

Figure 2. A ECNI-LC/MS TIC of repeated injections of 3-nitrofluoranthene. 
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ANALYSIS OF VOLATILE ORGANICS IN AIR 
VIA WATER METHODS 

J. H. Myron Stephenson, Chief 
Frank Allen, Tim Slagle 

GC/MS Unit 
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Laboratory services Branch 
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U.S. EPA, Region IV 
College Station Rd. 
Athens, GA 30613 

A modified compendium method T014 for volatile organic compounds in 
air is used in the EPA Region IV laboratory. This method is a combination 
of EPA volatile organic water methods (i.e. 524.2, 8240) and method T014 
for the analysis of air canisters. A standard water purge and trap device 
with a solid sorbent trap is used. Air standards containing 63 analytes 
plus 3 internal standards and 3 surrogates are prepared in canisters using 
the water method purging vessel. The analysis is by a gas 
chromatograph/mass spectrometer (GC/MS) operating in full scan mode. 
Cryofocusing of the gas chromatograph oven is necessary only for analysis 
of the very volatile gases. 
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Introduction 
The EPA Region IV laboratory has been involved in the analysis of 

volatile organics in water and soil/sediment samples for more than ten 
years. These analyses are performed by standard EPA protocols for 
programs such as NPOES permits, drinking water regulations, and OSWER 
regulations. Recently the laboratory was requested to analyze this same 
group of volatile analytes in air samples. All of our GC/MS systems were 
devoted to the analysis of samples from other media; therefore, a protocol 
was developed to utilize existing instrumentation to perform these 
analyses with a minimum of disruption. It was decided that using 6 liter 
air canisters and Compendium Method T014 with minor modifications would 
best meet Region IV's immediate needs. Four separate techniques were 
developed for the entire analytical system. These involved cleaning 
canisters for laboratory blank, standard, and audit material use; 
preparing standards mixtures in canisters; sample canister preparation for 
analysis; and developing the analytical system. (See Figure 1 and Figure 2 
for an overall view of the analytical system.) 

Experimental 
Canister Cleaning Procedure 

The most effective and time efficient canister cleaning technique 
involves a two stage process. The following equipment was used: 

1. A direct drive mechanical pump with a free air displacement of 9 
m3/h with molecular sieve trap on the inlet side of the pump. 
2. A rheostat controlled hot plate. 
3. An ultra high purity nitrogen cylinder with a stainless steel 
diaphragm and a humidifier vessel plumbed in the line to the canister 
with 1/16 in. stainless steel tubing. 
4. A 0-1500 mm Hg air gauge calibrated to read Absolute pressure. 

The canister is first evacuated to less than 25mm Hg Absolute. Then it is 
pressurized with humidified nitrogen to 1500 mm Hg. The canister is then 
placed on a warm hot plate and evacuated for 15 minutes. The canister is 
pressurized again, then re-evacuated for another 15 minutes while still on 
the hot plate. The canister is removed from the hot plate, pressurized to 
1500 mm Hg, then re-evacuated until the canister is cool (approx 15 min). 
The canister at this point should read less than 25 mm Hg and is held 
under vacuum until used. 

Calibrated Standard Canister Preparation 
Utilizing knowledge gained from sparging volatile organic analytes 

from water samples onto a purge and trap system, a sparging system was 
developed to purge these same volatile organics from water into an air 
canister. The following equipment was used for preparing analytical 
standard mixtures of volatile organics in canisters: 

1. Zero grade air cylinder with stainless steel diaphragm and 1/16 in. 
stainless steel tubing. 
2. A 5 ml needle sparging vessel, used in sparging water samples, 
plumbed with 1/16 in. stainless steel tubing to a pressure flow 
controller on the nitrogen cylinder used in canister cleaning. 
3. Standard solution of volatile organics in methanol (currently a 63 
analyte mix). 
4. A methanol solution containing 3 internal standards and 3 
surrogates. 
5. 6 liter stainless steel air canister. 
6. 5 ml gas tight syringe. 
7. 25 u1 gas tight syringe. 
8. Heat wrap for sparge vessel. 

A previously cleaned canister still under vacuum is pressurized to 760 mm 
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Hg Absolute (1 atm) with zero grade air. The air gauge is removed from 
the canister and the sparging vessel is connected to the canister with the 
shortest length of 1/16 in. stainless steel tubing possible. (Extra 
efforts were made to minimize possible areas of dead volume to maximize 
transfer of analytes from the water to the canister.) Five milliliters of 
water is spiked with the standard solution and the internal 
standard/surrogate solution. This water is transferred into the sparge 
vessel and the water is purged with nitrogen for 10 min at 100 cm3/min 
while being heated at 40 °C. At the end of 10 minutes the sparge vessel 
is removed from the canister, the air gauge re-installed and the canister 
is pressurized with pure nitrogen to 1500 mm Hg Absolute (approx 15 psi). 
The canister is allowed to equilibrate overnight before use. (See Figure 
3 for an overview of the canister preparation technique.) 

Sample Canister Preparation 
The sample collection protocol requires that the canisters return to 

the lab at near but less than 760 mm Hg Absolute (approx 1 atm). At this 
point the sample canister is prepared as the standard canister is, 
starting after the pressurization to 760 mm Hg with air. The one 
exception is that the 63 analyte standard mixture is not added to the 
water; only the internal standard/surrogate solution is added. Samples 
are allowed to equilibrate a minimum of 2 hours after pressurizing before 
analysis. (See Figure 4 for results of equilibration study.) 

Analytical System Description 
The analytical system is a combination of EPA volatile organic water 

methods (i.e. 524.2, 8240) and method T014 for the analysis of air 
canisters. A standard water purge and trap device with a solid sorbent 
trap is used. The analysis is by a gas chromatograph/mass spectrometer 
(GC/MS) utilizing a capillary column and operating in full scan mode. 
Cryofocusing of the gas chromatographic oven with liquid nitrogen is 
necessary if the analysis of the very volatile gases is required. The 
following equipment is used: 

1. Automated water and soil/sediment purge and trap equipment. 
2. Solid sorbent trap consisting of two hydrophobic adsorbent beds 
(200 mg Carbopack B and 50 mg Carbosieve s-III, both 60/80 mesh) which 
minimize water vapor collected during the canister subsampling. 
3. Heated transfer line (1/16 in. stainless steel tubing with 1/16 in. 
stainless steel tee at canister end). 
4. GC/MS system with 60 m megabore column, liquid nitrogen cooling, 
and full scan mass spectrometer mode. 
5. Small diaphragm type vacuum pump (approx 0.25 m3/h dis~lacement). 
6. Mass flow controller calibrated to handle up to 100 em /min. 

A transfer line heated to approx 100 °C is connected to the purge outlet 
on one of the ports of the automated purge apparatus. A 1/16 in. 
stainless steel tube is connected on one end to the purge flow inlet of 
the automated purge apparatus and on the other end to a cut-off valve at 
the tee on the canister end of the heated transfer line. The tee is 
connected directly to the canister with an adaptor fitting. The trap vent 
outlet on the purge and trap system is connected to a mass flow controller 
set at 100 cm3/min. The small vacuum pump is connected downstream of the 
mass flow controller to maintain a positive pressure differential across 
the flow controller. (See Figure 2 for an overview of the analytical 
system.) 

Air Canister Analysis 
The cut-off valve on the purge inlet line should be closed during the 

purge mode but open during the desorb and bake modes. This flow flushes 
the transfer line during the bake cycle. With the mass flow controller 
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set to allow a flow of 100 cm3/min, the canister valve is opened and the 
purge mode is started on the purge and trap system. The purge mode is 

. 3 
maintained for 10 min giving a total volume of 1000 em (1 liter). The 
trap temperature is maintained at less than 30°C during the purge mode. 

0 The gas chromatographic oven is cooled to -so c and the desorb mode is 
started. The oven is programmed up to 180°C at 8°C/min. The mass 
spectrometer is scanned from 35-300 amu at 1 amu/sec. A standard curve 

3 is generated from canisters prepared from a concentration range of 5 ug/m 
to 150 ug/m3

• A daily standard is analyzed at 50 ug/m3
• This daily 

standard is compared to the original curve as a quality control measure. 
Internal standard response is monitored throughout the day and surrogate 
recoveries are monitored in every analysis. A laboratory blank canister 
is analyzed daily to monitor laboratory contamination. The quality 
assurance measures used in the Superfund Contract Laboratory Program 
statement of work for multi-level multi-media are followed very closely. 

Results 
The precision of the method including canister preparation was 

demonstrated to be equivalent to the EPA water methods based on seven 
replicate analyses. The highest %RSD of the seven replicates of the 63 
analytes was 7.3 for methyl ethyl ketone. These seven replicates came 
from three separate canisters prepared at nominally 50 ug/m3 per analyte. 
The curve data was equally good with only one analyte having a %RSD 
greater than 20 (1,1,2-trichloroethane, 21 %RSD) in the curve. The %RSD 
of the majority of analytes was less than 10. (See Figures 5 & 6.) 

Laboratory blank analysis continues to be a problem area at the 5-20 
ug/m3 range for a few compounds. Acetone and methyl ethyl ketone are 
persistent contaminants in the reagent water used for sparging and 
humidifying the canisters. Naphthalene tends to carry over from high 
concentration samples (>50 ug/m3

) into the next analysis. Extra efforts 
must be made to eliminate higher boiling point analytes from the system. 

Five audit canisters prepared by EPA,RTP were analyzed to determine 
accuracy. (See Figures 7 & B.) Of the 28 analytes present in the audits 
only 3 could be considered outside of normal quality control ranges. 
Vinyl chloride in two of the audits was in the 125-150 % recovery range. 
The problem with this data was caused by an inaccurate concentration in 
the methanol solution used to prepare the standard canister and not by the 
air analysis. Acetone and methyl ethyl ketone were in the 150-300 % 
recovery range. This is not surprising since the audits were in the 10 
ug/m3 range and the laboratory blanks contain 10-20 ug/m3 of these 
analytes. With a purer quality of water, these analyte results should 
improve. 

Conclusion 
This method allows Region IV to utilize the same instrumentation for 

air, water, and soil analyses. The target analyte list is the same for 
the different media and includes several "polar" water soluble organic 
compounds. The potential of switching analyses between media on the same 
instrument with minimal difficulty is an obvious time as well as cost 
advantage. Few interferences are noticed on the GC/MS system and the 
precision and accuracy of this technique indicate equivalency to a 
cryofocusing trap for air analysis as well. as water analysis. A limited 
evaluation of the standards preparation procedure gives encouraging 
results for the utility of these techniques for an easy and inexpensive 
alternative for standard preparation. 
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THE 1989 DELAWARE SITE STUDY 

William A. McClenny 
U. s. Environmental Protection Agency 
Research Triangle Park, NC 27711 

J. J. Kliment and T. v. Brixen 
Delaware Department of Natural Resources and Environmental Control 

The Delaware SITE (Superfund Innovative Technology Evaluation) 
Study was carried out by a personnel from the Atmospheric Research 
and Exposure Assessment Laboratory (AREAL), u. s. EPA and AREAL 
contractors Battelle Columbus Laboratory, NSI Environmental 
Sciences and Tecan Remote, Incorporated. Personnel of the Delaware 
Department of Natural Resources and Environmental Control (DNREC) 
hosted the operation and obtained permission to use local sites for 
monitoring. The objective of the study was to field test several 
monitoring methods that have progressed through a feasibility 
testing stage and appear ready for predemonstration testing at 
Superfund sites. Monitoring occurred near four Superfund sites in 
the vicinity of New Castle, Delaware and at the Delaware Reclama
tion Plant located just north of the Delaware Memorial Bridge. 
Several different types of new monitoring equipment were deployed 
including: (1) automated gas chromatographs; (2) canister-based 
sequential samplers; (3) personal sampling devices; (4) canister
based sector samplers; (5) long path infrared transmission 
monitors; and (6) solid sorbant-based phenolic compound samplers. 
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Introduction 

The Superfund Innovative Technology Evaluation (SITE) Progran 
promotes the development, acceptance and use of promising innova
tive technologies capable of meeting the objectives of the overall 
Superfund Program. One objective of the program is to provide the 
means for developers of technology to demonstrate innovative 
technologies at Superfund sites as alternatives to the systems 
currently in use. A second objective is to provide support to 
stimulate the development of promising concepts and technologies 
to the point that they are suitable for demonstration at Superfund 
sites. In the case of the Delaware SITE program, a proposal was 
made by AREAL to the SITE program coordinator to carry out 
predemonstration testing of new monitoring techniques. After 
acceptance, a schedule was established for the testing in the 
summer of 1989. 

The schedule of the SITE project consisted of the following 
items: 

• Selection of a field site 

• Predemonstration plan preparation 

a. Planning/coordination meeting with participants; and 
b. Preparation of plans for predemonstration testing. 

1. Documentation of experimental design; and 
2. Preparation and clearance of a quality assurance 

plan. 

• Preliminary field screening study 
• Preparation of a target compounds list for each test site 
• Performance of the field testing 
• Review of data and preparation of a highlight report 
• Presentation of preliminary data at the 1990 EPA/AWMA 

Symposium on Measurement of Toxic and Related Air 
Pollutants 

• Development of information products for the SITE program 

The site proposed by J. J. Kliment of the Delaware Department 
of Natural Resources and Environmental Control (DNREC) was 
selected. The site was near New Castle, Delaware and included four 
Superfund sites and one site near the Delaware Reclamation Plant. 
}, map of all the sites is shown in Figure I and detailed maps of 
atll four sites are shown in the Figures II-IV. Figure I shows the 
Superfund sites: Army Creek, Delaware Sand and Gravel, Halby, and 
Standard Chlorine along with the Pigeon Point site which is near 
t.he Delaware Solid Waste Authority. The location of a monitoring 
s.ite in the residential area referred to as Llangollen Estates and 
the P4 monitoring site maintained by the state of Delaware are also 
shown. The standard Chlorine plant site was part of a large 
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industrial complex. Figure II shows some detail for the Army 
Creek, Delaware Sand and Gravel and the Llangollen Estates site. 
Figure III shows the industrial complex of which standard Chlorine 
(location 12) is a part. Two state maintained monitoring sites 
marked S-20 and s-s are shown on the map near Delaware City. 
Figure IV shows the Halby and Pigeon Point sites. 

Experimental Plan 

The experimental plan called for five methods of monitoring 
to be tested in the field. An automated gas chromatograph (GC) 
using a solid sorbant to preconcentrate volatile organic compounds 
(VOCs) from the ambient air was placed in the P4 station. The unit 
cycled through an automated sample and analysis sequence every 
hour. The objective for this monitoring method was to evaluate the 
use of a solid sorbant as a voc preconcentrator and further to 
demonstrate the use of automated GCs as a means to establish the 
variability of voc concentrations in time. 

The P4 site was also used for placement of sector samplers. 
These units were placed at the P4 and S20 sites to characterize the 
industrial complex near Standard Chlorine. Data was also taken 
near the Army Creek and Delaware Sand and Gravel site using the 
sector samplers. 

Personal sampling devices (PSDs) were used as fenceline 
dosimeters at several of the sites. These units sample by 
diffusion, are small and convenient to use. Since the units are 
less than two inches in diameter, they can be attached to any 
convenient structure and used to obtain a time-integrated ambient 
air sample. To establish the validity of the fenceline monitors 
for screening of vocs, they were used in side-by-side tests with 
canisters. 

Long path monitors based on selective absorption of infrared 
radiation by target gases, were used at four of the sites. The 
objective was to define the field capabilities of FTIR-based long 
path monitors. These monitors use source and receiver at one end 
of a monitoring path and a retro-reflector at the other end. The 
pathlength is typically 300 m long, giving a total pathlength of 
600 m. 

New solid sorbents specifically chosen for retention of 
phenolic compounds were also used at the Superfund sites. However, 
the field study was intended as a scoping study in this case since 
only laboratory studies had been done up to this point. 

Screening Studies 

A screening field study was performed at the Superfund sites 
in preparation for the main field study. Duplicate canister 
samples were taken at several locations simultaneously with the 
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operation of a Photovac Model 10S70 gas chromatograph. One 
canister was sent to each of two laboratories for analysis. 
Comparisons of the results of analysis have been given previously 
(1). Table I gives the results of a field screening analysis taken 
April 6, 1990, near a plant producing aromatic hydrocarbons. Other 
similar screening analyses at other sites gave significantly lower 
concentrations but were effective in characterizing the sites. 

By using the results of screening analysis and the information 
obtained from emission inventories maintained by the state and from 
the SARA Title III disclosure statements, a target compound set was 
established for each site. Table II shows an example of a site 
specific target compound list. The field monitoring capabilities 
anticipated during the field study for the target compounds are 
indicated also. 

Field study 

The main field study was carried out during the period 24 July 
through 9 August 1990 at the Superfund sites as planned. 
Individual experiments and experimental results were explained as 
part of the session on "The Delaware SITE study" and are included 
in this Proceedings as the following six papers. One of the most 
interesting conclusions is that the dominant concentrations noted 
in monitoring close to "old" Superfund sites were due to local 
(within 5 km) industrlal emissions. 
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Table I. Site Specific Target Compound List 

Site #1 Title III 

Benzene X 

Chlorobenzene X 

p-Dichlorobenzene X 

o-Dichlorobenzene X 

m-Dichlorobenzene X 

Trichlorobenzene X 

Vinyl Chloride X 

Carbon Monoxide X 
Carbon Tetrachloride 

Table II. SITE Screening Analysis+ 

Compound ppbv 

Benzene 4.5 
Chlorobenzene 23.4 
p-Dichlorobenzene 103.6 
o-Dichlorobenzene 35.3 
Trichlorobenzene 16.8 

* Confirmed by Separate Analysis 
# Photovac Confirmation 

* 
X 

X 
X 

X 

X 

Screen 

X 

X 

X 

X 

X 

X 
X 

X 

# 

X 

X 

Capability 

X 

X 

X 

X 

X 

X 

X 

X 
X 

+ 6 April 1989, near plant producing aromatic hydrocarbons 
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Multi-Adsorbent Preconcentration and Gas Chromatographic Analysis 
of Air Taxies with an Automated Collection/Analytical System 

Albert J. Pollack and Michael W. Holdren 
Battelle Memorial Institute 

Abstract 

In order to identify and quantify the trace ppb levels of volatile 
organic compounds {VOCs) present in ambient air it is necessary to 
preconcentrate samples prior to analysis. Laboratory tests indicate that a 
collection trap containing several different adsorbents (multi-adsorbent trap) 
operating at ambient temperature, gave comparable sample collection 
capabilities as a glass bead trap that was cryogenically cooled. An automated 
gas chromatograph (GC) equipped with a multi-adsorbent trap was constructed 
and operated at a field site over a 12-day period to collect hourly samples of 
ambient air. Performance of the automated GC system was demonstrated by 
analyzing the data from daily calibration checks of the system using a 
41-component VOC mixture at the 2 ppb level. Parallel flame ionization and 
electron capture detectors were used to detect these components. Relative 
standard deviation values of less than 10 percent were obtained for most of 
the 41 compounds. No downtime was experienced with the instrument, and 
operator interface was limited to performing daily calibration checks, 
transferring data to floppy disks, and replacing gas supplies. 

Introduction 

Many of the volatile organic compounds (VOCs) found in ambient air are 
present at very low parts per billion (ppb) and parts per trillion (ppt) 
levels. In order to identify and quantify these species, researchers must 
~~mploy collection techniques that preconcentrate sufficient amounts of these 
materials for analytical detection. 

The use of cryogenic trapping to concentrate VOCs prior to analysis has 
been established as a proven technique for VOC monitoring (1-5). This method 
involves collecting the sample on an inert material at subambient tempera
tures. The temperature of the trap is below the condensation temperatures for 
trace VOCs but above the condensation temperature for major constituents of 
ambient air. After collection the trap is rapidly heated, and the VOCs are 
desorbed and typically analyzed using a gas chromatographic (GC) system. For 
optimal analytical resolution, the GC oven is also cryogenically cooled. This 
allows the desorbed VOCs to be refocused onto the front of the column as a 
tight band prior to temperature programming. 

The use of cryogen has proven to be not only a costly consumable but also 
a logistic problem when monitoring air taxies during field sampling studies. 
An alternative to cryogenic trapping is the use of adsorbent materials, which 
collect VOCs at ambient temperatures. Popular adsorbents include Tenax-TA, 
silica gel, carbon molecular sieves, and activated charcoal. Desorption again 
is accomplished by elevating the trap temperature prior to GC analysis. A 
~eficiency associated with mono-adsorbent traps is their inability to trap 
and/or desorb VOCs possessing a wide range of molecular weights (6,7). 

The purpose of this paper is to: (1} describe a multi-adsorbent trapping 
system designed for the automated collection and analysis of ambient air 
samples; (2) compare the efficiency of trapping a variety of VOCs using a 
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multi-adsorbent trap versus a cryogenic assembly; and (3) discuss results from 
a 12-day ambient air sampling field study using a multi-adsorbent system. 

Experimental Section 

Analytical Instrumentation 

The gas chromatographic system that was assembled for the automated 
collection and analysis of ambient air samples consists of a Hewlett 
Packard 5890A GC equipped with a flame ionization detector (FlO) and an 
electron capture detector (ECD). Hewlett Packard 3396A and 3393A integrators 
in conjunction with a 9122 disk drive receives detector output signals and 
stores data. The disk drive also provides access to the BASIC program used to 
automate sample collection and analysis. 

Separations chemistry is accomplished using two 30-meter, HP-1 series, 
capillary columns joined with a zero dead-volume, butt connector. Internal 
diameter (ID) of the capillary is 0.53 mm with a 2.65 pm film thickness. The 
end of the capillary column is fitted with a zero dead-volume tee. Lengths of 
0.32 mm 10, deactivated, fused-silica (~25 em for ECD, ~40 em for FID) are 
used to direct about 30% of the column effluent to the ECD while ~70% goes to 
the FID. Optimal analytical separation is obtained using a temperature 
program of -50"C to 2oo·c with an initial hold of 2 minutes and ramp of 
S"C/minute. Zero-grade helium with a flow rate of 7.5 cm3/minute constitutes 
the carrier gas. FID gases are ultra zero-air ~300 cm3/minute) and zero 
hydrogen (30 cm3/minute). Zero nitrogen, (40 em /minute) passes through an 
Alltech Oxy-Trap (Cat. No. 4003), and serves as makeup gas for the ECD. 

Sample Collector 

A modified Nutech 320 sample preconcentration unit is used to collect 
ambient air. The unit contains two subsystems: (1) an electronics console 
that regulates various temperature zones and (2) the sample handling 
subassembly containing a six-port valve and the trap assembly (Figure 1). The 
console controls the temperatures of the valve body (120"C), sample transfer 
lines (120"C), and the trap. The trap temperature during sample collection is 
regulated by the console with the controlled release of liquid nitrogen via a 
solenoid valve. Set-points are -150"C during collection for the glass bead 
trap and 40"C for the multi-adsorbent trap. During thermal desorption, the 
glass bead trap is heated by a 250 watt heater to 90"C. The same type of 
heater is used to desorb the multi-adsorbent trap at 220"C. A Valco, 
Model A602, air actuator drives the six-port valve from the sample collection 
to sample injection positions. The entire sample handling subassembly is 
mounted onto the HP5890A GC where the injectors would normally be located. 
The connection between the valve and analytical column is made using a 
stainless steel union with graphite vespel ferrules. 

Trap Design and Sample Collection 

The trap assembly is shown in Figure 2. The trap consists of 0.2-cm ID 
stainless steel tubing coiled around the desorption heater. The cryogenic 
trap is packed with 0.20 gram of glass beads (60/80 mesh). The 
multi-adsorbent trap, which was purchased from Supelco, Inc. 
(Cat. No. 2-0321), contains 0.20 gram of Carbopack B (60/80 mesh) and 
0.05 gram of Carbosieve S-Ill (60/80 mesh). This type of trap is used to 
perform U.S. EPA Methods 624 and 824 which address the collection and analysis 
of VOCs from water by purge and trap. The Supelco trap is cut to length and 
wound around a 1.8-cm o.d. stock prior to being coiled onto the heater. 
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Sample flow through the trap is controlled using: (1) a Tylan readout 
control unit, Model R032-B; {2) a Tylan 0 to 100 standard cubic centimeters 
per minute mass flow controller, Model MFC-260; (3) a Thomas dual diaphragm 
pump; and (4) a Perma Pure Dryer, Model MD-125-48F. The readout control unit 
·in conjunction with the mass flow controller regulates air flow rate through a 
sampling manifold into the trap. Typically, the sample flow rate is 
35 cor/minute with a collection time of 10 minutes. The perma pure dryer with 
a tubular hygroscopic ion-exchange membrane (Nafion) is used to remove water 
vapor selectively from the sampled gas and is placed upstream of the trap. 
The tube size is 30 em x 0.1 em 10, embedded within a shell of Teflon tubing 
of 0.25 em ID. A countercurrent flow of dry zero air (200 to 300 cm3/minute) 
·is used to purge the she 11. The use of this type of dryer has been shown to 
have no affinity for the VOCs of interest in this study (4,5,8). The 
multi-adsorbent trap is installed in a manner that allows sample flow 
'initially through the Carbopack B material and then onto the Carbosieve S-Ill. 
During desorption, the trapped VOCs are backflushed off of the trap. The 
sample flow scheme is shown in Figure 3. 

Automated Sampling and Analysis 

A BASIC program permits automated sampling and analysis procedures to be 
carried out. A run is initiated by activating the program using the HP-3396A 
integrator via the INET loop connecting the GC and the 9122 disk drive. When 
the program starts, five prompts are presented that require an input from the 
analyst. These include the number of samples to run, run name, trap 
collection time, trap cool down time, and clock start run time. Details of 
the BASIC program are presented elsewhere (10). 

Gas Standard Used In Evaluating GC System 

The gas chromatographic system is calibrated by injecting measured 
amounts of a diluted mixture from a calibration cylinder. A gas phase dynamic 
dilution system is used to generate nominal concentrations of 2 to 4 ppb of 
each of these target compounds. Zero air (Aadco, Inc.) serves as the diluent. 

The target compounds were obtained as gases or neat liquids (>98% 
purity) from Matheson, Eastman Kodak, Baker Chemical, or Aldrich Chemical 
Company. A compressed gas cylinder mixture of the compounds is prepared by 
injecting predetermined amounts of each test compound into an aluminum 
cylinder that has been flushed with high-purity nitrogen gas and evacuated. 
After injection of the gas or neat liquid, the cylinder is pressurized to 
1,200 psig with zero air. In order to verify component concentrations, an 
accurately measured quantity of each of the compounds is injected into a 
17.3 m3 , Teflon-lined, aluminum chamber. After equilibration, a GC response 
factor is determined for each compound by withdrawing a known volume of air 
from the chamber and injecting it into the gas chromatographic system. This 
same procedure is used to analyze the gas cylinder standard. Concentrations 
are calculated using the derived response factors. For the above compounds, 
the calculated cylinder concentrations are within± 20% of the 200 ppbv 
nominal targeted values. 

Trap Evaluation 

A glass bead trap was initially installed into the trap/valve 
SIJbassembly. A humidified 41-component standard mixture (2 to 4 ppb) was 
directed into a clean 6-liter, Summa polished, stainless steel sampling 
canister and the trapping/analysis system was challenged with this calibration 
standard. Evaluation of instrument performance was made by comparing 
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qualitative/quantitative results for the newly constructed unit with 
analytical results obtained using a reference gas chromatographic system 
equipped with parallel flame ionization and mass selective detectors. The 
glass bead trap/full cryogenic reference GC system has a record of excellent 
performance based on audit analysis on previous studies carried out at 
Battelle (9). Once it was shown that comparable results are being obtained on 
both systems, then the multi-adsorbent trap was challenged with the same 
41-component mixture. Performance of the multi-adsorbent system was based 
upon comparing target compound recoveries with those observed for the 
cryogenic, glass bead system. 

Field Test of Automated System 

The automated GC system, with the multi-adsorbent trap as the whole air 
concentrating device, was subjected to a 12-day field test. During this time 
the system ran continuously for 10 days collecting and analyzing whole air 
samples on an hourly basis. The only interruption in the sampling regime 
occurred when a daily performance check was made using the 41-component 
calibration mixture. The analytical conditions were the same as those already 
mentioned in this paper. 

Results and Discussion 

Comparison of Cryogenic to Multi-Adsorbent Trapping 

Tables I and II show the results comparing the relative performance of 
the multi-adsorbent trap to the cryogenic trap. The FID results show 
excellent agreement between the two traps for most of the compounds. The 
species displaying lower than expected recoveries are in general compounds 
with poor FlO response (peaks 1 through 7 in Table I). Because of this poor 
response, typically both the cryogenic and multi-adsorbent traps displayed 
large relative standard deviation (RSD) values. These compounds did respond 
well to the ECD and the RSD values reflect acceptable recoveries as shown in 
Table II. 

Six test runs were made that involved the side by side comparison of two 
similar GC systems, one equipped with a cryogenic trap and the other with the 
multi-adsorbent trap discussed in this paper. These analyses of ambient air 
showed that most of the FID and ECD responding compounds for the two GC 
systems were within ±25 percent of the mean concentration (10). 

Field Study 

Due to the favorable comparison of the multi-adsorbent trapping system to 
a full cryogenic unit, the adsorbent system was utilized in a field study. 
Field data results are reported elsewhere (11). However, several results that 
further demonstrated trapping efficiencies and instrument performance are 
reported here. 

During the field study a single point calibration check was performed 
daily. The results are shown in Table III. The RSDs were derived from the 
raw peak areas observed over the 12-day period. The data indicate excellent 
precision for most of the 41 components. Compounds that respond to both the 
FID and ECD have both RSD values reported. Differences in these values 
generally reflect individual response characteristics of those compounds to 
the specific detector. The one compound that did show poor RSD values on both 
detectors was dichlorodifluoromethane. This result agrees with earlier 
laboratory data shown in Tables I and II. 
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On the final day of the field sampling program, the room environment that 
housed the GC system during the study was sampled. Immediately after that 
analysis, a sample of zero air (Airco) was collected and processed through the 
GC system. The room air was indicative of the types and concentrations of 
compounds found during the study. Several of the predominant peaks are 
identified. In reviewing the chromatogram of the zero air, it is apparent 
that no carryover occurred from the previous sample collection. The only 
apparent artifact peak from the multi-adsorbent trap occurred at 24.2 minutes 
and is observed in both analyses. Based upon an equal carbon atom response by 
the FlO, this peak corresponds to a concentration of 0.2 ppb carbon. 

Concurrent with the evaluation of the trap was the assessment of the 
automated sample collection/analytical hardware. During the study the system 
performed uninterrupted analyses with minimal operator interaction. The 
hourly ambient air sampling was halted to perform the daily calibration run 
and change any consumables such as chart paper or gases, but these were the 
only times the instrument was not online monitoring the status of the air at 
the site. No downtime repairs were required. 

The field GC system employed liquid nitrogen to cool the analytical 
column and thereby enhance peak resolution. Prior to the field study, efforts 
w~ere made to either eliminate or reduce the consumption of cryogen without 
sacrificing peak resolution. Various types of capillary columns and a 
prototype cryo refocusing device were evaluated, and these results are 
reported elsewhere (10). We used the adsorbent trap instead of the cryogenic 
9lass bead trap yet still utilized liquid nitrogen to cool the analytical 
column. In this configuration a 30% reduction of liquid nitrogen consumption 
~1as realized. Another advantage in using the adsorbent trap is that extended 
collection times do not result in greater cryogen consumption as would be the 
case with glass bead trapping. 

In the current configuration, the system is sampling the air for 
10 minutes every hour. Potentially, this could result in the loss of 
detecting a discrete plume moving across the site. The flexibility inherent 
with this analytical system makes it possible to modify the BASIC program to 
allow extended collection coverage. Up to 79% sampling time coverage of the 
monitoring cycle is possible using a single system by overlapping sample 
collection for the next run while the analysis of the previous collection is 
being performed {4). 

Trap/Valve Subassembly Modification 

The evaluation of adsorbent traps brought about a modification to 
previously constructed air sampling units. The trap/valve subassembly shown 
in Figure 1 allows for the rapid installation and removal of different traps. 
Earlier designs demanded several hours of effort to change traps (4,5). The 
n,ew configuration has converted the trap/valve into two separable parts: one 
contains the valve/actuator, while the other contains the trap/heater. The 
trap/heater attaches to the rest of the assembly with Swagelock and electrical 
quick-connect fittings. This modification allows for the removal of the 
existing trap assembly and installation of another complete trap/heater unit 
within 20 minutes. As a result, it is possible to change traps rapidly to 
meet new analytical needs or to replace a defective unit. 

The use of a multi-adsorbent trap has resulted in a system that is more 
versatile and less costly to operate than other units without sacrificing 
analytical performance. 
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Table I. Performance of the multi-adsorbent trap compared with 
the cryogenic trap (3-runs), using flame ionization detector 
response. 

Capound 

1) dichlorodifluoro.ethane 
2) •ethyl chloride 
3) 1,2-dichloro-1,1,2,2-tetrafluoroethane 
4) vinyl chloride 
6) •ethyl bro1ide 
6) ethyl chloride 
7) trichlorofluoro.ethane 
8) 1,1-dichloroethene 
!1) dichloro1ethane 

11) 3-chloropropene 
11) 1,1,2-trichloro-1,2,2-trifluoroethane 
12) 1,1-dichloroethane 
13) cis-1,2-dichloroethene 
14) trichloro1ethane 
15) 1,2-dichloroethane 
16) 1,1,1-trichloroethane 
17) benzene 
18) carbon tetrachloride 
1!1) 1,2-dich/oropropane 
21) trichloroethene 
21) cis-1,3-dichloropropene 
22) trans-1,3-dichloropropene 
23) 1,1,2-trichloroethane 
24) toluene 
26) 1,2-dibroaoethene 
26) tetrechloroethene 
27) chlorobenzene 
28) ethylbenzene 
29) ••p-x;rlene 
31) styrene 
31) 1,1,2,2-tetrachloroethane 

and o-xlyene 
33) 4-ethyltoluene 
34) 1,3,5-triaethylbenzene 
35) 1,2,4-tri•ethylbenzene 
36) benzyl chloride 

and •-dichlorobenzene 
38) p-dichlorobenzene 
39) o-dichlorobenzene 
41) 1,2,4-trichlorobenzene 
41) hexachlorobutadiene 

• =only one data point. 
•• = no data. 

Concentration (ppb) 

I Wulti- I I 
Cryogenic R.S.D. Adsorbent R.S.D. Recovery 

2.61 8.18 
2.84 15.17 
2.88 • 
4.81 17.83 
3.18 7 .4!1 
2.58 6.31 
2.74 84.21 
3.22 8.26 
4.11 7.19 
3.22 3.34 
2.72 6.26 
3.117 12.39 
3.48 2.38 
3.46 7.29 
3.34 2.62 
2.88 3.48 
2.83 1.117 
2.98 8.27 
2.89 2.13 
2.93 2.38 
2.93 1.48 
2.93 3.24 
2.83 2.18 
2.46 2.46 
3.18 8.71i 
2.1il 7.51 
2.64 5.42 
2.18 6.31 
2.14 6.88 
2.26 8.61 
4.37 3.52 

1.83 6. 97 
1.83 4.91 
1.88 8.19 
4.21 8.68 

1. 78 4.37 
2.18 6.68 
1.64 111.18 
1.37 lUI 
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1.91 
3.26 

•• 
3.92 
2.18 
2.23 
1.46 
3.12 
3.!18 
3.13 
2.82 
2.78 
3.52 
3.48 
3.33 
2.58 
2.98 
3.16 
2.88 
3.22 
2.82 
2.81 
2.81 
2.51 
2.!11 
2.47 
2.58 
2.19 
2.21 
2.16 
4.2!1 

1.86 
1.81 
2.17 
3.92 

1.79 
2.19 
1. 57 
1.24 

78.77 
21.89 

•• 
1.81 
9.81 
3.49 

47.84 
3.82 
5.42 
2.21 
8.19 
6.41 
3.68 
9.91 
1.87 
6.39 
1.51 
3.113 
1.48 
3.82 
6.119 
1. 72 
1.31 
3.13 
4.71 
4.91 
2.36 
1.48 
4.21 
1.17 
1.117 

1.87 
2.12 

11.47 
3.29 

1. 78 
2.94 

12.33 
8.67 

36 
123 .. 
86 
71 
86 
53 
97 
98 
97 
96 
91 

111 
un 
111 
97 

116 
117 
99 

111 
98 
89 
99 

112 
91i 
98 

112 
111 
113 
98 
98 

111 
98 

111 
93 

111 
111 
98 
91 



Table II. Performance of the multi-adsorbent trap compared with 
the cryogenic trap (3-runs), using the electron capture detector 
response. 

Concentration ~~Eb) 

" t.lulti- " " Co1pound Cryogenic R.S.D. Adsorbent R.S.D. Recovery 

1) dichlorodifluoro1ethane 2.6fl 4.89 2.98 1.83 112 
2) 1,2-dichloro-1,1,2,2-tetrafluoroetnane 2.68 5.73 2.81 8.24 185 
3) •ethyl bro1ide 3.86 11.35 2.68 1.44 86 
4) trichlorofluoro1ethane 2.74 1.33 2.79 8.27 182 
5) 1,1,2-trichloro-1,2,2-trifluorethane 2.72 8.87 2.71 8.28 1118 
6) trichloro1ethane 3.45 8.74 3.45 8.11 188 
7) 1,1,1-trichloroethane 2.66 11.32 2.68 11.25 98 
8) carbon tetrachloride 2.96 11.49 2.92 1.12 99 
9) trichloroethane 2.93 1.54 3.22 8.42 1111 
Ul) 1,2-dibrolrethane 3.116 1.45 2.93 11.45 96 
11) tetrachloroethane 2.51 11.92 2.53 11.83 1111 
12) 1,1,2,2-tetrachloroethane 2.23 3.81 1.99 11.38 89 
13) •-dichlorobenzene 2.16 •• 2.38 3.24 187 
14) p-dichlorobenzene 1.78 "" 1. 63 2.89 Hl8 
15) o-dichlorobenzene 2.16 6.76 2.29 1.66 HIS 

16) 1,2,4-trichlorobenzene 1.64 •• 1.82 6.18 111 
17) hexachlorobutadiene 1.37 8.16 1.28 Ul3 93 

•• = only single run used. 
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Table III. Analytical prec1s1on of multi-adsorbent GC system 
during field study (12 runs). 

Cha llen9e FID ECD 
Concentration " I 

Coapound (ppb) R.S.D. R.S.D. 

1) dichlorodifluoroaethane 2.68 • 98.1 
2) aethyl chloride 2.64 9.83 ** 3} 1,2-dichloro-1,1,2,2-tetrafluoroethane 2.88 53.8 4.23 
4) vinyl chloride 4.81 1.37 ** 
5) aethyl broaide 3.86 3.81 18.8 
8) ethyl chloride 2.58 3.98 ** 
7) trichlorofluoroaethane 2.74 142 2.16 
8) 1,1-dichloroethene 3.22 3.11 •• 
9) dichloroaethane 4.11 7.41 •• 

18} 3-chloropropene 3.22 3.77 •• 
11) 1,1,2-trichloro-1,2,2-trifluoroethane 2.72 3.92 1. 98 
12) 1,1-dichloroethane 3.87 1.34 •• 
13) cis-1,2-dichloroethene 3.48 2.82 .. 
14) trichloroaethane 3.46 1.86 6.82 
15) 1,2-dichloroethane 3.34 1.84 •• 
16) 1,1,1-trichloroethane 2.66 8.98 9.96 
17) benzene 2.83 2.28 •• 
18) carbon tetrachloride 2.96 1.88 7.79 
19) 1,2-dichloropropane 2.69 1.68 " 21l) trichloroethane 2.93 1.47 2.48 
21) cis-1,3-dic:hloropropene 2.93 1. 76 .. 
22) trans-1,3-dic:hloropropene 2.93 2.13 .. 
23) 1,1,2-trichloroethane 2.83 1. 28 •• 
24) toluene 2.46 1.62 •• 
25) 1,2-dibro•oethane 3.86 1.48 11.1 
26) tetrachloroethane 2.61 2.13 2.82 
27} c:hlorobenzene 2.64 1.42 •• 
28) ethyl benzene 2.16 1. 62 •• 
29) a+p-xyhme 2.14 1.35 •• 
30) styrene 2.26 4.18 •• 
31) 1,1,2,2-tetrac:hloroethane 4.37 1.41 3.14 

and o-xlyene 
33) 4-ethyltoluene 1.83 1.33 .. 
34) 1,3,6-tri•ethylbenzene 1.83 1. 71 •• 
36) 1,2,4-triaethylbenzene 1.88 2.48 •• 
36) benzyl chloride 4.28 2.87 6.46 

and a-dichlorobenzene 
38) p-dichlorobenzene 1. 78 3.76 8.88 
39) o-dichlorobenzene 2.16 1. 72 7.19 
48) 1,2,4-trichlorobenzene 1.64 1. 63 16.8 
41) hexachlorobutadiene 1.37 3.91 4.36 

• = not detected. 
•• =does not respond. 
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Figure 3. Sample flow scheme for the automated system. 
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PASSIVE SAMPLING DEVICES AND CANISTERS: THEIR COMPARISON IN 
MEASURING AIR TOXICS DURING A FIELD STUDY 

J. L. varna and J. D. Kulik 
Atmospheric Research and 
Exposure Assessment Laboratory 
U. s. Environmental Protection Agency 
Research Triangle Park, NC 27711 

D. Williams 
NSI Technology Services, Inc. 
Research Triangle Park, NC 27711 

With wide usage of passivated canisters in ambient air 
sampling, any acceptance of an alternate or supplemental sampling 
technique would first require a favorable comparison with canis
ter samplings under identical field conditions. A reusable passive 
sampling device (PSD) that contains a thermally desorbable sorbant, 
such as Tenax-GC®, potentially offers the advantages of unobtrusive 
sampling, rapid recycling, and simplified operation. For 
laboratory comparisons, canisters and PSDs simultaneoulsy sampled 
a:mbient air containing air taxies (>40 vocs) that are measured by 
the gas chromatographic T0-14 Method. In this case, a prototype 
PSD thermal desorber was added to the GC system; the cryogenic 
trapping and chromatographic detection (FID; ECD) were common paths 
for the VOCs from pressurized canisters or desorbed PSDs. Field 
comparisons were warranted after GC backgrounds from desorbed PSDs 
were minimized by (1) thermal bulk cleaning under vacuum and (2} 
i:mproving the individual PSD storage units. In August, 1989, 11 
sampling events (1 canister with 2 PSDs/event) were taken at 4 
sites during a Superfund Innovative Technology Evaluation (SITE) 
s·tudy in Delaware. Large concentration differences between sites 
w·ere measured for benzene, toluene, chlorobenzene, and p-, m- and 
o·-dichlorobenzene; comparative data indicate this PSD method could 
also accurately screen these sites for these vocs. This paper has 
haen reviewed in accordance with the u.s. Environmental Protection 
A9ency's peer and administrative review policies and approved for 
presentation and publication. 
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INTRODUCTION 

There is continued interest in passive sampling devices (PSD) 
because they appear to satisfy the growing need for more simple, 
inexpensive methods to sample the low levels of volatile toxics in 
ambient air. In many cases, a large data base, resulting from a 
large number of samples taken, is required before environmental 
problems can be clearly understood. 

Although chemical alterations can occur during thermal 
desorption from sorbents such as TenaxGC®, there is at least a 200-
fold greater sensitivity to be gained by analysis of the total 
desorbed sample, an advantage that is lost with solvent-extracted 
PSDs. However, the PSD exposure time versus the retention volume 
for a desired chemical species will often limit any ambitions for 
a single sorbent to possess wide-spread, quantitative applications. 
For these reasons, the·selection of PSDs for preliminary initial 
screenings of unknown environments may need to be based upon 
detecting different chemical classes. 

The objective of this paper was to compare canister and PSD 
data under field conditions. In this instance, the utility of the 
PSD was enhanced by limiting its detection to an aromatic class of 
chemicals (substituted benzenes) that demonstrated large retention 
volumes for the sorbent. 

EXPERIMENTAL 

Selection of samplinq sites and vocs 

Canister grab samples were taken from clustered sites near or 
within New Castle County, Delaware and analyzed for volatile 
organic toxics (Method T0-14). Based on these data, the follow
ing four sites were selected for PSDjcanister intercomparison: a 
superfund site (Site A); a landfill (Site B); a state monitoring 
station (Site C); and an active industrial complex (Site D). The 
described PSDjcanister comparisons at these sites were part of the 
Superfund Innovative Technology Evaluation (SITE) Program. 

Benzene, toluene, chlorobenzene, and p-, m- and a-dichloro
benzene were the vocs selected for this comparison. These 
aromatics were verified by GC-MS in the initial site screenings 
and favorable, high retention volumes for these vocs were 
demonstrated in the TenaxGC®-PSD used ( 1) . 

Instrumentation 

A Hewlett-Packard 5880 gas chromatograph, equipped with flame 
ionization and electron capture detectors and fitted with a cryo
genic trap for concentrating VOCs (2), was connected to a prototype 
PSD desorber fabricated by Nutech, Inc. As shown in Figure 1, VOCs 
from either a canister sample (left side) or a thermally desorbed 
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PSD (right side) share a common cryogenic trap (-150C) for pre
concentration prior to chromatographic analysis (HP-1 0.53 mm ID 
X 30m capillary column, 0.88 micron thickness; -50 to 150C thermal 
program). Multi-level calibration was performed to accommodate the 
~ride range of VOC concentrations sampled at the selected sites. 

PSD Analysis 

Passive sampling devices (PSDs), each containing 0.4 g Tenax
GC~ with experimentally measured VOC sampling rates for the 
reported VOCs were bulk cleaned in a stainless steel, teflon a
ring sealed cylinder at 110C under 20 micron vacuum for 8 hours. 
'I'he hot evacuated cylinder was brought to atmospheric pressure by 
adding nitrogen gas. After cooling, the PSDs were transferred to 
t.heir individual air-tight containers under a nitrogen atmosphere 
a.nd then stored in nitrogen-purged metal cans until exposed. 
Previous tests indicated this bulk cleaning procedure would provide 
a. consistent ECD/FID background between PSDs for the duration of 
t.he field study and subsequent period for analysis. After a PSD 
w·as thermally desorbed 10 min in a sealed chamber (Figure 1, far 
right) at 180C, the desorbed vocs were transferred and recollected 
into a -150C cryotrap (Figure 1, far left) by purging the heated 
chamber with a 30 cc\min Helium flow for 10 min. 

canister Analysis 

Six L canisters were subjected to three cycles of evacuation 
and pressurization with ultra-pure air prior to final evacuation 
t.o 20 microns. Random analyses of the cleaned canisters were 
performed prior to the field study. After collection of field 
samples, the canisters were pressurized to 20 psig and the VOCs 
from a 300 cc atmospheric aliquot were trapped in the -150C 
cryotrap at 30 ccfmin prior to chromatographic analysis. 

Field Sampling 

A sampling event was represented by a two hour cocollection 
of a single canister with paired PSDs; 11 sampling events were 
taken over a four day period between 9:00 and 15:30. Days were 
either overcast or sunny during the sampling period; no rainfall 
occurred. canisters were fitted with a linearized sampling orifice 
that provided a constant 25 cc/min sampling over the 2 hour 
sampling. Readings of residual vacuum in the canisters after 
sampling were immediately recorded and these values rechecked prior 
to analysis. Three random PSDs remained unopened as controls 
during sampling and provided a background average for the sampled 
PSDs. The exposed PSDs were placed within 10 em of the canister 
sampling orifice and a metal roof protected all sampling events. 
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RESULTS AND DISCUSSION 

Eight of the 11 sampling events (11 canisters and 25 PSDs) 
collected during this study were taken at Sites A, B and C and the 
analytical data for six volatile organics during the eight events 
are presented in Table I. The superfund site, the landfill and the 
state monitoring station provided similar VOC levels that did not 
exceed 10 ppbv. The screening ability of the PSDs is indicated by 
the general agreement to measured canister concentrations. 
Assessments of benzene, toluene and chlorobenzene exposure could 
be performed using either canister or PSD samples; however, the PSD 
consistently provided information on the dichlorobenzenes that was 
not always obtained by canister analysis. This was to be expected 
at sub-ppbv detection levels because the exposed PSD represented 
a 10-fold sampling volume to that used in the canister analysis. 

Figure 2 graphically compares PSD and canister data from three 
sampling events at an industrial complex having high VOC con
centrations (5 to 293 ppbv range). The PSDs indicated a general 
agreement with the corresponding canister concentrations and they 
show promise as a screening tool for locating pollutant sources, 
especially when the preselected aromatics have large retention 
volumes for the sorbent (1,3). Viewing the general close agree
ment from the paired PSDs, it not understood why the p-chloro
benzene data from the first two events showed a wide spread; 
however, it can be seen that the PSD averages were similar to the 
concomitant canister data. From a verbal report (4) that described 
the rapid VOC fluctuation during long path measurements made at 
Site D during this same period, it is not clear that errors in PSD 
sampling occurred. 

CONCLUSIONS: 

In this field study, the passive sampling devices agreed with 
respective canister data in assessing the targeted aromatic 
volatile concentrations at four sampling sites. If only PSDs were 
chosen as site screening devices, the following sampling 
recommendations are as follows: 

1. several progressive exposure periods (30 -120 min) should 
be used, especially if the targeted vocs have marginal 
retention volumes. A three PSD/site minimum should be 
taken since analysis of sample aliquots is not currently 
possible. 

· 2. In general, agreement between canister and PSD con
centrations appeared concurrent with close toluene 
results; therefore, toluene levels between TenaxGC®-PSDs 
should be compared in assessing sample integrity. 
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3. The prototype PSD desorber-GC system produced chromato
graphy equal to that achieved with canister sampling. 
It is recommended that both flame ionization (FID) and 
electron capture detectors be used when a wide range of 
concentrations may be encountered. 

DISCLAIMER 

The research described in this article does not neces
sarily reflect the views of the Agency and no official 
endorsement should be inferred. Mention of trade names 
or commercial products does not constitute endorsement 
or recommendation for use. 
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TABLE 1. Comparison of PSD and canister air sampling at three sites 
in Delaware Field Study. Superfund Site (A); Landfill (B) i 
State Monitor Station (c) • 

SITE A SITE B SITE c 

Sampling Events: 1 2 3 4 5 6 7 8 

Analyte: 
Benzene: 

PSD #1 1.20 0.80 0.28 2.75 2.97 0.86 3.15 2.48 
PSD 12 1.30 

____ a 
0.44 1. 64 2.12 1.20 3.14 2.39 

PSD avg 1.25 0.80 0.36 2.19 2.54 1.03 3.15 2.44 
Canister 3.75 1.18 0.92 2. 11 2.33 0.32 2.35 2.33 

Toluene: 
PSD #1 6.26 1. 60 0.95 7.63 7.34 2.57 8.60 9.57 
PSD #2 7.50 1.18 4.91 4.18 3.28 9.32 9.39 
PSD avg 6.88 1. 60 1. 06 6.27 5.76 2.93 8.96 9.48 

Canister 5.32 2.17 1.88 5.54 3.97 1.15 6.05 5.37 

Chloro-
Benzene: 

PSO #1 2.14 0.75 1. 76 1. 36 0.68 2.54 3.77 0.22 
PSO #2 2.90 2.46 2.42 3.36 2.49 3. 72 0.23 
PSO avg 2.52 0.75 2.11 1. 89 2.02 2.52 3.75 0.23 

Canister 2.05 1.41 1.05 1. 02 0.96 2.03 1.12 0.78 

m-c1 2-
Benzene: 

PSD #1 0.65 1.17 0.55 0.97 1. 06 0.21 0.50 0.35 
PSD #2 0.62 0.58 0.55 0.99 0.48 0.22 1.14 
PSD avg 0.64 1.17 0.57 0.76 1. 03 0.35 0.36 0.75 

Canister o. 71 0.91 0.92 0.60 1.27 1. 78 0.59 0.59 

p-c12-
Benzene: 

PSD #1 1. 70 1. 62 0.49 2.33 1.07 1. 70 0.95 2.69 
PSD #2 4.15 0.78 2.02 1.41 1. 47 1.31 2.62 
PSD avg 2.92 1. 62 0.64 2.18 1.24 1. 59 1.13 2.66 

Canister NO NO NO ND NO 0.98 0.56 1.09 

o-c12-
Benzene: 

PSD #1 0.83 0.27 0.25 o. 26 0.46 0.20 0.13 0.72 
PSD #2 1.24 0.41 0.87 0. 24 0.17 0.28 0.76 
PSD avg 1.04 0.27 0.33 0.57 0.35 0.19 0.21 0.74 

Canister 0.33 ND NO 0.33 1. 58 0.37 0.29 0.40 

--------------------------------------------------------------------------
1 

--- sample lost during desorption/analysis 
NO = Not Detected 
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Plumbing Schematic for Canister - PSD Analysis 
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.Pigure 1. Plumbing pathways for VOC analysis. Collect/analysis valve stages 
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(Right side). 
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CANISTER/PSD SAMPLINGS AT SITE D 
1989 DELAWARE FIELD STLOY 

500 ~--------------------------------------------------, 
EZ:J CANISTER 

400 I&J PSD AVG. & 

300 

200 

100 

300 

> 82 200 
Q. 

100 

200 

HIGt-i <j> 

.JLL 3 1 1 3:00 

AUG 1 15:00 

M-0..2-BZ P-0...2-QZ o-Q..2-BZ 

Figure 2. Comparative data of canister and paired PSD samples from three 

sampling events near an active industrial complex during field study (Site D). 
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Karen D. Oliver 
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Research Triangle Park, North Carolina 27709 

Sector sampling for volatile organic compounds (VOCs) entails the use of an 
integrated sampling scheme coupled to a wind direction sensor. Whole air is 
collected at a constant rate into one of two SUMMA canisters depending upon 
wind direction; when the wind comes from the suspected emissions area, sample 
is routed into the "IN" sector canister; otherwise, sample is collected in the 
"OUT" sector canister. For this set of experiments, the IN and OUT sectors were 
90 and 270°, respectively, with the IN sector centered on the VOC source. Two 
sam ping sites were used, the first about two miles north by northeast of a group 
of industrial facilities, and the second was located about one mile south by 
southeast of these sources. Sites were alternately operated with duplicate 
sampling systems. The resultant data comparisons between IN and OUT 
concurrent samples show good correlations to expected VOC emissions, as 
determined by grab samples taken within the target area. 
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Introduction 

The U.S. Environmental Protection Agency (EPA) has developed 
methodology over the past six years for the trace-level determination of certain 
nonpolar volatile organic compounds (VOCs) in the ambient air. This is based 
upon the use of SUMMA~ polished canisters for collecting whole air samples for 
subsequent _laboratory analysis. Details for the method are available in Method 
T0-14 of the EPA compendium of methods.1 Typical applications of T0-14 
involve time-integrated point monitoring, usually for 24-h periods, as in EPA's 
Toxic Air Monitoring System (TAMS) network2 or the Urban Air Taxies Monitoring 
Program (UATMP).3 Though point monitoring has proven to be useful in 
documenting VOC concentrations, more sophisticated monitoring strategies 
have been under development to produce additional information such as time 
variability of VOC concentrations and VOC source locations. This has involved 
semi-real-time, in situ VOC determination with concurrent wind speed and 
direction measurement to allow calculation of back trajectories of VOCs,4 time
dependent measurements in indoor air situations,S-7 and wind-direction
dependent VOC measurementS 

This work concerns the use of a spatially resolved air monitoring strategy for 
inferring VOC emissions from suspect sources. The philosophy of the method is 
collection of ambient air into one of two containers, depending upon whether or 
not the wind is blowing from a sector containing the suspected VOC source. The 
differences between the "IN" sector sample and the "OUT" sector sample at a 
single monitoring site will provide candidate VOCs emanating from the IN sector 
source. In effect, this "Sector" method provides its own background via the OUT 
sector sample. To corroborate this identification, additional sites can be 
operated simultaneously at other directions from the suspect source. 

This methodology was tested in an airshed containing a cluster of industrial 
VOC sources. Two fixed monitoring sites were used, one about two miles north 
by northeast of the sources, the second less than one mile south by southeast, as 
diagrammed in Figure 1. Each site was operated in duplicate for part of the time. 
In addition, various grab samples were taken among the sources. The resulting 
samples were analyzed for a variety of nonpolar volatile organic "taxies" (listed 
in reference 1) and for C4 to C1o alkanes. A data interpretation method is 
presented for the Sector method to deduce the trace-level contributions of the 
suspected source area to the receptor sites. The grab sample results are 
presented to confirm these deductions. 

Experimental Section 

All samples were collected in 6-liter volume stainless steel canisters with 
internally passivated surfaces. The~ are often referred to as "SUMMA cans" 
because of the proprietary internal (SUMMA) passivation procedure used by the 
manufacturers. Canisters are cleaned prior to sample collection by evacuation to 
less than 50 p.m Hg at an elevated temperature of 100°C. Quality assurance of the 
clean-up procedure is performed on a subset of these canisters by filling them 
with humidified zero air and analyzing for residual contamination. In the field, 
samples are always collected by starting at the clean-up vacuum (<50 p.m Hg). 
Details of the use of various configurations of these sampling devices and the 
associated compound storage stability are available in Method T0-141; some 
additional representative publications are given in the reference section.9-11 The 
canisters used for this project were from two manufacturers: SIS, Inc. (Moscow, 
Idaho) and Biospherics, Inc. (Hillsborough, Oregon). 

The sector samplers consist of a conventional "R"-type actively pumped 
flow configuration9, 10 with the exception that a three-way valve allows routing 
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the air sample flow between two canisters. The destination of the flow is 
dependent upon the wind direction; that is, its routing to one of the two 
sampling canisters depends upon a signal from a wind sensor that determines 
whether the air is coming from the suspect source (IN sector) or not {OUT sector). 
A diagram of this configuration is presented in Figure 2. Three sector samplers 
from Xontech, Inc. (Van Nuys, CA), were used in this study. Sample flow was 
maintained at about 10.5 cm3/min, which would result in a final canister pressure 
of 20 psig after 24 h if the wind direction never changed. Typically, the IN sector 
canister fills at a lower rate because the respective sector is smaller than that for 
the OUT canister (90 vs. 270°); sometimes two OUT sector samples are collected 
before sufficient volume of IN sample is collected for analysis. 

For the first two tests, site 1 was operated in duplicate with samplers #1 and 
3, and for the remaining two tests, site 2 was operated in duplicate with samplers 
#2 and 3. The details of the sampling program, times, sites, sampler number, and 
canister number, are given in Table I. 

Two secure sites were provided by the State of Delaware for our 
experiments; both had electrical power available for the samplers. The sites were 
in the New Castle area near a variety of industrial sources including a coal-fired 
power plant, an oil refinery, a petroleum product storage and transfer facility, 
various chemical manufacturers, and plastics manufacturing plants. The samplers 
were operated with 90° IN sectors (with corresponding 270° OUT sectors). A 
diagram of the relative locations of the sources, sampling sites, and the IN sectors 
is given in Figure 1. 

All analyses were performed by gas chromatography/mass spectrometry 
(GC/MS; Hewlett-Packard [HP] model 5880A gas chromatograph and model HP-
59708 mass selective detector, Hewlett-Packard, Avondale, PA, and Palo Alto, CA, 
respectively) in selected ion monitoring mode for the T0-14 list of 40 nonpolar 
VOCs. In addition, a flame ionization detector {FlO) was used in parallel at the 
column outlet to determine nontarget compounds, primarily the C4 to C10 
alkanes. Sample was preconcentrated with a Nutech 320-1 cryogenic focussing 
unit (Nutech, Inc., Durham, NC) and separated on an HP 50-m by 0.32-mm-i.d., 
HP-1 fused-silica capillary column. Some of the grab samples taken among the 
sources were analyzed by GC/MS scan methods (28.5 to 350 amu) to identify all 
major organic constituents. The higher level compounds were then quantified by 
using a second GC (also an HP-5880A), equipped with an FID and an electron 
capture detector. The general analytical methods for these analyses are 
presented in the literature12-14; the specific analytical protocols used for the 
sector sample analyses are identical to those for EPA's TAMS network and are 
described in detail in the current TAMS report.2 Most of the grab samples were 
taken near a chlorinated compound manufacturer (see Figure 1, source #1); 
some additional samples were taken very near (and downwind from) the 
petroleum distiller's tank farm (Figure 1, source 4). 

Results and Discussion 

Grab samples showed two specific groups of compounds, depending upon 
location; typical ranges of concentrations are given in Table II for samples taken· 
near the tank farm and near the chlorinated chemicals manufacturer. These 
compounds were extremely variable in time, and we typically collected only grab 
samples when there were indications that an "event" was occurring, such as 
smells, data from real-time instrumentation, or obvious plumes. Most of these 
samples were taken near the chlorinated chemicals plant, and the results are 
from mass spectrometry data. The alkane and hydrocarbon data are from a few 
grab samples taken on a roadway near the oil storage facility and are based upon 
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approximations from FlO traces. Only compounds that exceeded 10 ppbv in at 
least one sample are listed in the table. 

The data from the sector samplers is broken down into two categories, mass 
spectrometry data for "target compounds," the toxic VOCs as listed in Method 
T0-14, and data for the alkanes and other hydrocarbons that were taken from 
FlO traces and quantified with respect to a calibrated benzene response. 

Cursory inspection of the concentration data reveals that differences 
between the IN and OUT paired sector samples are subtle and that the 
concentrations at the sites 1 to 3 miles away from the sources are essentially at 
background levels. To allow the extraction of useful information from this data 
set, a parameter for comparing paired IN and OUT sector data on a per 
compound basis was defined as 

R = (IN- OUT)/(IN + OUT + 10-6) (1) 

where IN and OUT are concentrations in parts per billion by volume for specific 
sample sets and individual compounds. The addition of 10-6 in the denominator 
is a calculational aid to avoid dividing by zero. 

The parameter R ranges from -1 to + 1 and can accommodate 
0 concentration values. Positive R values indicate an IN sector prevalence, 
whereas negative values indicate an OUT sector prevalence. The absolute value 
of R gives a relative measure of the importance of a compound in a sector. For 
example, consider the following cases: 

If 

IN >>OUT 
IN= 20UT 
IN= OUT 
IN = 1/2 OUT 
IN<< OUT 

Then 

R = + 1 
R = +0.33 
R=O 
R = -0.33 
R = -1 

Because this is a "ratio" parameter, some consideration must be given to dealing 
with very low concentration values. That is, when the minimum quantifiable 
level is approached, at which point is a concentration considered zero or some 
minimum value? These decisions can easily change the calculated R from 0 to ± 1. 
This was handled by rounding all data to the nearest 0.1 ppbv (defined as our 
minimum quantifiable level for this project}, generating all the Rvalues, and then 
generating overall averages of concentrations for each compound from the 
sector samples. For compounds that exhibited average concentrations at or 
below the minimum quantifiable level, the R values were not considered as 
strong indicators of sector prevalence. 

Even in the absence of any sources, there will be scatter in the R values from 
the intrinsic sampling and analytical precision errors. We assumed that such error 
is normally distributed and derive a measure of significance by calculating a 
relative standard deviation (RSO) and a mean for various categories of R values. 
The resulting data can then be interpreted in light of the RSD values; that is, 
different levels of confidence can be assigned to determinations of whether a 
compound is emanating from the source sector. In addition, the use of duplicate 
sampling allows direct comparisons between nominally identical samples. 
R values and their RSOs calculated for such paired samples can also serve to 
indicate any system problems with the samplers. 

Reduced data from the sector sampling experiments are presented as a 
compilation of average R values and RSOs on a per compound basis for site 1 
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(Table Ill}, site 2 {Table IV}, and for all data combined (Table V). Data from 
duplicate samplers are included because these were totally independent 
concurrent measurements. A third column is added for convenience, in which the 
ratios of the average R value and the RSD are given. This parameter (statistical 
significance) is defined as 

S = R(ave)/RSD (2) 

and serves as an indicator of the statistical significance of the R value in the 
following manner: 

If Then 

-0.5 < S < + 0.5 the mean value of R is less than 1/2 standard deviation 
from the null hypothesis: No statistical difference 
between IN and OUT sectors 

-1.0 < S < -0.5 there exists a moderate statistical difference between 
or IN and OUT sectors: NegativeS corresponds to OUT 

+ 0.5 < S < + 1.0 sector, positiveS corresponds to IN sector 

S < -1.0 there exists a significant statistical difference between 
or IN and OUT sectors: NegativeS corresponds to OUT 

S > 1.0 sector, positiveS corresponds to IN sector 

A similar compilation of information for all the duplicate samples is 
presented in Table VI; in this case, the S values are measures of overall 
compound-dependent sampling and analytical scatter. Table VII contains the 
overall averages of concentrations for each compound. 

The information from Tables Ill through VII is reduced into Table VIII, where 
statistically significant sector assignments are made. Compounds are labeled as 
associated with the IN or OUT sector for site 1 or site 2; and for the composite 
data set, they are labeled both for ''moderate" statistical difference and for 
"significant" statistical difference. 

The following "filtering" was applied to the data to arrive at the results in 
Table VIII: 

• Dichloromethane data were deleted because duplicate precision data 
from Table VI exhibit both a high R value and a large S value; this 
indicates a systematic problem, possibly contamination. 

• Benzene, toluene, and 1,2,4-trimethylbenzene data exhibit S values 
greater than 0.5 for their duplicate comparisons (Table VI). Because the 
corresponding R values were all below 0.1 (very close to neutral bias), 
this indicates scatter in side-by-side sampling without appreciable 
systematic error. Also, examination of the raw data shows that these 
compounds were internally consistent within their respective samplers. 
Therefore, this data was considered useful. The methylpentane isomers 
were also treated this way. 

• Ethyl chloride and vinylidene chloride were deleted from summary Table 
VIII because the overall average concentration throughout the study was 
well below the minimum quantifiable level (see Table VII), and they 
were found during only one sampling episode at low levels. 
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• Though a few other compounds such as trichlorobenzene, n-octane, and 
n-nonane exhibit low average concentrations in Table VII, these data 
were judged useful and included in Table VIII because they were found 
in about half the samples at levels exceeding the minimum quantifiable 
level. 

The final results in the summary Table VIII show the following: 

• The most "moderate" and "significant" correlations are for site 2; this is 
expected because this site is closer to the sources, as seen in Figure 1. 

• Most of the positive correlation is for the aliphatic and aromatic 
hydrocarbons; the source area is dominated by petroleum product 
processing and storage. 

• Freon 12 exhibits a definite OUT sector prevalence for site 1 and a 
moderate IN sector prevalence for site 2. This points out the benefit of 
using at least two sites when sector-sampling air from a suspected 
source. In this case, the source of the Freon 12 is apparently somewhere 
in the IN sector for site 2 but also north or northeast of site 1; therefore, 
it is not coming from the source area. 

Given the data from Table VIII, one can conclude reasonably that the 
following compounds are candidates of VOC source emissions from the suspect 
source area: 

benzene 
toluene 
chlorobenzene 
ethyl benzene 
m,p-xylene 
p-dichlorobenzene 
a-dichlorobenzene 

trichlorobenzene 
isobutane 
butane 
isopentane 
pentane 
cyclopentane 
2-methylpentane 

3-m ethyl pentane 
n-hexane 
methylcyclopentane 
cyclohexane 
isooctane 
n-octane 

When this list is compared to the listing of dominant VOCs found in the grab 
samples {Table II), we see that every compound from Table II is identified as an 
emission candidate by the sector sampler method. The additional compounds are 
likely lower level steady-state source emissions that did not exhibit greater than 
10 ppbv levels, or event releases that were missed by the few grab samples. 

Conclusions and Recommendations 

The sector sampling methodology and the described data reduction 
techniques can provide VOC data that indicates probable source emission 
identifications, even at distances of one to three miles. This is a useful technique 
for both short-term VOC screening of suspect sources and for long-term 
monitoring of the contributions from a specific source. The method is optimized 
by the use of multiple sites and by minimizing the distance between the receptor 
site and the suspect source; distances of one mile or less are recommended. 
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Table I. Sector Samples- Times and Locations 

Time period Site Sampler Canisters 

IN OUT 

11:00 8/1 1 1 1 1 05,50 
17:10 8/3 1 3 02 74,08 

2 2 77 24,42 

17:15 8/3 1 1 23 14 
9:20 8/5 1 3 46 32 

2 2 73 64 

10:30 8/5 1 1 75 53 
17:18 8/6 2 2 62 35 

2 3 11 16 

17:25 8/6 1 1 75 76,31 
14:00 8/8 2 2 71 48,13 

2 3 65 45,44 
asecause of wind conditions, canister #75 serves as IN sample for P4 site for last two time periods. 

Table II. Results from Grab Samples: Compounds Found at Levels Higher than 
Typical Background Concentrations 

Chlorinated chemicals manufacturer Petroleum products storage/handling 
(mass spectrometer data) facility (approx. FlO data) 

Compound 
~pbv Range 
10 samples) Compound 

ppbv Range 
(2 samples) 

dichloromethane 1-12 butane 22-103 
benzene 1-51 isopentane 13-444 
chlorobenzene 7-260 pentane 7-200 
p-dichlorobenzene 12-247 2-methylpentane 2-50 
a-dichlorobenzene 4-154 3-methylpentane 2-25 
trichlorbenzene 1-41 methylcyclopentane 1 -13 
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Table Ill. IN vs OUT Comparisons- Site 1 a 

R (ave) RSD Compound s 

-0.230 0.217 FREON 12 -1.060 
-0.169 0.269 M ETHYLCHLORID -0.628 
-0.333 0.516 ETHYLCH LORI DE -0.645 
-0.056 0.078 FREON 11 -0.715 
0.000 0.000 VINYLIDENECHL ERR 

-0.008 0.101 DICH LOM ETHANE -0.080 
0.129 0.231 FREON 113 0.557 
0.063 0.211 M ETHYLCH LFORM 0.296 
0.067 0.075 BENZENE 0.898 

-0.081 0.151 CARBONTETCHLO -0.536 
-0.005 0.090 TOLUENE -0.051 
0.433 0.496 CHLOROBENZENE 0.873 
0.094 0.162 ETHYLBENZENE 0.583 
0.073 0.199 m,p-XYLENE 0.367 

-0.006 0.266 o-XYLENE -0.022 
-0.333 0.816 4-ETHYLTOLUEN -0.408 
0.000 0.632 1,3,5-METBENZ 0.000 
0.043 0.246 1,2,4-METBENZ 0.176 
0.230 0.694 p-DICHLORBENZ 0.332 
0.056 0.136 o-DICHLORBENZ 0.408 
0.000 0.000 TRICHLBENZENE ERR 

0.094 0.170 ISOBUTANE 0.556 
0.149 0.129 BUTANE 1.152 
0.171 0.107 ISOPENTANE 1.596 
0.135 0.080 PENTANE 1.673 
0.239 0.428 CYCLOPENTANE 0.559 
0.165 0.115 2-METHPENTANE 1.437 
0.229 0.140 3-METHPENTANE 1.640 
0.096 0.161 n-HEXANE 0.594 
0.178 0.150 METHCYCPENTAN 1.185 
0.113 0.138 CYCLOH EXANE 0.816 
0.029 0.129 ISOOCTANE 0.228 

-0.087 0.466 n-HEPTANE -0.187 
0.056 0.646 n-OCTANE 0.086 
0.134 0.992 n-NONANE 0.135 
0.072 0.366 n-DECANE 0.197 

a Abbreviations are R =(IN- oun/{IN +OUT+ 1 0-6), RSD =relative standard deviation, 
S = R(ave)/RSD 
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Table IV. IN vs OUT Comparisons- Site 2a 

R (ave) RSD Compound s 

0.239 0.378 FREON 12 0.632 
0.016 0.139 METHYLCHLORID 0.114 
0.000 0.000 ETHYLCHLORIDE ERR 

-0.009 0.075 FREON 11 -0.115 
-0.166 0.407 VINYLIDENECHL -0.408 
0.039 0.045 DICHLOMETHANE 0.868 

-0.175 0.406 FREON 113 -0.431 
-0.032 0.086 M ETHYLCH LFORM -0.374 
0.170 0.088 BENZENE 1.925 
0.048 0.223 CARBONTETCH LO 0.213 
0.144 0.049 TOLUENE 2.952 
0.395 0.128 CHLOROBENZENE 3.083 
0.122 0.142 ETHYLBENZENE 0.858 
0.161 0.048 m,p-XYLENE 3.328 
0.142 0.128 a-XYLENE 1.113 
0.079 0.137 4-ETHYLTOLUEN 0.580 

-0.198 0.633 1,3,5-METBENZ -0.313 
0.102 0.128 1,2,4-METBENZ 0.797 
0.350 0.203 p-DICHLORBENZ 1.721 
0.342 0.198 o-DIC H LORB E NZ 1.727 
0.683 0.402 TRICHLBENZENE 1.700 

0.449 0.188 ISOBUTANE 2.383 
0.352 0.166 BUTANE 2.120 
0.306 0.097 ISOPENTANE 3.164 
0.304 0.152 PENTANE 2.001 
0.555 0.501 CYCLOPENTANE 1.107 
0.291 0.164 2-METHPENTANE 1.777 
0.250 0.122 3-M ETH PENTANE 2.044 
0.342 0.159 n-HEXANE 2.148 
0;190 0.165 METHCYCPENTAN 1.155 
0.250 0.204 CYCLOHEXANE 1.225 
0.261 0.169 ISOOCTANE 1.543 
0.278 0.389 n-HEPTANE 0.713 
0.611 0.443 n-OCTANE 1.380 
0.111 0.172 n-NONANE 0.645 

0.190 0.268 n-DECANE 0.712 
aAbbreviations are R =(IN- ount(IN +OUT+ 1 Q-6), RSD =relative standard deviation, 
S = R(ave)/RSD 
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Table V. IN vs OUT Comparisons- Combined Data Seta 

R (ave) RSD Compound s 

0.004 0.383 FREON 12 0.011 

-0.076 0.226 METHYLCHLORID -0.338 
-0.167 0.389 ETHYLCHLORIDE -0.428 

-0.032 0.077 FREON 11 -0.419 
-0.083 0.288 VINYLIDENECHL -0.289 

0.015 0.079 DICHLOMETHANE 0.197 
-0.023 0.353 FREON 113 -0.065 
0.015 0.162 METHYLCHLFORM 0.094 
0.119 0.095 BENZENE 1.254 

-0.017 0.194 CARBONTETCH LO -0.086 
0.070 0.104 TOLUENE 0.672 
0.414 0.346 CHLOROBENZENE 1.196 
0.108 0.146 ETHYLBENZENE 0.741 
0.117 0.146 m,p-XYLENE 0.804 
0.068 0.214 o-XYLENE 0.318 

-0.127 0.598 4-ETHYLTOLUEN -0.212 
-0.099 0.612 1,3,5-METBENZ -0.162 
0.073 0.190 1,2,4-METBENZ 0.384 
0.290 0.492 p-DICHLORBENZ 0.590 
0.199 0.221 o-DICHLORBENZ 0.901 
0.341 0.448 TRICHLBENZENE 0.762 

0.272 0.252 ISOBUTANE 1.078 

0.250 0.177 BUTANE 1.414 
0.239 0.120 ISOPENTANE 1.984 

0.219 0.146 PENTANE 1.504 
0.397 0.474 CYCLOPENTANE 0.838 
0.228 0.150 2-METHPENTANE 1.520 
0.239 0.125 3-M ETH PENTANE 1.906 
0.219 0.199 n-HEXANE 1.096 
0.184 0.150 METHCYCPENTAN 1.224 
0.181 0.181 CYCLOHEXANE 1.002 
0.145 0.188 ISOOCTANE 0.774 

0.095 0.451 n-HEPTANE 0.211 
0.333 0.602 n-OCTANE 0.553 
0.122 0.679 n-NONANE 0.180 
0.131 0.312 n-DECANE 0.421 

aAbbreviations are R= (IN- OUT)/(IN +OUT+ 10-6), RSD =relative standard deviation, 
S = R(ave)/RSD 
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Table VI. Duplicate Samples Comparisonsa 

R (ave) RSD Compound s 

0.113 0.319 FREON 12 0.354 

0.001 0.206 METHYLCHLORID 0.007 

0.000 0.000 ETHYLCHLORIDE ERR 

0.034 0.074 FREON 11 0.466 

0.000 0.000 VINYLIDENECHL ERR 

·0.350 0.287 DICHLOMETHANE -1.218 

0.016 0.433 FREON 113 0.038 

0.006 0.110 METHYLCHLFORM 0.058 

0.063 0.064 BENZENE 0.972 

0.067 0.211 CARBONTETCHLO 0.316 

0.029 0.047 TOLUENE 0.624 

0.052 0.191 CHLOROBENZENE 0.274 

0.000 0.094 ETHYLBENZENE 0.000 

0.006 0.054 m,p-XYLENE 0.103 

-0.002 0.151 O·XYLENE ·0.015 

0.020 0.475 4·ETHYLTOLUEN 0.042 

0.033 0.483 1,3,5-METBENZ 0.069 

0.084 0.161 1,2,4-METBENZ 0.524 

-0.156 0.589 p·DICHLORBENZ -0.265 

·0.180 0.436 O·DICHLORBENZ -0.412 

0.014 0.045 TRICHLBENZENE 0.316 

0.021 0.074 ISOBUTANE 0.288 

0.011 0.069 BUTANE 0.162 

0.015 0.063 ISOPENTANE 0.233 

0.026 0.064 PENTANE 0.411 

-0.036 0.482 CYCLOPENTANE ·0.075 

-0.044 0.061 2-METHPENTANE -0.723 

·0.038 0.068 3-M ETH PENTANE -0.559 

0.015 0.086 n-HEXANE 0.172 

-0.048 0.110 METHCYCPENTAN -0.433 

0.000 0.094 CYCLOHEXANE 0.000 

0.137 0.313 ISOOCTANE 0.437 

0.133 0.322 n-HEPTANE 0.414 

0.100 0.316 n-OCTANE 0.316 

0.000 0.471 n-NONANE 0.000 

-0.001 0.195 n-DECANE -0.006 
aAbbreviations are R =(IN- OUT)/(IN +OUT+ 10-6), RSD =relative standard deviation, 
S = R(ave)/RSD 
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Table VII. Average Concentrations Measured- Total Data Set 

Compound ave ppbv Compound ave ppbv 

FREON 12 0.52 ISOBUTANE 1.20 
METHYLCHLORID 0.49 BUTANE 2.22 
ETHYLCH LORI DE 0.02 ISOPENTANE 2.37 
FREON 11 0.33 PENTANE 1.05 
VINYLIDENECHL 0.00 CYCLOPENTANE 0.09 
DICHLOMETHANE 0.99 2-METHPENTANE 0.53 
FREON 113 19.98 3-M ETH PENTANE 0.37 
M ETHYLCH LFORM 0.48 n-HEXANE 0.32 
BENZENE 0.58 M ETHCYCPENTAN 0.17 
CARBONTETCHLO 0.14 CYCLOHEXANE 0.15 
TOLUENE 0.99 ISOOCTANE 0.19 
CHLOROBENZENE 0.25 n-HEPTANE 0.11 
ETHYLBENZENE 0.18 n-OCTANE 0.07 
m,p-XYLENE 0.56 n-NONANE 0.05 
o-XYLENE o:23 n-DECANE 0.22 
4-ETHYLTOLUEN 0.09 
1,3,5-METBENZ 0.09 
1 ,2,4-M ETB ENZ 0.27 
p-DICHLORBENZ 0.61 
o-DICHLORBENZ 0.13 
TRICHLBENZENE 0.04 
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Table VIII. Reduced Sector Data -Compounds Assigned to IN or OUT Sectors 

Moderate stat. sign. Significant stat. sign. 

Combined Combined 
Compound Site 1 Site 2 data set Site 1 Site 2 data set 

FREON 12 OUT IN OUT 
METHYLCHLORID OUT 
FREON 11 OUT 
FREON 113 IN 
METHYLCHLFORM 
BENZENE IN IN IN IN IN 
CARBONTETCH LO OUT 
TOLUENE IN IN IN 
CHLOROBENZENE IN IN IN IN IN 
ETHYLBENZENE IN IN IN 
m,p-XYLENE IN IN IN 
o-XYLENE IN IN 
4-ETHYLTOLUEN. IN 
1,3,5-METBENZ 
1,2,4-METBENZ IN 
p-DICHLORBENZ IN IN IN 
o-DICHLORBENZ IN IN IN 
TRICHLBENZENE IN IN IN 

ISOBUTANE IN IN IN IN IN 
BUTANE IN IN IN IN IN IN 
ISOPENTANE IN IN IN IN IN IN 
PENTANE IN IN IN IN IN IN 
CYCLOPENTANE IN IN IN IN 
2-METHPENTANE IN IN IN IN IN IN 
3-METHPENTANE IN IN IN IN IN IN 
n-HEXANE IN IN IN IN IN 
M ETHCYCPENTAN IN IN IN IN IN IN 
CYCLOHEXANE IN IN IN IN IN 
ISOOCTANE IN IN IN 
n-HEPTANE IN 
n-OCTANE IN IN IN 
n-NONANE IN 
n-DECANE IN IN 
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1. Chlorinated Chemical Manufacturer 

2. Power Plant (Coal) 

3. Oil Refinery 

4. Oil Tank Farm 

5. Chemical Company 

6. Liquified Gas Manufacturer 

7. Plastics Manufacturer 

. . . .... .. - . - ..... 8 . Truck Depot 
N .... 
N 

Figure 1. Diagram of relative locations of sector sampling sites and the suspect sources. 
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Remote FTIR Measurement of Chemical Emissions 

Robert H. Kagann, Ralph DeSimone, Orman A. Simpson 
MDA Scientific, Inc. 
Norcross, Georgia 

and 

William F. Herget 
Nicolet Analytical Instruments 
Madison, Wisconson 

We have made longpath FTIR measurements as part of a study sponsored by the 
Superfund Innovative Technology Evaluation (SITE) program. The purpose of the study was 
to compare concentrations measured by the FTIR remote sensor with those measured, by 
GC/MS techniques, on samples collected in canisters. The concept of the FTIR system is based 
on the Remote Optical Sensing of Emissions (ROSE) system, designed by W. F. Herget.1 The 
current system is a design variation which uses a single telescope to both transmit the ir 
probe beam and to receive the return beam reflected from a retroreflector placed out in the 
field. A Cassagrain telescope with a 37 em primary mirror is directed at a remotely located 
retroreflector. This arrangement simplifies system alignment as compared to the original 
ROSE system. A Nicolet Model 730 FTIR system is coupled to the telescope with appropriate 
transfer optics. Other advantages of the current system are smaller overall size, much 
greater disk storage capacity, and a competerized concentration calculation program which 
performs a classical least squares fit of absorption bands to precisely measured reference 
spectra. 

. For the subject program, the FTIR remote sensor was mounted in the rear of an 
airconditioned motor vehicle. The telescope was aimed out through an open window. The 
measurements were made at seven sites in the vicinity of New Castle, Delaware. Total path 
lengths ranged from 250 to 1 022 meters. Elevated levels of methane were measured along 
with ammonia, in the vicinity of a municipal incinerator landfill site. Chlorobenzene and 
p-dichlorobenzene were measured in the vicinity of a chemical plant. Simultaneous canister 
collections of the chlorobenzenes were made to test the accuracy of the remote sensor; these 
are presented in another paper by Russwurm and McCienny.2 
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Ale Name Time PathlenQth No. o4 Sweeps Melhane co 'p-dichlbenzene Chlorobenzene 
(meters_}_ _ippml (ppb) (ppb) (ppb) 

~ 
.. 

A00731 .001 10:51:03 374 256 1.38(22) 90(160) 62(11) 
A00731.002 11:48:28 374 64 1.60(13) 400_1_240} 37.5(6.0) 46(32) 
A00731.003 11 :52:53 374 64 1.56(12) 290(170) 31.6(6.3) a or 31 l 
A00731.004 11:57:36 374 64 1.58(12) 310(180) 31.2(8.3) 36(31) 
A00731.005 12:02:27 374 64 1.63(121 410(230) 51.9(4.9) 39124) 
A00731.007 12:28:20 374 64 190(100) 62. t (6 .3_1 88(33} 
A00731.008 12:32:47 374 64 1.58(121 250(140) 41.0(7.4) 43(35) 
A00731.009 12:36:52 374 64 1.58(12) 200(100} 44.2(8.3) 85(33) 
A00731.010 12:41:05 374 64 1.57(12) 3901210) 47.4(5.6) 64(32) 
A00731.012 13:54:59 374 16 1.56{12) 190(110) 40.3(9.9) 52(47) 
A00731.013 13:57:16 374 1 6 1.54(12) 190(1 00) 61. 7(9.1) 63(47) 
A00731.014 14:00:48 374 1 6 1.54(11} 280( 160) 70.1 (8.4) 157146} 
A00731.015 14:03:32 374 1 6 1.53(12) 500(280) 45.2(8.4) 129(38) 
A00731.016 14:43:59 374 256 1. 48(1 2) 290_1_1701 58.9(7.0_1 41 (331 
A00731.017 15:12:22 374 256 1.48(12) 300(170) 76.5(7.7) 70(41) 
A00731.018 15:38:06 374 64 1.47(121 270( 160) 108(13) 92(461 
A00731.019 15:41:14 374 64 1.45(12) 310(170) 58.6(9.5) 108l53) 
A00731.020 t 5:44:12 374 64 1.47(12) 260(150) 74.4(9.8) 90(46) 
A00731.021 15:47:18 374 64 147(121 260_1_1 501 59_{10_1_ 
A00731.022 15:50:17 374 64 1.50(12) 380(200) 73.3(7.4) 64(37) 
A00731.023 15:53:18 374 64 1.45(121 280(160) 49( 1 Ol 143(531 
A00731.024 15:56:16 374 64 1_46(12) 290(160) 77.5(9.51 
A00731.025 15:59:22 374 64 1.46(12) 350(200) 54( 1 0) 70(51) 
A00731.026 16:02:25 374 64 1.46(13) 200(120) 7011 Oj_ 
A00731.027 16:05:33 374 64 1.48(13) 200(110) 109(10) 50(50) 
A00731.028 16:08:50 374 64 1.50(13) 230(120) 121_1_121 
A00731.029 16:11:57 374 64 1 . 50(13) 180(110) 202( 13_1_ 
A00731.032 17:51:28 376 64 1.58(14) 220(150) 249( 13) 420(71) 
A00731.033 17:59:34 376 64 1 . 56( 1 7) 210(170) 260( 1 6) 840(81) 
A00731.034 18:04:36 376 64 1.57(17) 200{160}_ 206( 1 3) 398i72l 
A00731.035 18:08:20 376 64 220(160) 171(16) 405(81) 
A00731.036 18:20:37 376 256 270(190) 219(12) 1 09{60) 
A00731.037 18:48:08 376 128 1.49(15) 260(200) 137(10) 11 0( 1 00) 
A00731.038 19:12:36 376 64 1.82(18) 240_i1 SOl 221(12) 65(54) 
A00731.039 19:16:23 376 64 1 .85(19) 240(1901 183(11) 120(100) 
A00731.040 19:19:34 376 64 1_85(19) 300(240) 132(10) 
A00731.041 19:22:33 376 64 1. 85(19_1_ 31 0{2501 1651121 
A00731.042 19:25:34 376 64 1.75(16) 240(1901 177(12) 
A00731_043 19:28:44 376 64 1.54(16) 260(2001 116(10) 130(110) 
A00731.044 19:31:43 376 64 1.50(15} 280(1101 109{12) 250( 140) 
A00731.045 19:34:48 376 64 1.49(16) 240( 1 80) 120(12) 
A00731.046 19:37:47 376 64 1.49(15) 300(230) 123(12) 21 0( 140) 
A00731.047 19:40:47 376 64 1.50(16) 220(170} 144{11) 1 3 or 11 o> 
A00731.048 19:43:45 376 64 1.48(161 330(260) 155(11} 

Table 1 Concentration Values for measurements made at in vicinity of the Standard Chlorine 
Chemical plant on July 31, 1989. The numbers in the parenthese are the estimated 
standard deviation of the least squares fit propagated to the concentrations 
determinations. 
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The FTIR remote measurements were made at seven different locations, in the 
vicinity of New Castle, Delaware, on ten different days. Figure 1 shows the unlstatic 
configuration used for these measurements. We were able to measure the ambient levels of 
the normal atmospheric constituents, carbon monoxide and methane, in any configuration in 
respect to the wind direction. Measurements of the chemicals emitted from local sources, 
however, requires that at least part of the ir beam intersect the down-wind flow of air from 
a source. Several days of field measurements in the vicinity of the chemical plant gave no 
results for local emissions because of unfavorable wind directions. On the second week when 
the wind direction shifted, we returned to the chemical plant and made measures at a site 
which was clearly down-wind from chemical waste stacks. Analysis of the spectra produced 
by the FTIR sensor indicated the presence of chlorobenzene and p-dichlorobenzene, and we 
made quantitative measurements for two days at this site. The results are shown in Tables 1 
and 2. The numbers in the parenthese are the estimated standard deviations of the least 
squares fit propagated to the the concentration determination. These numbers are relative to 
the last digit in the concentration. The results for p-dichlorobenzene are the weighted 
average of determinations made from a least squares fit of the field spectrum to three 
different absorption bands, and the results for chlorobenzene is the weighted average of 
determinations made from two different absorption bands. 

----: 

FTIR Remote 
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Figure 1. The Unistatic FfiR Remote Measurement Configuration. 

On a subsequent measurement day, we set up the remote sensor at two different sites 
at the Pigeon Point incinerator and landfill facility. Here we had flexibility to configure the 
measurement downwind of probable emission sources. The results of all the measurement 
made at Pigeon Point is shown in Table 3. At the first site, which was down-wind to a 
methane burning flare, we measured elevated quantities of methane up to 8.1 ppm. We moved 
to the second site, which was in the vicinity of solid waste digesters, and in the first 
measurement obtained a concentration of 200 ppb of ammonia in addition to an elevated 
concentration of methane of 3.6 ppm. In the subsequent measurements, we no longer obtained 
results for ammonia, and the concentration of methane approached ambient levels. 

After a cursory investigation, we estimate that the accuracy in the FTIR remoter 
sensor determined concentration is ... 15 percent in cases where the concentrations are not 
too close to the minimum detectable limits. This applies to our determinations for 
p-dichlorobenzene, ammonia, and methane. We plan a more thorough investigation into the 
various sources of error, in the future, in order to better determine the remote sensor's 
accuracy. As is discussed by Russwurm and McCienny,2 the results for the comparison of the 
p-dichlorobenzene concentrations determined by the FTI R remoter sensor to those 
determined from the analysis of simulataneous canister collections showed agreement better 
than the estimated uncertainties of either technique. 
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File Name Time Pathlenath No. of Sweeos Melhane co b-<liChiBenzen 
I meters) loom I {oobl loobl 

A00801.001 10:23:55 372 256 1.75{14) 3301190) 295119) 
A00801.002 10:56:16 372 128 1.70{_14) 320_1180_1 1 04(21) 
A00801.003 11:12:15 372 128 1.67(14} 300{170) 141(25) 
A00801.004 11:18:29 372 128 1.58114) 270( 1501 56(22_1_ 
A00801.005 11:24:22 372 128 1.58{13} 320(180} 60(40) 
A00801.006 11:30:17 372 128 1.57(1 3) 290(160) 71 (24} 
A00801.007 11 :36:18 372 128 300{170) 69(23_1 
A00801.009 12:19:42 372 128 270{140) 45(26) 
A00801.010 12:25:32 372 128 1.61(13) 2601140) 45(26} 
A00801.011 12:31:23 372 128 1.601131 250{ 1301_ 27J26_l 
A00801.012 12:37:19 372 128 1.61(14} 260(140) 78(24) 
A00801.013 12:43:24 372 128 1.61(131 280(140) 52(26) 
A00801.014 14:38:47 372 128 1.61(131 210{110) 
A00801.015 15:55:11 372 128 1.641121 200{1 00) 1 02(20J 

Table 2 Concentration Values for measurements made at in vicinity of the Standrud Chlorine 
Chemical plant on August 1, 1989. The numbers in the parenthese are the estimated 
standard deviation of the least squares fit propagated to the concentrations 
determinations. 

File Name Site Time PathleiKtlh No. of Sweeos Melhane co 
{meters} loom I roobl 

A00802.001 Pigeon Point 1 10:04:42 312 256 7.2(4) 220{150) 
A00802.003 11 :29:32 312 256 8.12(371 200{1301 
A00802.005 12:01:15 312 128 7.04135) 2401 140) 
A00802.006 12:07:43 312 128 7.7(4) 210(130J 
A00802.007 12:13:56 312 128 6.42(38) 220(140) 
A00802.008 12:19:52 312 128 5. 74132) 2301140) 
A00802.009 12:25:42 312 128 240{1401 
A00802.011 13:18:43 312 256 130{70) 
A00802.013 14:26:55 312 256 6.7{4) 90(60) 
A00802.014 Piaeon Point 2 15:48:12 309 256 3.57(20) 340{1501 
A00802.016 16:38:18 309 128 1.80{15) 260(130) 
A00802.017 16:52:04 309 128 2.96132) 260{ 1 90) 
A00802.018 16:57:58 309 128 2.08_114) 350(1601 
A00802.019 17:03:50 309 128 1.87(13) 310{150) 
A00802.020 17:09:41 309 128 2.77118) 38011801 
A00802.021 17:15:54 309 128 1.84113) 330(150) 

Table 3 Concentration Values for measurements made at the Pigeon Point municipal waste 
treatment plant on August 2, 1989. The numbers in the parenthese are the estimated 
standard deviation of the least squares fit propagated to the concentrations 
determinations. 
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A COMPARISON OF FTIR OPEN PATI-1 AMBIENT DATA WITI-1 METIIOD 
T0·14 CANISTER DATA 

George M. Russwurm 
NSI Technology Services Corporation · Environmental Sciences 
Research Triangle Park, North Carolina 

William A McClenny 
AREAL, U.S. Environmental Protection Agency 
Research Triangle Park, North Carolina 

In order to determine the effectiveness of a Fourier transform infrared (FTIR) 
spectrometer used as an open path monitor, a series of experiments were conducted in 
the vicinity of New Castle, Delaware. Chlorobenzene and p·dichlorobenzene data from 
the FTIR was compared with data obtained by collecting canister samples and 
performing gas chromatography /mass spectrometry (GC/MS) analyses. To adequately 
cover the path used by the FTIR, the canister was transported along the path on a 
bicycle for approximately one·half hour, and the FTIR data were averaged over this 
time period. The p·dichlorobenzene data shows excellent agreement with the canister 
data, and the bicycle technique seems to lend itself well to such comparisons. 
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Introduction 

One of the requirements of the Superfund Innovative Technology Evaluation 
program is to compare new, emerging methods with older more mature techniques. In 
this case the new technology was an FTIR long-path monitor, and the more mature 
technique was the SUMMA polished canister technique, method T0-14. The FTIR 
makes path-integrated measurements over physical paths that can be up to 1 km long, 
whereas the canister technique is inherently a point monitoring method. This primary 
difference in the two techniques creates difficulties with determining a strategy for 
comparison sampling because of the spatial and temporal variations in concentration 
along the path. This study was part of the Delaware field program and the data were 
taken in an industrial complex south of New Castle. 

Results and Discussion 

Figure 1 shows a possible configuration of the infrared beam and the plume 
emanating from a point source. As the distance between the source and the path 
becomes smaller, the ratio of the plume dimensions to the path length also becomes 
smaller. This implies that the path·integrated measurement made by the FTIR will also 
become smaller, and it can indeed drop lower than the detection limits of the 
instrument. The plume can also be moved along the path by the winds. These 
conditions were definitely seen during the Delaware study and had been anticipated 
beforehand. One condition that had not been anticipated was that the plume can move 
vertically in and out of the path rapidly. The initial sampling strategy was to take 
relatively long (16-min) FTIR scans to enhance the signal-to-noise ratio. However, when 
the plume is moving in and out of the path rapidly, the long averaging process can 
lower the signal sufficiently to obviate any perceived advantages. Because of this, the 
sampling time for the FTIR was changed in the field to a 4-min period, during which 
256 scans were coadded with the FTIR. 

In an attempt to overcome the anticipated variability of the concentration along 
the path for comparison purposes, it had been decided to mount the canister on a 
bicycle and ride it along the path. Because the transit time with the bicycle is long 
compared to 4 min and we wanted to cover the path many times during any one 
sampling period, we extended the sampling time to 32 min. Thus for comparison 
purposes eight 4-min runs with the FTIR were coadded, and the bicycle was ridden 
along the path for 32 min. It was felt necessary to transport the canister along the path 
at a uniform speed, and after a few trial runs this became quite easy to do. As a check, 
a stopwatch was mounted on the handlebar of the bicycle so that the rider could keep 
track of the total elapsed time and the time for any path traversal. 

Table I shows the concentrations of various gases taken with three canisters 
equally spaced along the path. These samples were taken simultaneously as grab 
samples (about 10 sec) and were at intervals of about 30m. During this period, some 
odors were detected at one end of the path but not the other, and the data clearly 
shows concentration variations up to about a factor of 50. Shortly after these samples 
were taken, the odor disappeared, being there one instant and gone the next. 

During the study, only two compounds were detected at concentrations and 
durations that were sufficient to provide comparison data between the FTIR and the 
canisters. These were chlorobenzene and p-dichlorobenzene. Other data was collected 
that could be used as a quality control check for the mobile canister technique. This 
data allowed three comparisons to be made with the canisters alone. Table II shows 
the results of these comparisons. Column 1 gives the ratio of the average value 
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obtained from five canisters placed along the path to the value of the concentration 
measured with a canister transported along the path. Column 2 gives the ratio of 
various concentrations obtained from two canisters taken simultaneously with the 
bicycle. At two of the sites, it was impossible to ride the bicycle because of the terrain, 
and we transported the canisters along the path on foot. When this was done, two 
persons simultaneously started from opposite ends of the path and carried the canisters 
for the 32-min period. The results of this comparison are shown in column 3, and 
although the concentrations were all quite low, they compared well. Column 2, the 
bicycle duplicate, probably indicates the comparison that can be expected with the 
canister method. It thus serves to indicate what should be considered an acceptable 
level for other comparisons. The comparison shown in column 3 indicates very little 
temporal variability, at least during these sampling periods. 

Figure 2 shows the comparison between the canisters and the FfiR for 
chlorobenzene. Although this shows a higher degree of variability than we would like, 
the comparison seems adequate. The variability may very well be caused by the fact 
that the concentrations were close to the detection limits for the FTIR. 

Figure 3 shows the results of five comparisons between the FTIR and the 
canisters. This comparison is excellent and covers a large range of concentrations. It 
clearly shows that the FTIR can make very good measurements when the concentrations 
are greater than the detection limits and when the spectra are free of interferences. 

Conclusions 

Two conclusions can be drawn from this work. They are that the bicycle method 
for transporting the canisters along the path to make long-path comparisons seems to 
work well as long as the plume is fairly well behaved over extended (30-min) periods. 
The second is that the FTIR remote sensing technique seems to be a viable technique 
for making long-path, open air measurements for some of the volatile organic 
compounds. 

Disclaimer 

Although the research described in this article has been funded wholly or in part 
by the United States Environmental Protection Agency through Contract 68-02-4444 to 
NSI Technology Services Corporation, it has not been subjected to Agency review and 
therefore does not necessarily reflect the views of the Agency, and no official 
endorsement should be inferred. Mention of trade names or commercial products does 
not constitute endorsement or recommendation for use. 
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Table I. Grab Sample Concentrations Taken Along Path (ppb) 

Compound Can A Can B Cane 

Dichlorodifluoromethane 5.4 0.02 0.05 

Benzene 1.5 10.5 50.9 

Chlorobenzene 7.1 63.8 263.2 

m-Dichlorobenzene 0.5 2.7 26.6 

p-Dichlorobenzene 11.6 152.5 247.5 

o-Dichlorobenzene 3.9 32.7 154.1 

1,2,4-Trichlorobenzene 0.8 21.5 40.9 

Table II. Canister Comparison Ratios 1 

Compound Path Avg.2 Bicycle 
Duplicates 

Dichlorodifluoromethane 0.47 1.0 
Methyl Chloride 1.4 1.1 
Dich lorotetrafluoroethane 3.3* 
Ethyl Chloride 1.2 
Trichlorofluoromethane 1 1.2 
Dichloromethane 1.3 
Trichlorotrifluoroethane 3.7* 0.5* 
1 ,2-Dichloroethane 3.5* 
1,1, 1-Trichloroethane 0.10 1 
Benzene 2.6 0.87 
Carbon Tetrachloride 1* 
Toluene 0.72 1 
Tetrachloroethylene 1* 
Chlorobenzene 1 
Ethyl benzene 1.0* 1 
m-Xylene 0.45* 1.1 
a-Xylene 0.6* 1 
4-Ethyltoluene 0.4* 1* 
1,3,5-Trimethylbenzene 1.4* 2.8* 
1 ,2,4-Trimethylbenzene 1 
m-Dichlorobenzene 9.9* 1 
p-Dichlorobenzene 1* 

Notes: 1. Blank entry Indicates concentration below detection limits. 
*Denotes that concentrations were ~ 0.2 ppb. 

2. Ratio of the average of 5 cans along the path to bicycle. 
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Figure 1. Plume/optical beam configuration. 
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SHORT· TERM SEQUENTIAL CANISTER·BASED SAMPLING NEAR 
SUPERFUND SITES 

Karen D. Oliver 
NSI Technology Services Corporation 
Research Triangle Park, NC 27709 

William A. McClenny and Richard E. Berkley 
U. S. Environmental Protection Agency 
Research Triangle Park, NC 27711 

A commercially available, 14·port sequential canister sampler was used in a 
residential area of New Castle, Delaware, during July and August 1989 to automatically 
collect ambient air samples for 20 min at hourly intervals. The samples were 
subsequently returned to the laboratory and analyzed for 41 volatile organic compounds 
(VOCs) by gas chromatography (GC) with mass selective detection and flame ionization 
detection. The portable, battery-operated sampler is more easily deployed in the field 
than a GC system, yet it still allows collectfon of hourly samples so that short·term 
fluctuations in concentrations of VOCs in the ambient air can be monitored. These 
variations in concentrations would otherwise be averaged out by the collection of, for 
example, a 24-hr sample. The resultant hourly concentration data for a set of 25 VOCs 
was combined with wind direction and wind speed data to determine which local sources 
were impacting the site. 
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Introduction 

State and local air monitoring agencies are often faced with the task of 
responding to a complaint from the public related to a persistent or noxious smell. To 
respond to such a complaint, the agency needs a means of locating the source. In the 
Delaware Superfund Innovative Technology Evaluation (SITE) study, a portable, 
battery-operated sampling unit was deployed to develop an ambient air data base for 
volatile organic compounds (VOCs) that was updated hourly at a sensitive receptor site, 
in this case the backyard of a residence located in Llangollen Estates near Superfund 
sites and not very far from industrial emission sources. The project goal was to interpret 
the temporal variations in VOC concentrations and wind direction (and speed) to 
identify local VOC emission sources. 

Experimental 

An automated, computer-controlled, 14-port sequential canister-based sampler1 

(SIS, Inc., Moscow, ID) and 6-liter SUMMA polished canisters (SIS, Inc.) were used 
to collect 18 ambient air samples at hourly intervals in a residential area of New Castle, 
Delaware. Purge/sample/pause times were programmed into the computer. Laboratory 
tests were performed to certify that the sequential sampler was not contaminated. The 
certification consisted of passing a mixture of VOCs at 10-ppbv levels through the 
canister-based sampler into a preconcentrator/gas chromatograph (GC) for analysis. 
The results of analysis were compared to the results obtained by passing the same 
sample directly into the GC. Table I shows the results expressed as a percentage 
difference referenced to the control results at each of three ports on the sampler. To 
further test the sampler, it was placed outside in the sun on a hot day and used to 
collect ambient air into a canister. Simultaneously, a canister equipped with a mass flow 
controller set to sample at the same flow rate as the sequential sampler was used to 
collect ambient air. The agreement as shown in Table 11 was excellent. 

During the experiment in Delaware, the sampler was placed at the backyard site 
and programmed to allow for sampling every hour. Prior to the collection of each 
sample, all sample lines were automatically purged for 4 min with ambient air. Next, 
ambient air was collected for 22 min at a flow rate of 400 cm3 /min, resulting in a total 
volume of 8.8 liters of sample collected in each canister. After sample collection, the 
sampler paused for 34 min before beginning the next purge/sample/pause cycle. 
Operation of the sampler was begun at 14:04 on July 25 and was completed at 07:46 
on July 26, 1989. Wind speed and wind direction data were recorded every 15 min at 
a site approximately 1.6 km southeast of the residential area by using a portable, 
battery-operated meteorological data system (Ciimatronics, Bohemia, NY). 

Mter sample collection, the canisters were returned to the laboratory for analysis 
of VOCs using an automated cryogenic preconcentration GC system with flame 
ionization and mass selective detectors (GC-FID/MSD). The peak areas of 25 of the 
most prevalent VOCs detected by flame ionization (Table III) were compared by using 
the Temporal Profile Analysis (TP A) technique2 to determine which volatile compounds 
were correlated with each other. Wind direction and wind speed data were then used 
to calculate the trajectories of the air masses which moved across the site during and 
prior to the sampling periods.3 

Results 

Analysis results for the 18 samples indicated relatively low levels of VOCs at the 
residential site during most of the sampling period. However, significant increases in 
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concentrations of VOCs were observed at 1:30 a.m. and 5:30a.m. on July 26. During 
these occurrences, p-dichlorobenzene, as measured by GC-MSD, increased from an 
undetectable level ( < 0.05 ppbv) at 12:30 a.m. to 5.2 ppbv at 1:30 a.m. and was again 
undetectable by 2:30 a.m. para-Dichlorobenzene then increased from an undetectable 
level at 4:30a.m. to 14.0 ppbv at 5:30a.m., and by 6:30a.m. it was present at less than 
0.1 ppbv. The TP A results indicate that a number of compounds were well correlated 
with p-dichlorobenzene during these occurrences. All of the VOCs in Table III with 
the exception of isoprene, 1,2,4-trimethylbenzene, and unknown 1 correlated strongly 
with each other, as indicated by a correlation coefficient of 0.85 or greater. 

Plots of the trajectories of air masses during the hour prior to the concentration 
increases at 1:30 a.m. and 5:30a.m. show that the air mass travelled to the sampling site 
from the south on both occasions. One of the trajectories is shown in Figure 1. Many 
industrial sources such as the Texaco refinery and Standard Chlorine are located 
approximately 4 km south of the residential area, and the compounds which increased 
may have been carried to the residential area from those industrial sources. 

Conclusions 

A battery-operated, portable sequential sampler was successfully operated in a 
residential community to collect a series of hourly ambient air samples. The data base · 
of VOC concentrations versus hour was interpreted to give the emission mix apparently 
originating from a local source by using temporal profile analysis. The success of this 
and other recent, similar experiments implies that VOC emission sources near sensitive 
receptor sites can be characterized and located. 
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Table I. Sample integrity test of sequential canister sampler 

Difference, %" 

Compound Port 5 Port 9 Port 14 

Freon 12 13.6 7.33 5.33 
Methyl chloride 7.91 0.57 -4.70 
Freon 114 3.72 -4.02 -9.13 
Vinyl chloride -3.62 -5.79 -7.48 
Ethyl chloride 3.85 0.52 -1.46 
Vinylidene chloride 2.72 1.28 -1.49 
Dichloromethane 4.01 1.72 -2.14 
Freon 113 3.98 2.65 -1.88 
1,1-Dichloroethane 3.15 2.01 -1.91 
cis-1,2-Dichloroethene 3.19 2.99 -0.62 
Chloroform 1.63 1.85 0.69 
1,2-Dichloroethane 2.73 2.20 0.22 
Methyl chloroform 2.48 1.57 -0.66 
Benzene 2.24 1.44 -0.45 
Carbon tetrachloride -3.62 -0.28 1.95 
1,2-Dichloropropane 2.51 1.69 -0.97 
Trichloroethene 3.59 3.05 1.05 
1, 1,2-Trichloroethane 2.12 3.16 0.98 
Toluene 1.94 3.47 2.96 
1,2-Dibromoethane 0.81 5.47 3.37 
Tetrachloroethene 3.01 4.66 2.28 
Chlorobenzene 3.08 6.16 4.68 
Ethylbenzene 2.74 2.53 1.48 
m,p-Xylene 2.06 3.91 3.32 
Styrene 4.04 6.56 6.78 
4-Ethyltoluene 3.95 8.06 8.90 
1,3,5-Trimethylbenzene 3.95 10.3 10.6 
1,2,4-Trimethylbenzene 5.39 9.23 11.3 
p-Dichlorobenzene 14.2 18.2 24.3 
o-Dichlorobenzene 14.2 15.7 19.1 
1,2,4-Trichlorobenzene 16.8 25.8 36.4 
Hexachlorobutadiene 3.13 6.60 16.2 

*Difference was computed as (Port - control)/(control) " 100 
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Table II. Comparison of ambient air samples collected using the sequential canister 
sampler and a canister equipped with a mass flow controller 

Compound 

Freon 12 
Freon 11 
1, 1,1-Trichloroethane 
Benzene 
Carbon tetrachloride 
Toluene 
m,p-Xylene 
4-Ethyltoluene 
1,2,4-Trimethylbenzene 

Port 5 

3.42 
9.07 
0.22 
0.84 
0.15 
1.19 
0.55 
0.60 
0.21 

Concentration, ppbv 

Canister 

3.44 
9.49 
0.23 
0.85 
0.16 
1.08 
0.52 
0.61 
0.25 

Table III. Twenty-five most prevalent compounds at a residential sampling site in New 
Castle, Delaware 

Propane and propene 
Isobutane 
Unknown 1 
Butene 
n-Butane 
Isopentane 
n-Pentane 
Isoprene 
tran.s-2-Pentene 
2-Methyl-2-butene 
Unknown 2 
2-Methylpentane 
3-Methylpentane 

Hexane 
Benzene 
3-Methylhexane 
Heptane 
Toluene 
Unknown 3 
Chlorobenzene 
m,p-Xylene 
o-Xylene 
1,2,4-Trimethylbenzene 
p-Dichlorobenzene 
Substituted benzene 
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Figure 1. Trajectory of air mass prior to detection of high concentrations of VOCs 
at llangollen Estates. 
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SPATIAL AND TEMPORAL CORRELATION OF WIND DIRECTION AND 
SPEED OVER A SMALL REGION 

George M. Russwurm 
NSI Technology Services Corporation - Environmental Sciences 
Research Triangle Park, North Carolina 

Willie T. McLeod 
AREAL, U.S. Environmental Protection Agency 
Research Triangle Park, North Carolina 

During a recent field study in Delaware a set of wind direction and speed data 
was collected from four sites spread over about 10 km. An attempt was made to 
determine whether the data from two of these sites separated by 3 km show any 
correlation between the wind speed and direction. Although the back trajectories 
calculated from a subset of these look very similar, it is difficult to show a definite 
correlation between the two sets. The data show that when the wind speed is less than 
about 3 mph careful consideration must be given to its use for these calculations. 
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Introduction 

During the Delaware study, a set of wind speed and direction data was taken at 
two stations separated by 3 km. These data were taken continuously as 15-min vector 
averages for a 10-day period. One of the sites was on top of a one-story building that 
was situated at the top of a small hill overlooking the Delaware River. The second was 
3 km south at about the same elevation (perhaps 20ft lower). This station overlooked 
the Delaware River also, and both were about one-half mile from it. A subset of the 
total data representing a continuous block of four days taken at both of these stations 
is used for the remainder of this discussion. 

Results and Discussion 

One way to present wind data is to plot wind roses, and these are shown for the 
two sites for the four-day period in Figure 1. These are plotted with 22.5 • segments in 
azimuth and 5-percent increments radially. For these two stations, the calm periods 
represented about 5 and 15 percent of the total time. Other than giving some general 
information about the character of the winds, these diagrams do not appear to be too 
informative, however. They do not, for example, give the sequence of events of when 
the wind was coming from what direction and with what speed. These plots do show 
that the predominant winds for this period were from the two northerly quadrants at 
both stations. The distribution of the angle of the wind at P4 is significantly different 
than that at the substation. The implication is that if these sets of wind data are used 
for back trajectory calculations, differences in the air parcel paths should be expected. 

For some of the experiments conducted in Delaware, an attempt was made to 
use the wind information to track the air parcel back from the instruments to an 
industrial complex. An implicit assumption in doing this is that if the wind speed and 
direction are measured at point A (the monitor), there is some confidence that this wind 
pattern is the same at point B (the source), a short distance away. It was hoped that 
these two data sets would allow that assumption to be tested, and the four-day back 
trajectories are shown in Figure 2. It should be pointed out that we were interested in 
trajectories going back in time for a few hours and not days; the four-day span is used 
to show the trajectories more clearly. These plots are on a scale of 1 to 2.5 million in 
order that the trajectory would fit on an 8~- x 11-in. sheet of paper; thus, the 
geographical area covered is quite large compared to the region we were interested in. 
Also, all the calculations were done by using vector addition or averages, and no scalar 
mathematics was used. 

At first glance, these curves appear to be quite similar and to be correlated. 
Proving this is another matter, however. There are two sections to these curves; one 
is the lower, more or less horizontal section and the other, the vertical section. If the 
scale is kept in mind, the two lower sections are seen to diverge quite rapidly. Although 
there seem to be differences in the wind speed, the angular divergence predominates 
in this region of the trajectories, at least initially. The reverse is true for the vertical 
sections of the trajectories, where the wind directions appear to be in much better 
agreement. 

This interpretation is borne out in Figure 3, which shows the geographical 
distance between the two trajectories as a function of time. This graph shows that the 
two trajectories diverge to about 70 miles over the first 24 hr, but then no further 
significant divergence occurs. 

To further analyze this data set, use was made of the fact that these data points 
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are vectors and the dot product could supply useful information. The interpretation of 
the dot product is similar to that for the correlation coefficient used with scalar data. 

The average wind speed for each pair of data points was calculated, and then 
the ratio of the magnitudes versus average wind speed was plotted. The plot is shown 
in Figure 4. Actually, this plot was done by sorting the data on average speed and then 
plotting it as a function of sequence number. This makes viewing the data clearer, but 
it should be noted that only 15 percent of the total data lies above 6 mph. There are 
two things to be noted about this curve. The first is that at less than about 3 mph the 
data are quite variable. If the wind speed were perfectly correlated, this plot should be 
a horizontal line with a value of 1. The second point to notice is that there seems to 
be a lower value to the data, even at higher speeds, that is different from 1. From the 
actual data this value is seen to be 1.6. The first point implies that, when the wind 
speed is less than about 3 mph, using the data for back trajectory calculations should 
be done only with the recognition that significant error may be present. The second 
point indicates that there may be something wrong with the instruments in that there 
is a constant bias between them. When the data for the trajectories are replotted after 
all the wind speeds from the substation are multiplied by the factor 1.6, as shown in 
Figure 5, the resulting coincidence is at first much better. Note, however, that the lower 
portion of the curves still diverges almost as much as it did in the original. If the 
trajectories are replotted by using only 2\ days of the data, as shown in Figure 6, the 
vertical portions of the curves are in good agreement, and we do not have to invoke the 
problems of large instrumental bias. At this time it is felt that the instruments were 
functioning properly, anp the differences in the first part of the curves are real. 

This raises an interesting point, however, about the calibration of wind 
measurement devices. The only accepted procedure for calibrating the anemometer 
is to put it in a wind tunnel. Although portions of the instruments (electronics) can 
be checked in the field, there are apparently no field procedures to verify the accuracy 
of the entire system under field conditions. This is indeed a severe handicap. 

The last graph, Figure 7, shows the cosine of the difference of the two wind 
directions plotted as a function of average wind speed. This should have a value of 1 
if the two directions are co linear and a value of ·1 if they are 180 ° apart. Again, the 
data is quite variable at wind speeds less than about 3 mph. 

Conclusions 

This data set implies that a lower limit exists for the use of wind information in 
the calculations of back trajectories. When the wind speed is less than about 3 mph, 
the assumption that a single data set holds for even a small region surrounding the site 
probably does not hold true. 
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Figure 6. Back trajectories for 2\ days. 
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SPECIATION OF ORGANIC COMPONENTS OF 
MOBILE SOURCE EMISSIONS 

Kenneth Knapp, John E. Sigsby Jr., Fred D. Stump, and David 
Dropkin, U.S. Environmental Protection Agency, Research Triangle 
Park, NC 27711 and Charles Burton and William Crews, NSI Technology 
Services Corporation, Research Triangle Park, NC 27709 

Both the evaporative and tailpipe emissions from mobile 
sources are complicated mixtures of organic and inorganic 
compounds. To get a better understanding of these emissions and to 
determine effects of fuel, vehicle and operating conditions on the 
emissions, speciation of the many, sometimes over 250, organic 
components is needed. This paper describes the four different gas 
chromatographic methods used to get the maximum speciation 
information. The methods for diluted emission samples collected in 
Tedlar bags are: Most of the compounds from c4 to c12 are analyzed 
on a 60m DB-1 capillary column programmed from either -60°C or -
50°C to about 180°C with a hydrogen flame ionization detector (FID); 
methane is analyzed on a molecular sieve-Poropak QS column at 30°C 
with an FID; C2 - c3 are analyzed with a silica gel column at 30°C 
with an FID: and the seven C4 's are analyzed with a 0.19% picric 
acid on Graphpac at 43°C with an FID. GC methods have also been 
developed to analyze fuels including oxygenated compounds such 
methanol, ethanol, methyl tertiary butyl ether (MTBE) and ethyl 
tertiary butyl ether (ETBE), compounds used in alternative fuels. 
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INTRODUCTION 

Gaseous hydrocarbon emissions from motor vehicles are of 
concern primarily because many of these hydrocarbons are oxidant 
precursors in atmospheric photochemical processes1

-
4

• These 
transportation related pollutants have been characterized as one 
of the most significant air pollution problems. In most Urban 
areas, the hydrocarbon emissions from mobile sources account for 
more than half of these precursors. Quantitative speciation of 
vehicle hydrocarbon emissions is needed, to elicit a better 
understanding of the Mobile Source contribution to this ozone 
(oxidant) nonattainment problem. Another area of interest for 
these analyses is the potential toxicity and carcinogenicity of 
the components in Mobile Source emissions5

• Benzene and 1, 3-
butadiene, which are regarded as hazardous pollutants, are two 
examples of compounds found in large amounts in automobile 
exhaust. Accurate determination of these and other compounds are 
difficult because of the large numbers of similar compounds many 
of which coelute from gas chromatographic columns when analyzing 
vehicle emissions. 

In the Mobile Sources Research Branch (MSERB) of the U.S. 
Environmental Protection Agency several different gas 
chromatographic (GC) methods are used to obtain the maximum 
speciation information of vehicle emissions. Two different gas 
chromatographs are currently in use in this laboratory to 
analyze for hydrocarbons. The first instrument has been modified 
into two sections. In the first section an aliquot of the 
collected emissions sample is taken to measure the compounds 
methane, ethane, ethylene, and acetylene. A modification 
recently made to this section requires two samples for analysis 
but extends the analysis so that propane and propylene are also 
measured. The second section of this instrument is used for the 
detailed analysis of the c to c13 hydrocarbons. The second 
instrument is configure.d info four sections and four samples 
are, therefore, required for complete speciation analysis. In 
one section of this instrument only Methane is measured. Ethane, 
ethylene, acetylene, propane, and propylene are measured in 
another section of this instrument. The seven c4 •s that are found 
in Mobile Source emissions are measured in the third section6

• 
The detailed analysis of the C4 to c13 hydrocarbons is done in the 
fourth section7

• 

Gasoline and other fuels are run on another GC instrument 
similar to that used for the speciation of the c4 to c13 
hydrocarbons. Liquid samples are introduced to the separating 
columns by flash vaporizing the sample in a heated injection 
port on the GC. In addition, liquid samples can be analyzed by 
vaporizing an aliquot of the sample into a heated manifold which 
is continually being purged with a metered amount of zero grade 
air. 

Gas Chromatography/ Mass Spectrometry is used for positive 
identification of the peaks and to determine if peaks contain 
more than one component and whenever possible identify the 
components and their compositional ratios. 

Another gas chromatographic analytical system is used to 
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analyze samples for oxygenates such as ethanol, and methyl 
tertiary butyl ether (MTBE) when alternative fuels are tested. 
This system involves cryogenically concentrating an aliquot of 
the sample and analyzing the ethanol and MTBE through a dual 
column arrangement with an additional cryofocusing step8

• 
Methanol is measured with another gas chromatograph since 
emissions samples known to contain methanol are pumped through 
water and then an aliquot of the water is taken for analysis. 

The carbonyl compounds which may be present in vehicle 
emissions samples, such as aldehydes and ketones, are collected 
on cartridges containing silica gel treated with 

2, 4- dinitrophenylhydrazine. The derivatized aldehydes and 
ketones are then analyzed by high performance liquid 
chromatography (HPLC). 

EXPERIMENTAL 

Sampling 
Gas samples were collected in Tedlar bags (E.I. du Pont 

de Nemours and Co. Wilmington, Del.) from the Constant Volume 
system (CVS) and evaporative emissions test cell. New bags are 
flushed four to five times with zero air to eliminate 
contamination problems. 

Sample Introduction 
Two different methods are used to introduce the samples 

into the chromatographic system from the bags. One method 
involves the use of a sample loop constructed of clean 
chromatographic grade stainless steel tubing in 1ft., 5 ft., or 
10 ft. lengths and 1/8 OD. The loops are coiled to fit inside a 
controlled temperature sample housing unit or to fit inside the 
gas chromatograph. The loop has been prepared for sample 
analysis by flushing it with methylene chloride and then dried 
with zero grade air prior to use. 

The other method used for sample introduction involves 
the use of a hydrocarbon trapping system consisting of a 
stainless steel tube 6 in x 1/8 in OD packed with 4 in. of 
untreated glass wool. This trapping system can be used to 
analyze low concentrations of mobile sources exhaust. Sample 
collection volumes of up to 1500 cm3 have been used with this 
trapping system. This trap extended the detection limits for 
most hydrocarbons to the 15.0 parts per trillion carbon (pptrc)' 
level. 

A Nutech Model 320 controller (Nutech Inc. Durham, 
N.C.) maintains concentration and desorption temperatures in the 
individually controlled traps for the c 2 to c 3 C4 's, and C4 to c 13 
analyses and heats the 1/16 OD stainless steel transfer lines. 
The traps and all the heated lines are wrapped with insulation 
tape. The transfer lines and Seiscor 6-port switching valves are 
maintained at 120°C while the Nutech controller holds the sampl~ 
loop at -170°C with liquid nitrogen for the c 2 and c 3 
concentrations, -155°C for the C4 's, and -135°C for the c 4 to C13 
concentration. During the c 4 to c 13 analyses the trap is 
backflushed with helium at a trap temperature of 150°C. 
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Gas Chromatographic Methods 
The two gas chromatographic analytical systems that are 

currently in use in this laboratory to analyze for hydrocarbons 
are a Hewlett Packard model 5880 and a Perkin-Elmer model Sigma 
2000. Both GC systems use the same basic methodology but with 
different columns or slightly different oven temperature 
programming parameters due to the basic differences in the 
instruments physical configuration. Both GC systems utilize a 
flame ionization detector (FIO) and transfer raw data to a PC
AT or compatible computer where the data is verified. Many of 
the same samples are analyzed by both systems in order to 
maintain quality control/quality assurance of our methods. 

The C1 to C4 analytical procedure, shown in Figure 1, is run 
on the Hewlett Packard GC. Methane is measured by directing a 
1 cm3 aliquot of the bag to flow through a 6 ft. x 1/8 in. o.d. 
stainless steel column packed with 60/80 mesh 13x Molecular 
Sieve. The column is operated at ambient with a 30 cm3;min helium 
carrier flow. Ethane, ethylene acetylene, propane and propylene 
(C2 to C3 ) are analyzed by taking a 5 cm3 aliquot of the bag and 
directing the sample to a 6 ft. x 1/8 in. 00 stainless steel 
column packed with 40/60 mesh type 58 Silica Gel. The column is 
operated at ambient with a 30 cm3jmin helium carrier flow. The 
c4 hydrocarbons, iso-butane, n-butane, 1-butene, isobutylene, 
1,3-butadiene, cis-2-butene, and trans-2-butene are separated on 
a 9 ft x 1/16 in. 00 teflon coated stainless steel column packed 
with 0.19% picric acid on 80/100 mesh Graphpac ( Altech Assoc. 
Inc. Waukegan, Rd, Deerfield Ill.) • The column is operated 
isothermally at 43°C with a 30 cm3jmin helium carrier flow. 

The c1 to C2 hydrocarbons are analyzed with the Perkin Elmer 
GC as shown in Figure 2. A 10cm3 sample is directed through a 6 
ft x 1/8 in. OD stainless steel column packed with 40/60 mesh 
Poropak Q/QS and a 6 ft x 1/8 in 00 stainless steel column 
packed with 40/60 mesh type 58 Silica Gel. The column is 
operated at ambient with a 30 cm3jmin helium carrier flow. After 
16 min the columns are backflushed to remove the higher 
molecular weight hydrocarbons. 

A recent modification to the C1 to c2 analytical system 
that allows for the measurement of propane and propylene is 
shown in Figure 3. The main differences between the c1 and c2 
analytical method and the c1 to c3 method is that a 6 ft x 1/8 
in. OD stainless steel column containing 60/80 mesh Molecular 
Sieve 13x is connected in series with the Poropak Q/QS column 
and that two samples are required for analysis. Methane is 
measured first by the Molecular SievejPoropak Q/QS columns and 
then the system is backflushed so that the second sample can be 
analyzed for the c2 and C3 compounds with the column containing 
Silica Gel. 

The analytical systems used to do the c2 or C~ to c12 or c13 
separations are shown in Figure 4, using the Perk1n -Elmer GC, 
and in Figure 5, using the Hewlett Packard GC. Both GC's use a 
60 meter x 0.32 mm IO fused silica capillary column to separate 
the relatively higher molecular weight hydrocarbons. The 
capillary column is coated with a 1.0 urn film thickness bonded 
methyl silicone liquid phase (OB-1, J&W Scientific. Folsom 
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Calif.) The oven temperature programing parameters are as 
follows: 
Initial oven temperature: -60°C 
Hold at initial temperature: 6.5 min. 
Oven temperature programming rate 1: 30°C/min. to -45°C. 
Oven temperature programming rate 2: 6°Cjmin. 
Final oven temperature: 175°C. 
Detector temperature: 225°C. 

Ethanol and MTBE are analyzed on a separate GC system shown 
in Figure 6. An aliquot from a bag sample is cryogenically 
concentrated at -155°C and then desorbed at 150°C. The sample is 
directed first into a 7 ft x 1/8 in. OD teflon column packed 
with 15% 1,2,3-tris cyanoethoxy- propane (TCEP) on 80/100 mesh 
firebrick with hydrogen as the carrier gas at a flow rate of 5.0 
cm3jmin. After the light hydrocarbons are vented (0.2 to 0.3 min) 
the column is backflushed to the head of another column where 
the sample is cryofocused with liquid co2 • The alcohols and MTBE 
are then analyzed with a 25 meter x 0. 53 mm ID fused silica 
capillary column coated with a 5. 0 um film thickness methyl 
silicone bonded liquid phase. The columns are operated 
isothermally at 60°C and the detector temperature is set at 
200°C. 

Methanol is analyzed with a separate analytical system. 
This method requires that methanol be collected in water. The 
automobile exhaust sample is pumped through two impingers 
connected in series in order to trap the methanol in the water. 
A 1.0 ul aliquot of the water in the impinger is then analyzed 
by gas chromatography. The column used to separate the methanol 
from the water is a 25 m x 0.53 mm ID fused silica capillary 
column coated with a 5.0u film thickness methyl silicane bonded 
li~id phase. The carrier gas is helium with a flow rate of 20 
em /min. The injection port temperature is 118°C, the detector 
temperature is 150°C and the oven temperature is at 100°C. 

Calibration of systems 
Both the oxygenate and detailed hydrocarbon analyses are 

calibrated by external standard methods. The c2 to c12 hydrocarbon 
analysis is calibrated by using a cylinder containing 16 
hydrocarbons ranging from c2 to c11 • Individual hydrocarbons are 
also analyzed by injecting the hydrocarbons into a Tedlar bag 
using the apparatus shown in Figure 7 to verify each component 
in the calibration cylinder as well as to confirm 
identifications made by GC/MS. Ultra zero grade air is swept 
through the injector where the hydrocarbons and oxygenates are 
flash vaporized at 150°C into -an evacuated Tedlar bag. The 
calibration mix undergoes the same analysis as the unknown 
sample. The area counts of the standards are compared to the 
area counts of the unknown to calculate concentrations of the 
unknowns. Weekly calibrations are performed on each instrument, 
with at least five consecutive analyses to calculate precision 
and check for instrument drift. Daily span checks are compared 
to the control chart to ensure that the instrument is operating 
within the control limits on any given day. If the daily span 
checks are more than two standard deviations from the mean of 
the weekly calibrations then a second span check is performed. 
Corrective action is taken if the second check is also out of 
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control. The first out of control check is treated as an anomaly 
if the second check is within the control limits. 

SUMMARY 

Several GC methods have been described that permit maximum 
speciation of mobile source emissions. These methods entail the 
separation of the c1 to c13 hydrocarbons as well as the separation 
of oxygenate fuel additives such as methanol, ethanol, and MTBE. 
These methods are applicable to the analyses of diluted exhaust 
and evaporative emissions. In addition, with the use of 
cryogenic concentrating traps the limits of detection can be 
lowered to the low ppbC levels required for ambient air 
analysis. Gasoline, other fuels and pure liquid compounds are, 
also, analyzed by these methods using either direct liquid 
injection or by vaporization of the liquid into a heated and 
zero air purged manifold that is connected to a bag. 
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COMPARISON OF DATA FROM A FOURIER TRANSFORM INFRARED AUTOMOTIVE 
EMISSIONS SAMPLING AND ANALYSIS SYSTEM WITH THOSE OBTAINED FROM 
CONVENTIONAL AUTOMOTIVE EMISSIONS ANALYTICAL INSTRUMENTATION 

Alexander 0. McArver, Richard. F. Snow 
NSI Environmental Sciences 
Research Triangle Park, NC 27709 

John E. Sigsby, Jr. 
Atmospheric Research and Exposure Assessment Laboratory 
u. s. Environmental Protection Agency 
Research Triangle Park, NC 27711 

Comparisons were made of a Mattson Fourier transform 
infrared spectroscopy based Real time Automotive Emissions 
Analyzer (REA) and classical analytical techniques. Data from 
the REA for CO, C02, and NOx were compared to both integrated 
real time and bag results from conventional emissions analysis 
instrumentation. REA formaldehyde data were compared to results 
from the DNPH derivatization/LC technique. REA methanol data 
were compared with GC analysis of samples collected in water 
impingers. The exhaust emissions from automobiles fueled with 
gasoline, methanol, and methanol blends were analyzed as well 
as calibration mixes. The REA also allowed the acquisition of 
data on the emission composition of a variety of other compounds 
such as N20 and NO. Generally good agreement was obtained 
between the REA results and those from the established 
techniques. 
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Introduction 

The real time analysis of automotive emissions for 
regulated and unregulated emissions has received increased 
interest in recent years, especially with regard to 
alternatively fueled vehicles. Several research groups have 
developed FTIR based real time analysis systems recently. 1234 A 
FTIR based real time automotive emissions analysis system has 
been acquired and emissions data obtained from it have been 
compared to those obtained from conventional analytical 
instrumentation. 

Experimental 

All FTIR real time data were collected on the Mattson 
Instruments (Madison, WI) REA (real time emissions analyzer). 
The REA consists of a Mattson Nova Cygni 120 spectrometer, 
Masscomp 5300 computer and proprietary software developed by 
Ford Research Labs and Mattson Instruments. The sample flows 
through·a 21.75 meter variable pathlength Wilkes gas cell made 
by Foxboro. Spectra are taken at 0.25 cm-1 resolution, 
transformed and concentrations calculated such that 
concentration values are produced once every 3 seconds for 
approximately 22 selected compounds. Below is a listing of 
currently available compounds. 

Table I. Possible Compounds from the REA. 

Hydrocarbons Inorganics 
Methane Carbon Monoxide 
Ethane Carbon Dioxide 
Ethylene Water 
Acetylene Nitric Oxide 
Propane Nitrogen Dioxide 
Propylene Nitrous Oxide. 
1,3-Butadiene Nitrous Acid 
i-Butylene Nitric Acid 
trans-2-Butene 
i-octane 

oxygenates 
Formaldehyde 
Acetaldehyde 
Methanol 
Ethanol 
Ketene 
Formic Acid 

Others 
ozone 
Carbonyl Sulfide 
Hydrogen Chloride 
Hydrogen Cyanide 
Ainmonia 
Sulfur Dioxide 
Carbon tetra-

Chloride 

These concentration data were transferred to an IBM-AT computer 
where they are averaged and summarized for each bag of the 
driving cycle using Lotus macros and Pascal programs written in
house. A Horiba CVS (constant volume sampling) system supplied 
the diluted automotive exhaust samples. Approximately 70 
standard FTP driving cycles (UDDS) were performed to produce the 
automotive emissions data. A 1988 GM flex fueled Corsica was 
operated on MO, M25, MSO, M85, and M100 methanol fuel at 40, 75, 
and 90F for these FTP cycles. Conventional analysis data of C02, 
co, and NOx were acquired from the CVS analyzers. A real time 
data acquisition system operated on an IBM-AT computer by Data 
Translation Notebook (DTN) provided 1 second time resolved data 
from the CVS analyzers. Formaldehyde analysis was performed by 
the LC-DNPH method described by Tejada. 5 Methanol analysis was 
performed by the GC-impinger technique. 6 Bag samples were taken 
from the CVS system in Tedlar bags and analyzed after the test 
was completed. The general layout of the testing facility and 
sample collection has been described elsewhere. 7 
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Discussion 

Comparisons of the REA results show generally good 
agreement with those from the conventional analysis 
instrumentation. Specific comparisons are in the following 
table. Ratio averages for Bags 1, 2, and 3 are listed in 
descending order for each compound. 

Table II. Ratio Comparisons REA vs Conventional Analysis 

DTN RT/CVS 

carbon dioxide 
1.202(.028) 
1.023(.015) 
1. 028 (. 018) 

carbon monoxide 

REA RT/CVS 

1.007(.042) 
1.033(.059) 
1.021(.055) 

1.069(.041) 0.981(.096) 
1.030(.056) 0.987(.117) 
1.033(.087) 1.030(.141) 

Nitrogen oxides 
0.996(.077) 1.088(.051) 
1.036(.197) 1.042(.144) 
1.025(.104) 1.063(.078) 

Methanol 

Formaldehyde 

REA RT/LC 
1.035(.094) 
1.055(.285) 
0.771(.213) 

1. 088 ( .127) 
1. 086 ( .180) 
0.984{.253) 

REA TN/CVS REA CVS/CVS 

1. 076 (. 076) 1. 023 (. 079) 
1.035( .104) 0.984(.091) 
1.025( .088) 1. 035 (. 086) 

0.975(.126) 0.961(.120) 
1.065(.158) 1.133(.204) 
0.915(.300) 1. 035 (. 233) 

1. 035 ( .136) 1.033(.143) 
1.222(.215) 1.063(.293) 
1. 019 ( .199) 1. 057 ( .181) 

REA TNiLC REA CVSLLC 
1. 021 ( .148) 0.984(.136) 
0.818(.315) 0.919(.377) 
0.764(.377) 0.713(.212) 

0.987(.165) 0.972(.297) 
1. 033 (. 230) 1.028(.205) 
0.997(.260) 1.051(.189) 

The above carbon dioxide data show excellent agreement of the 
REA with the CVS analyzer for all three bags, both for the 
integrated real time analysis as well as the tunnel {TN) and cvs 
bag analysis. The carbon monoxide data and the oxides of 
nitrogen data also show excellent agreement for all the bag 
comparisons. The REA methanol data shows excellent agreement 
with the GC data for all the Bag 1 data, but Bag 2 and 3 data 
do not agree as well. This degree of disagreement can be 
attributed to the lower concentrations of methanol ( 0 to 10 ppm) 
found in Bags 2 and 3. Similarly, the formaldehyde data shows 
excellent agreement for the Bag 1 data, but Bags 2 and 3 data 
do not agree as well. Again, this can be attributed to lower 
concentrations in Bags 2 and 3 (10 to 200 ppb) than in Bag 1 
(200 to 1500 ppb). 

The REA also has the potential for modal analysis. Fig 1 
shows how well the REA concentration trace for C02 compares with 
the DTN trace. As can be seen in the figure, concentration 
increases and decreases compare well. However, the peak 
concentrations in the REA trace are not as high and the low 
concentrations are not as low. This is due to the 5 L volume of 
the cell and the 25 Ljmin flow rate which combines for an 
approximately 10 second sample residence time in the cell. An 
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example of how modal analysis can be used is seen in Fig. 2. The 
co concentration can be seen to greatly decrease at 
approximately the two minute mark, indicating the warming up of 
the car engine and the "lighting off" of the catalyst. As can 
be seen, the vast majority of formaldehyde and methanol in Bag 
1 is produced in these first two minutes. Superimposing the 
driving trace upon the concentration trace in Fig 2, the effect 
of the rapid accelerations and decelerations have upon the 
emission concentrations can be seen. 

conclusions 

The REA results have been shown to compare well with those 
obtained from conventional automotive emissions instrumentation 
for the compounds thus far studied. Additional compounds need 
to be studied and the potential for modal analysis fully 
explored. 
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REMOTE SENSING MEASUREMENTS OF 

CARBON MONOXIDE EMISSIONS 

FROM ON-ROAD VEHICLES 

Robert D. Stephens 
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Failure of many urban areas to meet clean air standards for CO has 
increased pressure for stricter vehicle emission controls. To understand 
the impact of this strategy and/or to propose alternative, more effective 
control strategies, requires a better understanding of the emissions from 
vehicles during normal, on-road operation. This report describes 
instrumentation that is capable of remotely measuring the CO emissions from 
thousands of vehicles per day with a sensitivity of ±1% CO, which, for new 
vehicles, is approximately 10 grams per mile of CO. A prototype of this 
instrument was used in Denver, CO in January of 1Q8Q during a study 
conducted in conjunction with researchers from the University of Denver, 
who have developed similar instrumentation. Emission measurements were 
made on approximately 4000 vehicles that were identified by make and model 
year from state vehicle registration records. 
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Introduction 

Failure of many urban areas to meet clean air standards for CO has 
increased pressure for stricter vehicle emission controls. To understand 
the impact of this strategy and/or to propose alternative, more effective 
control strategies, requires a better understanding of the emissions from 
vehicles during normal, on-road operation. This report describes 
instrumentation that is capable of remotely measuring the CO emissions from 
thousands of vehicles per day with a sensitivity of ±1~ CO, which, for new 
vehicles, is approximately 10 grams per mile of CO. A prototype of this 
instrument was used in Denver, CO in January of 1989 during a study 
conducted in conjunction with researchers from the University of Denver, 
who were contracted by GV to use similar instrumentation, which was 
developed there. Emission measurements were made on approximately 4000 
vehicles that were identified by make and model year from state vehicle 
registration records. 

Experimental 

The systems operate by transmitting an infrared beam through the 
exhaust plume of each passing vehicle (see Figure 1). Three detectors 
monitor the infrared intensity in separate infrared spectral regions. The 
detector signals were measured immediately before and after a vehicle 
entered the infrared beam. Transmittance values for each detector channel 
were obtained by determining the ratio of post-car t~ pre-car signals. 
Concentrations of CO and C02 were derived from transmittances using 
polynomial equations which were best fits to calibration measurements of 
transmittance as a function of known concentrations. The most notable 
difference between the DU and GM instruments1is the use of a spinning gas 
filter correlation cell in the DU instrument • This cell enables the use 
of one detector to alternately measure the CO and reference signals, 
whereas the GV system uses separate detectors and measures all signals 
simultaneously. The DU system uses 16.6 millisecond time resolution for 
the CO and reference measurements and 8.3 milliseconds for the CO 
measurement; the GV time resolution is 8.3 milliseconds for all c~ann2ls. 
Signal to noise ratios for the DU system is approximately 1000 to one 
versus 250 to one for the GM system. 

The instruments were used to measure emissions from vehicles exiting 
I-25 onto southbound Speer Blvd., a major Denver traffic artery. This 
uphill ramp assured that most vehicles were modestly accelerating during 
measurement. The nearest on-ramp to this freeway was approximately two 
miles away, which guaranteed that all vehicles would be at operating 
temperature when our measurements took place. A video system recorded 
license plate numbers of all vehicles measured. Registration information 
provided age and make information for each vehicle. 

The CO and CO within an exhaust plume from a vehicle will disperse 
at an equal, but un~nown rate. Although CO and C02 concentrations will 
vary rapidly with time, the CO/C02 ratio should be constant. 
Concentrations were therefore determined relative to a fixed pathlength 
(203 mm) and values of CO and C0

2 
are reported as CO/C0

2 
ratios. 

Although the CO/C02 ratio measurements are good indicators of vehicle 
emission levels, the rat1os can also be converted to percent CO levels, or 
also to gram-per-mile emission rates. Gram-per-mile (gpm) emission rates 
are a more conventional unit because it accounts for fuel economy. 
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Conversion from measured CO/C02 to gpm of CO requires knowledge of 
fuel density, the fraction of fuel weight present as carbon, and the fuel 
e:conomy (miles per gallon) of the vehicle during the measurement. During 
t.he time of this study, Denver was participating in the oxygenated fuel 
program, whereby the fuel contained 2% oxygen. by weight. Average fuel 
density was measured as 2745.6 grams/gallon and the average fraction of 
fuel weight present as carbon was 0.844. The most uncertain aspect of the 
c:onversion to gpm emission rates is the fuel economy of the vehicle. To 
utinimize the uncertainties of this conversion, the measurements were 
c:a.refully sorted by vehicle type, age and make and conversions were then 
based on fuel economy data for each subset of vehicles. The emission rates 
reported in this study, then, should be viewed as average, relative rates 
t.hat could have substantial errors for any one vehicle. 

of CO 

CO (gpm) 

The followiDg equation was used to convert from CO/C02 ratios to gpm 
emitted: 
= 2747.9 (g/gallon) • 0.844 (g-C/g-fuel) • Q/(1 + 1.175Q) • 28/12 (g-GO/g-C) +I (apg) 

In this equation, Q represents the measured CO/C02 ratio. Note that 
the emission rate is corrected for an assumed, but unmeasured, rate of 
hydrocarbon emission (1.175 * Q). 

Results 

Direct comparisons between the DU and GY measured CO/C02 ratios for 
294 vehicles show good agreement. The correlation (r) between the two 
measurements is 0.84 and a least squares fit of GY versu DU data yields a. 
slope of 0.88~0.04. Likely contributors of scatter in this plot are the 
low signal to noise ratios of the GY instrument and the susceptibility of 
the DU system to errors induced by the reference correction technique when 
particulate matter is present during measurements. 

Three potential problems that might affect the accuracy of the remote 
measurements of CO/C02 ratios are: 1) Interference due to mixing of 
exhaust plumes from d1fferent vehicles 2) Infrared emission from hot 
exhaust 3) The technique by which transmittance measurements are 
corrected for scattering by particulate matter. 

The GY and DU measurements each have the potential for inaccurately 
measuring an exhaust plume when remnants of a previous plume of different 
concentration remains. In the DU instrument, a software routine converts 
CO/C02 ratios to percent CO and C02 and plots each measured concentration 
of CO vs C02 . Veasurements are disctrded if the standard deviation of the 
linear fit ~o the slope exceeds 20% . Such a test is meant to detect 
changing CO/C02 ratios that would occur due to mixing of two plumes of 
different concentration ratios. 

If a residual plume effect occurs, the effect would be expected to be 
most pronounced when measurements are made with short time separations 
between vehicles that emit very different concentrations of CO. 

Data from this study show that vehicles which pass the 
instrumentation within one second of a high emitting (>5% CO) car, are less 
likely to be measured as low emitting (<1% CO) than cars which are 4 or 
more seconds behind high emitting cars. Also, cars within one second of a 
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high emitting car are more likely to have nonconstant CO/C02 ratios than 
are cars which are 4 or more seconds behind a high emitting car. The 
magnitude of these shifts in the frequency distribution of measurements is 
time dependent, i.e. the frequency (f) of measuring a clean car immediately 
after a dirty car follows the following relationship: f(1 sec) < f(2 sec) < 
f(3 sec) < f(4 sec) N f(10 sec). Also the frequency of measuring 
nonconstant CO/C02 ratios follows the relationship: f(1 sec) > f(2 sec) > 
f{3 sec) > f(4.sec) N f{10 sec). Nonconstant CO/C02 ratios are the 
consequence of the mixing of two plumes of differing concentrations. 

This data suggests that a residual plume effect does occur and that 
the effect seems to last, on average, at least one second and possibly as 
long as 4 seconds. The DU nonlinearity test identifies plume nonlinearity, 
at least for many instances where a 0-1% CO vehicle follows closely behind 
a )5% CO vehicle. However, rejection of these measurements results in a 
sampling bias; a clean car (low CO) might not be measured if it follows 
closely behind a dirty car. The effect of this sampling bias is that the 
median CO measured in an exhaust plume is higher when a residual plume of 
)5% CO is present. It is impossible to determine from this data whether 
this increase in median CO is due only to sampling bias or is partially due 
to measurement error induced by the presence of a high level of CO. 

The GM system was occasionally operated with no infrared source to 
determine if infrared emission from hot exhaust was detectable. Emission 
signals were detected in 17 of 220 measurements taken in this manner. The 
effect of infrared emission from hot gases or particulate would be to 
induce inaccuracies in the measurement of CO and C02 by both systems. Of 
the 17 vehicles that generated detectable infrared emission, 16 were either 
vans, pickup trucks. The factor most common to these vehicles seems to be 
the orientation of the tail pipe. Vans and pickup trucks frequently have 
tail pipes that direct hot exhaust perpendicular to the direction of 
travel, i.e., toward the instruments used for this study. This 
interference can be minimized by modifications to the instrumentation. 

Alternately measuring CO and reference signals, as is done in the DU 
system, can potentially be a problem. In effect, each CO data point and 
every other C02 data point is being corrected by a reference data point 
being measured 8.3 milliseconds later. The turbulence behind most vehicles 
causes significant plume concentration fluctuations on this time scale. 
Simultaneous measurements of CO, C02 and reference signals will provide 
more accurate measures of CO and C02 concentrations in cases where 
particulate is present. 

During this study, CO emissions from 3243 passenger cars and 887 
light-duty trucks were me.asured. Figure 2 shows the fraction of the 3243 
car measurements that are associated with each model year and also the 
fraction of all passenger car CO emitted by vehicles of each model year. 
It is clear that older vehicles emit a large fraction of the total CO. For 
example, 6.9% of the total number of passenger cars measured in this study 
were pre-1975 models (with a mean model year of 1970), yet they contributed 
26.01 of all CO emitted by cars. Alternatively, 1987 through 1989 models 
contributed only 4.1% of CO from cars, but represented 23% of all cars 
measured. 

An examination of the highest emitting passenger cars indicates that 
501 of CO from cars is emitted by 8.1% of the cars. These cars, on 
average, were 12.3 years old and emit 90.4 gpm of CO. If all passenger 
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cars emitted at the rate measured for 1989 cars, emission rates would be 
reduced by 86.5~. 

Discussion 

The remote sensing technique described here can provide accurate 
measurements of CO/C02 , with only minor interferences that can be 
eliminated with instrument modifications. These ratios are, in themselves, 
useful indications of relative CO emission rates. The ratios can be 
converted to values of %CO with reasonable accuracy (±1% CO). Conversions 
of the ratios to emission rates (gpm) requires knowledge of hydrocarbon 
emission rates and instantaneous fuel economy. Using careful estimates of 
these values probably provides reasonably accurate fleet average emission 
rates when large numbers of vehicle measurements are available. 

This study was also affected by factors that cannot be assessed; for 
example, the effect of site selection, the Denver oxygenated-fuel program, 
altitude, and the effect of ambient temperature. These measurements are 
also not representative of other cities due to differences in vehicle 
fleets. 

Conclusions 

The data acquired during this study has provided important insight 
into fleet average CO emission rates at a site located in Denver, CO. To 
the extent that this site is typical of other urban areas within the United 
States, the results of this study can be useful in identifying cost
effective strategies for reducing urban CO pollution. 

We have found that the majority of CO is emitted by a small minority 
of all vehicles. By examining the highest emitting vehicles, we find that 
5~ of the CO is emitted by 8.9% of all vehicles. By examining the oldest 
vehicles, we find that 57% of the CO is emitted by pre-1980 vehicles. In 
contrast, 1988 and 1989 vehicles ~ontributed a combined total of only 2% of 
all CO emitted. 

For CO control strategies, this data suggests that ambient CO levels 
can be impacted most by reducing emissions from the highest emitting 
vehicles rather than further reductions in emissions from new vehicles. 
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Figure 1. Schematic diagram of the GMR instrument for measuring CO/C0
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The Effect of Oxygenated Fuels 
on Automobile Emission Reactivity 
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Hydrocarbon emissions of vehicles are currently regulated on the basis 
of the total mass emitted without regard to the individual hydrocarbon's 
reactivity toward ozone formation. In this study individual hydrocarbons 
from tailpipe and evaporative emissions are weighted, relative to ethane, and 
summed according to their potential for ozone formation to determine the 
effect of temperature and fuel composition of the relative reactivity of the 
vehicle emissions. Two base fuels and two oxygenated fuels were studied at 
three temperatures (40, 75, and 90°F) following vehicle certification 
procedures as described in the Federal Register. The oxygenated fuels 
contained either ethanol or methyl tert-butyl ether(MTBE), blended to an 
oxygen content of 3% by weight. Both the evaporative emissions and the 
reactivity of these emissions were significantly greater for the oxygenated 
fuels than for the base fuels. Ethanol increased the total tailpipe 
emissions and the reactivity of those emissions compared to the summer base 
fuel. Lower reactivity of the tailpipe emissions when the MTBE blend was 
used resulted from lower total mass emissions including lower aromatic 
content. A non-oxygenated fuel was prepared from a low aromatic blend stock, 
used to produce the MTBE blend, by adding toluene to give the same octane 
rating as the MTBE blend for a comparison base fuel. The use of toluene, a 
low relative reactivity aromatic instead of the higher relative reactivity 
aromatics, produced a fuel that when used had a lower relative reactivity 
emissions than the summer grade fuel. The olefinic fractions were the major 
contributor to the reactivity of the emissions for all test conditions, 
regardless of the fuel used accounting for as much as 75% of the tailpipe and 
evaporative emissions reactivity. 
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Introduction 

A primary reason for controlling automobile emissions is their role as 
precursors to ozone formation. Historically, the emissions have been 
regulated on the total hydrocarbon mass emitted. This approach fails to take 
into account the atmospheric reactivity differences of the individual 
hydrocarbons. Some compounds, such as 2-methyl-2-butene, have low emission 
rates, yet are highly reactive for ozone formation. Other compounds such as 
n-butane have high emission rates, but are relatively non-reactive. If in 
compliance with requirements for reduced total hydrocarbon mass emissions, 
compounds of relatively high reactivity remain, the ozone benefit will not be 
commensurate with the mass emission reductions. 

Since the introduction of emission controls, tailpipe emissions of 
carbon monoxide and hydrocarbons have been reduced by over 90% (1). 
Significant tailpipe hydrocarbon (HC) and carbon monoxide (CO) reductions 
occurred with the introduction of oxidation catalytic convertors and oxides 
of nitrogen (NOx) reductions with the introduction of exhaust gas 
recirculating valves (EGR) and later 3-way catalytic converters. Today's 3-
way catalyst tailpipe control systems also include exhaust oxygen sensors for 
computer control of the Air/Fuel Ratio. By maintaining the Air/Fuel Ratio at 
stoichiometric levels, emissions HC, CO, and NOx can be controlled for 
maximum reduction. 

Reductions in total evaporative emissions can be realized by the 
reduction of the fuel vapor pressure (RVP) of the fuel which is largely 
determined by the amount of C4 and C5 paraffins present. Because these 
paraffins have relatively low reactivities, they may not contribute 
significantly to the overall reactivity of the emissions. Therefore, simply 
reducing the RVP of the fue 1 by reducing the C4 and CS paraffins may not 
reduce the rate of ozone formation, commensurate with reductions of 
hydrocarbon mass emissions. 

The addition of oxygenates such as methyl tert-butyl ether {MTBE) to 
gasoline is being used to reduce carbon monoxide emissions and to elevate 
fuel octane. Previous studies have examined the effect of oxygenated blends 
on hydrocarbon mass emission rates (2). The purpose of this paper is to 
examine the impact of oxygenated fuel additions on the ozone potential of 
motor vehicle emissions. 

The reactivity scheme used in this study is based on the reaction rate 
of the organics with OH radicals. Reaction rate constants and relative 
reactivity data for each compound were obtained from the California Air 
Resources Board (3). Each compound was assigned a reactivity value relative 
to ethane which is assigned a relative reactivity of 1.0. A selected list of 
compounds and their reactivity values on both a volume and a weight basis are 
given in table 1. 

Experimental 

A 1988 Chevrolet Corsica was used for all tests. The car was equipped 
with current technology emission control equipment which includes a catalyst, 
an EGR valve, an Exhaust Oxygen Sensor (EOS) and computer control of the 
Air/Fuel ratio (A/F). The vehicle was powered by a 2.0L 4 cylinder engine 
with a throttle-body fuel injection system. No modifications were made to 
the engine, drive-train, or computer parameters. However, the fuel tank was 
modified by the insertion of a thermocouple plug to measure the fuel 
temperature during evaporative testing and a drain line to simplify the 
removal of waste fuel. The car arrived with 17 thousand miles and was driven 
781.2 miles during the testing. All testing was done in accordance with the 
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rules and regulations as described in the Federal Register (4). A more 
comprehensive description of the test procedures and analytical techniques 
was reported by Stump, et al (5). 

All evaporative and exhaust samples were analyzed for speciated 
hydrocarbons, oxygenates, and aldehydes by the methods reported by Stump, et 
a 1 { 6). The data was first reduced to the standard reporting format of 
grams/mile for exhaust Eva Diurnal+3. 01 (trips/day) xHot soak 
data, of grams/test for p- 31 lmiles/day 
d i urn a 1 and hot soak. · 
samples, and a Evap-Evaporative Equivalent (grams/mile) 

grams/mile equivalent Diurnal-Diurnal Emissions (grams/day) 
for evaporative 
emissions. The Hot Soak-Hot Soak Emissions (grams/trip) 
evaporative equivalent 
value was calculated 
from the diurnal and hot soak. results for each compound found in the 
evaporative samples. Each reported compound in the evaporative and tailpipe 
samples was multiplied by the associated relative reactivity index 
{ethane=!, toluene=7.3) and summed to produce an emission reactivity index 
(ERI). Tailpipe and evaporative ERI results are in the units of relative 
r e a c t i v i t y * 
grams/mile. Class 
reactivity fraction 
and class mass 
fractions were also 

Emission " I . Relative 
Reactivity - L.., HC,g m.1le x Reactivity 
Index ( ERI) all HC1 s 

calculated for all evaporative and tailpipe emissions. The data were then 
sorted by class and Carbon number from which the tables were prepared. 
Calculations for }. I . Relative 
the fuels were Class ~ HC,g m~leclass xReactivity 
based on val ume Reactivity - c ass xlOO 
percentages and Fraction 
consequently the 
r e 1 a t i v e 
reactivities 

r I . Rel.a t;i ve 
£..., HC, g m~le xReactivi ty 

all HC1s 

used were on a 
volume basis. 

J. HC, g/mileclass 
Mass c!dss xlOO 

Fraction-

Four fuels 
were chosen for 
testing based on 
present use and 

L HC,g,mile 
all HC1s 

predictions of what fuels may be available if the use of oxygenated fuels 
becomes mandatory. The fuels were: a locally available unleaded summer grade 
base fuel, a Fu~l . r Relative Reactivity 
"splash blend" of React.1v.1ty - L.., HC% x (by Volume) 
8.1% (v/v) ethanol Index (FRI) all HC1s 
fuel, a high 
aromatic base fuel and a low aromatic reformulations with 16.5% (v/v) MTBE 
blend. Both of the oxygenated fuels contain 3% {wt) oxygen. Table 2 
summarizes the characteristics of each fuel along with a listing of current 
national averages. 

The regular unleaded summer grade gasoline was obtained from a local 
gasoline distributor and represents a regular unleaded gasoline distributed 
in North Carolina during the spring and early summer months. The fuel had an 
octane rating, (R+M)/2, of 87.6 and a RVP of 10.2 psi. The aromatic, olefin, 
and paraffin fractions of 46.7%, 11.5%, and 37.7% by volume respectively. 

A portion of the summer grade fuel was splash blended with ethanol at 
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the 8.1% v/v to yield 3% oxygen by weight. In order to simulate possible 
actions of a local distributor, no attempt was made to reduce the RVP. As a 
result, a slight increase in the RVP (2.94%) and slight increase in the 
octane Rating (1.71%) was obtained. The resultant blend is believed to 
represent an ethanol blend that local distributors might produce. 

Sun Oil Company was commissioned to prepare the MTBE blend used for 
this study. For this purpose, a low aromatic blend stock {LABS) was prepared 
and used for blending. MTBE was added at the 16.2% v/v level for a 3% .by 
weight oxygen blend. The resultant fuel had a slightly higher RVP {0.95%) 
and octane (0.56%) than the unleaded summer grade base fuel. The 16.2% MTBE 
fuel contained 20.9% aromatic, 52.6% paraffin, and 10.3% olefins. An 
aromatic blend stock, consisting primarily of toluene, was added to the LABS 
to match the octane rating of the MTBE blend. This high aromatic fuel was 
tested as a base fuel for the MTBE blend. 

Results and discussions 

Relative reactivities based on volume, as opposed to the weight basis 
used for emissions data, were used to calculate the reactivity contribution 
for each compound in the fuel. Class and carbon number reactivities were 
summed and normalized for comparisons to the volume percentages (Table 3). 
A fuel reactivity index (FRI) for each fuel was calculated by weighting the 
volume fraction of each compound by the compound's volume reactivity and 
summing the results. The summer grade fuel had the highest FRI, 70.69. The 
8.1% ethanol fuel prepared from the summer grade fuel had a FRI of 69.07, 
only slightly lower than the base fuel. The decrease in reactivity is 
attributed to the rel~tively low reactivity of ethanol. 

The high aromatic fuel and the MTBE fuel were both prepared from a low 
aromatic blend stock which contained low concentrations of the reactive C9 
aromatics. For both the high aromatic fuel and the MTBE fuel, the LABS was 
diluted with relatively low reactivity compounds, 16.2% MTBE and 26% toluene. 
The olefinic reactivity of the MTBE and the base fuel is similar to that of 
the summer base fuel, however the lower C9 aromatic content of the prepared 
fuels resulted in an overall FRI of 57.96 for the· MTBE fuel and 48.86 for the 
high aromatic base fuel compared to the 70.69 for the summer grade fuel. The 
high Aromatic fuel was prepared by the addition of toluene to the LABS such 
that the octane rating matched the 89.6 octane rating of the MTBE fue 1 . 
Toluene accounted for 30.69% of the total volume compared to only 6.67% in 
the MTBE fuel. However, toluene has a low relative reactivity and did not 
contribute significantly to the overall FRI. 

The olefin fractions of the fuels are only 8.5- 11.5% of the total fuel 
by volumes, but represent 59.4-66.5% of the FRI. The major portion of the 
olefin reactivity comes from the C5 olefins which have a very high relative 
reactivity value. The C5-C8 olefins as a whole are 4 times more reactive 
than any of the aromatics and almost 10 times more reactive than the xylenes 
which contribute roughly 8% of the total volume. This amount is almost the 
same volume percent as the total olefin fraction. The total aromatics, while 
contributing 20.9-37.7% of the volume, contribute 16.7-28.1% of the FRI. The 
paraffins which are the major portion of the fuel on a volume basis, but 
represent only 10.6-14.7% of the total FRI. The oxygenates have relative 
reactivity's similar to the paraffins and did not contribute significantly to 
the overall fuel reactivity. 

As expected evaporative mass emission rates significantly increased at 
test temperatures of 90°F (Table 4). At 90°F the high aromatic fuel had lower 
mass emission rates than did the other fuels. At 40°F and 75°F the 
evaporative mass emission rates for all fuels were within 0.013 grams/mile 
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and indicated no significant trends between oxygenated and non-oxygenated 
fuels. At 90°F however, the summer base fuel had a three fold increase in 
evaporative mass emissions compared to the 75°F test, while the ethanol fuel 
had an evaporative mass emissions increase of almost tenfold. A similar 
tenfold increase occurred with the MTBE blend, but not with the non
oxygenated high aromatic base fuels. In all cases the increase in 
evaporative emissions resulted in higher ERI values for the evaporative 
emissions, due to the increased mass emission rates. 

Since the evaporative emissions are predominately paraffins, the ERI 
increases are not directly proportional to the mass emission rate increases. 
Paraffins typically account for as much as 73% of the evaporative emission, 
with n-Butane contributing 23% to the total mass. At 90°F, n-butane accounted 
for 44.5% of the total evaporative mass, but on a reactivity scale, n-butane 
accounted for less than 20% of the evaporative ERI. The major contributor to 
the evaporative ERI are the olefins, which account for an average of 68.92% 
of the ERI at 90°F (Tables 5 and 6). 

The evaporative mass and consequently ERI values of the 90°F tests were 
significantly higher for the oxygenated fuels than for either of the non
oxygenated fuels. Even though the oxygenates represented significant 
fractions of the 8.1% ethanol and 16.2% MTBE fuels they represented less than 
1.2% of the total mass in the evaporative samples (Table 7). The absence of 
the oxygenates in the evaporative samples and the elevated mass emission 
rates indicate that the evaporative canister may be selectively retaining the 
oxygenates and displacing the hydrocarbons. 

At all three temperatures the tailpipe emissions of the 8.1% ethanol 
fuel were found to have greater ERI rates than the summer grade exhaust due 
to the greater mass emission rates for the ethanol fuel (Table 8). At 75°F, 
the ethanol fuel had a higher total mass emission rate yet, because of the 
reduced aromatic emission rates, the resultant exhaust was less reactive. At 
40°F and 90°F the tailpipe mass emissions and ERI values were greater for the 
ethanol fuel than for the summer grade fuel. 

At all three temperatures the high aromatic fuel and the 16.2% MTBE 
fuel had lower total mass emission rates. The lower mass emission rates 
coupled with the inherently lower relative reactivity of the fuel components 
resulted in lower tailpipe ERI values. In all tests the aromatic ERI rates 
were reduced when these two fuels were used. This is a direct result of the 
lower C9 aromatic content of these fuels. Total aromatic concentrations in 
the emissions for the high aromatic fuel and the summer grade fuel were 
similar. The high aromatic emissions contained large percentages of toluene 
whereas the summer grade emissions contained large C9 aromatic fractions, 
reflecting the aromatic composition of the fuels. Since to1uene has a low 
relative. reactivity, it did no raise significantly the ERI rates of the 
tailpipe emissions for the high aromatic fuel. 

The high aromatic fuel demonstrated most drastically the effect of the 
fuel composition on tailpipe ERI (Tables 11, 12, and 13). Mass emission 
rates for the high aromatic fuel were 9.42, 18.43, and 33.81% lower than 
those for the summer grade fuel for the respective test temperatures, 40,75, 
and 90°F. Yet those emissions were 30.75, 23.21, and 42.67% less reactive 
than those of the summer grade fuel. The aromatic mass fraction of the high 
aromatic exhaust was of similar proportions to the summer grade fuel, but 
because the aromatic fraction is predominately toluene and not the C9 
aromatics found in gasoline, the exhaust from the high aromatic fuel produced 
lower ERI values. 

Similarly, the MTBE blend contained low aromatic concentrations, which 
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was reflected in the exhaust. When the MTBE fue 1 s { 20.92% aromatic) was 
used, the aromatic content of the total tailpipe mass emission ranged from 
13.12% to 25.37%. The low total mass emission rates coupled with the reduced 
FRI resulted in lower tailpipe ERI rates for the MTBE fuel. 

The MTBE fuel also contained low C9 aromatic concentrations, but did 
not contain large concentrations of toluene. Thus the aromatic mass emitted 
by the MTBE fuel was less than the other fuels. However the ERI decrease 
caused by the low aromatic emission rates were offset slightly by increased 
isobutylene formed during combustion of MTBE (Table 14). Isobutylene ERI 
values increased an average of 420% when the 16.2% MTBE fuel was used. Yet 
even with the isobutylene increases the 16.2% MTBE fuel resulted in the 
lowest olefinic ERI at test temperatures of 40°F and 75°F. The low olefinic 
fraction of the fuel and the lower mass emission rates combined to produce 
the lower olefinic ERI rates. 

The average relative reactivity index (ARRI) was calculated for each 
sample (Table 9). Generally, the data showed that the high aromatic and 
16.2% MTBE fuels "' I . Relative 
produced 1 ower ARRI Averar;e L.t HC, g m~le xReacti vi ty 
values than the Relat~ve _a_l_l_H_C_1s __________ _ 
summer grade and Reactivity 
ethanol fuels for Index (ARRI) 

reasons discussed 
previously. However 

L HC,g/mile 
all HC1s 

the data also showed a marked decrease in the ARRI of the ethanol tailpipe 
emissions at 75°F. Total mass emissions and class distribution values were 
within expected ranges. However on a relative reactivity scale, the 75°F test 
with the ethanol fuel failed to give an increase in ERI commensurate with the 
mass emission rate increase as compared to the 75°F summer grade test. As a 
result the ARRI was drastically lower then was expected. For all tests the 
ARRI values failed to show any distinct trends between temperature or fuel. 

A closer examination of the class and carbon number distributions of 
the tailpipe emissions from the 75°F test with the ethanol fuel revealed that 
the C8 olefinic contribution to the ERI was less than with the other fuels 
and temperatures tested (Table 10). For all of the tests, the C8 olefin 
emissions account for less than 1% of the total mass. However when that mass 
is multiplied by the large relative reactivity value of the C8 olefins 
(194.9) their importance greatly increased. On the relative reactivity basis 
the ca olefins accounted for as much as 6.2% of the total ERI. The 
inconsistency found in this data is possibly attributable to missing or 
incomplete data used in interpreting the chromatographic results. 
Chromatographically the C8 olefins appear to be minor peaks when compared to 
the relatively large surrounding peaks such as iso-octane or 2,5 dimethyl 
hexane which all elute within a five minute window. Within this five minute 
window there are ten compounds tentatively identified as ca olefins half of 
which are normally are normally observed in the samples. One might be 
tempted to dismiss the "minor" peaks as having very little importance to the 
overall analysis however, this study underscores the value of accurately 
identifying and quantifying even the minor compounds found in the samples. 

Conclusions 

Reducing the Reid Vapor Pressure by lowering the concentration of n~Butane 
may reduce the overall evaporative mass emissions, but may not lower the 
ozone potential of the hydrocarbon emissions commensurately. 

Oxygenates increase the evaporative emission rates, possibly attributable to 
the evaporative canister selectively retaining the oxygenates. 
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The ERI rates increased with the use of ethanol due to the increased mass 
emission rates that occur with the use of ethanol. 

Total tailpipe emission rates and ERI values decrease with the use of MTBE, 
in spite of the increased isobutyl ene emissions. The 1 ower avera 11 mass 
emission rates of the MTBE fuel combined with the lower aromatic and olefinic 
concentrations, of the fuel reduced the tailpipe reactivity index. 
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Table 1. Selected Relative Reactivity Values 

C8 Olefins 
C5 Olefins 
Isoprene 
1,3-Butadiene 
trans-2-Butene 
Terpenes 
cis-2-Butene 
C9 Aromatics 
Ethanol 
Toluene 
n-Butane 
Benzene 
Ethane 
Methane 

Reactivity (related to Ethane) 
by Volume by ~eight 
n7.3 194.9 
545.5 233.9 
363.6 160.5 
242.9 135.0 
231.6 124.2 
206.5 45.6 
204.0 109.3 
109.1 24.4 
10.3 6.9 
22.5 7.3 
9.2 4.8 
4. 7 1.8 
1.0 1.0 
0.0 0.1 
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Table 2. Test Fuel Specifications 
=========:===========================================;===============================:============ 

National Conmercial SUI'IIIer High 16.2 X 
Fuel Property SUI'IIIer SUIIIIer Grade/ Aromatic MTBE 
Regular Grade (1) Grade 8.1 X 
Unleaded Average Range Ethanol 
---~---------------·-------------------··-------------------·--------------------9·---------------
specific Gravity 0.7406 (0.718·0.7594) 0.7428 0.7465 0.7383 o. 7146 
RVP, psi (2) 10.0 (7.7-12.2) 10.2 10.5 10.1 10.6 
Octane ( (R+fi!)/2) 87.1 (84 .4-90. 7> 87.6 89.1 89.4 89.6 
Distillation, Deg. F 

IBP (3) 92.0 (85·106) 89.6 84.0 96.8 96.8 
10 X 119.0 (107-138) 118.4 114.0 131.0 123.8 
50 X 205.0 (143-231> 212.0 196.0 199.4 177.8 
90X 341.0 (306-367) 356.0 360.0 269.9 284.0 

End Point 420.0 (378-482) 413.6 420.0 399.2 395.6 
Volune X 

Paraffins 58.1 c35.o-n.9> 48.62 44.68 45.58 52.61 
Olefins 12.4 (0.8·37.0) 10.33 9.49 8.42 9.90 
Aromatics 29.5 (15.8-41.5) 37.93 34.86 45.60 20.92 
Benzene 1.6 (0.6-4.7) 1.39 1.28 0.45 0.53 
Toluene (4) (4) 6.19 4.28 6.66 30.69 
MTBE <0.5 (0.0-5.7) NO (3) NO (3) ND (3) 16.20 
Ethanol <0.9 (0.0-9.0) ND (3) 8.10 NO (3) NO (3) 

(1) Source: MVMA (1987) (2) RVP·Reid Vapor Pressure (3) ND·Not Detected (4) Data unavailable 
(5) Oxygenates and Unknowns represent the remainder of the percentages in all tables 

Table 3. Fuel Co!p?sitions. by Class 
Yolu.e X. (FRI X) 

SUIIIIer Grade 
8.1X Ethanol 
High Aromatic 
16.2X MTBE 

Paraffins 

46.7 (10.6) 
57.9 (13.0) 
45.4 (13.2) 
52.6 (14.7) 

Olefins Aromatics 

11.5 (59.4) 
11.5 (65.3) 
8.5 (59.6) 
9.9 {66.5) 

37.7 {28.1) 
26.6 (20.4) 
45.8 (26.9) 
20.9 (16.7) 

Oxygenates 
and Unknowns 
4.1 (1.9) 
9.0 (1.3) 

0.4 (0.2) 
16.6 (2.1) 

Fuel Reactivity 
Index 
70.69 
69.07 
48.86 
57.96 

Table 4. 

Fuel 
SUIIIIer Base 
8.1 X Ethanol 
High Aromatic 
16.2 X MTBE 

40°c 
0.0159 (0.459) 
0.0261 (0.703) 
0.0190 (0.415) 
0.0178 (0,512) 

EVII!Ofative Ellission Rates 
ar-lf•ile <E•ission Reactivity Index) 

75°C 
0.0542 (1.169) 
0.0516 ( 1.142) 
0.0444 (1.112) 
0.0417 (0.853) 

90°C 
0.1562 (2. 740) 
0.4918 (8.959) 
0.2450 (3.677) 
0.3581 (6.636) 

Table 5. 

40°F 

Class percentages of EVC?Orative E•issions 
by Reactivity 

75°F 90°F 
paraffins olefins aromatics: 

23.46 
24.81 
18.98 : 
47.18 : 

paraffins olefins aromatics: 
37.35 
33.08 
24.08 
15.75 

paraffins olefins 
SUIIIIer Base 11.29 61.33 11.55 48.94 23.05 62.74 
8.1 X Ethanol 13.84 57.59 16.53 48.47 23.13 73.70 
High Aromatic 14.39 64.97 12.74 62.43 26.53 63.83 
16.2X MTBE 11.23 40.01 18.02 65.81 21.90 75.39 

Table 6. oraanic class Reactivity Distribution of EVC?Orative Ellissions 
Ellission Reactivity Index 

40°F 75°F 
paraffins olefins 

Summer Base 0.5183 0.2815 
8.1X Ethanol 0.0974 0.4051 
High Aromatic 0.0598 0.2698 
16.2X MTBE 0.0574 0.2047 

aromatics: 
o.1on 
0.1745 
0.0788 : 
0.2426 : 

paraffins olefins 
o.135o o.5n1 
0.1888 0.5536 
0.1416 0.6941 
0.1536 0.5611 

aromatics: 
0.4367 
o.3n8 
0.2678 
0.1343 

Table 7. Oxygenate Evaporative Concentrations 
8.1% Ethanol Fraction 

DIURNAL(% TOTAL) HOT SOAK (X TOTAL) EVAP EOUIV (X TOTAL) 

40 0.00696 (1.461) 
75 0.00783 (0.510) 
90 0.01044 (0.868) 

0.00609 (1.011) 
0.00624 (0.868) 
o.o1363 co.no> 

16.2X MTBE Fraction 

0.000817 (1.009) 
0.000855 (0.714) 
0.001653 (0.112} 

90°F 
paraffins olefins 

0.6317 1.7193 
2.ons 6.6027 
0.9755 2.3466 
1.1020 5.0971 

DIURNAL(% TOTAL) HOT SOAK CX TOTAL) EVAP EQUIV (% TOTAL) 

40 0.006573 (2.247) 
75 0.007750 (0.567) 
90 0.183667 (0. 750) 

0.00445 (1.035) 
0.00290 (0 .371) 
0.01092 (0.476) 
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0.000648 (1.260) 
0.000508 (0.421) 
0.006712 (0.067) 

aromatics 
13.36 
2.92 
9.28 
2.53 

aromatics 
0.6332 
0.2615 
0.3415 
0.6032 



Table 8. Tailpipe Ellission Rates 
pr-!•He CEI!igioo Reectiyity Index> 

Fuel 
Summer Base 
8.1X Ethanol 
High Arometic 
16.2% MTBE 

40°C 
0.5552 (14.387) 
0.7880 {18.566) 
0.5029 (10.035) 
0.3386 ( 8.818) 

75°c 
0.3597 (10.677> 
0.5674 { 8.668) 
0.2934 ( 8.199) 
0.2554 ( 6.421) 

90°c 
0.3195 ( 7.474> 
0.5316 (13.667) 
0.2114 ( 4.285) 
0.3041 ( 6.862) 

Table 9. 

Sllllller Base 
8.1X Ethanol 
High Aromatic 
16.2% MTBE 

Table 10. 

40°F 
28.87 
26.93 
21.84 
26.04 

Averege Reletive Reactivity Index CARRU 
Evaporative Exhaust 
75°F 90°F 40°F 75°F 
21.57 17.54 25.91 29.68 
22.13 18.22 23.56 15.28 
25.02 15.01 19.95 27.94 
25.14 22.56 28.76 20.46 

90°F 
23.39 
25.71 
20.27 
18.53 

C8 Olefin Reactivity Eaiufm Rat11 
I of ERI ~ of Totel ""') 

40°F 75 90°F 
Sllllller Base 
8.1X Ethanol 
High Aromatic 
16.2% MTBE 

5.057 (0.679) 4.503 (0.708) 0.783 (0.085) 
4.042 (0.487) 1.004 (0.108) 4.706 (0.622> 
3.172 (0.324) 2.853 (0.266> 6.217 (0.635) 
4.973 (0.649) 5.463 (0.693) 1.846 (0.195) 

Table 11. 

40°F 
paraffins olefins 

SL.mner Base 10.66 58.89 
8.1 X Ethanol 10.34 54.96 
High Aromatic 11.12 68.16 
16.2% MTBE 11.63 59.49 

Class percentages of Tailpipe El!igions 
I of Elligion Reactivity Index 

75°F 90°F 
aromatics: 

29.72 
32.01 : 
20.19 : 
23.48 : 

paraffins olefins 
9.936 49.65 
8.907 56.51 
14.67 56.04 
9.576 60.34 

aromatics: 
38.87 
31.91 
27.43 
28.84 

paraffins olefins 
12.2 59.5 
14.56 63.5 
11.38 59.51 
16.06 74.28 

Table 12. Clm Reactiyity pistribution of Iai lpipe Elliuiarw 

40°F 
paraffins olefins 

Summer Base 1.5337 8.4725 
8.1X Ethanol 1.9197 10.2039 
High Aromatic 1.1159 6.8399 
16.2% MT8E 1.0255 4.8663 

Table 13. 

40°F 
paraffins olefins 

Summer Base 46.76 19.98 
8. 1l Ethanol 46.65 17.64 
High Aromatic 45.78 19.92 
16.2X MTBE 52.89 22.69 

Table 14. 

. El!iniC!! R?ftfvity Index 
75 F 90°f 

aromatics: paraffins oleffna aromatics: paraffins oleffns 
4.2758 1.0609 5.3011 4.1501 0.9118 4.4470 
5.9430 : o.m1 4.8983 2.7660 1.9899 8.6785 
2.0261 : 1.1861 4.5947 2.2490 0.4876 2.5500 
2.0250 : 0.6149 3.8742 1.8518 1.1020 5.0971 

Mau Distributim of Tailpipe Elliuiona 
by ~ic class 

75 F 90°F 
aromatics: 
33.25 
35.72 
34.75 
24.42 

paraffins olefins aromatics: paraffins olefins 
47.70 17.99 34.31 55.44 19.23 
45.87 19.81 34.32 59.66 17.14 
42.27 19.42 38.3 : 46.04 18.73 
53.17 21.45 25.37 : 64.44 22.48 

I!C!butylene Reactivity Ellfssim Ratn 
Elliuion Reactivity Index <I ERn 

40°f 
Summer Base 0.348 ( 2.42) 
8.1X Ethanol 0.380 ( 2.05) 
High Aromatic 0.491 ( 4.89) 
16.2% MTBE t.266 (14.35) 

75°F 90°F 
0.206 ( 1.93) 0.231 ( 3.09) 
2.820 ( 3.32) 0.427 ( 3.12) 
0.231 ( 2.82) 0.277 ( 6.47) 
0.875 (13.62) 1.085 (15.82) 
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ar011111tics 
26.45 
21.05 
28.40 
8.79 

ar011atics 
1.9769 
2.8769 
1.1269 
0.6032 

&r01118t i cs 
25.53 
23.21 
35.73 
13.12 



FTIR: FUNDAMENTALS AND APPLICATIONS IN THE ANALYSIS OF DILUTE VEHICLE EXHAUST 

C. A. Gierczak, J. M. Andino, T. J. Korniski and J. W. Butler 
Chemistry Department 
Scientific Research Laboratories 
Ford Motor Company 
Dearborn, Michigan 

Fourier transform infrared (FTIR) spectroscopy has been shown to be a 
valuable tool in the analysis of complex gaseous mixtures, such as dilute 
vehicle exhaust. Regulated and non-regulated vehicle emissions have been 
routinely sampled and analyzed using prototype instrumentation developed in 
this laboratory, and in several other laboratories over the last decade. 
More recently, commercial versions of these FTIR analyzers have become 
available through several manufacturers. This paper reviews data acquisition 
and processing techniques employed by several of the prototype and commercial 
FTIR systems. Techniques utilized by the FTIR emissions analyzer developed 
in this laboratory 1 and several of its unique capabilities 1 are also 
addressed in detail. In addition, experiments designed to investigate the 
effects of instrumental and environmental parameters that alter spectral line 
widths, and consequently affect the accuracy of this high resolution system, 
are described. The results of these studies indicate that routine variations 
in parameters 1 such as instrument resolution, sample temperature and pressure 
have minimal effects on the accuracy of the analysis of low concentrations 
of nitric oxide. 
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Introduction 

Fourier transform infrared (FTIR) spectroscopy has been shown to be a 
valuable tool in the analysis of complex gaseous mixtures, such as dilute 
vehicle exhaust. Regulated and non-regulated vehicle emissions have been 
routinely sampled and analyzed using prototype instrumentation developed in 
this laboratory, 1• 2• 3•4 and in several other laboratories over the last de
cade. 5•

6
•
7

•8•9 There are several reasons which explain the increase in the 
popularity of FTIR spectroscopy as a technique for the analysis of vehicle 
emissions. Unlike conventional emissions analyzers, the FTIR is a single 
instrument capable of performing simultaneous multicomponent analyses. In 
addition, FTIR systems have been shown to be more practical, and as sensitive 
as, wet chemical techniques for the analysis of non-regulated emissions such 
as methanol and formaldehyde. 4 In more recent years, commercial versions of 
these FTIR analyzers have become available through several manufacturers. 
This paper reviews data acquisition and processing techniques employed by 
several of the prototype and commercial FTIR systems. Techniques utilized 
by the FTIR emissions analyzer developed in this laboratory, and several of 
its unique capabilities, are also addressed in detail. In addition, 
instrumental and environmental parameters that alter spectral line widths, 
and consequently affect the accuracy of this high resolution system, are 
explored. 

The FTIR analyzers currently in use employ a variety of data acqu1S1-
tion and processing techniques to quantify gaseous species. Most often, the 
frequencies of unique absorption bands are used to identify the chemical 
species, and peak heights or peak areas are used to determine their 
concentrations. Linear processing techniques, such as masking, 10 subtrac
tion, 7 •9 and linear regression programs5•6 •8 are used if the behavior of such 
absorption bands obeys Beer's Law. If the behavior of these bands deviates 
from Beer's Law, nonlinear techniques such as least squares fitting programs, 
which rely on higher order regressions, must be employed. 8•11 

Selecting "interference free" absorption lines for the quantification 
of gaseous species in complex mixtures is often a difficult task. If the 
resolution of the spectrometer is not sufficient, interferences can arise 
from overlapping lines. Often times, it is difficult to correct for such 
interferences. It is for this reason that high resolution FTIR spectroscopy 
is preferred for quantification. Least squares fitting programs have been 
used in conjunction with lower resolution spectroscopy with reasonable 
success. 11 There are several advantages and disadvantages associated with 
high resolution spectroscopy. Typically, high resolution spectra require 
greater data acquisition times, are noisier than the lower resolution 
counterparts, and require the use of computers with greater memory and 
processing capabilities. Higher quality (higher cost) interferometers are 
needed to acquire precise, high resolution infrared spectra. In addition, 
to maximize resolution infrared beam diameters must be keep to a minimum, 
thus affecting instrumental throughput and sensitivity. 

The advantages of high resolution systems are illustrated using an 
infrared spectrum of dilute vehicle exhaust (Figure 1). It is evident that 
absorption lines associated with water and carbon dioxide dominate the 
spectrum. Without the ability to resolve the unsaturated lines from the 
saturated lines, only a few, rather narrow spectral regions remain free from 
interferences. The physical or chemical removal of water or carbon dioxide 
from such samples improves the utility of the spectral region, but presents 
several problems. Techniques used to eliminate water will also remove water 
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soluble components, such as methanol and formaldehyde. In addition, it is 
difficult to perform quantitative analyses after "drying" a sample unless the 
amount of water and water solubles removed can be accurately determined. An 
alternate technique used to remove water and carbon dioxide absorption bands 
is spectral subtraction. Most often, in the case of raw or diluted exhaust 
samples, the water and carbon dioxide absorption lines are saturated and 
cannot be completely eliminated by linear subtraction methods. If used 
properly, high resolution systems can take advantage of the unsaturated 
regions of the spectrum and perform interference free analyses of several 
regulated and non-regulated emissions components (Table I). 

In addition to the identification and quantification of exhaust compo
nents, several of the commercially available systems provide time-resolved 
emission data. Coupled with direct sampling devices, such as a dilution 
tube3•4 or Constant Volume Diluter (CVD), 12 these systems are useful for 
evaluating factors that affect emission levels during transient phases of 
vehicle tests. Relationships between variables such as road speed or post 
catalyst temperatures and emission levels of several components can be 
established. Examples of some of the information available using time
resolved data acquired on the FTIR emissions analyzer developed in this 
laboratory are presented in Figures 2 and 3. 

Restricted by computer processing and storage capabilities, some FTIR 
analyzers are limited to acquiring integrated or signal averaged data, as 
opposed to real-time data. Consequently, such systems are often coupled with 
indirect sampling devices, such as Tedlar bags or other sample containers. 7•9 

These systems have also been used with direct sampling devices to analyze 
emissions during steady state vehicle experiments, or to obtain integrated 
emission values for transient cycles. 9 

Experimental Methods 

Instrumentation 

The FTIR emissions analyzer developed in this laboratory is comprised 
of three basic subsystems; 1) the infrared spectrometer and optical 
accessories for gas phase measurements, 2) the data acquisition and 
processing system, and 3) the associated sampling hardware. The high 
resolution Fourier transform infrared spectrometer (Nova-Cygni 120 model, 
Mattson Instruments, Inc., Madison, WI) is a research f,rade instrument 
capable of acquiring quality, eighth wavenumber (0.125 em- ) spectra. (Due 
to computer limitations and time resolution constraints, the system is 
operated at a resolution of 0.25 cm- 1 , and the interferograms are zero filled 
to an effective resolution of 0.125 cm- 1). The spectrometer is equipped with 
a water cooled, glow bar source and a narrow band MCT detector with a 
linearlzed preamplifier. A variable pathlength, multi-pass gas cell (Wilks 
20 Meter - Model 9020) with potassium bromide windows, is used exclusively 
at the 14th order setting (21.75 meters) to improve the sensitivity of the 
system for all chemical species. 

Data acquisition and processing is controlled by a Concurrent computer 
equipped with an array processor (Model 5450). The computer is a multi-user 
system based on the UNIX operating language. The data acquisition and 
processing routines were developed at the Ford Motor Company Scientific 
Research Laboratories. This software was designed for the specific purpose 
of (but not limited to) analyzing multicomponent gas phase samples composed 
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of chemical species typically found in dilute vehicle exhaust. The system 
can be used to acquire either time-resolved or signal averaged data. It is 
capable of co-adding, transforming, and analyzing high resolution spectra in 
3 second intervals. Currently, 24 distinct components are monitored on a 
real-time basis. The real-time detection limits for these components are 
reported in Table II. It should be noted that the detection limits for the 
concentration ranges most often encountered during vehicle testing are 
listed. Other ranges, which are more appropriate for atmospheric concentra
tion levels, provide greater sensitivity for a limited number of species. 
Signal averaging can be employed during steady- state engine or vehicle 
experiments to improve detection limits. The hardware and software used with 
the system are capable of monitoring up to 50 individual components. Species 
other than those listed in Table II can be added to the system by acquiring 
a representative reference spectrum, developing an effective mask, and 
incorporating the calibration factor into the existing software. This 
operation is performed routinely in our laboratory. 

The sampling hardware consists of high flow rotary vane and direct 
drive high vacuum pumps, an absolute pressure meter, and 0.5 in. OD stainless 
steel transfer lines and valves. Direct sampling of dilute exhaust is 
performed using the high flow pump (Model SKC48PG656BS, General Electric, 
Fort Wayne, IN). The high vacuum pump (Model E2M-18, Edwards, Sussex, 
England) accommodates samples acquired indirectly, such as those contained 
in Tedlar bags or other sample vessels. Either the high flow or the high 
vacuum pump can be used to sample pressurized gas cylinders directly. The 
reference spectra used for quantitative analyses were acquired at sample 
pressures of approximately 933 mbar (700 torr). To prevent inaccuracies due 
to line broadening, the absolute pressure meter (Balzers - Model APG 010) is 
used to monitor sample pressures, so that they ·can be maintained at or as 
close to 933 mbar as possible. 

Instrumental and Environmental Parameters and Their Effects 
on the Accuracy of this System 

As mentioned above, the quantitative capabilities of the FTIR emissions 
analyzer developed in this laboratory are based on high resolution infrared 
spectroscopy. A procedure called "masking" 10 is used to both identify and 
quantify absorptions in the sample spectra. A mask consists of select 
groups of spectral channels called segments. The segments are chosen from 
the unsaturated regions of the spectrum. Several channels are used to form 
either the background or signal segments of the mask. Background segments 
are used to determine the baseline of the sample spectrum in a given region. 
Ideally, background segments contain data channels to the immediate right and 
left of the signal channels. Signal segments are used in combination with 
the background segments to determine the area under an absorption band. 
Instrumental and environmental factors that alter spectral line widths can 
affect the accuracy of the high resolution masking technique. The general 
effect of variations in spectral line widths on the accuracy of the masking 
technique is illustrated in Figure 4. The extent of these effects vary 
depending on the nature of the absorbing species and the mask used. For 
example, masks for chemical species which have very narrow absorption bands, 
such as co2 and NO, may contain as few as one or two channels in their signal 
segments. If the instrumental resolution is insufficient, or if natural line 
widths are broadened due to an increase in sample pressure or temperature, 
the spectral line widths of such species will increase. In such cases, the 
channels chosen for the background segments may be skewed or shifted upward 
due to the line broadening, while the signal channels are simultaneously 
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shifted downward. Consequently, the areas determined by the mask segments 
will be less than those areas established using the reference spectra. In 
such cases, the accuracy of the masking technique is affected. 

Several experiments were designed to investigate the effects of varia
tions in spectral line widths on the accuracy the system. The experiments 
were performed using static gas phase samples from a high pressure cylinder 
containing a low concentration nitric oxide diluted with nitrogen. The 
natural line widths of nitric oxide absorptions are less than the resolution 
of the analyzer, therefore, the effects of variations in spectral line widths 
are expected to be greatest for this species. The cylinder (19.8 ppm ±1% NO) 
was obtained from AIRCO (Murray Hill, NJ), and its content was certified by 
the Ford Motor Company Gas Standards Laboratory. All studies were performed 
using the prototype hardware and the software developed at Ford Motor 
Company. 

Results 

Temperature Study 

The temperature study encompassed temperature fluctuations that might 
be seen under normal atmospheric variations and under more extreme varia
tions. (The use of heated raw exhaust samples versus room temperature dilute 
exhaust samples has been a issue of recent debate). A heating jacket 
(Foxboro Company - Model 500-0109) designed specifically for the Wilks gas 
cell, was used to control the sample temperature. Thermocouples were placed 
between the blanket and the cell, and inside the outlet port of the cell to 
monitor the temperatures of the exterior of the gas cell and of the sample 
gas. Temperature differences as great as -35°F between the exterior of the 
cell and the sample gas were seen at higher sample temperatures (-160°F). 
Although the gas cell is rated for temperatures as high as 230°f, the sample 
temperatures were maintained below -150°F to safely accommodate these 
temperature differences. Spectra were acquired at four temperatures, ranging 
from room temperature to -140°F. 

If the gas obeys the ideal gas law, a inverse linear relationship 
between sample temperature and instrument response is expected. (If the 
pressure and the volume of the cell remain the same, an increase in 
temperature will result in a decrease in the number of molecules in the 
lightpath). The theoretical relationship between instrument response (R) and 
sample temperature (T) developed using the ideal gas law and the instrument 
response at 84°F is the following: 

R - ( -0.034 ppmj°F)T + 23.1 ppm. 

The plot of instrument response as a function of sample temperature is 
presented in Figure 5. A linear regression of these data was performed and 
it was determined that the experimental relationship between instrument 
response and sample temperature is equivalent to the theoretical relationship 
(within experimental error) for the given concentration of nitric oxide. 
(slope - -0.037 ppm/°F, intercept = 23.4 ppm, and a correlation coefficient 
- 0.996). In addition, the linear subtraction of a spectrum acquired at room 
temperature from one acquired at 140°F indicates no appreciable line 
broadening with increasing temperature. 
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Pressure Study 

The direct sampling devices routinely used with the FTIR emissions 
analyzer developed in this laboratory are open to the atmosphere. Thus, 
significant ambient pressure changes during a vehicle or engine test, such 
as passing storm fronts, will cause sample pressure changes which may impact 
the system's accuracy. In addition, there is some concern that results 
·::>btained using the commercial version of this instrumentation in testing 
facilities that are located at higher altitudes (with ambient pressures below 
the recommended sampling pressure of 700 torr) such as Denver, Colorado, will 
not be comparable to results obtained at other testing facilities. To 
address these issues, a pressure study was undertaken to establish the 
affects of ambient pressure changes on the accuracy of system. The 
analyzer's performance was characterized for nitric oxide at pressures 
ranging from approximately 933 mbar to 150 mbar. 

If the ideal gas law is applied to the case of the pressure study, a 
direct linear relationship between sample pressure and raw instrument 
response is expected. If the raw instrument response was corrected using 
the ratio of the reference pressure (933 mbar) to the sample pressure, the 
system should provide accurate analyses for samples at pressures other than 
~33 mbar. Unfortunately, in practice, this does not hold true. A plot of 
raw and corrected instrument responses obtained experimentally (Figure 6) 
reveals that the relationship is somewhat linear over a narrow pressure 
range, but becomes fairly nonlinear over a broader pressure range (933 mbar 
to 150 mbar). The relationship over this broader range is more accurately 
described by a second order polynomial equation. For the given concentration 
of nitric oxide, the following polynomial relationship has been established 
~Jetween raw instrument response (R) and sample pressure (P): 

R = [-9.59 x lo- 6 ppm/(mbar) 2 ]P2 + [2.99 x lo- 2 ppm/mbar]P + 0.55 ppm. 

Several reasons for this departure from linearity may be considered. 
Instrumental factors, such as changes in detector linearity with varying 
throughput, might be responsible. In addition, inter- or intra-molecular 
interactions may change at lower pressures, thereby resulting in different 
line shapes and intensities. The band shapes that result from a linear 
:;ubtraction of a spectrum acquired at 150 mbar and one acquired at 933 mbar 
indicate a reduction in spectral line width with a reduction in pressure, 
:;upporting the above theory. 

Aperture Study 

Factors, such as beam diameters, and the quality and ali9nment of 
optical components can affect the resolution of FTIR spectrometers. 3 It has 
been demonstrated in the pressure study, that variations in spectral line 
ividths can effect the accuracy of the system. An aperture study was 
undertaken to determine the relationship between instrumental resolution and 
1:he performance of the analyzer. To determine the effect of aperture size 
<beam diameter) on the accuracy of the nitric oxide analysis, instrument 
::-esponse was monitored for several aperture settings. Adjustments of the 
diaphragm aperture are controlled by a stepper motor. Aperture size can be 
changed by selecting the number of steps the motor undergoes relative to a 
zero point. This mechanism is very reproducible, but the relationship 
between motor steps and aperture area is not a linear one. Spectra were 
acquired at three stepper motor setting: 30, 40, and 50 steps, which 
correspond to aperture areas of approximately, 0.30, 0.52, and 1.27 rnrn2 , 
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respectively. (The increase in throughput at a setting of 50 steps prompted 
the use of a 50% transmitting, neutral density filter to prevent saturation 
of the detector). A plot of instrument response as a function of aperture 
area is presented in Figure 7. A linear regression was performed on these 
data, and it was established that the relationship between instrument 
response and aperture area is linear for the given concentration of nitric 
oxide, for the range of aperture areas studied (slope - -1.85 ppmjmm2 , 
intercept- 21.0 ppm, and a correlation coefficient- 0.998). In addition, 
the linear subtraction of a spectrum acquired using an aperture setting of 
30 from a spectrum acquired using a setting of 50 was performed. The 
resultant band shapes indicate loss of resolution with increasing aperture 
setting. 

Conclusions 

The quantitative capabilities of this FTIR emissions analyzer are based 
on the use of high resolution infrared spectroscopy. Therefore, variations 
in spectral line widths may affect the accuracy of the system. A study 
investigating the extent of such effects on the accuracy of the nitric oxide 
analysis was performed. It was determined that linear equations can be used 
to describe the relationships between instrument response and parameters such 
as sample temperature and aperture area over the ranges studied. On the 
other hand, the relationship between instrument response and sample pressure 
is somewhat nonlinear over the pressure range studied. For narrower pressure 
ranges the relationship can be described using linear equations. 

It has been determined from this work, that ambient temperature 
fluctuations do not appreciably alter spectral line widths. Variations in 
sample temperature of ±10°F are expected to result in inaccuracies on the 
order of ±2% for samples containing nitric oxide levels similar to those used 
in this study. If accuracies greater than ±2% are needed, the regulation of 
sample'temperatures should be considered. 

It has also been determined, that ambient pressure fluctuations 
measurably alter the widths of NO absorption lines. Variations in sample 
pressure of ±50 mbar result in errors on the order of ±3% for samples 
containing lower levels of nitric oxide. Feed back circuity has been used 
successfully in this laboratory to regulate the sample pressures during 
vehicle testing, and is recommended if system accuracies greater than ±3% 
are required. For locations that have naturally low ambient pressures, 
correction factors, which compensate for lower sample pressures can be 
readily incorporated into the software. 

It is apparent from this study, that the aperture size (beam diameter) 
has a noticeable effect on instrument resolution, and hence instrument 
response in the specific case studied. A maximum instrument response error 
of 6% for nitric oxide is observed for changes in aperture area from 0.52 
mm2 to 1.27 mm2. Since the changes in instrument response behave linearly 
over the range considered, it is conceivable that the data could be corrected 
for the variations in aperture size. However, to eliminate the effects of 
loss of instrument resolution due to beam diameter fluctuations, it is 
strongly recommended that the resolution of the reference spectra and the 
sample spectra be matched as closely as possible, and that aperture size 
remain constant. 
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The results of this study indicate that routine variations in 
parameters, such as instrument resolution, sample temperature and pressure 
have minimal effects on the accuracy of the FTIR analysis of low 
concentrations of nitric oxide. Studies that may further clarify the these 
effects for nitric oxide, as well as for several other emission components, 
are in progress. 
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Table 1. Spectral regions used for quantitative analysis of some exhaust components. 

CO!Ip)nent Spectral Region (cm-1) 

carbon monoxide 2010 - 2220 

nitric oxide 1800 - 1940 

nitrogen dioxide 1580 - 1630 

nitrous oxide 2185 - 2220 

sulfur dioxide 1330 - 1385 

methane 1240 - 1345 

Table II. Real-time detection limits of the FTIR analyzer 

Component Detection Limit Bags 1 or 3 ( 1) 
(ppm) (~/mile) 

7 0 CFM 

CH20 (formaldehyde) 0.54 2.6 

CH30H (Methanol) 1.8 9.1 

co (Carbon Monoxide)(4) 8.9 39 

C02 (Carbon Dioxide)(4) 470 3.2E+03 

SUM_HC(5) 19 ppnC 42 

SUM_NOX(6) 3.6 pprnN 23 

NO (Nitric Oxide) 0.39 1.6 

N02 (Nitrogen Dioxide) 2.8 18 

N20 (Nitrous Oxide) 0.10 0.7 

HONO (Nitrous Acid) 2.4 16 

CH4 (Methane) 1.7 4.2 

C2H2 (Acetylene) 0.62 2.5 

C2H4 (Ethylene) 1.3 5.6 

C2H6 (Ethane) 0.54 2.6 

C3H6 (Propylene) 4.2 28 

iC4H8 (Isobutylene) 1.3 11 

13C4H6 (1,3-Butadiene) 1.8 15 

HCIO (nonspeciated HC)(5) 5.7 pprnC 12 

CH3CHO (Acetaldehyde) 3.6 25 

C2H60 (Ethanol) 0.62 4.5 

HCOOH (Formic Acid) 0.39 2.8 

S02 (Sulfur Dioxide) 0.73 7.4 

H20 (W'ater) 3200 9.0E+03 

HCN (Hydrogen Cyanide) 0.44 1.9 

NH3 (Ammonia) 0.85 2.3 

CF4 (Carbon Tetrafloride) 6.4E-03 8.8E-02 

(1): Limits for UDDS cold start transient phase (Bag 1) or the hot start 
transient phase (Bag 3) at a dilution flow rate of 7DO CFM. 

(2): Limits for UDDS cold start stabilized phase (Bag 2) 
for a dilution flow of 700 CFM. 

(3): Limits for the Cold/Hot calculation for a 
dilution flow rate of 700 CFM. 

(4): Ranges appropriate for atmospheric levels provide 
greater sensitivity for these Conplnents. 

(5): Molecular weight based on a hydrog~n to carbon ratio of 1.85:1. 

(6): Based on the molecular weight of N02. 
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Figure 1. High resolution spectrum of dilute vehicle exhaust from an 
alternate fuel vehicle running on a mixture of 85% methanol and 15% gasoline. 
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Figure 2. Methane emissions and catalyst temperature as a function of time 
for a gasoline fueled vehicle during the cold start transient phase (Bag 1) 
of the Urban Dynamometer Driving Schedule (UDDS). 
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Figure 3. Formaldehyde emissions and road speed as a function of time for 
an alternative fuel vehicle running on 85% methanol and 15% gasoline during 
Bag 1 of the ODDS. 
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Figure 4. The effect of a variation in the spectral line width on the 
accuracy of the masking technique. 
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TEMPERATURE STUDY 
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Figure 5. Instrument response as a function of sample temperature for 
nitric oxide. 
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IRIS STUDY 
Nitric Oxide 

22 
R=aA+b 

21 a = -1.85 ppm/mm2 

- b = 21.0 ppm -............ 

El 
p.. 

20 p.. --v 
O'l 
l=l 
0 19 p.. 
!7l 
Q) 

~ -
18 

17+--------------+--------------r-------------~ 

F'igure 7. 
oxide. 

0.000 0.500 1.000 1.500 

Aperture Area (mm2} 

Instrument response as a function of aperture area for nitric 

313 



EMISSIONS FROM A FLEXIBLE-FUELED VEHICLE 

Peter A. Gabele 
U.S.Environmental Protection Agency 
Research Triangle Park, North Carolina 

William Crews and Paula siudak 
NSI Technology Services, Inc. 
Research Triangle Park, North Carolina 

In anticipation of a shift from gasoline to methanol, 
flexible-fueled automobiles capable of operating on various 
mixtures of both fuels are being developed. This study 
examines both the exhaust and evaporative emissions from a 
prototype General Motors Variable Fuel Corsica. Results are 
reforted for tests conducted at temperatures of 40°, 75°, and 
90 F, and for fuels MO, M25, M50, M85, and MlOO. In addition 
to regulated emissions and fuel economy, emission rates for 
methanol, aldehydes, and a large number of hydrocarbon 
compounds were measured. The data indicate that as fuel 
methanol content is increased, formaldehyde and methanol 
comprise increasingly greater portions of the organic material 
while hydrocarbons comprise less. Increasing fuel methanol 
content has no significant effect· on exhaust regulated emission 
rates (organic material, carbon monoxide, and nitrogen oxides) 
nor on the composition of total hydrocarbons, except for 
methane, which increases substantially. The effect of ambient 
temperature on both exhaust and evaporative emissions is 
similar to its effect on gasoline cars: organic and carbon 
monoxide exhaust emissions increase substantially at the lower 
temperatures, and evaporative emissions increase steadily with 
increases in temperature. 
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INTRODUCTION 

The lack of progress toward attainment of the ambient 
ozone standard has prompted many areas of the country to press 
for stricter emission standards and other abatement strategies. 
In Southern California, regional officialp have voted for a 
plan that would, by 1998, convert 40% of the cars to cleaner 
fuels. If enacted, the plan would ban the use of conventional 
gasolines in Southern California by 2007. 

Currently, the most prom1s1ng alternative fuel for 
automobiles appears to be methanol. In anticipation of a fuel 
switch to methanol, some automobile companies have already 
developed vehicles which are designed to operate on methanol 
andjor gasoline. One scenario suggests that these flexible-fuel 
cars could proliferate during a transition of fuels to comprise 
a significant fraction of the consumer fleet. For this reason, 
a study was undertaken to characterize both the exhaust and 
evaporative emissions from a flexible-fuel automobile. The 
data obtained in this study will be used in air quality models 
to predict the impact of methanol usage on ambient ozone 
levels. 

EXPERIMENTAL PROCEDURES 

Test Vehicle 

The test vehicle used in this study was a 1988 General 
Motors (GM) Variable Fuel Corsica having a conventional, closed 
loop, three-way catalyst. Its engine is a port fuel injected, 
2.8-1 six-cylinder configuration, having a compression ratio 
of 8. 9: 1. A fuel sensor electronically monitors the oxygen 
content of the fuel being injected to continuously adjust 
engine parameters, enabling optimum operation with respect to 
fuel alcohol content. 

The variable Fuel Corsica was obtained on loan from the GM 
Advanced Engineering Staff (AES) to EPA for testing. Prior to 
delivery, the Corsica was te~ted for both exhaust and 
evaporative regulated emissions by GM. Much of these data are 
included in the paper for comparative purposes when regulated 
emissions data are presented. 

Fuel Description 

The five fuels examined in this study were MO, M25, M50, 
M85, and MlOO .· In these five descriptors, the prefix "M" is 
followed by a number representing the volume percent of 
methanol mixed with gasoline. For example, an M85 fuel 
contains 85% methanol and 15% gasoline. The methanol used was 
of a laboratory grade specification and the gasoline with which 
it was mixed was indolene, the standard certification fuel. The 
Reid vapor pressures (RVP) measured for the MO, M25, M50, M85, 
and MlOO fuels were 9.0 psi, 10.9 psi, 10.1 psi, 8.0 psi, and 
4.6 psi, respectively. 

Facility Description and Emission Measurement 

All tests were conducted at the EPA Environmental Research 
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Center Annex, Research Triangle Park, North Carolina. The 
chassis dynamometer used for vehicle road load simulation is 
enclosed within a temperature controlled test chambe~ (TCTC), 
which permits vehicle soak and operation at temperatures 
ranging from 20°F to 100°F. 

Emissions were examined for both regulated (organic material 
(OM), carbon dioxide (CO), and nitrogen oxides (NOx)) and 
unregulated pollutant emissions. Regulated emissions were 
measured using the procedures set forth in the Federal Register 
( 1) . Nonregulated pollutants, consisting of aldehydes and 
speciated hydrocarbons, were measured using methods previously 
published (2,3). 

Run Schedule and Test Descriptions 

The overall test program was broken down into test sets and 
subsets. The sets consisted of all runs with a given test 
fuel, and the subsets were all runs at a given test 
temperature. Because there were five fuels being examined, 
there were a total of five test sets which were run in the 
order of MO, M85, MlOO, M50, and M25. There were three subsets 
run in the order of 75°F, 40°F, and 90°F, and three replicate 
tests were run within each subset. The subset for MlOO at 40"F 
was not run because the vehicle could not be cold started on 
MlOO at temperatures below 60"F. 

RESULTS AND DISCUSSION 

Exhaust Emissions 

Exhaust emission rasults are presented in Table 1. These 
presentations enable emission rate comparisons for the two 
principal variables examined in the study: fuel methanol 
content and ambient temperature. 

Emission rates, except for NOx, are significantly higher at 
the lowest temperature examined (40°F). This is expected 
because organic and co emissions typically increase as ambient 
temperature decreases. In a similar study involving a dedicated 
methanol car ( 4) , the increases in HC, CO, and methanol 
emissions were even more pronounced than those presented here 
with M85 fuel. 

The effect of fuel type (fuel methanol content) on CO, 
NOx, and total organic exhaust emission rates is not 
significant; however, fuel type does strongly influence the 
composition of organic material. Increases in fuel methanol 
content result in increases in methanol and formaldehyde 
emission rates with corresponding decreases in HC emission 
rates. In addition to these compositional changes, hydrocarbon 
compositions are also affected. As fuel methanol content is 
increased, steady but significant increases in the methane 
fraction occur. 

The fractions of hydrocarbon compounds other than methane 
are much less sensitive to either fuel methanol content or 
ambient temperature. Table 2 provides fractions as percentages 
for 6 of the more important hydrocarbon compounds contained in 
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exhaust emissions. The final column in the table gives average 
values from recent exhaust emission studies conducted with 
gasoline vehicles ( 5, 6) . In general, the hydrocarbon 
composition from gasoline vehicle exhaust emissions _appears 
similar to those from the flexible-fuel vehicle, except for 
methane, as discussed above. 

An additional formaldehyde measurement was made during the 
first 125 s of the test to determine the portion of 
formaldehyde emissions occurring immediately after the cold 
start. Formaldehyde emissions, which occur during the cold 
transient test phase (first 505 seconds), generally comprise 
a vast majority of the total test formaldehyde emissions. 
Table 3 reports the emission rates and percentages of 
formaldehyde emitted during the first 125 s and the first 505 
s of operation. 

Evaporative Emissions 

Evaporative emission summaries are presented in Table 3. As 
expected, evaporative emissions increase with increase in 
either test temperature or fuel volatility. For the 90°F 
tests, the order of increasing evaporative emission rates 
corresponded precisely with order of increasing fuel 
volatility: M100 < M85 < MO <MSO < M25. 

CONCLUSIONS 

Results obtained in this study support the following 
conclusions: 

1. Regulated exhaust emissions increases at 40°F are 
comparable to increases observed for gasoline vehicles. 

2. Methanol and formaldehyde exhaust emission rates 
increase substantially at 40°F relative to the 75°F tests. 

3. Regulated exhaust emission rates (OM, CO, and NOx) 
are not significantly affected by fuel methanol content. 

4 . As methanol content increases, the hydrocarbon 
portion of the organic mass decreases while the methanol 
and formaldehyde portions increase. 

5. The methane fraction of exhaust hydrocarbons 
increases with increase in fuel methanol content. Other 
hydrocarbon compound fractions are less sensitive to 
fuel methanol content and are similar to values reported 
from gasoline engine studies. 

6. More than half of the FTP formaldehyde emissions 
occur during the first 125 s of the test with M85 and 
M100 fuels. 

7. Total organic evaporative emissions increase with 
increase in test temperature and with increase in fuel 
volatility. 
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Table 1. Exhaust emissions 

OMHCE HC MeOH HCHO 
(a/mil (a/mil (a/mil (malmO 

MO 
40 F 0.92 0.92 0.00 5.6 
75 F 0.32 0.32 0.00 4.8 
90 F 0.36 0.36 0.00 4.7 

M25 
40F 0.78 0.70 0.18 13.0 
75F 0.28 0.22 0.11 8.8 
90F 0.30 0.25 0.11 7.1 

M50 
40 F 0.67 0.47 0.44 23.2 
75 F 0.27 0.17 0.21 14.1 
90 F 0.25 0.15 0.20 12.9 

M85 
40 F 1.00 0.35 1.45 58.0 
75 F 0.24 0.11 0.29 27.3 
90 F 0.32 0.17 0.31 28.5 

M100 
75 F 0.42 0.04 0.82 40.6 
90 F 0.31 0.03 0.60 31.7 

notes: (a) Organic-He+ 13.8/32(Me0H) + 13.8/30(HCHO) 
(b) no 40 F M100 tests. 

co 
(a/mil 

8.80 
2.60 
2.80 

8.46 
2.50 
3.60 

7.50 
2.90 
3.00 

8.50 
2.60 
2.40 

3.10 
3.10 

Table 2. Fractions for six selected exhaust 
HC compounds. (% of total HCs) 

Test Temp MO M25 MSO M85 MtOO 
20gas 

NOx 
(a/mil 

0.20 
0.22 
0.26 

0.22 
0.24 
0.26 

0.24 
0.26 
0.24 

0.28 
0.26 
0.31 

0.27 
0.24 

Table 4. Evaporative emissions 

OMHCE HC 
(grams} (grams) 

MO 
40 F 0.45 0.45 
75F 0.82 0.82 
90F 1.45 1.45 

M25 
40 F 0.56 0.47 
75 F 1.45 1.34 
90 F 5.38 4.83 

MSO 
40 F 0.25 0.17 
75 F 0.58 0.46 
90 F 1.67 1.47 

M85 
40 F 0.28 0.17 
75 F 0.64 0.48 
90 F 0.65 0.50 

M100 
75 F 0.40 0.12 
90F 0.47 0.10 

notes:(a) OrganiczHC+13.8{32(MeOH) 

(b) no 40 F MtOO tests. 

MeOH 
(gram~ 

0.00 
0.00 
0.00 

0.20 
0.26 
0.62 

0.19 
0.28 
0.43 

0.16 
0.25 
0.31 

0.58 
0.85 

(Fl vehicles 

40 10 10 11 15 
METHANE 75 10 12 15 25 50 

90 13 13 17 19 56 

40 5 5 5 5 
ETHYLENE 75 5 6 6 5 1 

90 5 5 5 4 2 

40 3 3 3 2 
PROPYLENE 75 4 4 4 3 0.5 

90 4 4 4 2 0.0 

40 3 3 3 3 
BENEZENE 75 3 3 3 3 0.7 

90 3 3 3 3 1.5 

40 14 14 15 14 
TOLUENE 75 14 14 12 12 2.0 

90 13 11 12 12 3.0 

40 0.3 0.6 0.4 0.2 
1,3-BUTADIENE 75 0.5 0.6 0.6 0.4 0.0 

90 0.4 0.6 0.8 0.6 0.0 

I 

THC 40 0.9 0.7 0.5 0.3 
(g/mi) 75 I 0.3 0.2 0.2 0.1 0.02 

90 I o 3 0.3 0.2 0.1 0.01 

17 

5 

2 

4 

9 

0.3 
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Table 3. Percent of FTP formaldehyde 
emission at 125 s. and 505 s. 

Am b. %Total 
Temp. 

(F) 125 s. 505 s. 

M85 

40 51 81 

75 59 88 

90 51 85 

! 

I M100 
I 

75 60 92 

90 63 90 



A RETROSPECTIVE ANALYSIS OF A BASELINE AIR PATHWAY 
ASSESSMENT AT A PRE-REMEDIAL SUPERFUND SITE 

Richard w. Tripp, Jody Hudson, Harry Kimball, 
u. s. Environmental Protection Agency-Region VII, 
25. Funston Road, Kansas City, Kansas 66115 

A Baseline Air Pathway Assessment (APA) was performed at a 
Pre-Remedial Superfund Site containing surface and subsurface 
chemical contamination. The objectives of the baseline APA were 
to: 1) measure the average upwind and downwind concentrations 
of selected VOCs at the 95% confidence level in the anbient air 
around the site and compare these concentrations to the Ap
plicable, Relevant, and Appropriate Requirements (ARARs) estab
lished for this project; 2) determine whether the site is a 
source of the VOCs measured in ambient air based on statisti
cally significant differences at the 95% confidence level 
between average upwind and downwind concentrations; and 3) 
measure average concentrations of selected VOCs at the 95% 
confidence level within selected dwellings and compare these 
concentrations to the ~~s established for the project. A 
Quality Assurance Project Plan (QAPP) was developed describing 
the strategy and procedures used to perform the APA. The 
project was implemented, whole air samples were collected and 
analyzed, the data were assessed, and a report was prepared. 
This paper describes and evaluates the study and discusses 
alternate approaches for performing data analysis using the 
pollutant and weather data obtained during the study. 
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INTRODUCTION 

A Superfund site containing a variety of stored chemicals 
and both surface and subsurface soil contamination wa~; 
investigated to determine whether there was an ongoing air 
release. The investigation consisted of performing a baseline 
APA utilizing air monitoring procedures. A statisticnlly 
significant number of samples .(6) were collected at ectch site 
comprising the monitoring network around the site per~meter. 
Another set of six samples were collected in crawl spaces of 
nearby houses to determine if volatile organics were heing 
emitted in soil gas resiflting from subsurface contamination 
around the site. Summa polished spheres with flow control 
valves were used to collect the samples, which were then ana
lyzed by Gas Chromatography/ Matrix Isolation-Fourier Transform 
Infrared Spectroscopy. 

Sample results were grouped by sampling location in rela
tion to the wind, and averaged. The averages of the grouped 
results were then statistically compared to determine if meas
ured VOC concentrations were significant. 

EXPERIMENTAL METHODS 

· The study plan contained an air monitoring network which 
was designed so that the monitoring sites would be located 
upwind and downwind of the site according to the curr~mt and 
predicted wind conditions. The network consisted of one 
upwind monitoring station and three downwind monitoring 
stations all of which were located near (but outside of) the 
site fenceline. The downwind monitoring stations were located 
directly downwind and at 45° right and left of the do-vmwind 
monitoring station. Sampling periods were limited to four 
hours due to sampling equipment constraints. In order to 
average out diurnal effects and other variables which may cause 
short term concentration fluctuations, multiple 4 hour sampling 
events were performed with the individual events collncted over 
different periods of a 24 hour cycle. A total of six sampling 
events were performed. An on-site meteorological station was 
used to measure wind direction and velocity. A sampl~ng event 
was considered valid only if the actual wind direction was 
appropriately aligned with the monitoring network for a minimum 
of 70% of the 4 hour event. If the winds did not meet this 
criteria, the samples were voided and the event repeated. 

Sampling operations began on August 17, 1989, and were 
completed on September 19, 1989. Collected samples wHre pre
pared for analysis by cryogenic preconcentration with qualita
tive and quantitative analysis accomplished using Gas Chroma
tography/ Matrix Isolation-Fourier Transform Infrared Spectos
copyjFlame Ionization Detection (GC/MI-FTIR/FID). The samples 
were analyzed for 17 target VOCs. The measured avera9e 
concentrations from each site within the monitoring network 
were compared to the Applicable, Relevant, and Appropriate 
Requirements (ARARs) contained in the Quality Assurance Project 
Plan (QAPP). The ARARs for this project were based on the 
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American Conference of Governmental and Industrial Hy9ienists' 
(ACGIH) Threshold Limit Values (TLVs) for the respect:.ve vocs 
reduced by a factor of 1/420. 

RESULTS 

The ambient air results showed only 1,1,1-trichloroethane, 
trichloroethylene, methylene chloride, and tetrachloroethylene 
at concentrations above the Method Detection Limits (MDL). The 
mean concentrations and bounding 95% confidence limit at each 
monitoring site were statistically compared to the ARARs and to 
one another. This was done using the student t test for the 
predicted upwind, downwind, downwind 45° right, and downwind 
45° left, sites. Statistically, both methylene chloride and 
tetrachloroethylene were at the same concentration at all 
monitoring sites. Using this same test, 161,1-trichloroethane 
was detected at a higher concentration 45 downwind left and 
downwind center than upwind. Trichloroethylene was detected at 
a statistically higher concentration 45° downwind left: than 
upwind (Figure 1-4). Both 1,1,1-trichloroethane and trichloro
ethylene were below their respective ARARs at the 95% confi
dence level. 

The three nearby residences were sampled with six samples 
collected from each crawl space. All crawl space samples were 
collected from 8:00 am to 4:30 pm. Methylene chloride, 
cis-1,2-dichloroethylene, hexane, 1,1,1-trichloroethane, 
trichloroethylene, toluene, and tetrachloroethylene were found 
above the MDLs. The average concentrations for each residence 
was compared against the average blank value at the 95% 
confidence level. There was no significant difference between 
the blank concentrations and the concentrations found in the 
crawl spaces. 

ALTERNATE DATA ANALYSIS PROCEDURE 

An analysis of the data was performed using the ~onitoring 
data from the actual downwind rather then the predicted 
downwind. This approach uses the ~fedicted gownwind site (i.e. 
network centerline site) for the 1 and 6t event and the 45° 
left site for the remaining data points. The mean concentra
tion was calculated using the individual concentrations meas
ured from the sites. 

A plot of the actual downwind VOC concentrations vs the 
sampling time (Figure 5) shows that during daylight hours the 
concentrations are significantly higher than at night. Two 
possible causes were identified. One cause could be increased 
daytime emissions from the contaminated soil on-site ·uhich was 
found to contain trichloroethylene and tetrachloroethylene. 
The higher daytime concentrations could result from h~gher soil 
temperatures causing the soil to de-gas at a higher rate during 
the daytime hours. The higher daytime concentrations could 
also have been from emissions within an on-site buildlng 
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(chemical storage warehouse) where a cleanup effort Wets going 
on during daylight hours. Probably, the higher daytine values 
were caused by a combination of both possibilities. 

In order to determine if the increased concentrations were 
the result of emissions from the building, the concentrations 
of airborne VOCs found within the building were compared to 
concentrations found .in the soil, at the downwind site perime
ter, and in the crawl spaces (Figure 6). Trichloroethylene is 
the highest of the VOC in both building samples, the downwind 
sample and the residence. Benzene, 1,1,1-trichloroethane and 
toluene concentrations varied for second highest voc ;_n the 
building samples, the downwind sample and the residence. Meth
ylene chloride concentration was always the lowest. This fact 
coupled with the fact that the warehouse doors were only open 
in the daytime could explain the higher daytime ambient air 
concentrations. 

The total VOC concent~ations wer~ also then plotted along 
with the days in which rain fall occurred. {Figure 7 & 8). 
This appears to show that the rain had little effect on the 
emissions. 

CONCLUSION 

Use of the data analysis procedures contained in the 
project QAPP were appropriate to: 1) determine if VOCs were 
leaving the site and at what concentration; 2) measure concen
trations of vocs in the crawl spaces; and 3) determine whether 
the project ARARs were exceeded. Use of alternative techniques 
of data analysis were effective in obtaining additional infor
mation which facilitates an understanding of various factors 
affecting the ambient air concentrations around the s~te. 
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AMBIENT AIR MONITORING OF A SARA TITLE III 
FACILITY USING THE TAGA 6000E MS/MS 

David B. Mickunas and Vinod Kansal 
International Technology Corporation 
REAC Project 
GSA Raritan Depot (MS-802) 
Edison, NJ 08837 

Thomas Pritchett 
US EPA Environmental Response Team 
GSA Raritan Depot (MS-101) 
Edison, NJ 08837 

SARA Title III legislation requires facilities to report the quantities of regulated chemicals that are 
used on-site in an effort to determine the chemicals' fate. One pathway by which a chemical may leave 
a facility is through volatilization into the atmosphere. These chemical emissions pollute the 
environment and may be a potential health problem. The TAGA 6000E was used to investigate a 
specific site for chemical losses due to volatili7A.tion by analyzing the ambient air on and off the 
facility's property. 
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Introduction 

In 1986, the Emergency Planning and Community Right-to-Know Act, also known as Title III, 
was established. This act has four major sections, with Section 313 providing regulations for toxic 
chemical release reporting. Facilities subject to this reporting are required to complete Toxic Chemical 
Release Form (Form R) for specified chemicals. Information necessary to complete this form includes 
the quantity of the chemical entering air, land, and water annually. 

In 1989, the Research Engineering and Analytical Contract (REAC) was directed by the US 
EPA Environmental Response Team (ERT) to provide analytical support to US EPA Region I in its 
efforts to conduct an air monitoring study in the vicinity of a Title III facility in North Haven, 
Connecticut. Monitoring was being conducted by Region I to determine if this facility was introducing 
regulated chemicals into the air. The study was designed to monitor off site locations on the perimeter 
of the facility for compounds whose presence in the ambient air would strongly suggest origination at 
the facility. The air study also included the performance of on-site analyses for compounds, to locate 
their sources. 

Experimental Methods 

Eight target compounds (Table I) were selected for continuous monitoring by the TAGA 
6000E (Figure 1). Five of these compounds were selected based on their identification in the facility's 
Title III report. The other three compounds were selected because they represent common solvents, 
and because one is an indicator of target compound contribution due to vehicular exhaust. The 
sampling was performed during periods when it was believeo that the meteorological conditions would 
permit observation of the maximum concentrations of the targeted compounds. 

The TAGA 6000E performed direct-air sampling. Outside air was continuously drawn through 
a port in the roof, at a flow rate of approximately one and one-half liters per second. The sample 
passed over a glass splitter, where a representative sample entered the transfer line leading to the 
source. The remaining flow was vented from the bus. 

While continuously analyzing for the target compounds, mobile monitoring was performed 
along public roads and over lanes around the commercial facilities surrounding the Title III plant 
(Figure 2). As the mobile monitoring proceeded, the computer was flagged with a letter to denote an 
event or a location; these flags were also recorded on the T AGA operator's log sheet. The flags are 
indicated on the ion profiles (Figure 3) and correspond to the map locations associated with that file. 
Once a plume was located, an effort to isolate the source was conducted by monitoring around the 
suspected source to determine if any upwind contributions existed. 

Summa canisters were used as the medium to collect whole-air samples. The canisters utilized 
for this field activity had been cleaned and certified prior to release to the sampling crew; before any 
sample was collected, each canister was checked for leaks with a pressure gauge to ensure that a proper 
vacuum existed. 

Once the TAGA identified a plume, the sampling strategy was to collect a Summa. The 
collection was accomplished by connecting a Summa to the TAGA sample air flow tubing via a glass 
splitter and a section of Teflon tubing. No attempt was made to regulate the flow rate into the 
canister. After the Summa had achieved ambient pressure, the valve was closed, the tubing was 
disconnected, and both the canister and the glass splitter were cappe0. The time, date, and location 
of sampling were noted on the canister, and also included on the TAGA operator's tog sheet. 

The Summas were returned to Edison, New Jersey, where their pressure was recorded; ultra
high purity nitrogen was added until the canister's final pressure was twice its initial pressure; and the 
canister's contents were analyzed by gas chromatograph/mass spectrometer (GC/MS) for targeted and 
non-targeted compounds. The Summas were also analyzed by the TAGA for the targeted compounds. 

Results and Discussion 

This investigation had three goals: 1) identify off site plumes using target compounds; 2) 
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attempt to locate the sources of plumes, using meteorological data collected concurrently with sampling; 
and 3) collect whole-air samples using Summa canisters for target and non-target compound analysis 
at a later date using conventional methods. 

Sampling was conducted during periods when it was believed that the meteorological conditions 
would produce an atmospheric inversion, resulting in observation of maximum concentrations of target 
compounds. These sampling periods were: 

Sampling Period I 
Sampling Period II 
Sampling Period III 
Sampling Period IV 

August 8, 1989 
August 8, 1989 
August 9, 1989 
August 10-11, 1989 

04:29 - 07:42 
20:17 - 23:52 
12:34 - 16:55 
23:40 - 03:19 

Four distinct plumes were observed off site. One contained the target compounds benzene, 
toluene, and chlorobenzene. This plume is believed to have originated from the Title III facility. 
Another plume contained the target compound 1,1,1-trichloroethane. This plume is believed to have 
originated from an electrical part manufacturing plant. The third plume contained methylene chloride 
and is believed to have originated from a parcel delivery service. The fourth plume is suspected to 
have originated from a graphic arts building. The maximum concentration observed off site for the 
target compounds were: 

Benzene 
Chlorobenzene 
Methylene Chloride 
1, 1,1-Trichloroethane 
Toluene 
Xylene 
1,4-Dioxane 

300 ppb 
30 ppb 

120 ppb 
1100 ppb 
180 ppb 
80 ppb 

18J ppb 

No 1,2-dichloroethane was detected off site. The J associated with the 1,4-dioxane 
concentration denotes that the value is above the detection limit but below its quantitation limit. The 
maximum concentration observed on-site for the target compounds were: 

Benzene 
Chlorobenzene 
1,2-Dichloroethane 
Toluene 

5500 ppb 
350 ppb 
70 ppb 

1700 ppb 

No methylene chloride, 1,4-dioxane, 1,1,1-trichloroethane, or xylene was detected on-site. 

REAC provided a meteorological station for the examination of the micro-meteorology at 
various locations near the Title III facility. There was considerable variation between the REAC data, 
generated off site, and the on-site data available from the facility. The differences in the 
meteorological conditions were believed attributable to local topographical features, which allowed 
channelling and eddy formation. The meteorological data generated at the facility was used to correlate 
the wind conditions and locations of the source of the plumes. 

Summa canister samples were taken in several plumes so analyses for targeted and non-targeted 
compounds could be performed by conventional GC/MS methods. The canisters were also analyzed 
by the TAGA 6000E. The results of these analyses are located in Table II. The results between the 
two techniques showed good agreement for the target compounds, particularly when concentrations 
were elevated. 

Conclusion 

The goals of this investigation were successfully met. The TAGA 6000E identified off site 
plumes using target compounds; the sources of these plumes were located using meteorological data 
collected concurrently with the sampling; and the T AGA 6000E located plumes so whole-air samples 
could be collected in Summa canisters for target and non-target compounds analyses using conventional 
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GCIMS methodology. Furthermore, the Summa canister analysis for target compounds by both the 
GC/MS and the TAGA showed good agreement. 

TABLE I. TARGET COMPOUND LIST 

benzene• 
chlorobenzene• 

1,2-dichloroethane• 
1,4-dioxane 

methylene chloride• 
1, 1,1-trichloroethane 

toluene• 
xylene 

• Identified from facility's Title III report. 
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TABLE II SUMMA CANISTER ANALYTICAL RESULTS (concentrations in ppb) 

COMPOUND 

1,2-dichloroethane 
benzene 
methylene chloride 
1,4-dioxane 
toluene 
1,1, 1-trichloroethane 
xylene 
chlorobenzene 

COMPOUND 

1 ,2-dichloroethane 
benzene 
methylene chloride 
1,4-dioxane 
toluene 
1, 1, !-trichloroethane 
xylene 
chlorobenzene 

COMPOUND 

1 ,2-dichloroethane 
benzene 
methylene chloride 
1,4-dioxane 
toluene 
1, 1,1-trichloroethane 
xylene 
chlorobenzene 

ND = Not detected 
DL = Detection Limits 

SUMMA #41 
GC/MS TAGA 

ND DL=4 
QL=IO DL::::6 
ND DL::::28 
ND DL=6 
QL=10 DL::::13 
QL=lO DL=4 
QL:10 DL=& 
ND DL=2 

SUMMA #52 
GC/MS TAGA 

ND 6J 
QL=10 DL=6 
49 71J 
ND 8J 
QL=10 DL=13 
ND 51 
QL=lO 101 
ND DL=2 

SUMMA #12 
GC/MS GC/MS 

(DUP) 

ND ND 
20 20 
QL=IO OL=lO 
ND ND 
18 17 
ND ND 
QL=lO QL=10 
3J ND 

SUMMA #69 
GC/MS TAGA 

ND 11 
95 74 
ND DL=28 
ND 101 
18 22J 
QL=10 9J 
OL=10 lOJ 
91 6 

SUMMA #1 
GC/MS TAGA 

ND 6J 
117 139 
QL=8 DL=28 
ND DL=6 
154 197 
QL=8 51 
ND DL=8 
13 17 

TAGA GC/MS 

6 ND 
22 QL=lO 
351 QL=10 
8J ND 
26J QL=lO 
9J QL=10 
9J QL=10 
41 ND 

J = Value between Detection Limits and Quantitation Limits 
QL = Quantitation limits 
DUP = Duplicate 
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SUMMA #67 
GC/MS TAGA 

ND 6J 
QL=10 DL=6 
ND 301 
ND 8J 
QL=lO DL=13 
39 42 
QL=lO · 9J 
ND DL=2 

SUMMA #48 
GC/MS TAGA 

ND 6J 
235 229 
QL=10 DL=28 
ND 8J 
92 86 
QL=10 51 
QL=10 91 
27 19 

SUMMA #58 
GC/MS TAGA 
(DUP) 

ND 6J 
QL=10 DL=6 
QL=lO 32J 
ND 101 
OL=10 141 
QL=lO lOJ 
QL=10 101 
ND DL=2 
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ABSTRACT 

As specified in the Comprehensive Environmental Response, Compensation 
and Liability Act of 1980 (CERCLA) and the Superfund Amendments and 
Reauthorization Act of 1986 (SARA), EPA has the responsibility for assessing the 
potential of air emissions and air quality impacts prior to and during Superfund 
hazardous waste site cleanup. CERCLA and SARA mandate the characterization 
of all contaminant migration pathways from waste to the environment and of the 
resulting environmental impacts. Specifically, they mandate that "all potential 
migration pathways for contaminants" be characterized. Heretofore, the U.S. 
Environmental Protection Agency (EPA) has developed specific Statement-of-Work 
(SOWs) to provide laboratories with specific analytical techniques in the analysis of 
both organic and inorganic analytes in soil, sediment and water as an integral part of 
the Contract Laboratory Program (CLP). In addressing the regulatory initiatives for 
assessing all pathways, the Analytical Operation Branch (AOB) of USEP A has 
initiated a project to develop a "Statement-of-Work (SOW) for the Analysis of Air 
Taxies at Superfund Sites" as part of the CLP. The objective of this paper is to 
outline the development of the SOW and briefly describe the analytrcal 
methodology for analysis of organics and inorganic air toxics. 
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INTRODUCTION 

As specified in the Comprehensive Environmental Response, Compensation 
and Liability Act of 1980 (CERCLA) and the Superfund Amendments and 
Reauthorization Act of 1986 (SARA), the U.S. Environmental Protection Agency 
(EPA) has the responsibility for assessing the potential for air emissions and air 
quality impacts pnor to and during Superfund hazardous waste site cleanup. 
CERCLA and SARA mandate the characterization of all contaminant migration 
:pathways from waste to the environment and of the resulting environmental 
1mpacts. Both CERCLA and SARA regulations were developed within the Office 
of Emergency and Remedial Response (OERR). 

Within the Hazardous Site Evaluation Division (HSED) of OERR is the 
Analytical Operation Branch (AOB), which administers the Contract Laboratory 
Program (CLP). The CLP provides analytical support service to Superfund and 
other EPA programs. The current SOWs address standardized analytical 
procedures for approximately 23 inorganic and 100 or more organic chemicals 
comprising the CLP hazardous substances list (HSL). 

Within the CLP, the contract laboratory must adhere to defined methodologies 
associated with quality assurance/quality control (OA/OC), contract required 
detection limits (CRDL), reporting requirements and timeliness of data reporting as 
directed by the SOW. Present SOWs address organic and inorganic constituents in 
multi-media and at varying concentration levels. SOWs have been used in the CLP 
since its conception in 1980. 

While the agency has numerous SOWs for soil and water, there was no guidance 
available for air taxies analysis of samples acquired during Superfund investigations. 
In order to provide technical support to EPA Regional Remedial Program 
Managers (RPMs) and Environmental Program Managers (EPMs) utilizing the 
CLP, AOB has developed a "Statement-of-Work for Analysis of Air Taxies at 
Superfund Sites" to be used as part of the CLP. This paper will outline its 
development in becoming a part of the CLP. 

BACKGROUND 

The development of the air taxies SOW involved several tasks. These tasks 
involved: 

• Task 1 - Survey Involving Air Taxies Identification for Inclusion into a 
Target Compound List (TCL) 

• Task 2 - Selection of Analytical Methodology Associated with TCL 

• Task 3 - Preliminary "Statement-of-Work for Analysis of Air Taxies at 
Superfund Sites" 

• Task 4 - Preliminary Multi-Lab Methods Validation for Primary Air Toxic 
Target Compound List 

• Task 5 - Final Multi-Lab Methods Validation for Primary Air Toxic Target 
Compound List 
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• Task 6 - Final"Statement-of-Work for Analysis of Air Toxics at Superfund 
Sites" 

To insure that Regional, state and commercial laboratory concerns were 
addressed AOB formed an Air Toxics Workgroup Committee (ATWC). The 
ATWC provided input and direction to the TCL (Task 1) and the selection of 
analytical methodology (Task 2) for those on the TCL. 

The TCL consist of aperoximately 257 target compounds. Of the 257 
compounds, 43% are volatiles thus having vapor pressure greater than 0.1 mm Hg. 
Within the volatile group, there are two basic sampling options: canister samplin~ 
and adsorbent methodology. A closer examination of the TCL illustrates that wh1le 
most volatiles can be sampled by both canister and adsorbent, there are some 
volatiles which are amenable to one or the other methodology. Similarly, the 
detection limits are vary between the methods for specific volatiles on the TCL. 

Approximately 32.4% of the TCL are classified as semi-volatiles with vapor 
pressures ranging from lQ-1 to lQ-6 mm Hg. Historically, the sampling methodology 
mvolves a filter combined with a combination polyurethane foam and XAD-2 plug 
to retain the semi-volatiles. 

Metals comprise approximately 28% of the TCL. The sampling techniques 
normally involve filtration. 

SELECI'ION OF ANALYTICAL METHODOLOGY AS PART OF THE AIR 
TOXICSSOW 

The selection of the proper analysis method for an analyte is dependent on 
many important interrelated factors. These include the compound or compounds of 
interest, the level of detection required, the degree of selectivity needed, and the 
purpose of the data collected. Other factors which may be as important as the 
above are cost, the accuracy and precision required, and the number of samples to 
be sampled and analyzed. 

In general, analytical methods selection were reviewed for inclusion into the 
Statement-of-Work from the following analytical publications: 

• "Compendium of Methods for the Determination of Toxic Organic 
Compounds in Ambient Air," 

• "Ambient Air Monitoring at Superfund Sites," 

• SW-846 entitled: "Test Methods for Evaluation of Solid Waste," and 

• Methods for Organic Chemical Analysis of Municipal and Industrial 
Wastewater. 

Based upon the survey results, committee input and best available analytical 
techniques, the following analytical methodology, as outlined in Table 1.0, was 
selected to address groups of air toxics found on the TCL. 
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Table 1.0 
SOW Analytical Methodology 

sow Sampling Sample Analysis 
ClassificatiQn Method TechniQue Conditioning T~chniQue 
Volatiles Method 1.1 TenaxR Thermal GC/MS/SCAN 

Adsorbent Desorption, 
(Reference Cryogenic 
Method) Trapping and 

Focusing 

Other Adsorbent 
(Equivalent 
Method) 

Method 1.2 SUMMAR Nafion Dryer, GC/MS/SCAN 
Canister Cryogenic 

Trapping 
(Reference 
Method) 

Modified 
Water Purge, 
Adsorbent Trap, 
Then Thermal 
Desorption 
(Equivalent 
Method) 

Semi~volatiles, Method 2.0 Filter 10% Ether/ GC/MS/SCAN 
Including Followed by hexane 
Pesticides and PUF/XAD-2 Soxhlet 
PCBs Adsorbent Trap Extraction, 

Using Hi- Silica 
Volume Sampler Gel Clean-up 

Metals Method 3.0 Filter Microwave ICAP 
Extraction 
UsingHN03/ 
HCIAcid 
Solution 

SOW ANALYTICAL METHODOLOGY DESCRIPTION 

• Method 1.1 -Volatile Organics Utilizing Solid Adsorbent 

Conventional methods for VOC determination have relied on solid adsorbent 
techniques such as carbon and, more recently, Tenaxa. For example, the U.S. 
Department of Health and Human Services, National Institute for Occupational 
Safety and Health base many of their sampling procedures on the use of carbon 
adsorption techniques. As with many solid adsorbents, there are many limitations to 
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the use of Tenax:R. The more significant problems in utilizing Tenax:R and other solid 
adsorbents are: 

• Artifact formation, 

• Contamination, 

• Analyte breakthrough, and 

• Solvent extraction 

Although sorbent techniques demonstrate problems, several advantages can be 
gained through their use. First, integrated sampling over a period of 8 to 12 hours is 
easily performed. Because of the small size and portability of the sample tubes and 
pumps, they are easily located in many sampling application. Finally, multi-bed 
adsorbents can be used to sample different groups of volatiles, thus making their 
utility a major function of a monitoring protocol. 

While there is reliable data to support a multibed tube, the reference method 
(RM) procedure utilizes TenaxR for the adsorptive media. This selection was based 
primarily on the years of experience the USEP A has on characterizing its 
weaknesses and strengths. 

Sampling involves drawing ambient air through an adsorbent cartridge 
containing approximately 1-2 grams of TenaxR. While highly volatile organic 
compounds and most inorganic atmospheric constituents pass through the cartridge, 
certain organic compounds are trapped on the resin bed. 

After the organics are trapped on the resin bed, the cartridge is tagged and 
transported back to the lab for analysis. 

Upon receipt at the laboratory, the cartridge is logged into the lab book and the 
chain-of-custody form completed. The cartridges are stored under refrigeration 
until analysis. 

As illustrated in Figure 1.0, the cartridge is submitted for analysis by GC/MS. 
During analysis, the cartridge is removed from the refrigerator, an internal standard 
is added to permit quantitative analysis, and the organics trapped on the TenaxR are 
thermally desorbed. The organic vapors are removed from the TenaxR by heating 
the sample cartridge to 275 C under a flow of helium. The desorbed vapors are 
collected in a cryo~enic trap which is cooled to liquid nitrogen temperature. The 
use of the cryogemc trap allows the carrier gas flow, needed for the GC/MS, to be 
balanced. 

The cryogenic rrap containing the organics is then heated to transfer the sample 
to the head of the .::apillary GC column which is cooled to liquid nitrogen 
temperatures. T.1is step is essential to focus the organic compounds and allow their 
application to the head of the capillary column in a discrete band. 

The scan of the mass spectrometer is initiated and the analytical procedure is 
begun. Under a flow of helium, the GC column is programmed to a temperature to 
allow the elution of all of the organic compounds while the mass spectrometer is 
scanning. Data are recorded by the computer for subsequent processing. 
Quantitation is performed by the method of relative response factors, where the 
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proportionate system responses for analyte and standard are determined prior to the 
analysis of the sample and this relative system response is used to determme the 
quantity of compound present on the sample cartridge. 

Component identification is normally accomplished, using a library search 
routine, on the basis of the GC retention time and mass spectral characteristics for a 
single ion for each target compound. 

The quantitative analysis is performed by a c:ombination of manual and 
computenzed procedures: the computer is instmcted to seek characteristic ions in a 
previously determined retention window. At this. point the operator intervenes to 
determine if the compound of interest has been located correctly. If the compound 
identification is correct, the computer then performs the quantitative calculation 
using the method of relative response factors. Data are reported as ng/sample, and 
can be subsequently converted to whatever units are desired. 

While the RM outlines the use of TenaxR as the adsorbent, the Statement-of
Work (SOW) will allow alternative adsorbent, i.e., multibed adsorbents, as 
equivalent methods. The Contract Laboratory must demonstrate accuracy and 
precision limits as well as sorbent characteristic data for selected analytes inorder 
for other adsorbents to be classified as equivalent methods. In addition, the analysis 
of Performance Evaluation (PE) samples must meet the accuracy and precision 
limits. These limits are: 

• Accuracy ± 30% 
• Replicate Precision ± 30% 

The accuracy and replicate precision limits were based upon data acquired over 
the last five (5) years from the Taxies Air Monitoring System (TAMS) utilizing the 
TenaxR solid adsorbent for monitoring volatile organic compounds. 

• Method 1.2- Volatile Organics Utilizing Canister Methodology 

Both subatmospheric pressure and pressurized sampling modes use an initially 
evacuated canister and a pump-ventilated sample line during sample collection. 
Pressurized sampling requires an additional pump to provide positive pressure to 
the sample canister. A sample of air is drawn through a sampling train comprised of 
components that regulate the rate and duration of sampling mto a preevacuated 
SUMMAR passivated canister. 

After the air sampled is collected, the canister valve is closed, an identification 
tag is attached to the canister, and the canister is transported to a predetermined 
laboratory for analysis. 

Upon receipt at the laboratory, the canister tag data is recorded and the 
canister is attached to the analytical system. During analysis, water vapor is reduced 
in the gas stream by NafionR dryer (if applicable), and the VOCs are then 
concentrated by collection in a cryogenically-cooled trap. The VOCs originally 
collected in the trap are revolatilized, separated on a GC column, then detected by 
one or more detectors for identification and quantitation. 

The Reference Method (RM) involves usin~ a micro-bore capillary column 
coupled to a mass spectrometer (MS) operated m the scan mode. The use of the 
GC-MS-SCAN detector system is recommended for positive identification and 
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quantitation of targeted compounds to assure that high-quality data is acquired. 
This confi~uration, as outlined in Figure 2.0 and Figure 3.0, will allow for the 
identificatiOn of target and non-target compounds. This methodology will be the 
reference method. 

While the above procedure outlines the use of a Permapurea dryer to remove 
moisture prior to analysis by the GC/MS system, the SOW will allow alternatives to 
the Nafiona dryer/cryogenic trapping sample concentration step, if they can 
demonstrate meeting performance criteria by analysis of PE samples. Based upon 
historical data from the Urban Air Toxics Program (UATP) and Toxics Air 
Monitoring (TAM) monitoring systems operated by USEP.A; the PE limits are: 

• Accuracy: ± 30% 
• Replicate Precision: ± 25% 

These methods will be classified as equivalent methods. The SOW addresses the 
use of a modified purge-and-trap technique, as outlined in SW-846, Method 5030 
entitled: "Organic Analysis-Purge-and-Trap Preparation and Extraction." 

In one modification of the purge-and-trap technique (see Figure 4.0), the 
canister is evacuated to a large cryogenic trap at a rate of- 400 mL/min for a 
period of 10 minutes. The larger trap allows the analyst to acquire a larger sample 
for analysis to meet required detection limits. Once trapped, the gas stream is 
bubbled through a 1 mL water solution (to remove excess moisture) where the 
volatiles are efficiently removed from the aqueous phase to the vapor phase. The 
vapor is swept onto an sorbent column (analytical trap) where the volatile 
compounds are adsorbed. The analytical trap can be a combination of different 
sorbents (multi-bed trap). The analytical trap is backflushed for a short period of 
time ( -2 minutes) to remove moisture. After purging is completed, the analytical 
trap is heated and flushed with inert gas to desorb the volatile organics onto the 
head of the GC column where they are cryofocused to improve peak shape and 
separation. After cryofocusing, the organics are separated on the GC column and 
identified and quantified by the MS. 

Another modification to EPA methodolo~ would allow the use of an analytical 
trap without the cryogenic trap, as illustrated m Figure 5.0. 

The above modifications can all be used in the SOW as long as the analytical 
laboratory can meet Performance Specifications of precision and accuracy for PE 
samples. Figure 6.0 illustrates the various configurations allowed under the SOW 
eqmvalency program. 

• Method 2 - Semi-volatile, Pesticides and PCB by Combination Filter /PUF / 
XAD-2 Adsorbent Cartridge 

Semi-volatiles, pesticides and PCBs have received increased attention in recent 
years at Superfund sites because some of these compounds are highly carcinogenic 
or mutagenic. In particular, benzo[a]pyrene (B[a]P) has been identified as being 
highly carcinogeruc. To evaluate the extent of human exposure to B[ a]P and other 
semi-volatiles, reliable sampling and analytical methods are necessary. 

Traditionally, a filter has been used to collect the semi-volatiles while 
polyurethane foam has been used to collect the pesticides and PCBs: Recent 
studies have indicated that during sampling non-volatile PAHs (vapor pressure 
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< to·s mm Hg), PCBs and pesticides may be tra~ped on the filter or adsorbent, but 
post-collection volatilization problems may distnbute them downstream of the filter. 
To address this weakness, a combination filter followed by an adsorbent has been 
proposed as part of the Reference Method (RM). 

A wide variety of adsorbents such as Tenaxa, XAD-2 and polyurethane foam 
(PUF) have been used to sample B[a]P and other PAH, pesticides and PCBs. All 
adsorbents have demonstrated high collection efficiency for B[alP in particular. In 
general, XAD-2 resin has a higher collection efficiency for volatile PAHs than PUF, 
as well as a higher retention etficiency. However, PUF cartrid~es are easier to 
handle in the field and maintain better flow characteristics dunng sampling. 
Likewise, PUF has demonstrated its capability in sampling organochlorine 
pesticides, polychlorinated biphenyls and polychlorinated dibenzo-p-dioxins. 
However, PUF has demonstrated a lower recovery efficiency and storage capability 
for naphthalene and B[a]P, respectively, than XAD-2. There have been no 
significant losses of P AHs up to 30 days of storage at room temperature (23 C) using 
XAD-2. It also appears that XAD-2 resin has a higher collection efficiency for 
volatile P AHs than PUF, as well as a higher retention efficiency or both volatile and 
reactive P AHs. Consequently, while the literature cites weaknesses and strengths of 
using either XAD-2 or PUF, the RM recommends the sampling system to consist of 
a filter followed by a combination PUF /XAD-Z adsorbent. Inorder to reach needed 
detection limits, a high volume air sampler (10 cfm) has been recommended. 

The analytical technique is a modification of EPA Test Method 610 and 625, 
Methods for Organic Chemical Analysis of Municipal and Industrial Wastewater; 
Methods 8000, 8270, and 8310, Test Methods for Evaluation of Solid Waste; and 
Method 680, Determination of Pesticides and PCBs in Water and Soil/Sediment by 
Gas Chromatography /Mass Spectrometry. The choice of the gas chromatography 
coupled with mass spectroscopy was influenced by their sensitivity and selectivity, 
along with their ability to analyze complex samples. 

Filters and adsorbent (PUF /XAD-2) cartridges are cleaned in solvents and 
vacuum dried. The filters and adsorbent cartridges are stored in screw-capped jars 
wrapped in aluminum foil (or otherwise protected from light) before careful 
installation on the sampler. 

Approximately 360 I1P of air is drawn through the filter and combination 
adsorbent cartridge. 

The amount of air sampled through the filter and adsorbent cartridge is 
recorded, and the filter and cartridge are placed in an appropriately labeled 
container and shipped along with blank filter and adsorbent cartridges to the 
analytical laboratory for analysis. 

The filters and adsorbent cartridge are extracted by Soxhlet extraction using 
10% ether/hexane. The extract is concentrated by Kuderna-Danish (K-D) 
evaporator, followed by silica gel cleanup using column chromato~raphy to remove 
potential interferences prior to analysis by GC/MS, as illustrated m Figure 8.0. 

The eluent is further concentrated by evaporation, then analyzed by GC-MS 
detection, as illustrated in Figure 7.0. The analytical system is verified to be 
operating properly and calibrated with five concentratiOn calibration solutions using 
the internal standard approach. The mass spectrometer is operated in the SCAN 
mode so both target and tentatively identified compounds (TICs) can be addressed. 
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• Method 3- Metals 

Particulate metals are defined as those elements that can be collected by 
standard filter media at ambient temperatures. Sampling methods for metal 
particulate are generally based on capture of the particulate on filter media. For 
the most part, glass fiber filters are used; however, organic and membrane filters 
such as cellulose ester and Teflon have also been used. -The membrane filters 
demonstrate greater uniformity of pore size and, in many cases, lower background 
levels of trace metals than are found in glass fiber filters. 

The basic particulate air sampler is the high volume sampler which collects a 
nominal m3 sample over a 24-hour period and captures particulate on an 8 x 10 inch 
filter (glass fiber). The nominal cut point is 100 J.Lm for the maximum diameter 
particle size capture. A size-selective inlet can be placed ahead of the filter to 
separate respirable and nonrespirable particulate matter. 

After collection, the filter can be stored in a manila folder and a protective 
envelope. The filter should be folded upon itself with the loading folded inside. 
Care should be taken so as not to damage or tO\,lch the filter and not to dislodge the 
loading. 

The extraction procedure involves cutting a 1" x 8" strip from the Hi-Vol filter 
using a template as described in the Federal Reference Method entitled: 
"Determination of Lead in Suspended Particulate Matter Collected From Ambient 
Air." The strip is extracted by a microwave extraction procedure with a HN03/HC1 
acid solution for 23 minutes and analyzed by ICP, as illustrated in Figure 8.0. 

The analytical system utilizes the inductively coupled argon plasma 
spectrometer (ICAP). ICAP enables multielement analysis (10-40 elements per 
minute) thus lending itself to the multielement requirements of the Contract 
Laboratory Program (CLP). 

CONCLUSIONS 

In response to CERCLA and SARA mandate programs to characterize 
potential air emissions and air quality impacts of atr taxies through the air pathways, 
the USEPA/ AOB has developed a SOW for the analysis of air taxies from 
Superfund sites to be used in the CLP. The SOW was developed through the 
gut dance of the air taxies workgroup committee to insure that the needs of regional, 
state and local air pollution progr~ms were addressed. 

DISCLAIMER 

Although the research described in this article has been funded wholly or in 
part by the United States Environmental Protection Agency through Contract 68-02-
4398 to Engineering-Science, it has not been subjected to Agency review and 
therefore does not necessarily reflect the views of the Agency, and no official 
endorsement should be inferred. Mention of trade names or commercial products 
does not constitute endorsement or recommendation for use. 

344 



1 2 

/ /, / I 
~- ;. 
~ 

TENAX ,. THERMAL ~-
TUBE ., DESORPTION .. 

i' v 
• Chaln-ol • Hollurn Flow 

Custody Form • 270° C Mn. Tomp. 
• Enlor Into Logbook • 8 mlnutu 
• lnltrnal Standard 

(PFT-FIB) 
• B.J:r::l(grcuru:l Carllflc:at!on 

6 

• J.s•lgnmont ol Ma" 
Number with BFB 

• Tunlno with BFB 
• Fl•l•tlv• Abund.anct 

Oolorrnlnotlon with 
por!luorotoluone (PFT) 

• Internal Slandord 
cr flucto-2-lodobent•n• 
(FIB) 

5 

GAS 
CHROMATOGRAPHY 

• Column OV-1 c,plllary 
• Progi:am -4 C/mln to 

to 240 °C 
• Helium Carrlu Gas 
• R•spon~• Faclor 

Ev;;~!u;atlon 

3 

• Liquid Nitrogen 
@. 15C 0 c 

• Att•r lnpplng, 
r•pld floating 
lo 276' C 

4 

• Liquid Nltrogon 
@ ·150° C lcr 
.40 seconds 

Figure 1.0. Strategy For Analyzing Volatile Organic Compounds Utilizing Gas 
Chromatography Coupled to A Mass Spectrometer from TenaxR Adsorbent Tubes. 

Vent 

Optional 
Pressure 
Gauge 

Nalion 
Dryer 

E.l:haust 

Vent 
(Excess) 

-4-Dry 
Forc2d 

AJrlll 

[QJ 
Cryog2nlc 
Trapping 

Unit 

Pressure 
Regulator 

6-Port 
Chromat::>grnphk: 

Vaive 

Carrler 
Gas 

Figure 2.0. Strategy for Analyzing Volatile Organic Compounds Utilizing GC-MS
SCAN From SUMMAR Passivated Canisters As Reference Method 1.2. 

345 



Canister 

• Initial Pressure Checked 

• If <12 pslg, 
Pressurized to 20 pslg 

• Sampled at 20 mumln 
for 10 Minutes 

Gas 
Chromatography 

• OV-1 capillary Column 
(5D-m X 0.31 ID) 

• Program at 8"C/mln 
to 1so•c 

• Helium Carrier Gas 

Naflon • Dryer 

• Automatic Dryer 
Clean-up 

Mass 
Spectroscopy 

Cryogenic 
Trap 

• liquid Nitrogen 
@. 15o.o•c 

• After Trapping, 
Rapid Heating 
to 120"C In 
60 Seconds 

• Assignment ol Mass 
Number with PFTPA 

e Tuning with PFTPA 

• Relative Response 
Factors 

• MS-SIM for 40 A.nalytes 

• Static/Dynamic 
Calibration 

Figure 3.0. Reference Method 1.2 Analytical Method For Trace Organics In Gas 
Samples Collected By Canister. 

Canister 

• Sampled@ 
400 mL/mlnute 
for 10 Minutes 

Gas 
Chromatography _ 

• Cryolocuslng with 
Liquid Nitrogen 
to ·150"C 

• Vocol Megabore 
Column 
(60 m x 0.75 mm ID) 

Analytical Trap 

• Carbopak B/ 
Carbosleve S·lll 

e Helium Purge to 
Remove Moisture 

• Desorption at 22o•c 
lor 3 Minutes 

Mass 
Spectroscopy 

Cryogenic 
Trap 

• Quanz Trap 

• liquid Argon 

Water Purge 

e Assignment ot Mass 
Number 

• Tuning 

e Relative Response 
Factors 

e MS-SCAN for 55 Analytes 

• StatlciDynamlc 
Calibration 

Figure 4.0. Equivalent Analytical Method For Trace Organics In Gas Samples 
Collected By Canister A!:. A Modification To Reference Method 1.2. 

346 



• Initial Pressure 
Checked 

• Canister Pressurized 
to -30 pslb 

Gas 
Chromatography 

• Cryofocuslng 
to -so•c 

STD Added 

Analytical Trap 

• Carbopak B/ 
Carbcsleve S-Ill 

• 30 mUmln for 
10 minutes 

Mass 
Spectroscopy 

• Assignment of Mass 
Number with BFB 

• Tuning with PFK 

• Relative Response 
Factors 

• MS·SCAN for 63 Analytes 

• Static/Dynamic 
Calibration 

• -1 ppb Limits or Detection 

Figure 5.0. Equivalent Analytical Method For Trace Organics In Gas Samples 
Collected By Canister As An Alternative To Reference Method 1.2. 

/ ~/ SompOe 

/ a 
I 

... I 
Canister ) --1 Preconcentrator 7 JV Conditioner 

• Pressure Adjustment • Auto Cryogen Trap 

• Perma-Pure Dryer • LArIn Flask 

• Add Surrogates • Solid Sorbent Tube 
and Standards 

/ It / 4 / § 

r-- Mass 
§~;i ., 

Gas ,~ Sample 
.,. 

~r- 'i:r"' Spectroscopy Chromatography Conditioner I 

• SIM Mode Column • Cryofocuslng 

• Fused Silica - Separate Assembly • SCAN Mode 
Cap. Col. - Head of Column 

• ron Trap MS • Packed Column • Water Purge to 

• Quadrupole MS s. Sorb. 
• Two-D 

• Other MS Types Chromatography • He Purge of S. Sorb 

/ 4 ... ~ - Data Analysis 
fl 

Figure 6.0. Generic Equivalent Analytical Method For Trace Organics In Gas 
Samples Collected By Canisters As An Alternative To Reference Method 1.2. 

347 



I Filler I l · Adsorbent I PUF/XAD-2 

I I 

I 
Surrogate Standard Soxhlet Extraction with 

Addition for ~ 10% Ether/Hexane 
GC/MS Analysis (18 Hours/3 CyclestHr) 

• Drying wl!h Anhydrous H Hexane Rinse I Sodium Sulfate 

t 
Kuderna-Oanlsh (K-D) 

Hexane Rinse ~ Evaporator Attached with H Water Bath at so•c j 
Macro Synder Column 

t 
Volume AdJusted 

to 10 ml 

t 
Concentrate to 1 ml 

with Nitrogen B!owdown 

t 
GC/MS Analysis 

Figure 7.0. Strategy For Analyzing Semi-Volatiles and Pesticides Utilizing 
Combination Filter/ Adsorbent (PUF /XAD-2 Combination) Followed By Gas 
Chromatography Separation With Mass Spectroscopy Identification. 

Microwave Extraction 
Using HN03/HCL 
Acid Solution 

ICP - Sampled Introduced 
by a Nebulizer Through 
Center of a Plasma 

Torrid (7000K) 

Detector (photomultiplier tubes) - Observe 
Spectrum of Elements 

Spectrometer - Resolves the 
Observed Spectrum 

Processor - Calculates Observed 
Elemental Concentrations 

Figure 8.0. Strategy For Analyzing Metals On Glass Fiber Filters Utilizing 
Inductively Coupled Argon Plasma Emission Spectroscopy 

348 



A PROGRAM TO VALIDATE AIR MONITORING METHODS 
FOR THE SUPERFUND PROGRAM 

W. J. Mitchell, L. J. Smith, H. L. Crist, and J. C. Suggs 

U. S. Environmental Protection Agency 
Atmospheric Research and Exposure Assessment Laboratory 

Quality Assurance Division 
Research Triangle Park, NC 27711 

EPA plans to accelerate its remediation and closure activities at Superfund 
s.ites and is committed to monitoring around these sites after closure to ensure 
that the remediation was successful. The increased activities at Superfund sites 
will increase the chances that toxic gases and contaminated soil particles 
(fugitive emissions) will be released to the atmosphere. Thus, it will be 
necessary to monitor the air over and around the sites using reliable methods 
t:o assure the site workers and the general population that they are not in any 
danger. Reliable methods will also be needed to ensure that the site remains 
harmless after closure. This paper describes EPA's efforts to validate its draft 
~.ir monitoring methods for measuring the particle, semi-volatile organic, toxic 
metal and volatile organic concentrations over and around Superfund sites. The 
first phase of this effort will determine the precision and accuracy of the 
~.nalytical portion of these methods through round robin testing. The experi
mental design, the types of samples, the analytes and the concentrations selected 

s.nd the basis for their selection are described. The results obtained to date 
are also described. 

INTRODUCTION 

As Russ McAllister of our Office of Emergency and Remedial Response (OERR) 
discussed earlier today, EPA will establish a Contract Laboratory Program (CLP) 
for air samples collected over and around Superfund sites. In many Wf1YS this 
CLP program will resemble the current CLP program for soil and water samples. 
For example, each CLP laboratory must use an OERR-approved analytical method. 
Also, the analytical equipment and the analytes will be similar. There will be 
one significant difference, however. In the air sample CLP program the labo
ratory that will analyze the samples will provide the sample collection medium 
to the contractor who will collect the sample. 

OERR is now developing four analytical methods for the air sample CLP 
program. OERR has a corresponding effort underway to develop air sampling 
rrethods compatible with these analytical methods. The four analytical methods 
and the material used to collect the air sample are: 

(1) VOC (volatile organic compounds) by Canister -- VOC's collected in 
a stainless steel 6-L canister, released into a cryogenically cooled cold 
trap for concentration and then quantitated by GC/MS; 
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(2) VOC by Tenax -- VOC collected on Tenax, thermally desorbed from the 
Tenax into a cryogenically cooled trap for concentration and then quanti
tated by GC/MS; 

(3) Semi-VOC (semi-volatile organics) -- Semi-VOC collected by pulling 
air through a cartridge containing a filter, polyurethane foam and XAD-
2. Semi-VOC's Soxhlet extracted, extract concentrated and semi-VOC's then 
quantitated by GC/MS. (Note: Semi-VOC's include pesticides and poly
chlorinated biphenyls.) 

(4) Metals by Hi-Vol -- Metals collected on a quartz or glass-fiber 
filter, filter extracted with a microwave acid extraction and analyzed by 
ICP (preferred), FAA, AA or graphite furnace AA. 

EPA's Atmospheric Research and Exposure Assessment Laboratory (AREAL) has 
agreed to validate the draft OERR analytical methods to establish for each 
analyte: 

(1) the precision and accuracy (bias) that can be expected under routine 
use by a qualified, experienced laboratory; 

(2) the clarity and applicability of the draft analytical method; 

(3) significant sources of error so that appropriate QC procedures can 
be included in the final draft of the method; and 

(4) target qualifying goals for OERR to use when selecting laboratories 
for the CLP program. 

AREAL will: design the study; prepare, certify and distribute the samples; 
statistically analyze and reduce the data; and prepare a report on the results 
achieved. This paper describes how AREAL plans to conduct the validation study. 

STUDY DESIGN 

Six to ten laboratories will use the draft OERR analytical methods to 
analyze synthetic samples that closely simulate air samples that CLP laboratories 
will routinely analyze. Each laboratory will receive the same type and quantity 
of samples to analyze and report the results to AREAL using an AREAL-supplied 
fu~. . 

SELECTION OF PARTICIPANTS 

Only laboratories that have the required analytical equipment on hand and 
have experience with the analytical method, or one very similar to it, will be 
considered. These restrictions are required for the validation study to provide 
estimates of the analytical method's performance in routine use. OERR's Sample 
Management Office (SMO) has already identified 15 to 20 qualified laboratories 
who are interested in participating. However, SMO cannot select the six to ten 
participating laboratories until the analytical methods become available later 
this month. Participants will be selected based on their competence, on their 
ability to analyze the samples in the 7 to 21 days specified and on the cost to 
OERR for them to participate. 
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SgLECTION OF ANALYTES 

The following approach was used to select the analytes. First, the OERR
r;mked target compound list for the proposed CLP program was examined and the 
analytes OERR considered most important were identified. Then, an OERR data base 
that lists the number of times each proposed analyte was found in soil, water 
and waste samples from Superfund sites was examined. This was done to ensure 
that all analytes frequently encountered had been considered. (It is expected 
that the analytes in the soil, water and waste at a Superfund site will be the 
same as those that will likely be found in air samples from the site.) These 
t1"o lists were compared to each other and to the inventory of available reference 
materials for the proposed analytes. The final list of analytes was then 
S•~lected based on the above information and on AREAL's experience with the 
s·:ability of the analytes in the sample collection medium (e.g., canister, Tenax, 
f:llter). 

SAMPLE TYPES 

As mentioned, samples that closely simulate an actual air sample will be 
used for each method. For the semi-VOC and metals methods, samples that repre
s•mt a portion of the analytical method will also be used. These latter samples 
will provide OERR a rough estimate of the extraction efficiency of the analytical 
method. The number, type, and sample concentrations to be used are: 

(1) VOC-canister -- 6-L canisters (4 to 7) supplied by the participating 
laboratories will be spiked with up to 20 of the 36 candidate analytes. 
The concentrations will range from 1 to 40 ppb. 

(2) VOC-Tenax -- Tenax cartridges (4 to 7) supplied by the participating 
laboratories will be spiked with up to 20 of the 31 proposed analytes. 
Between 25 and 300 ng of each analyte will be placed on a cartridge. 

(3) Semi-VOC (pesticides) -- Three, filterfPUFfXAD-2 cartridges supplied 
by the participants will be spiked with up to 15 of the 21 proposed 
pesticide analytes. Each participant will also receive three solutions 
containing some of the same pesticides to evaluate the efficiency of their 
extraction. Cartridges will contain between 400 and 4000 ng and the solu
tions will contain between 400 and 4000 ng per mL. 

(4) Semi-VOC (non-pesticides) -- Same as for pesticides except the 
cartridges will contain between 50 and 350 JJg and the solutions will 
contain between 10 and 100 JJg per mL. 

(5) Metals Three solutions, three filters spiked with aqueous 
solutions of metals, and two soil samples will be supplied to each 
participant. Up to 14 of the 22 proposed analytes will be contained in 
the samples. The solutions will contain between 50 and 500 ng per mL; the 
filters will contain between 3 and 50 #J.g; and the soils will contain 
between 50 and 200 JJg per g. 
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REPORTING THE RESULTS TO AREAL 

All participants will report their results using a form provided by AREAL. 
They will also report the source, the physical state, and the purity of all 
materials used to calibrate their analytical equipment. 

STATISTICAL ANALYSIS OF THE DATA 

For each method and analyte an analysis of variance (ANOVA) will be 
done< 1•2>. This assumes that the variances are found to be homogeneous. Con
fidence limits for precision and accuracy will then be derived for the analyte. 
For each method, a multi-variant ANOVA will also be done for all analytes to 
obtain additional information on the performance of the method. A ranking 
approach such as that described by Youden<3 > may also be done, particularly if 
the variances are found not to be homogeneous. 
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constitute endorsement or recommendation for use. 
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REDUCING UNCERTAINTIES IN INHALATION RISK ASSESSMENTS 

Sally A. Campbell 
S.A. Campbell Associates 
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Kenneth L. Zankel 
Versar, Inc. ESM Operations 
Columbia, Maryland 

Assessment of inhalation risks at hazardous waste sites requires 
estimation of ambient air concentrations of toxic contaminants at loca
tions near the site. This estimation may be developed through ambient air 
monitoring or emissions and dispersion modeling. Either approach may be 
uncertain by more than an order of magnitude. Uncertainties in ambient 
air measurements are related to difficulties in establishing the represen
tativeness of the measurement time and location. particularly for sampling 
programs of short duration. Uncertainties in modeling approaches are 
dominated by difficulties in obtaining emissions information, but may also 
be affected by terrain features. Hybrid techniques in which the strengths 
of each approach are exploited may lead to a substantial reduction in the 
uncertainty of the final risk estimate. Application of these techniques 
require close collaboration between the modeling and measurement com
munities. 
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Introduction 

Air pathway analyses (APA) are conducted at Superfund sites to evaluate 
inhalation exposures to the toxic chemicals found at the site. Both 
baseline risks and risks associated with remediation are generally as
sessed. A number of guidance documents are available to assist the 
analyst1-5 • 

Air emissions mechanisms at hazardous waste sites include: volatiliza
tion through the ~oil cap of chemicals presently in soils, condensed 
phases, and ground water; release of chemicals from ground water to 
surface water with subsequent volatilization both at the ground water 
release point and at downstream locations; and resuspension of chemicals 
on soils and sediments. 

• 
Risk assessors must evaluate annual average and maximum short term (8-

or 24-hour) inhalation exposures and risks attributable to each emitting 
area and for the site as a whole at nearby residences, work sites, and 
recreational areas. In many states, fenceline concentrations of toxic air 
contaminants (TACs) for various averaging times are needed for comparison 
with state reference values. 

Each of these inhalation risk assessment activities requires the 
assessor to develop a representation of the atmospheric concentration 
field for each component attributable to each site of contamination. This 
field is combined with human activity factors to yield exposures, and with 
unit risk factors (where available) to yield risks. Uncertainties in
herent in the unit risk fac~ors are well known but not particularly 
interesting as long as the same factors are used in all risk assessments. 
These remarks will be addressed, therefore, to improving exposure es
timates. 

At present, inhalation exposures are generally assessed through either 
air quality modeling or monitoring. Interested parties frequently suggest 
that monitoring results, where available, are preferable to modeled 
results. However, this is seldom true. Monitoring data may yield point 
concentration estimates with remarkable accuracy, but establishing the 
spatial and temporal representativeness of these results is very dif
ficult. On the other hand, modeling approaches are not reliable when 
emissions are not well known, where concentrations must be estimated at a 
particular site, or where complex terrain is an issue. 

In practice, a combination of modeling and monitoring activities is 
needed to produce exposure estimates of acceptable certainty. This paper 
provides a description of the limitations of each approach alone and 
suggests several ways these activities can be integrated to produce 
exposure estimates of lower uncertainty than those produced by either 
method alone. 

Limitations of Ambient Monitoring Data 

The principle limitation of monitoring data is the question of represen
tativeness. Ambient air measurement techniques are rapidly becoming very 
good so that point estimates for many contaminants can be obtained with 
uncertainties in the range of one to ten percent for many contaminants, 
even at very low concentrations. However, these point source estimates 
generally do not provide adequate measures of average and maximum ex
posures, eve~ at the measurement point, unless a very extensive monitoring 
program is undertaken. Difficulties in obtaining representative data in 
short term sampling programs occur both because of meteorological variabi
lity and source strength variability in both time and space. 

A simple thought experiment indicates that the minimum uncertainty in 
annual average ground level concentrations obtained through a one week 
sampling campaign at a typical hazardous waste site is likely to be on the 
order of six to eight. The corresponding maximum 24-hour concentration 
actually cannot be assessed with any certainty in such a campaign. 
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We have estimated, using the ISCST model, the average annual and short 
term ground level concentrations (GLCs) and GLC variability associated 
with unit emissions from two typical uniform ground level area sources 
having widths of 300 and 10 m respectively. In each case, the concentra
tions are assessed at a distance of 300 m from the source center using 
meteorological data from Tulsa, Oklahoma. 

The projected maximum annual average concentration for the small source 
is about twice the estimated concentration for the large source (Figures 
la and lb). The ratio of maximum daily average concentrations for the two 
sources is about -s (Figures lc and ld). Weekly average concentrations 
(block averaged) differ from the average concentrations by a factors up to 
4 for the large source and 8 (excluding two near-zero values) for the 
smaller source (Figures la and lb). Examination of the frequency dis
tributions of the weekly averages indicate that the 95% confidence limits 
GLCs for the two sources differ from the average by about the same fac!or 
(figs le and lf). Thus, the measurement results have an minimum inherent 
uncertainty of a factor of at least 6-8 for the small source at any one 
location. In fact, for any randomly selected week, the probability is 
about equal for the small source that an average concentration will be 
obtained that is half the actual annual average GLC as that the actual 
annual average will be obtained. 

The differences associated with source size arise because wind direction 
variability is more significant for the small source. The directional 
variability of the location of maximum concentration is uncertain by about 
a factor of two (not shown), so the overall minimum uncertainty in a 
measurement program intended to determine the maximum average off-site 
concentration for this type of source is about an order of magnitude. 

For cases where emissions are not constant (e.g. fugitive dust) or not 
uniform, or where terrain complications are important, the overall uncer
tainty in the maximum average concentration will be considerably more than 
an order of magnitude. 

Limitations in Modeling Approaches 

Assessment of exposures via modeling requires estimating both an 
emissions term and a diffusion parameter in air. 

Emission estimates 

Emissions estimates for the various types of sources can be derived 
using methods described in several EPA guideline documents 1•4•5 • Emissions 
of fugitive dust from undisturbed soil and from transportation and earth
moving activities are well characterized. Emissions estimates can be 
obtained from the general equations (rated A) in Chapter 11 of AP-42, from 
data on limestone and other surface mines (given elsewhere in AP-42), or 
from rules of thumb given in the Superfund guidance documents. Unfor
tunately, the Superfund data sometimes yield emissions estimates that may 
be as much as several orders of magnitude lower than the AP-42 data. 

Emissions from lagoons and other water bodies can be obtained with some 
assurance given detailed information on the nature and concentrations of 
the contaminants using existing information on the rate of loss of con
taminants from water. However, for concentrated lagoons, loss rates may 
be reduced by contaminant complexation within the water. Models have not 
been developed to address either concentrated sludge or the issues of 
multi-layer ragoons having dilute water covers on sludge bottoms. 

Emissions through the soil cap of volatile components in contaminated 
soils and groundwater through the soil cap may be computed using the Shen 
transport equation4•5• This method as·sumes that each contaminant is 
transported vertically to the surface at a rate determined by its subsoil 
equilibrium vapor pressure, its diffusivity in air, the soil thickness, 
and the dry porosity of the soil. For many sites, especially in the 
baseline condition, through-soil volatilization yields the most signifi-

355 



cant exposure estimates and drives the risk assessment. Unfortunately, it 
is also the area in which emissions calculations are least certain. 

For this computation, the largest uncertainties are in the areas of soil 
moisture and soil porosity. Projected emissions for dry soil are about 
2000 times those for soil in which 90% of the soil pores are filled with 
water. Packed soil and cement caps may reduce emissions, but they cannot 
be considered an absolute barrier. For instance, emissions will be 
released from under the concrete pad whenever the pad is broken for 
construction (and these emissions would contribute to the 70 year ex
posure). Continuuus emissions should be anticipated from cracks and other 
imperfections in all of the hard covers. Uncertainties in the nature of 
the subsoil contaminant (and therefore, in subsoil vapor concentrations) 
may also be important. Through soil emissions are also sensitive to the 
hypothesized source size. Because total emissions are computed using 
average and maximal emissions rates per unit area and hypothesized emif
sions areas, uncertainties in total emissions for through soil emissions 
are proportional to the uncertainty in this parameter. 

Atmospheric Transport and Dispersion 

The availability of well characterized atmospheric transport models 
allows computation of annual average and maximum ground level concentra-. 
tions with some assurance. However, the locations at which these maximal 
values occur and the maximal concentrations as a pre-determined point 
(such as a specific residence) are projected with much less certainty. 

Difficulties in projecting GLCs occur when terrain issues intervene, and 
may be significant when emissions are released in ravines, from elevated 
lagoons, or in mountainous terrain. 

Integrating Modeling and Measurement Activities 

Major reductions in the uncertaintl of risk assessments may be made by 
combining modeling and measurement e forts. Two major areas of oppor
tunity exist: use of measurement techniques to improve emissions es
timates and use of dispersion modeling for designing monitoring activities 
and interpreting the results. 

Measurements that can be made to improve emissions estimates include 
studies of soil porosity and moisture, surface and subsoil contaminant 
states, soil absorption coefficients, and gross though soil emissions at 
well characterized locations. If these measurements are conducted with a 
particular modeling approach in mind, they can lead to a substantial 
improvement in emissions modeling results. However, measurements of soil 
emissions at point locations are not, by themselves, adequate unless their 
representativeness can be demonstrated through concurrent modeling or 
correlative measurement activities. Likewise, the usual soil gas surveys 
are of little use since they are a measure of static, not dynamic trans
port. However, measurements of soil vapor as a function of depth can be 
fitted with soil transport models to yield emissions estimates. 

Ambient air measurements can also be designed to enhance transport 
modeling. Two considerations are necessary. First, the monitoring 
network should be established with the aid of modeling results similar to 
those in Figure 1 for the situation to be evaluated. These should be 
developed using the best possible representation of the emitting sources 
(including stack emissions points) and local meteorological data. This 
analysis provides information both·an the best locations for samplers, and 
on the number of sampling units and length of record necessary to obtain 
data of adequate reliability. Second, the monitoring should be designed 
to feed information back to the model (so that short term maximum con
centrations can be estimated). Examples of such designs include: 

o Measurements of GLCs and concurrent meteorological conditions adjacent 
to large lagoons or fugitive dust sources to obtain data that can be 
back-calculated using appropriate modeling tools to give area-averaged 
emissions rates. THese measurements can be enhanced by the use of two 
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pairs of wind-controlled samplers that operate concurrently as upwind
downwind monitors (with time charts so the sampling period can be 
determined). These samples can be integrated over multiple days. Use 
of narrow wind acceptance criteria improves the usefulness of the data, 
but may lengthen the elapsed time needed to get an adequate sample. 

o Measurements using wind-controlled sampling devices to give information 
on ambient concentrations at specific locations for various specific 
meteorological conditions (shown by modeling to be diagnostic), the 
frequency of occurrence of which can be obtained from nearby meteorolog
ical records to obtain an estimate of annual averages. 

o Measurements, as a rough check on the models, of particular cases 
expected to give high concentrations. For instance, measurements of 
concentrations within a ravine under light nocturnal flow. 

o Measurements of TAC flux across a fenceline or other boundary obtairied 
by suitably designed long-path length measuring devices. Again, the 
number and location of such devices should be determined with a par
ticular modeling approach in mind. 

o Real time measurements of emissions from during preliminary site 
preparation activities using micro-balance or optical monitors to obtain 
data useful in projecting the risks of full remediation 

Each of these designs should be developed to maximize the number of 
independent measures of the parameter to be tested within the cost 
restraints of the project. For instance, two days of wind-controlled 
sampling with two pairs of samplers could yield four to six meteorologi
cally distinct conditions at the edges of a lagoon, each of which could be 
used to generate an independent estimate of the emission strength of the 
lagoon. In contrast, normal upwind-downwind 8-hour samples would yield, 
at best, two independent measures. Two 24-hour samples without direction 
control would probably yield no usable data because of the variability of 
wind conditions during each period. 

Conclusion 

Both ambient monitoring and modeling approaches to risk assessment at 
hazardous waste sites may be uncertain by mare than an order of magnitude. 
However, by combining the approaches in a thoughtful way, the strengths of 
each may be exploited to resolve the major areas of uncertainties in the 
individual approaches and produce a substantial reduction in the uncer
tainty associated with either approach alone. 
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Figure 1. Summary statistics of atmospheric concentrations projected for 
unit emissions from uniform, ground level area sources: a) weekly block 
average GLCs and annual average concentrations for 300 m wide area source; 
b). Same as a, but for a 10m wide source; c) and d), frequency of 
occurrence of daily average concentrations for the 300 m and 10 m sources, 
respectively; e) and f), frequency of occurrence of weekly average con
centrations for the two sources. 
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DESIGN AND IMPLEMENTATION OF AN AIR MONITORING 
PROGRAM AT A SUPERFUND SITE 

Chris G. Harrod, Ebrahim Khalili, Ph.D., and 
Bruce E. Dumdei, Ph.D. 
ENSR Consulting and Engineering 
Westmont, Illinois 

A comprehensive air monitoring program was conducted during remediation activities at a Superfund 
site in New Jersey. The site was a chemical reclamation operation where chemicals such as hydraulic fluids, 
paints, varnishes, solvents, oils, plasticizers, and printing inks were processed between 1965 and 1979. By
products of processing operations were disposed of at the site and, as a result, the surface and subsurface 
soils were significantly contaminated with various organic and inorganic compounds. 

An air monitoring program was designed to collect valid, representative measurements of compounds 
present in the air during remediation/dean-up activities. Air monitoring was conducted in the immediate vicinity 
of the site to protect the health and safety of site personnel and of the general public by ensuring that the 
ambient air quality was not significantly affected during remediation activities. During clea~up operations, air 
monitoring was conducted along the perimeter of the site using two sampling strategies. First, portable 
monitors for total volatile organic compounds and particulates were used to conduct real-time air 
measurements. Subsequent analysis of whole air samples was conducted using field gas 
chromatographyjphotoionization detection (GC/PID). These measurements provided real-time indications of 
off-site migration of the various target compound groups during remediation activities. Second, in order to 
validate the real-time data and provide more detailed documentation of site emissions, time-weighted average 
sampling methods using filter collection and/or solid sorbents were employed in the field. Samples collected 
were subsequently analyzed at specialized analytical laboratories. 

The presented paper provides a discussion of the design of the air monitoring program, the collection 
of air quality data, and the interaction between air monitoring activities and remediation activities. The air 
monitoring program conducted at the site proved to be effective in controlling emissions. The ambient air 
quality was not significantly affected during the remediation, and as a result, the health and safety of both on
site personnel and the general public were protected. 
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Introduction 

Under the direction of the United States Environmental Protection Agency (U. S. EPA) 
Region II, a Consent Order was issued to conduct remedial construction work at a former 
chemical reclamation facility located in southeast New Jersey. Operations at the facility 
included buying, selling, and processing chemical products such as hydrau,lic fluids, paints, 
varnishes, solvents, oils, plasticizers, and printing inks. By-products of these materials 
were disposed of on-site, and as a result, surface and subsurface soils were contaminated 
with various organic and inorganic chemicals. The abandoned reclamation facility 
consisted of a concrete block building, a distillation house, primary and secondary 
lagoons, a septic system, a tank farm, and an underground storage tank. The numerous 
remediation activities, including the demolition of existing buildings, the cleanup and 
removal of storage tanks, and the excavation of on-site and off-site soils, created the 
potential for off-site release of volatile organic compounds (VOCs), particulate matter, and 
trace elements. 

The purpose of the air monitoring program was to design and implement an air monitoring 
strategy to control off-site emissions resulting from remedial activities, as well as to protect 
the health and safety of site personnel and the general public. Both real-time emissions 
measurements and time-weighted average r.rwA) sampling were conducted to meet the 
objectives of the air monitoring program. This paper presents a discussion of the air 
monitoring design and strategy for selection of target parameters, selection of air sampling 
techniques, selection of sampling locations, and determination of corrective action 
measures for the subject site. 

Design Strategy and Implementation 

Selection of Target Parameters 

A number of compounds, including VOCs, semi-volatile organic compounds (SVOCs), 
polychlorinated biphenyls (PCBs), lead, and chromium, were detected in samples collected 
at the site from numerous soil borings during previous site investigations. A modified risk 
assessment was conducted to select target compounds that would be monitored at the 
site. Specific target compounds were selected based on the following criteria: 

• Concentration in the soil 
• Frequency of detection in soil samples 
• Toxicity 
• Exposure limits 
• Volatility 

A ranking system was developed to make the final selection of target compounds. 

Selection of Sampling Techniques 

Based on the selection of target parameters and compounds, both real-time and TWA air 
sampling techniques were used to monitor air at the perimeter of the site. Instantaneous 
(real-time) field measurements for total VOCs were performed using an HNu Model Pl-101 
photoionization detector (PID). A real-time aerosol monitor, the GCA MINIRAM, was used 
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to measure real-time particulates. The MINIRAM is a portable, battery-operated instrument 
that measures airborne particulates. The instrument has a detection limit of approximately 
0.01 mgjm3

• A field gas chromatograph (GC) equipped with a PID was also used to 
identify real-time target compounds during the remediation activities. The GC/PID was 
calibrated daily. Samples for on-site GC/PID analysis were collected in gas-tight glass 
syringes and immediately analyzed. 

Real-time monitoring program activities are summarized in Table I. The table lists the real
time parameters monitored for each of the 12 remediation activities. As shown in this 
table, the appropriate real-time monitoring was selected based on the nature of each 
specific remediation activity. 

In order to validate the real-time data and to provide more detailed documentation of 
emissions from the site, manual, TWA sampling methods using filter collection and/or solid 
sorbents were conducted in the field, and subsequent laboratory analysis of the samples 
was performed. The sampling methods included TWA volatile sampling with Tenax 
adsorbents; total suspended particulates (TSP), lead, and total chromium sampling with 
Hi-Val filters; and semi-volatile sampling for polychlorinated biphenyls (PCBs), naphthalene, 
and phenol with polyurethane foam {PUF)/XAD-2 sorbent cartridges. TWA volatile organic 
were collected, using a personal sampling pump, on a Tenax sorbent cartridge followed 
in series by a Tenax/charcoal cartridge. 

TWA sampling program activities are summarized in Table II. The table lists the TWA 
sampling conducted for each of the 12 remediation activities. As with the real-time 
monitoring, the selection of appropriate TWA monitoring was based on the nature of each 
specific remediation activity. 

Selection of Sampling Stations 

Real-time monitoring stations were selected each day based on National Weather Service 
local wind forecast, prevailing wind direction recorded on-site by the meteorological 
monitoring station, and locations of on-site remediation activities. Real-time measurements 
for total VOCs using the HNu were conducted hourly at one upwind location and three to 
four downwind locations, as necessary, to determine total VOCs representative of 
conditions downwind of site activities. Additional locations were selected if needed. Real
time monitoring for particulates was conducted at the same times and locations as the 
VOC measurements using a MINIRAM monitor. More frequent monitoring (30-minute 
intervals) was performed when action level exceedances were encountered. 

Locations for TWA samples were selected based on the criteria used to determine real-time 
monitoring locations. TWA samples, including specific VOCs, PCBs, naphthalene, phenol, 
TSP, lead, and total chromium were collected each working day. The required samplers 
were established at the selected locations and allowed to collect samples for approximately 
8 hours. 

Determination of Corrective Action Measures 

Action levels were established for the real-time monitoring program based on negotiations 
with the U.S. EPA. Real-time measurements provided instantaneous indications of off-site 
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migration of various target compounds during remediation activities. Figures 1 through 4 
summarize action levels and the required responsive steps. 

If the HNu reading was 1 ppm or greater above the background level (upwind 
concentration), the on-site safety officer and project manager /field coordinator were 
immediately notified. In such cases, the frequency of monitoring was increased to 30 
minute intervals, and downwind grab samples were analyzed using the Photovac GC/PID. 
The intervals between measurements remained at 30 minutes until the difference between 
the upwind and downwind measurements was less than 1.0 ppm for three consecutive 30-
minute readings. 

When the VOC levels at any downwind site exceeded those measured at the upwind site 
by 2.5 ppm or greater, the GC/PID was used to evaluate which real-time VOCs were 
present. The site coordinator was notified of HNu readings that remained at 2.5 ppm 
above background for 1 0 minutes so that a course of action could be chosen to bring the 
level of emissions below action limits. Possible courses of action included the use of 
vapor suppressant foams, work slowdown, and if necessary, work shutdown. 

If the real-time particulate level at any downwind site exceeded that measured at the 
upwind site by 1.0 mgjm3 or more, the project manager was notified so further action 
could be taken to reduce emissions. No such action was necessary during the air 
monitoring program. 

Criteria for Sample Analysis 

TWA samples with the highest potential to provide useful, defensible, and representative 
data of the highest quality were prioritized each day for analysis. Samples were validated 
individually upon collection for analysis based on the following criteria: 

• Meteorology 
• Sampler operation 
• Physical integrity of sample 
• Proper sample documentation 
• Field observations 
• Exceedance of action levels 

Although daily sampling was conducted to provide data for the thorough coverage of all 
potential emissions events, the above criteria were used to assure a cost-effective air 
monitoring program. 

Results 

The results of the real-time measurements for VOCs are shown in graph form in Figure 5. 
As shown, for the majority of the days measurements were taken, VOC concentrations 
were below 1 ppm. 

The results of the GC/PID analyses also indicated that, for the majority of days monitored, 
no concentrations of VOCs above detection limits were identified. On days when one or 
more compounds were detected, for the majority of the day, VOC concentrations for all 
real-time target compounds were below detection limits. The compounds most frequently 
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detected by GC/PID were trichloroethane, toluene, and tetrachloroethane. These results 
are consistent with the results of the TVIIA sampling for VOCs. Concentrations of TWA 
VOCs recorded for an 8-hour average were, as expected, much lower than the 
instantaneous grab samples taken for on-site GC/PID analysis. 

Several compounds were detected during the TWA sampling program. VOCs were also 
detected at the upwind sites at background levels. All downwind concentrations were 
below 130 ppb. The majority of concentrations were below 1 0 ppb. 

The results of the real-time particulate measurements indicated that the highest 
intantaneous particulate concentration encountered was 0.4 mgjm3

• Readings were 
therefore lower than the 0.5 mgjm3 action level for the entire project. The majority of all 
readings were at or near background levels for the duration of the project. These results 
are consistent with the TVIIA TSP results. The highest concentration of TSP detected was 
258 11gjm3

• The highest concentration of lead detected was 0.26 11Q/m3
, and of 

chromium 0.02 p.gjm3
• TSP levels for the majority of samples were below 100 11g/m30

, 

lead was below 0.1 ~Jg/m3, and total chromium was below detection limits. 

The results of the analyses of TVIIA samples for PCBs indicated that only low levels of 
PCBs ( < 15 ngjm~ were detected in the course of monitoring conducted during any of the 
site activities. Two other SVOCs (naphthalene and phenol) were collected on the same 
cartridge as PCBs. The results of the analyses for these compounds indicated only low 
levels of these compounds. The highest detected concentration of phenol was 0.19 
ngjm3

, and of naphthalene, 21.8 ngjm3
• 

Conclusions 

The air monitoring program conducted at the Superfund site proved to be effective in 
controlling site emissions. The real-time monitoring program enabled the continuous and 
timely generation of data that provided useful emissions information during daily site 
remediation activities. This information allowed the field site coordinator and site safety 
officer to determine when appropriate corrective measures were required to reduce site 
emissions. 

Because of the conservative nature of the real-time monitoring action levels, off-site 
impacts were minimized. The use of the GC/PID supported the HNu readings by 
identifying and quantifying the real-time target VOCs of concern at the site. The manual 
TWA monitoring program provided detailed information regarding the magnitude of 
emissions over 8-hour periods throughout the project. The data produced from the manual 
TWA monitoring correlated well with the real-time data. Analysis of Tenax, PUF /XAD-2, 
and Hi-Vol samples indicated that only low to average emission levels were detected at any 
time during the project. 

The air monitoring program conducted at the site successfully accomplished its intended 
goals. The program demonstrated that the ambient air quality was not significantly 
affected during remediation activities and, as a result, the health and safety of both on-site 
personnel and the general public were protected. 
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TABLE I 

Real-Time Monitoring Program 

Sit! Rtmtdfat!On ActMtv 

1) On-Site Soils 

2) Off-Site Soils 

3) Concrete Block Building 

4) Distillation House 

5) Interior Process Tanks and Vessels 

6) Exterior Process Tanks and Vessels 

7) Underground Tanks 

B) Tank Farm 

9) Septic System 

1 0) Excavation Area 

11) Secondary lagoon Area 

12) Buried Waste Area 

MonHodng Conducted 

Total VOCs (HNu PID), Real-Time Particulates 
(MINIRAM), Target VOCs (Photovac 10S GCjPID) 

Total VOCs (HNu PID), Real-Time Particulates 
(MINIRAM), Target VOCs (Photovac 10S GC/PID) 

Real-Time Particulates (MINI RAM) 

Real-Time Particulates (MINI RAM) 

Total VOCs (HNu PID), Target VOCs (Photovac 10S 
GC/PID) 

Total VOCs (HNu, PIO), Real-Time Particulates 
(MINIRAM), Target VOCs (Photovac 10S GC/PIO) 

Total VOCs (HNu PID), Real-Time Particulates 
(MINIRAM), Target VOCs (Photovac 10S GCfPID) 

Total VOCs (HNu PID), Real-Time Particulates 
(MINIRAM), Target VOCs (Photovac 10S GC/PIO) 

Real-Time Particulates (MINIRAM) 

Total VOCs (HNu PID), Real-Time Particulates 
(MINIRAM), Target VOCs (Photovac 10S GC/PID) 

Total VOCs (HNu PID), Real-Time Particulates 
(MINIRAM), Target VOCs (Photovac 10S GC/PIO) 

Total VOCs (HNu PIO), Real-Time Particulates 
(MINIRAM), Target VOCs (Photovac 10S GC/PIO) 
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TABLE II 

Tlm•Averaged Sampling Program 

· Site RerMd1atton Acttvttv 

1) On-Site Soils 

2) Off-Site Soils 

3) Concrete Block Building 

4) Distillation House 

5) Interior Process Tanks and Vessels 

6) Exterior Process Tanks and Vessels 

7) Underground Tanks 

8) Tank Farm 

9) Septic System 

1 0) Excavation Area 

11) Secondary Lagoon Area 

12) Buried Waste Area 

MonHOring Conducted 

Target Volatiles (Tenax) PCBs, Phenols, Naphthalene 
(PUF fXAD) Particlllates, Metals (Hi-Val) 

Target Volatiles (Tenax) PCBs, Phenols, Naphthalene 
{PUF fXAD) Particulates, Metals (Hi-Vol) 

Particulates (Hi-Vol) 

Particulates (Hi-Vol} 

Target Volatiles (Tenax) 

Target Volatiles (Tenax) Particulates, Metals (Hi-Vol) 

Target Volatiles {Tenax) Particulates, Metals (Hi-Vol) 

Target Volatiles (Tenax) Particulates, Metals (Hi-Vol) 

Particulates (Hi-Val) 

Target Volatiles (Tenax) PCBs, Phenols, Naphthalene 
(PUF fXAD) Particulates, Metals (Hi-Val) 

Target Volatiles {Tenax) PCBs, Phenols, Naphthalene 
(PUF fXAD) Particulates, Metals (Hi-Val) 

Target Volatiles {Tenax) PCBs, Phenols, Naphthalene 
(PUF fXAD) Particulates, Metals (Hi-Val) 
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EVALUATION OF METHODS FOR DETECTING DIMETHYL 
ltrERCURY IN AMBIENT AIR AT A SUPERFUND SITE 

~~homas H. Pritchett 
u.s. EPA Environmental Response Team 
GSA Raritan Depot (MS-101) 
Edison, NJ 08837 

Larry Kaelin 
Hoy F. Weston - REAC 
GSA Raritan Depot (MS-802) 
Edison, NJ 08837 

Brian Brass & Vinod Kansal 
International Technology, Inc. (REAC) 
GSA Raritan Depot {MS-802) 
Edison NJ 

Dimethyl mercury, which can be formed by biological detoxification processes for 
elemental and inorganic mercury, is ten times more toxic than elemental and inorganic 
mercury, and is more than 10"'4 times more volatile than elemental mercury. Thus even 
trace levels of dimethyl mercury relative to elemental mercury can be of significant 
concern during soil excavations. This past summer. our organization was requested to 
develop both a real-time analytical method capable of detecting organomercury 
compounds at the 1L V of 10 ug/m"'3 and a time-weighted-average sampling method 
with a detection limit less than .25 ug/m"3. 

1be real-time method was developed built around the Jerome gold film mercury vapor 
analyzer. The time-weighted-average methods that were initially tested for applicability 
to dimethyl mercury included use of potassium permanganate based impinger solutions, 
adsorption/thermal desorption with carbon tubes, and adsorption/thermal desorption 
v.ith Tenax tubes. Tenax was the only method to give reliable results. Additional work 
was then done with Tenax to determine safe sampling volumes under field conditions, to 
estimate approximate detection limits at three local laboratories, and to determine the 
degree that the detection limits could be increased by using GC/MS-selected ion 
monitoring versus GC/MS-full scanning. 
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INTRODUcriON 

In June 1989, U.S. EPA Region I requested assistance from the U.S. EPA 
Environmental Response Team (ERT) because of the potential for dimethyl mercury 
emissions at the Nyanza Chemical site in Ashland, Massachusetts. The current cleanup 
of mercury contaminated soils, which were being performed under contract for the Army 
Corps of Engineers, had then been shut down for three weeks because of the lack of 
confirmed real-time and time-weighted:.average air monitoring methods. Until such 
methods could be developed, no excavations of mercury laden soils would be allowed by 
the Corps, by the on-site contractor's industrial hygienist and by the surrounding 
community. This shut down was costing the government an estimated $10,000 a day. 

The ERT's preliminary assessment of the situation indicated that indeed releases 
of dimethyl mercury (DMM) could conceivably occur during the remediation of the 
mercury contaminated, wetland portions of the site. Dimethyl mercury had previously 
been documented in the literature as a by-product of anaerobic degradation of mercury. 
The site contained several wetland areas in which such degradation could occur and in 
which the standing water could act as a potential barrier to DMM escaping to the 
atmosphere. Therefore, it was conceivable that pockets of DMM vapor could be bound 
to the subsurface mercury contaminated soils in these areas. In addition, because of its 
greater than four orders of magnitude higher volatility (vapor pressure of 63 mm Hg at 
25°C) relative to elemental mercury and its ten-fold greater toxicity, even minute relative 
quantities of DMM elemental mercury could be a more significant health concern than 
the elemental mercury itself- especially considering that the TLV for DMM is 10 ug/m3 

or approximately 1 ppb(v). 

Because the potential DMM problem was a valid concern and because the lack of 
any confirmed method was costing the government an appreciable amount of money, the 
ERT agreed to develop the analytical methods that could be used by the on-site cleanup 
contractor. Since the sampling and analyses would ultimately be performed by the 
cleanup contractor and not by the ERT, the developed methods had to meet several 
criteria normally not found in pure research, method development. First, all time
weighted-average (TWA) sampling methods had to use commercially available sampling 
equipment and media that could be analyzed by a typical environmental or industrial 
hygiene laboratory. Second, the real-time analytical methods had to be developed 
around commercially available portable instruments. Third, both methods had to be 
selective for DMM over elemental mercury. Fourth, the initial desired sensitivities of 
the real-time and TWA methods were 10 ug/m3 and 0.1ug/m3

, respectively. 

The real-time and semi real-time methods that were initially considered included 
the Jerome gold film mercury vapor analyzer, the Bacharach MV-2 mercury vapor 
analyzer, and gas chromatography with a photoionization detector (PID). The TWA 
methods initially considered were absorbent tubes with thermal desorption to a GC/MS 
and impinger solutions. The two absorbent media evaluated were Tenax and 
Carbosphere. 
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REAL-TIME ANALYSES 

The Bacharach MV -2 is a UV instrument which responds to compounds such as 
el.emental mercury vapors, that absorb UV light at the wave length of 254 run. As was 
expected, initial work with the Bacharach MV-2 at the Region laboratories indicated 
that the instrument would not respond to DMM. Before any organa-mercury compound 
can be detected by UV absorption, it must first be converted into elemental mercury. It 
may have been possible to use an impinger to initially trap the DMM, then convert it to 
elemental mercury, and finally purge the elemental mercury vapors into the instrument. 
However, since the prime objective was todevelop real-time monitors for field 
applications, such an impinger setup for the MV-2 was not pursued. 

The Jerome meter is a gold film sensor which is set into one side of a wheatstone 
bridge circuit. Elemental and organa-mercury vapors will contact the gold film and form 
an amalgam with the gold surface. The formation of the amalgam changes the resistance 
of the film detector and unbalances the circuit. The result is a signal which is 
proportional to the mercury vapor concentration. 1be amalgam is reversible and the 
gold film returns to its initial resistance once the mercury or organomercury vapors are 
n::moved. With elemental mercury the film must be heated in order to revert the 
amalgam back to pure gold. However, with DMM several runs of clean air are typically 
sufficient to restore the film surface and will result in a decreased per cent film 
salturation reading. This decrease in film saturation without heating the film was only 
se:en with DMM and not with elemental mercury. · 

Initial consultation with the manufacturer's technical staff indicated that the 
instrument would have a response to DMM but that response had not been reproducible 
or linear in their experiments. Initial work at the Region 1 laboratory using an 
instrument configured as per manufacturer's recommended conditions confirmed that the 
response on the Jerome to DMM to be erratic and unreliable. Subsequent work found 
that following each positive readings with four successive clean air purges resulted in a 
linear and reproducible response. Evidently, the methyl groups prevent DMM from 
forming a true amalgam and cause the DMM-gold interaction to remain a surface 
phenomenon. Because the response is due to a surface interaction and not a true 
amalgam, the response was found to be extremely sensitive to the cleanliness of the 
film's surface. As can be seen in Table I, the maximum sensitivity of the instrument is 
obtained with freshly cleaned films. As the film becomes dirty from use, the sensitivity 
will decay over time. As can be seen in Figure 1, this decay is also a function of the 
concentration of DMM that the instrument has been seeing. 

Finally because the methyl groups force the DMM to have certain orientations 
prior to interacting with the gold film, the overall sensitivity for the instrument is less for 
DMM than for elemental mercury. Modifications to the instrument were required to 
increase the sensitivity such that it would read the correct mg/m3 reading for DMM. 
These modifications included increasing the sampling flowrate, doubling the sampling 
time to 20 seconds, and increasing the signal amplification by increasing the resistance 
be:tween two test points (TP2 and TP3) from approximately 65 Ohms to 98 Ohms. 
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Selectivity for DMM over elemental mercury was obtained by placing a NIOSH 
6000 silver impregnated Chromosorb tube in the inlet of the instrument. These tubes 
were found to selectively absorb the elemental mercury without affecting the transport of 
DMM at all. In addition, the suppliers specifications were such that changing tubes did 
not affect the instrument's calibration by significantly changing the sampling flowrate. 

The other "real-time .. method, which was suggested by Dr. Tom Spittler, involved 
the use of a portable GC equipped with a PID detector. The GC was able to detect 
DMM and apparently had no response for elemental mercury. However, the GC could 
just barely resolve DMM from benzene. Unfortunately, low ppb(v) levels of benzene 
would be expected immediately downwind of an area in which diesel-powered earth 
moving equipment are be used. In addition, the instrument detection limit had a 
detection limit of approximately 0.3 - 0.5 ppb(v). Therefore, because of the potential 
problems with benzene interferences and because of the initial successes with the 
Jerome, the ERT did not pursue this option further. Since that time, researchers at Oak 
Ridge National Laboratories have continued work with the portable GC using a Tenax 
based sample preconcentrator. 

1WA SAMPLING METHODS 

Trapping with Spherocarb followed by thermal desorption using T0-2 conditions 
did not work. The affinity of Spherocarb for DMM was too great to be overcome by the 
temperatures being used.· 

The second method used was an impinger train which was designed to trap the 
DMM by oxidizing it to inorganic mercury. Mter samples were pulled, the solutions 
were taken to a laboratory which analyzed them by cold vapor AA. The impinger 
solution had the following composition: 5% vfv of 5N H2S04, 2.5% vfv of concentrated 
nitric acid, 15% vfv of a 5% wfw potassium permanganate solution, and 8% of a 5% 
w fw potassium persulfate solution. However, after spiking experiments with different 
flowrates, this method was abandoned. Because of its high volatility and low water 
solubility, the DMM was being purged through the impinger solutions before it had a 
chance to be oxidized and thereby immobilized. 

Initial work performed in conjunction with Dick Siscanaw of Region I 
demonstrated better than 85% recoveries of DMM spiked onto the Tenax and then 
thermally desorbed. Spiked samples sent out to local environmental laboratories 
indicated that levels as low as 5 ngftube to 25 ng/tube, could be detected using a 
GC/MS in the full scan mode. Additional work with one laboratory demonstrated that 
using selected ion monitoring (SIM) enabled the laboratory to improve the effective 
detection limits five-fold. 

Mter determining that DMM could be quantitatively desorbed from the tubes and 
that the GC/MS methods could detect low quantities of DMM, the actual sampling 
parameters were established. This consisted of spiking 1.5 gram Tenax tubes with 
vaporized injections of a DMM solution in methanol. On a hot summer day these tubes 
were then taken on-site and placed directly above dry areas of known high levels of 
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.elemental and inorganic mercury vapors. Three different flowrates were used to pull 
different volumes of the site air through each set of tubes. The tubes were then taken 
hack to the laboratory for GC/MS analyses. As can be seen in Table II, no 
breakthrough was seen with the 24 liter sample. 1bis sample volume combined with the 
worst GC/MS/SIM ng/tube detection limit translated into a method detection limit in 
1:he range of 0.2 ugjm3

• 

CONCLUSIONS 

Based upon this work, the following three tier sampling approach has been 
recommended to the Corps of Engineers for monitoring DMM in the air during the 
Nyanza cleanup operations. The first tier involves the use of the Jerome gold film 
analyzer with the silver impregnated chromosorb pre-filter to obtain real-time readings 
for DMM. Care should be taken to insure that the instrument's calibration is checked 
and re-adjusted throughout the day. Whenever a positive reading is obtained by the 
Jerome. a confirmation air sample should be taken and concentrated approximate 5 - 10 
fold for analysis by the PID portable GC, the second tier. The third tier would consist of 
both perimeter Tenax samples and at least work zone Tenax sample for subsequent off
site analyses. As more sensitive and selective GC detectors, such as the atomic 
fluorescence detector, are developed and become more common, then these instruments 
would be appropriate as replacement tier 2 analytical methods. 
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TABLE I. JEROME METER RESPONSE AND HEAT CYCLES 

DMM STANDARD@ 6.4 ppbv 

Time (minutes) 
Start - 0 
End - 345 
After heat cycle ~ 
% recovery -

DMM STANDARD @ 13. 7 ppbv 

Time (minutes) 
Start - 0 
End - 120 
After heat cycle -
% recovery -

meter reading 
0.040 
0.014 
0.038 
95.0% 

meter reading 
0.188 
0.120 
0.177 
94.1% 

NOTE: Above standards analyzed at 5 minutes intervals until end time. 

TABLE II. TENAX TUBE BREAKTHROUGH RESULTS 

Volume of Air ng DMM 
Tube # ng DMM spiked Pulled Thru Tube GC/MS Data % Recovery 

1 2000 95 < 25 0 
2 2000 95 57 2.85 
3 2000 48 970 48.5 
4 2000 48 1200 60.0 
5 2000 24 1800 90.0 
6 2000 24 2500 125.0 
7 2000 0 1900 95.0 
8 2000 0 1900 95.0 
9 2000 0 2000 100.0 

10 0 0 < 25 
11 0 0 < 25 
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FIGURE 1. DECAY OF DIMETHYL MERCURY RESPONSE OVER TIME AS OBSERVED AT 
THREE SEPARATE CONCENTRATIONS . 
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HAZARDOUS WASTE TSDF PM 10 EMISSIONS 

C. Cowherd~ Jr. 
Midwest Research Institute 
425 Volker Boulevard 
Kansas City, Missouri 64110 

W. L. Elmore 
U.S. Environmental Protection Agency 
Research Triangle Park, North Carolina 47711 

This paper summarizes a guidance document that provides regulatory 
and industrial personnel with necessary information to identify sources of 
contaminated fugitive PM 10 emissions, estimate the magnitude of emissions, 
select viable control measures, and estimate the effectiveness of those 
measures. Sources of particular concern are landfills, land treatment, 
waste stabilization, dry surface impoundments, and roads. Included in the 
document are detailed descriptions of PM 10 emission models and control 
performance models that apply to these sources. These models were devel
oped by plume profiling of representative sources before and after control 
application using monitoring techniques described in the paper. Because 
of the similarity between various Superfund site activities and treatment, 
storage, and disposal facility {TSDF) operations, these technological 
approaches are in large part transferrable to Superfund sites. 
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Introduction 

Earlier EPA studies have evaluated fugitive particulate matter (PM) 
emissions from hazardous waste Treatment, Storage, and Disposal Facilities 
(TSDFs). Sources of particular concern are landfills, land treatment, 
waste stabilization, dry surface impoundments, and roads. These sources 
of emissions are regulated by a site-specific permitting system for TSOFs 
that has been established under the authority of the Resource Conservation 
and Recovery Act (RCRA). 

This paper summarizes a guidance documentt that provides regulatory 
and industrial personnel with sufficient information to identify sources 
of contaminated fugitive PM emissions, estimate the magnitude of emis
sions, select viable control measures, and estimate the effectiveness of 
those measures. The PM particle size fraction of interest, designated as 
PM 10 , consists of particles with an aerodynamic diameter equal to or less 
than 10 micrometers (pm). 

Major TSDF Source Categories 

The following source categories may be identified in relation to 
TSDFs: 

• Paved and Unpaved Roads 
• Open Waste Piles and Staging Areas 

Dry Surface Impoundments 
• Landfi 11 s 
• Land Treatment 
• Waste Stabilization 

Unlike the other source categories listed above, the emissions from 
paved and unpaved roads at hazardous waste (HW) treatment, storage, and 
disposal facilities (TSDFs) are not due to an identifiable unit operation 
at each facility. Rather, the roads serve as "linkages" between the vari
ous unit operations {e.g., access from the gate to the active disposal 
area, transfer of solidified wastes from the solidification unit to a 
disposal unit, etc.). 

Particulate emissions occur whenever a vehicle travels over a paved 
or unpaved surface, such as a road or an area proximate to a TSOF unit 
operation. Note that travel areas adjacent to TSDF operations may have a 
high potential for contaminated particulate emissions, with the potential 
inversely related to the level of 11 good operating practices 11 at the unit 
operation. In the case of paved roads, emissions originate with 
{a) resuspension from vehicle tires and undercarriages or (b) material 
deposited onto the surface. Material tracked onto the road from poten
tially contaminated travel areas surrounding TSDF operations will be 
spread along the road•s length and eventually some of that material will 
become airborne. While track-on material is usually more noticeable on 
paved roads, the spreading of potentially contaminated material also 
occurs on unpaved surfaces. 

Past surveys of TSDFs have in fact indicated that unpaved road 
surfaces at these types of facilities may have RCRA metal and semivolatile 
organic contamination levels essentially comparable to levels in samples 
taken from process-related surfaces (e.g., landfill areas, areas surround
ing a stabilization/solidification unit, etc.). 2 Because of the large 
volume of traffic associated with many facilities, those surveys suggest 
that general vehicular traffic on plant roads may be the principal source 
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of contaminated emissions associated with TSDFs. While the source of road 
surface contamination cannot be definitively identified, the two most 
likely causes are (a) spillage from vehicles hauling the waste or 
(b)· 11 track-out 11 of material from surfaces surrounding process operations 
at the TSOF. 

In many respects, control measures commonly applied to alleviate 
11 gross 11 (i.e., uncontaminated) part i cu 1 ate emissions may actually compound 
contaminated emissions. For example, travel areas surrounding an active 
TSDF unit operation may be watered to control emissions. However, water
ing tends to increase the amount of track-out onto an adjacent paved road, 
and the deposited material soon dries out and becomes airborne under 
normal plant traffic conditions. 

Each section of the guidance document begins with an overview of a 
·specific source category, describing emission characteristics and mech

anisms. Following this, available emission factor models (Table I) are 
presented to provide a basis for analyzing the operative nature of control 
measures. Next, demonstrated control techniques are discussed in terms of 
estimating efficiency and determining costs of implementation. Suggested 
regulatory formats explain the 11 philosophy 11 used· in implementing the 
preceding technical discussions in viable regulations and compliance 
actions. 

Particulate Emission Factor Models 

In developing particulate control strategies for 11 traditional 11 

po 11 utant concerns (i.e., to meet Nation a 1 Ambient Air Qua 1 i ty Standards 
[NAAQS]), gross particulate emissions from open sources are estimated 
using the predictive emission factors presented in Section 11.2 of EPA 1 s 
11 Compilation of Air Pollutant Emission Factors 11 (AP-42).3 These factors 
cover the generic source categories: 

• Unpaved travel surfaces 
• Paved travel surfaces 
• Exposed areas (wind erosion) 
• Materials handling 

Note that these factors are updated periodically and that users of this 
document should use updated factors as they become available. 

These emissions factors share many common features. For example, the 
models are formulated as empirical expressions that relate variations in 
emission factor (e) to differences in the physical properties (p) of the 
material being disturbed and the mechanical energy (m) responsible for the 
generation of particulate according to the general form: 

(1) 

As empirical models, open dust source emission factors have adjustable 
coefficients (K,a,b) that reflect relationships determined from actual 
open dust source testing. 

Much of cited guidance document centers on the app 1 i cation of the 
open dust factors to estimate particulate emissions from permitted TSDF 
units. Table I summarizes the applicability of AP-42 emission factor 
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models to iSDF source categories. Estimation is accomplished according to 
the general model form: 

where: 

n 
R = E 

j :;; 1 
a. • e. • A. 

J J J 
(2) 

R = emission rate of contaminated airborne particulate (kg/yr} 
for a given TSDF, consisting of n identifiable unit 
operations 

aj = fraction of contaminant in particulate emissions for the 
jth operation (pg/g); for uncontaminated particulate 
emissions, aj = 0 

ej = emission factor(s) (mass/source extent) 

Aj = source extent(s) (source dependent units) 

This approach is analogous to that used by MRI in recent work on 
estimation of emissions from surface contamination sites.~t The approach 
is also consistent with techniques used in air pollution assessments. 

In the TSDF content it is important to recognize the following: 

1. The a term refers to the 11 1 eve 1 of contami nat i on 11 and is usually 
represented as the concentration (e.g., pg/g) of the metal(s) or 
organic compound{s) of concern in the disturbed material. 

2. Permitted TSOF units may consist of multiple, identifiable unit 
operations; in the case of landfills, for example, unit opera
tions include loadoat of bulk hazardous waste, loadout of 
temporary cover, lift construction, and general vehicle traffic 
proximate to the landfill face. 

3. The major assumption implicit in Eq. {2) is that TSOF processes 
that generate particulate emissions can be adequately repre
sented by existing open dust source emission factor models. 

Item 2 above is relatively straightforward and is demonstrated in the 
individual chapters. Items 1 and 3 require further clarification as given 
below. 

Specification of the level of contamination (a) probably is the 
single most difffcult aspect of applying the emission factors. For a 
given TSDF source, 11 representative 11 value(s) of a may depend upon a number 
of factors including principally: 

1. The nature of waste streams handled and whether the wastes are 
metal-containing or organic waste streams. 

2. Operational practices that influence the availability of waste 
material for entrainment into the atmosphere. 

3. The age of the facility to the extent that it reflects 
11 residua1 11 contamination associated with long-term disposal and 
typical waste stream volumes. 
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Note that the term representative is used here to connote a long-term 
value, such as an annual mean, that adequately defines a over the entire 
TSDF source. 

There are essentially two methods for specification of a. The 
preferred method is through source-specific sampling and analysis (S&A). 
In some cases it may be feasible to develop estimates of a for a specific 
source based on existing information other than actual S&A data. In 
general, these estimates should be developed from the perspective of a 
11 Worst-case scenario, 11 because of the greater uncertainty i nvo 1 ved. In 
other words, they should be conservatively high and thus tend to protect 
against any potential underestimation of risk associated with particulate 
emissions. 

The principal sources of information for worst-case estimates are 
expected to be: 

1. Waste manifests and any 11 tracking 11 information that a facility 
routinely generates to characterize its receipts. 

2. Conversations with facility personnel. 

Because the emission factor models are empirical expressions, in a 
strict sense their degree of applicability relative to TSDF sources is 
related to the degree of compliance with two conditions: 

1. How closely a given TSDF unit operation resembles the source 
conditions underlying test data used in development of the 
emission factor. 

2. How closely the physical characteristics of the disturbed 
material resemble those tested in development of the emission 
factor. 

Based on surveys described in reference 2, the general conclusion is 
that TSOF unit operations are reasonably comparable to those tested in 
development of the emission factor relationships. 

Results of the surveys described in reference 4 also clearly point 
out that the physical characteristics of waste and disturbed surface 
materials at TSOFs do not always conform closely to those materials tested 
in development of the emission factors. More specifically, the moisture 
and/or 11 0i ly nature 11 of waste streams may be markedly different from the 
dry, finely divided materials upon which the field tests were performed. 
The current emission factor models do not fully account for the inherent 
mitigation provided by the physical binding effect of oily substances, 
which may add conservatism to the predictive emission rates. However, at 
any given facility, the potential for increased spreading of material may 
offset this conservatism. 

Preventive and Mitigative Control Options 

Typically, there are several options for control of fugitive 
particulate emissions from any given source. This is clear from the 
mathematical equation used to calculate the emissions rate: 

R = A e (1 - c) (3) 
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where: R = estimated mass emission rate 

A= source extent {i.e., surface area for most open dust 
sources) 

e =uncontrolled emission factor, i.e., mass of uncontrolled 
emissions per unit of source extent 

c = fractional efficiency of control 

To begin with, because the uncontrolled emission rate is the product of 
the source extent and uncontrolled emission factor, a reduction in either 
of these two variables produces a proportional reduction in the 
uncontrolled emission rate. 

Although the reduction of source extent results in a highly 
predictable reduction in the uncontrolled emission rate, such an approach 
in effect usually requires a change in the process operation. Frequently, 
reduction in the extent of one source may necessitate the increase in the 
extent of another, as in the shifting of vehicle traffic from an unpaved 
road to a paved road. 

The reduction in the uncontrolled emission factor may be achieved by 
process modifications (in the case of process sources) or by adjusted work 
practices (in the case of open sources). The degree of the pass i b l e 
reduction of the uncontrolled emission factor can be estimated from the 
known dependent of the factor on source conditions that are subject to 
alteration. For open dust sources, this information is embodied in the 
predictive emission factor equations for fugitive dust sources as pre
sented in Section 11.2 of EPA 1 s 11 Compilation of Air Pollutant Emission 
Factors 11 (AP-42).2 

Control techniques can be divided into two broad categories--preven
tive and mitigative. Although differences between the two are not always 
clear, in genera 1, preventive measures i nvo 1 ve techniques that reduce 
source extent or improve mechanical source operations relative to the 
generation of particulate emissions. By contrast, mitigative techniques 
typically focus on altering the surface/material conditions that consti
tute the source of particulate emissions. 

In the TSDF context an example of a preventive control technique 
involves traffic routing of haul truck vehicles in the staging areas 
proximate to an active landfill face. The objective of traffic routing is 
to minimize the contact between vehicle wheels and waste material and thus 
limit the potential spreading of contamination material to the facility 
roadways. In this fashion the source extent of contaminated material is 
effectively reduced. 

An example of a mitigative measure involves the application of water 
to unpaved travel surfaces in order to suppress the entrainment of gross 
or contaminated particulate by vehicle traffic. The important point here 
is that relative to contaminated particulate, it is assumed that the 
roadways are characterized by some (albeit unknown) level of contamination 
(m) associated with long-tern waste disposal operations, and that the 
objective is to minimize the entrainment of this material into the 
atmosphere. 
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ABSTRACT 

This paper describes a methodology for identifying toxic air pollutants of concern at 
S1perfund sites, as a preliminary step to developing an air taxies Statement-of-Work for 
CSEP A's Contract Lab Program. The methodology ranks the toxic air pollutants of 
concern in order of relative importance, as determined by frequency of occurrence at 
Superfund sites and potential for threat to human health. 

A master list of 260 potential toxic air pollutants was formed from USEP A's 
Hazardous Substances Priority Lists and other authoritative lists. Primary criteria for 
selection of available data describing the target compounds were toxicity, carcinogenicity 
and potential for human exposure at or in the vicinity of Superfund sites. 
Secondary criteria included consideration of regional, state and local regulatory needs and 
availability of existing analytical methods and reference standards. In evaluating the 
acceptability of candidate analytical methods, a reference ambient level was determined for 
a number of target compounds lacking unit risk estimates. Data describing these criteria 
were arrayed in a computer spreadsheet and processed in a ten-term algorithm, to arrange 
the toxic air pollutants in order of priority. Each algorithm term described one of the 
primary or secondary criteria and was assigned a relative weight by USEPA. 
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INTRODUCTION 

As specified in the Comprehensive Environmental Response, Compensation and 
Liability Act (CERCIA) and the Superfund Amendments and Reauthorization Act 
(SARA), EPA has the responsibility for assessing the potential for air emissions and air 
quality impacts prior to and during Superfund hazardous waste site cleanup. CERCLA 
and SARA mandate the characterization of all contaminant migration pathways from waste 
to the environment and of the resulting environmental impacts. In particular, a remedial 
investigation must provide data on air emissions from the site in undisturbed and disturbed 
states. CERCIA and SARA also require the development of data that are "necessary and 
sufficient" to characterize the "nature and extent" of contamination on site. Consequently, 
regulatory agencies, site managers and Remedial Program Managers (RPMs) must develop 
site-specific objectives in characterizing air emissions at these sites. 

To address the absence within EPA of standardized sampling and analytical 
procedures for characterizing air emissions from pre-remedial/removal activities at 
Superfund sites, EPA's Office of Emergency and Remedial Response (OERR) is developing 
a "Statement-of-Work for Analysis of Air Toxics at Superfund Sites." 

One of the early. tasks in the development of the Statement-of-Work is the 
preparation of the target compound list (TCL), a prioritized list of compounds for which 
analytical protocols are to be included in the Statement-of-Work. The TCL comprises 
compounds most commonly found at Superfund sites and which pose the most significant 
threat to human health, and which are likely to enter the ambient air at Superfund sites. 
Many of the target compounds do not have EPA published unit risk values. Unit risk 
values are significant because they allow the calculation of ambient levels which relate to 
any specific risk level of concern (e.g., 10-6) for carcinogens, data which in turn predict the 
required level of analytical detection limits for many of the analytical data uses. If 
substances are to be the target of sampling activities at NPL sites, it is clearly desirable to 
have sampling and analytical methods which are capable of detecting concentrations of 
substances at these levels. To compensate for the lack of unit risk estimates for many 
target compounds, Reference Ambient Levels (RALs) were developed to represent the 
lowest ambient concentration of concern at Superfund sites. 

DEVELOPMENT OF A RANKED TARGET COMPOUND LIST 

Since no generally accepted list of air toxics at Superfund sites is available, the first 
task in the development of the ranked TCL is preparation of a master list of candidate 
compounds. The Hazardous Substances Priority Lists* were selected as the starting point 
in preparing this list. 

•CERCLA requires that the USEPA and the Agency for Toxic Substances and Disease Registry jointly list in order of priority, hazardous 
substances which are most commonly found at NPL facilities and which the agencies determine are posing the most significant potential 
threat to human health. 
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It was necessary to augment the Hazardous Substances Priority Lists of 200 of the 
most hazardous substances found at Superfund sites because these lists were compiled with 
only minimal consideration of the air pathway. Accordingly, 60 air taxies compounds were 
selected from other authoritative lists. 

After the master list was compiled, a straightforward method was developed to rank 
these compounds in order of importance as air taxies at Superfund sites. General 
considerations in developing the ranking scheme were: 

• Frequency with which compounds were mentioned in a survey of EPA 
Regions. 

• Frequency with which compounds have been found at Superfund sites. 
• Compounds which present a risk of exposure by inhalation and which are 

highly toxic or carcinogenic. 
• Frequency with which compounds are requested under Federal or state 

regulations (ARARs and TBCs) to meet cleanup goals. 
• Availability of sampling/analysis methods and reference standards for the 

TCL. 
• Relative volatility of the candidate compounds. 
• Availability of health-based data (unit risk, reference doses and acceptable 

ambient levels) for the TCL. 

These criterias can be grouped into three major areas; health effects, regional needs, 
and potential for human exposure. 

HEALTH EFFECTS 

Health effects were addressed in detail through a variety of descriptive indicators, 
including unit risk factors, cancer potency slopes, and reference dose values, and other less 
specific descriptors in cases where data of primary quality were not available. 

In considering health effects we used available data developed by USEPA's Pollutant 
.Assessment Branch (P AB) and generally contained in the list of unit risk factors for the 
inhalation of carcinogenic air contaminants. This list is maintained by P AB for air 
assessments performed with EPA's Office of Air Quality Planning and Standards (OAQPS). 
The P AB also maintains a separate list of compound "cancer potency slopes" which in most 
cases are based upon ingestion routes of exposure. Because in many cases these cancer 
potency slopes have been and will continue to be converted to inhalation factors for use 
in air taxies risk assessments, we included these data in our assessment and ranking of 
health effects. For non-carcinogens we referred to lists maintained by EPA's non
carcinogen workgroup. These are compounds for which EPA has determined a need for 
the development of "reference dose" (RID) values. Reference dose is used by USEPA as 
threshold value in evaluating non-carcinogenic health effects. 
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For other compounds on the list not described by any of these data, various health 
effects indicators such as threshold limit values and reportable quantity data from SARA 
Title III were used. In all cases, the end product of the health effects data assessment was 
a health effects ranking number between one and ten, so that each compound on the 
master list could be ranked on a common basis. Health effects was designated the most 
important of the ten ranking criteria, and was accordingly most heavily weighted in the 
ranking scheme. 

REGIONAL NEEDS 

In assessing regional needs for sampling guidance and analytical methods for specific 
air taxies, we relied on responses to the USEP A Regional air taxies survey conducted in 
March, 1989. Many regions provided lists of important air taxies compounds; frequency 
with which specific compounds appeared on these various· lists was the second most 
important ranking criteria. 

Of next major importance as an indicator of regional needs is the regulation of 
specific air taxies compounds by the various states. Since the limited scope of the project 
precluded an in depth review of all applicable state regulations, we relied on the data base 
developed by the National Air Taxies Information Clearinghouse as an indicator of state 
regulatory activity for specific air taxies chemicals. For various states regulating on the 
basis of acceptable ambient levels (AALs), frequency of occurrence of regulations for 
specific chemicals was the third most important ranking criteria. 

Frec:.'-''='n'0' sf occurrence on various credible lists of hazardous materials was also 
considered to be a useful ranking indicator. The California Air Resources Board (CARB) 
publishes a "Lists of Lists" which shows the frequency with which specific chemicals are 
listed in 12 authoritative lists of hazardous chemicals. The New York Air Guide I also 
categorizes specific air taxies compounds as high, medium, or low toxicity. SARA Title III, 
Section 302 also lists hazardous pollutants. Frequency of occurrence in each of these lists 
was used as an indicator of relative importance of these compounds, occupying the 4th, 5th, 
and 8th positions in order of importance of ranking criteria. 

POTENTIAL FOR HUMAN EXPOSURE 

Indicators for the potential for human exposure were incorporated by considering 
both the frequency of occurrence at Superfund sites and the volatility of each of the listed 
compounds. Frequency of occurrence at Superfund sites was obtained directly from the 
August 1988 list entitled "Frequency Distribution of Substances Present at Final and 
Proposed NPL Sites." Each target compound was assigned a volatility ranking number 
between 0.5 and 3, derived from boiling point and/or vapor pressure data as available. 
These indicators are generally considered to represent potential for human exposure 
through the air pathway at Superfund sites and were assigned the 6th and 7th positions in 
the ranking scheme. 
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AVAILABILI1Y OF ANALYTICAL METHODS AND REFERENCE STANDARDS 

The 9th and lOth weighing positions were assigned to availability of analytical 
method and standard, respectively. We felt that for marginal compounds the availability 
or lack of analytical methods and reference standards could be a factor in the decision to 
include or exclude such compounds from the priority target compound list. 

In evaluating the suitability of available anaytical methods we decided to compare 
r:1ethod detection limits with ambient levels of concern determined by unit risk values and 
an acceptable risk of w-6

• 

Many of the substances of the 257 on the original TCL do not have EPA published 
unit risk values. To provide a comparable measure of ambient level of concern for these 
target compounds, we devised the reference ambient level (RAL). RALs were designed 
to be an approximation of potential Applicable or Relevant and Appropriate Requirements 
(.ARARs) or "To-Be-Considered" materials (TBCs) in establishment of air cleanup standards 
for remedial actions at National Priority List (NPL) sites. If substances are to be the target 
of sampling activities at NPL sites, it is clearly desirable to have sampling and analytical 
methods which are capable of detecting concentrations of substances at these levels. 

The concentration-based levels of concern were obtained from state and local air 
toxics programs. There has been much controversy over appropriate methodologies for 
determining acceptable ambient levels (AALs). Many states use Threshold Limit Values 
(TLVs) divided by a safety factor, despite the fact that the publisher ofTLVs, the American 
Conference of Government and Industrial Hygienists, explicitly recommends against the use 
of TL Vs for such an application. Nevertheless, under USEPA's developing guidance for 
ARARs and TBCs, any state regulation or guidance potentially could be used as the basis 
o:f an air clean-up standard, regardless of the basis of that regulation or guideline. 
Accordingly, it is important to know what states currently are using as AALs to determine 
what sampling and analytical methods are needed at NPL sites. Having an evaluation of 
current practice for AALs appears to be the best starting point for determining an 
appropriate approach for recommending practical sampling and analytical methods. 

Current practice for AALs, however, is not uniform from state to state. In order to 
focus this effort, we decided to concentrate on states with the most sites on the NPL. Each 
state was contacted for documentation on their methodology for developing AALs, along 
with a listing of pollutants and applicable AALs (if one exists). Some of the states provided 
methodologies only, and calculations of AALs based on designated input data (such as 
TJLVs) was necessary. 

AALs were then tabulated by averaging time. and if more than one state regulates 
a single pollutant for the same averaging time, AALs were presented as a range. No 
conversion factors were used to modify AALs from one averaging time to another, because 
applicable ARARs and TBCs arguably must use.the state or local guideline as it exists. 
RALs based on the lowest concentration of any 10-6 concentration, modified RID, or AAL 
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were then tabulated. 

In all cases, if an Acceptable Air Risk (AAR) was given, it was selected as the RAL. 
If no AAR value. was available, the most restrictive value represented by the states and the 
corresponding Reference Dose (Rill) value was selected. In cases where neither an AAR 
nor Rill was available, the most restrictive state value was selected as the RAL. 

Information used to develop the RAL table was obtained from the states of 
California (Bay Area), Connecticut, Indiana, Maryland, Massachusetts, Mic~igan, New York, 
and Wisconsin. The Reference Doses (RID) were taken from USEPA's IRIS system. 

DESCRIPTION OF RANKING PROCESS 

To complete the ranking process, each of the candidate chemicals on the ·expanded 
master list was entered into a Lotus 1-2-3 spreadsheet and arrayed with corresponding 
numerical data describing each of the ten ranking criteria. An algorithm was devised which 
would position the maximum value of each of the ranking criteria terms in its relative 
weighted position. The algorithm, the ranges of the numerical data in the spreadsheet, and 
the relative maximum term values are shown in Figure 1. For example, AOB designated 
Health Effects as the most important of the descriptive criteria and was accordingly ranked 
number one (1); Availability of a Reference Standard was the least important, ranked 
number ten (10). These rankings are shown in Figure 2, column 2. For convenience in 
developing a ranking index (RI) algorithm, the ten (10) ranking parameters were assigned 
corresponding maximum values of the algorithm terms representing these parameters. For 
Health Effects, a maximum term value of 100 was selected, while for Availability of 
Reference Standard a maximum term value of 30 was selected. Intermediate term values 
for other descriptors were selected so that each algorithm term representing a descriptor 
was retained in the relative positions specified by AOB. 

Data in the Lotus 1-2-3 spreadsheet were arrayed in various ways for the various 
descriptors. For Health Effects, each chemical was assigned an index value between 1 and 
10, ten being the maximum value of the health effect descriptor and representing the 
greatest level of health hazard. For Availability of Reference Standard, each chemical was 
assigned an index value between 0 and 2, 0 representing no standard available and 2 
representing availability of an EPA-certified standard. The algorithm constant was derived 
by dividing the maximum term value by the maximum numerical index value arrayed in the 
spreadsheet. For health effects, the algorithm constant was 10 (100/10 == 10), while for 
Availability of Reference Standard, the algorithm constant was 15 (30/2 = 15). 

As shown in Figure 1, the ranking index was designated as the sum of the descriptor 
terms, with a maximum summed value of 645. Figure 2 illustrates the scoring for vinyl 
chloride, the highest ranked chemical on the TCL with a score of 515. Table 1 lists the 
data sources used in development of the target compound list. 
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CONCLUSIONS 

Although no absolute measure of the validity of the ranking methodology is 
available, our preliminary conclusion at this stage is that the list adequately predicts the 
range of compounds likely to be encountered at Superfund sites. We also feel that it 
wpresents the best compromise to providing a target compounds list which addresses health 
effects, regional needs, potential for human exposure, and regulatory requirements. By 
considering unit risk estimates and RALs in comparison with analytical detection limits 
for priority target compounds, it was possible to select appropriate general analytical 
methods for nearly all target compounds. 

As greater experience is gained in analysis of air taxies at Superfund sites, changes 
to this target compound list and possibly to the general analytical protocols are expected. 
Vole are, however, confident that we can move forward in development of the Statement
of-Work with the expectation that the initial Statement-of-Work for Superfund site air taxies 
analysis will adequately address the program requirements. 

DISCLAIMER 

· Although the work described in this paper has been funded wholly or in part by the 
United States Environmental Protection Agency through Contract No. 68-02-4398 to 
Engineering-Science, Inc., it has not been subjected to Agency review and therefore does 
not necessarily reflect the views of the Agency, and no official endorsement should be 
inferred. 
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TABLE 1 
LIST OF DATA SOURCES 

FOR DEVELOPMENT OF TARGET 
COMPOUND LIST 

EPA Health Effects Summary Tables 

PIPQUIC (IRIS) Data Base 

March '89 Survey Responses 

New York Air Guide II 

California Air Resources Board List of Lists 

SARA Title III Section 313 List 
(and Reportable Quantity Table) 

National Air Toxics Information 
Clearing House Report on Air Toxics 
Activities 

Frequency Distribution of Substances Present 
at Final and Proposed NPL Sites 

Superfund Public Health Evaluation Manual 

USEPA Technical Guidance for Hazards Analysis 

CRC Handbook of Chemistry & Physics 

Merck Manual 
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FIGURE l RANKING INDEX (RI) 
ALGORITHM AND DERIVATION OF TERM VALUES 

RI = lOG+ 11.3B + 120M+ 7.5D + 23.3F + lOK + 20L + 40E + 35C + 15J 

Data Source 

Descriptor 

Health Effects Index 

Number of Listings in 
Survey Responses 

Frequency of Listi~gs 
in State AAL Regs. 

Number of Entries in 
CARB List of Lists 

category in NY Air Guide 

Frequency of Occurrence 
at NPL Sites3 

Volatility Index 

Listing in SARA Title III 

Availability of 
Analytical Method 

Availability of 
Reference Standard 

Rankl 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Maximum value of Algorithm 

Selected 
Max. Value 

of Descriptor 
(a) 
100 

90 

80 

75 

70 

65 

60 

40 

35 

30 

645 

Lotus 1-2-3 Spreadsheet 
Range of Numerical Data 
Algorithm Min. Max. 
Variable Value Value 

(b) 
G 1 10 

B 0 8 

M 0 0.667 

D 0 10 

F 0 3 

K 0 6.5 

L 0.5 3 

E 0 1 

c 0 1 

J 0 2 

Derived 
Constant 

for 
Algorithm 

(a + b) 
10 

11.3 

120 

7.5 

23.3 

10 

20 

40 

35 

15 

1relative importance of descriptor, as specified by AOB, HSED, OERR 
2numerical data expressed as decimal fraction 
3numercial data expressed as decimal fraction x 100, for multiple listings only 



Value1 of 
Variable 

in Alqorithm 

K = 0.5 

D = 10 

F = 3 

K = 1.51 

E = 1 

c = 1 

J = 2 

FIGURE 2. SAMPLE CALCULATION 
FOR VINYL CHLORIDE 

Descriptor Vinyl Cblori~e 
Term Value 

Health Effects Index 40 

Frequency of Listinq in 90 
survey Responses 

Frequency of Listinq 60 
in State AAL Reqs. 

Number of Entries in 75 
CARB List of Lists 

NY Air Guide List 70 

Frequency of occurrence 15 
at NPL Sites 

Volatility Index 60 

Listinq in SARA Title III 40 

Availability of Analytical 35 
Method 

Availability of Reference 30 
Standard 

Total Alqorithm Value 
for Vinyl Chloride 

515 

RI = lOG + 11.3B + 120M + 7.5D + 23.3F + lOK + 20L + 40E + 
35C + lSJ 

= 10{4) + 11.3(8) + 120(0.5) + 7.5(10) + 23.3(3) + 
10(1.51) + 20(3) + 40(1) + 35(1) + 15(2) 

= 40 + 90 + 60 + 75 
30 

= 515 -
+ 70 + 15 + 60 + 40 + 35 + 

1 values for vinyl chloride terms from Lotus 1-2-3 
spreadsheet 

2 rounded off to nearest whole number 
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AIR TOXICS CONSIDERATIONS 
AT AN ACTIVE 
FIREFIGHTER TRAINING FACILITY 

Michael J. Barboza, P.E. 
Malcolm Pirnie, Inc. 
100 Eisenhower Drive, P.O.Box 36 
Paramus, New Jersey 07653 

Catherine Bobenhausen, CIH 
Malcolm Pirnie, Inc. 
2 Corporate Park Drive 
White Plains, New York 10602 

This paper describes the concerns, study approach and the results of air sampling 
at an active firefighter training facility. Air sampling was performed of the 
buildings, mockup structures, and gas wells (installed near mock up structures) 
diJring live burns for parameters including VOCs and combustible gas. 

The concerns related to the potential for vapor emissions from site contamination 
and methane from an adjacent landfill. Groundwater contamination was likely a 
r1~sult of previous use of dry wells. During previous site investigations, 
combustible gas was detected in groundwater wells, triggering concern for the 
safety of on~site personnel, and the safety of firefighters using the training 
facility. 

The study was developed to evaluate the presence of gases and vapors in the 
buildings and the potential for any effects of 1 ive burns on gas and vapor 
l1~vels. The air sampling program included organic vapor collection on adsorbent 
tubes, and use of combustible gas meters, photoionization detectors, and a 
portable GC. Since site conditions and concerns may be representative of fire 
tt·aining facilities throughout the country, the air sampling approach utilized 
is applicable to similar studies. 
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INTRODUCTION 

Fire training facilites provide a valuable service to communities throughout 
the country by providing a means of training and exposing firefighters (in a 
controlled setting) to the harsh and dangerous realities of fighting fires. 
Unfortunately some of these facilities may be on sites contaminated from 
spillage of waste liquids or loss of fuels through inadeqaute drainage 
systems. The presence of contamination may pose a threat to air quality and 
a potential hazard to personnel who occupy and use such facilities. 

This paper describes the concerns, study approach and the results of air 
sampling at an active firefighter training facility. Air sampling was 
performed of the buildings, mockup structures, and gas wells (installed near 
mock up structures) during 1 i ve burns. Parameters of interest included 
selected volatile organic compounds (VOCs) and combustible gas. 

BACKGROUND 

The site houses fire training and administrative functions. The facility is 
occupied by full and part time administrative and maintenance personnel and 
periodically (during training sessions) by instructors and students from over 
50 volunteer fire districts. Advanced training consists of classroom and 
controlled live burn exercises. 

Structures on the 10 acre plus site include a number of buildings i.e., 
administration, first aid, classroom, pumper test, maintenance and pump house. 
In addition training facilities include building mockups (dwelling, 
commercial, and tower) and fire extinguisher, open pit, tower/ladder, and 
propane training areas. 

Adjacent to the site is a municipal solid waste landfill that has landfill 
gas control systems (i.e., recovery, flaring and venting) that extract gas 
from the landfill and burn it for power generation, flare it for disposal and 
vent it to control subsurface migration, near the fire training site. 

Ground water investigations of the site indicated the presence of floating 
product (chiefly No. 2 fuel oil) resulting from past use of dry wells. Trace 
contaminants related to fuels and solvents detected in ground water were the 
focus. These included benzene, toluene, xylenes, carbon disulfide, vinyl 
chloride, methylene chloride, 1,1-dichloroethene, 1,1-dichloroethane, trans-
1,2-dichloroethene, 1,1,1-trichloroethane,trichloroethene,tetrachloroethene, 
chlorobenzene, ethylbenzene, 2-butanone and acetone. Concern was raise'd when 
significant levels of combustible gas were detected in several of the ground 
water monitoring wells. 

Maintenance personnel at the site were reported to have been exposed to 
noxious gases, suspected as originating from the landfill. Other reports 
indicated occasional instances of unusual fire conditions in the mock up 
buidings during training. 

Concern over potential hazards associated with air quality onsite led to 
questions related to safe operation of the facility, i.e., 

- are toxic vapors or gases present at the facility at potentially 
harmful levels; 

can explosive conditions arise from combustible gas accumulation 
in the buildings; and 
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- is there migration of potentially harmful or dangerous vapors or 
gases from the ground into the mockup buildings during fire train
ing exercises? 

.~PPROACH 

The diversity of the concerns and the different variables associated with 
·routine site activities called for an approach consisting of careful planning 
.and clearly identifying the study objectives (1). The identified objectives 
of this study were to: 

- quantify airborne concentrations of volatile organic contaminants 
(VOCs) during various site activities, and assess potential hazards to 
personnel and firefighters; 

- develop a program for continued operation of the facility while 
reducing exposures, consisting of a combination of appropriate engineering 
1:ontrols, administrative procedures and/or continuous site monitoring; and 

- establish a framework for emergency and contingency planning. 

A number of tasks were performed to meet these objectives, that included: 

- air quality monitoring with various meters (oxygen, combustible 
gas, photoionization and organic vapor detectors); 

- air quality screening with a Photovac field gas chromatograph; 

- air sampling with adsorbent tubes with laboratory analysis for 
VOCs; 

- installation of gas monitoring wells; 

- measurement of differential well pressure and temperature during 
fire training activities and screening the constituents of soil 
gas; 

- observation of administrative, classroom, and fire training 
activities; and 

- interviewing of various site personnel regarding standard 
procedures and site history. 

Grab {air) samples (almost real-time) were analyzed for six VOCs using a 
Photovac {GC Model IOSSO) portable gas chromatograph onsite to monitor air 
quality over a 72-h.our period. The calibration gas used with the Photovac GC 
consisted of I ppm each of vinyl chloride, methylene chloride, 1,1-
dichloroethene, trichloroethene, benzene and tetrachloroethene, based upon 
presence in ground water and relative toxicity. 

[n addition, over thirty samples were collected with tenax/carboxen 569 {a 
Supelco product consisting of carbonized molecular sieve) adsorbent tubes at 
fl owrates of 80 cc/mi n for representative samp 1 e periods. Samp 1 es were 
collected during normal administrative work hours, as well as during the 
1~vening training sessions involving live burns within mock-up structures. 
Analysis was by GC/MS for volatile organic compounds including a library 
search for non-target compounds, using EPA Methods T01 and T02 (2}. 
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Temperature and pressure measurements were made using temperature probes, an 
inclined manometer and magnahelic gauges. Observations were made of the 
potential effects of barometric pressure on possible gas movement. Significant 
changes in well pressure difference may suggest the occurence of a chimney 
effect in the mockups during burns, potentially causing gas migration from the 
ground into the mockups. 

RESULTS 

Results indicated that, while there was evidence of VOCs in ambient air at 
the site, the concentrations found were in the low ppb range, and were not 
considered an immediate threat to site personnel. Table 1 summarizes the 
maximum values detected. The compounds detected in the air were similar to 
those found in soil and ground water on the site and some are typical of 
landfill gas. There is often difficulty in assessing the results in regard to 
appropriate safe levels for VOCs especially for samples of indoor air {3). 
The levels found were below IDLH levels, OSHA PELs, and ACGIH TLVs. However, 
given the presence of subsurface gas and the potential controlling effect of 
the landfill gas extraction systems, there is potential for air quality 
deterioration. Some of the highest values of VOCs were detected in the 
maintanence garage. 

Sampling in the mockups during the live burns with adsorbent tubes was limited 
due to the harsh environment (high temperatures, water, heavy smoke and 
combustion products} within the mockups during live burns. Low (generally less 
than 10 ppb} concentrations of seven VOCs were detected at this location. 

Differential pressure measurements in gas monitoring wells near the mockups 
during fire training exercises showed no significant variability attributable 
to fire training activities involving live burns. A pressure gradient was 
detected from measurements in gas monitoring wells with greater negative 
pressures near the landfill boundary and lower negative pressures measured 
near the mockups, due to the influence of the landfill gas extraction systems. 
The landfill gas extraction systems were likely influencing movement of 
subsurface gases at least as far from the landfill as the mockup buildings, 
as indicated by negative pressure measurements in wells near the mockups 
during normal operations (i.e., when live burn exercises were not ongoing).· 

DISCUSSION 

Under normal conditions, measured VOC levels were generally low, but results 
were obtained from only a few discrete periods, when the landfill gas 
extraction systems were operating. Periodic air sampling was recommended to 
observe any changes in contaminant concentrations over time (i.e., months, 
years). 

The landfill gas control systems were shown to exert subsurface influence on 
the site at least as far as the mockup buildings, likely controlling vapors 
on the site {via the subsurface). Increased concentrations of gases could 
result if the landfill gas control systems failed or were op~rated with 
reduced effectiveness. Some of the risks involving this situation are 
attributed to the uncertainties associated with variations in system 
performance on gas and vapor migration patterns, atmospheric pressure effects 
and also on what effect duration of upsets would have on the gas migration. 
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RECOMMENDATIONS 

The greatest risk appeared to be associated with the uncertainties and 
possible variabilty in the effectiveness of the landfill gas control systems, 
it was recommended that air monitoring be performed along the perimeter of the 
site and at some specific locations onsite. 

An automated detection system was recommended for this consisting of remote 
sensors installed at key locations, a central display and recording system to 
provide easy and continual identification of the status of hazard conditions, 
and warning devices (alarms/lights) to alert personnel of potentially 
hazardous conditions. The primary constituent to monitor would be combustible 
gas. The output of the monitoring system would be used to curtail or restrict 
activities in parts of the site or suspend operations until the alarm 
condition subsides and/or the cause identified and the hazard evaluated. 

The results from the monitoring system may be used to curtail or restrict 
activities in parts of the site or suspend operations unitl the alarm 
condition subsides and/or the cause identified and the hazard addressed. 

In addition to monitoring, the following procedures (some of which had already 
been implemented} were recommended to minimize potential risks: 

- Check mockup buildings for combustible gas and organic vapors before 
and during any maintenance work, especially any welding or similar activity. 
Suspend work if measurements exceed prescribed action levels; 

-Vent mockups when not specifically in use for fire training and during 
maintenance and recharging activities; 

- Monitor wind direction/speed with a fixed system with recording 
devices for historical record and also with wind socks at various locations 
visible from different areas of the site; 

-Encourage use of communications systems (i.e., radios) for personnel 
working on different parts of the site; 

- Encourage reporting and documentation of monitoring and the occurrence 
of unusual events (ie accidents, incidents, fires, odors, gases, etc.) 

- Establish a safety organization to address safety issues of site 
contamination and enforce the operational safety plan which was developed 
based upon the findings of this study. 

CONCLUSIONS 

The study involved unusual site conditions, diverse concerns requiring a 
monitoring program that was planned and designed, to address the major 
concerns; and to provide recommendations for mitigation and monitoring. Since 
immediate hazards were not detected the resultant concern was for potential 
hazards due to changes in the situation associated with the landfill gas 
extraction systems; therfore the primary recommendation was to cant i nue 
monitoring for indicator parameters that would provide an early warning of 
changes in the onsite gas situation. 
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Table 1 SUMMARY OF MAXIMUM CONCENTRATIONS MEASURED 

COMPOUND 

ACETONE 
ACRYLONITRILE 
BENZENE 
2-BUTANONE 
CARBON DISULFIDE 
CHLOROBENZENE 
CHLOROFORM 
CHLOROMETHANE 
1,2-DICHLOROETHENE 
ETHYLBENZENE 
2-HEXANONE 
4-METHYLPENTANONE 
METHYLENE CHLORIDE 
STYRENE 
1,1,2,2-TETRACHLOROETHANE 
TETRACHLOROETHENE 
TOLUENE 
1, 1,1-TRICHLOROETHANE 
TRI CHLOROETHENE 
XYLENES 

400 

MAX CONCENTRATION (PPB) 

63.3 
18.7 
48.1 
57.2 

4.3 
0.9 
1.6 

47.4 
5.2 

28.4 
638.1 

66.8 
12.3 
86.1 

4.6 
5.3 

139.0 
45.1 
12.9 

289.6 
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Awareness is increasing that activities related to the clean-up of Superfund sites can lead to 
air emissions having significant effects off-site. Because these emissions are often unplanned or 
temporary, project managers are frequently reluctant to dedicate resources to what is thought to be 
an unlikely public health concern. Without further information fitting the monitored concentrations into 
the structure of the plume, a single monitor at fenceline is, in most cases, inadequate. A single 
measurement of concentration, without an understanding of where it resides in the plume distribution, · 
does not enable an adequate estimation of downwind dilution. 

This paper introduces an inexpensive technique-- entailing the use of hand-held monitors, on
site wind data, and a priori modeling and toxicological analyses-- which enables on-site personnel to 
make informed decisions concerning evacuation and other potential response to ground-level emissions 
from Superfund sites.. Additionally, a method of bridging the gap between information and decision
making is offered. 

\Mhile the techniques offered in this paper may be used to fulfill EPA policy, they are presented here 
for informalionaJ purposes only .. This paper is not to be construed as official EPA policy or guidance. 
Mention of brand-names in no ~ constitutes endorsement. 

INTROOUCTlON 

Activities related to the remediation of Superfund sites can lead to air emissions having 
significant impact off-site. During the Fall of 1989, the authors of this paper were asked to develop a 
Cl)ntingency plan as part of an effort to protect public health in case of accidental chemical spills during 
re1mediation activities at the Maryland Sand, Gravel, and Stone Superfund site. This paper describes 
a technique enabling on-site personnel to make informed judgments concerning evacuation and other 
re!sponse to an accidental spill of volatile organic chemicals. Not surprisingly, the crux of this plan 
involves quantifying, in a timely and accurate manner, the parameters important to decision-making. 
Tl1is is accomplished by performing as much a priori analysis as possible and delineating straightforward 
procedures for the gathering of necessary information. The technique developed for Maryland Sand 
included two novel concepts: the integration of modeling with traverse-monitoring to assess impacts, 
and the development of Response Indices explicitly linking decision-making with data collection and 
analyses. 

Specifications 

To be useful, the technique must (1) enable decision-making to be based on estimates of risk 
that are neither overly conservative nor non-conservative; (2) provide real-time information; (3) not 
rE!present an undue hardship to the potentially responsible party in terms of resource requirements. The 
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development of this technique can be divided into two tasks. First, it is necessary to determine what 
decision needs to be made to made and what criteria are to used to make it (action levels). This 
requires the identification of information that will be important in the decision-making process before the 
procedures for gathering this information can be developed. The second task is the development of 
a means of data collection and analysis to supply the needed information. 

Bases for Decision-Making 

Three factors were quickly identified as directly impacting decision-making: pollutant 
concentration at sensitive receptors (as opposed to an arbitrary point along the fenceline), chemical
specific toxicity, and duration of exposure. 

The next step was to bridge the gap between data collection/analysis and on-site decision
making. This was establish by developing new quantities called Response Indices. We developed 
these Indices to employ toxicological and atmospheric analyses to relate measurable on-site phenomena 
with proper responses. Each of the Response Indices was a function of factors identified above such 
that 

Rl = f{contaminant concentration, toxicity, duration). 

Next, we developed methods of data collection and analysis to quantify each parameter. 

DATA COUECTION AND ANALYSIS 

Estimating Concentrations at Downwind Receptors 

Before the traverse-monitoring method was developed, on-site monitoring and modeling were 
considered for use in estimating impacts. It was soon apparent that these techniques were, for various 
reasons, insufficient. Brief descriptions of these alternatives are offered below. 

On-site Monitoring 

It is common practice to place a monitor or two at the fenceline of a site with the expectation 
that off-site impacts will be quantified. While a monitor can offer reliable, real-time information 
concerning pollutant concentrations at a single place and time, this information alone, without fitting the 
monitored concentration into the structure of the plume, is inadequate to quantify impacts elsewhere. 
(This is true even for the ground-level sources under consideration here.) Figure 1 shows three 
instances in which a monitor at the fenceline of a site would record identical concentrations, even 
though impacts off-site are quite different for each case. Without knowledge of the source-strength, the 
width of the plume, and where the monitored concentration fits within the concentration distribution of 
the plume, downwind impacts may be underestimated. 

Modeling 

Air dispersion modeling can often provide information that monitoring cannot. Unlike a single 
monitor, a model applies theoretical and empirical knowledge of how pollutants are transported and 
diffused through the air to estimate impacts. Additionally, models are quite able to prediet the maximum 
impacts that can be expected from a given source of emissions. Monitors cannot make predictions, 
especially of the maxima that are relevant for most regulatory purposes. 

For the present application, however, modeling has several drawbacks. First, modeling requires 
both source and site specific information: One must characterize the source (emission rate, size, and 
location relative to receptors) and the atmosphere (wind speed and direction and atmospheric stability). 
These requirements make (near) real-time estimates of impact impossible without collecting real-time 
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meteorological data Second, in the event of accident, such as the rupturing of a drum with unknown 
c:ontents, the source strength will be unknown, making the estimation of impacts impossible. Finally, 
the screening procedures that are often used to simplify modeling exercises are not applicable to this 
case. Over-conservatism is likely to induce overreaction, including needless evacuation, and the 
invoking of unwarranted measures may not only cause unnecessary inconvenience and trauma, but also 
diminish the sense of urgency and when, actual emergencies develop. 

Figure 1 

c: 

n1is figure describes three veJY different situations when a single monitor at fencel/ne would show the same impacts, show;ng 
that downwind impacts csnnot be predicted with a single, sllltionaJY monitor. In this case, emissions from source A are /88$ 
thsn those from source 8, which are, in tum, 1- than those from source C. 

Traverse-Monitoring 

The traverse monitoring technique is a marriage of monitoring and modeling developed to 
elcploit the strengths of both methods. It is based upon the incorporation of data reported by a 
technician who walks through the plume while carrying a hand-held VOC monitor. The smooth, 
Gaussian distribution that is often used to characterize the distribution of a pollutant within a plume 
elcists only as a result of the time-averaging of many instantaneous pictures; each of which would be 
characterized by some maximum concentration Xm.x.•· As a rule, Xm.x,1 is greater than x.vn- the time
averaged maximum found along the time-averaged centerline (that is, the average of maxima unpaired 
in space); thus x_,, can be used to develop conservative estimations of x...,_. Quasi-instantaneous 
maxima can be measured by traversing the me with an Hnu meter or some other device capable of 
continuous or near continuous reports of total VOC concentrations (with very short lag time). In this 
way, concentrations can be monitored at a known relative position within the me. 

The time-averaged maximum can then be approximated as follows: 
n 

Xavgma = (1/N)E(Xm.x,J (1) 
i 

where: n • the current traverse number (e.g., 50 for the 
50th traverse) 
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N = the number of traverses to be averaged 

i = n- N 

x,_,1 = instantaneous maximum concentration in the 
me at the downwind distance of the traverse 
(real-time, on-site measurement). 

Thus, x....v..- is updated with each traverse, and the variable n behaves much like a dimensionless time. 
There are two factors to be weighed in the selection of an appropriate N. First is response-time 
toxicology (What time-frame is important with respect to the chemicals present and the protection of 
health, and how much time is necessary to take corrective action? This method is inappropriate where 
"single-breath" concentrations are important). Second is the level of stability required. (The 
instantaneous maximum will vary significantly with each traverse: the more traverses that this •running 
average• encompasses, the less sensitive it will be to fleeting fluctuations which could induce 
overreaction.) Clearty, the role of the toxicologist is important in selecting a suitable N. 

The following procedure was recommended for the Maryland Sand, Gravel, and Stone site: 

At the commencement of the incident the person who is to perform the traverses will 
note the average flow vector of the wind {the direction toward which the wind is blowing) 
and position himseff 100 meters directly downwind; he will then walk 50 meters in a 
cross-wind direction (That is, if he positioned himseff by starting at the source of 

emissions and walking 100 meters downwind, he will now turn 90 degrees to his right 
or left and walk for 50 meters). Now he is ready to traverse the plume. Each traverse 
consists of a 100 meter walk (at a deliberate pace) perpendicular to the wind direction 
and beginning and ending 50 meters from the plume centerline. During each traverse, 
the traverser will monitor his Hnu meter and report the maximum obseNed concentration 
(in ppmv). The time-averaged, centerline concentration is then approximated as in 
Equation (1) letting N, in this case, equal 10. 

Once the centerline concentration at a known distance is estimated, a Dilution Factor, D, can 
be used to estimate concentrations farther downwind. D is a function of wind speed, stability and 
distance from the source. The Dilution Factor can be estimated using standard air diffusion models 
by predicting centerline concentration near the traverses and at the point of interest downwind. The 
Dilution Factor is the ratio of these predictions such that 

~ = 0 * Xavg..- (2) 

where ~ is the concentration at the receptor of interest. 

The Dilution Factor is estimated as a function of atmospheric stability category and wind 
direction (the wind direction dictates if the me will travel in the direction of a nearby home or a distant 
one; the locations of sensitive receptors are built into the Dilution Factors, which are direction-specific). 
The stability category can be inferred from lateral turbulence in the atmosphere (EPA, 1986) which, 
along with wind direction, will be measured on-site. For the case of Maryland Sand, Dilution Factors 
were calculated and tabulated for use on-site. 

Time-Frame 

Time-dependency is incorporated into decision-making in two ways- through the selection N 
(number of traverses to be averaged) and through a priori period-of-exceedence minimums attached 
to the Response Index (e.g. "If the AI remains greater than 1.0 for 20 minutes, then initiate emergency 
measures"). 
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Toxicology 

The Toxicological Factor, T, relates the concentrations of individual VOCs at the downwind 
receptor to the Response Index, and must be defined in such a way as to make Rl understandable 
and useful. Essentially, T encompasses the important toxicological information, such as chemical 
composition and exposure limits, that is necessary to evaluate the significance of concentrations of 
total VOCs predicted using the Dilution Factor. The units used to describe T should be the inverse 
of those used to describe ~ so that the Response Indices will be dimensionless. 

For our application, T was developed as a function of chemical composition and tolerance 
Umits only, and we use an additive response approach to define the Toxicological Factor for each 
chemical as the ratio of its mole fraction (as a proportion of all VOCs) and its tolerance level and has 
units of ppmv1

• The overall T is the sum of these ratios: 
X 

T = t(mole fraction/ toleranceJ over all chemicals (3) 
i=1 

where x = the number of chemicals detected 
Tolerance levels and molecular weights for chemicals suspected to be on-site were tabulated for use 
on-site. 

Mole fractions must be measured on-site with a gas chromatograph analyzer or similar machine. 
Integrated, 5-minute bag sampling for GC analyses can be performed directly downwind of the source. 
GC analyses are performed after the first few instantaneous maxima have been found by traversal and, 
subsequently, every 30 minutes using a portable GC (Qualitative analyses are updated periodically due 
tl) the non-uniform rate of volatilization of VOCs). 

THE RESPONSE INDICES 

We are now in a position to quantitatively define the Response Indices as follows. 

Rl, • x.,_,, * D * T (4) 

Rln • Xavg..- * D * T (5) 

where: x..-,1 = instantaneous, maximum concentration 
across the me at a prescribed downwind 
distance (from real-time, on-site 
measurements). 

Xa:vgmax = time-averaged centerline total contaminant 
concentration at a prescribed distance 
(concentration estimated from real-time, 
on-site measurements). 

D • Dilution Factor which relates Xavg..- to 
concentrations of the pollutant at sensitive 
· receptors farther downwind (~. s.t. ~ = D * Xavg,_. 

T • Toxicological Factor which relates estimated 
concentrations of individual contaminants at receptors to the Response Index, 
s.t. Rl1 = T * ~. 

Note that the Response Index is •self-normalized" to 1.0 through the assumption of additive response 
toxicology. 

405 



By substituting Equations (1) and (5) into equation (4) above we obtain the time-averaged 
Response Index 

n 
Rl" = (1/N):E(RIJ (6). 

i=n-N 

Through the Response Indices, Rl" and Rl~o we may relate events on-site to predetermined, thoroughly 
considered responses. For the Maryland Sand site, the following protoco4 was used. 

Traverses will commence if, at any time, a total VOC concentration of 20 ppmv 
is measured in the pit. If no VOCs are detectable by the traverser in 30 minutes, then 
traversals may be discontinued. If R/1 is not increasing then traversals may cease if (a) 
R/1 fails to exceed 1.0 within the first 30-minutes, or (b) if R/1 fails to exceed 1.0 in any 
subsequent hour. However, traversals may never by discontinued if Rl1 is increasing. 

CONCLUSIONS 

The development of Response Indices to bridge the gap between data oolection/analysis and 
decision-making is inherently flexible; the parameters can be weighted or entirely different parameters 
can be used. A Response Index approach can be helpful in almost any situation that is too 
complicated for intuition or common sense or simple guidelines to rule. The exercise of developing 
Response Indices has great merit in itself: it forces the explicit examination of the problem for 
parameters of importance. 

The traverse-monitoring technique has wide applicability and can be used in most situations 
were an unknown quantity of volatile organics are emitted from a small, ground-level source. As noted 
above, this technique is not applicable in cases where single-breath doses are of concern. 

At this juncture, the traverse monitoring technique can benefit from development in two areas. 
One is automating the process of manipulating the several sets of data that are necessary to calculate 
the Response Index during each traverse. This would consist of a computer program that incorporates 
the a priori modeling and toxicological analysis with the data that are collected on-site. A second 
means of improvement is a field study to estimate the difference between the monitored center-line 
concentration and that which would be estimated using conventional modeling techniques. 

Although the traverse monitoring technique has only been employed at the Maryland Sand 
site, it could potentially gain great popularity as a convenient, inexpensive method of quantifying off
site impacts from uncontrolled emissions of volatile organics. 
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THE U.S. AND CALIFORNIA 
CLEAN AIR ACTS: IMPLICATIONS FOR THE FUTURE 

By John T. Ronan III 
Sedgwick, Detert, Moran & Arnold 

San Francisco, California 

The "Decade of the Environment" will bring with it 
stringent environmental controls and pervasive regulation 
affecting most areas of the national economy. 

All of the "easy" technical solutions for environmental 
control have been used to meet current environmental laws. 
Future controls must necessarily involve restrictions on 
manufacturing, transportation and the consumption of energy. 
Stringent environmental regulation of the 1990's will 
therefore impact upon the economy, personal lifestyle and 
politics. 

The environmental controls of the 1990's will create a 
collision between economic costs, political realities and 
environmental benefits. Much of the regulatory activity in 
the 1990's will involve the resolution of this conflict. 

Federal Clean Air Act Amendments of 1990 

Key Provisions 

Title 1 - Attainment and Maintenance of Ambient Air 
Quality Standards 

Non-attainment areas rated Moderate to Extreme. Most 
areas are to achieve federal standards by the year 2000 and 
the six worst areas by no later than 2010. 

Title II - Mobile Sources 

Stringent controls on automobiles and other vehicles. 
Mandatory use of methanol/ethanol fuels for the worst 
non-attainment areas. 

Title III - Air Taxies 

Stringent controls upon manufacturing plants emitting 
air taxies with regulation based upon risk assessment. 
Noncompliance will result in forced plant closures. 

407 



Title IV - Acid Deposition Control 

Stringent acid rain controls directed towards 50% 
reduction in nationwide sulfur dioxide emissions, with a 
heavy impact upon Mid-western electric power generation. 

Some 101 cities have failed to meet the 1987 deadline 
for the ambient air quality standard for ozone, the main 
consituent of urban smog. 

Compliance Deadlines for Non-Attainment Areas: 

2010 - Extreme Area (Los Angeles) 

2005 - Severe Areas (San Diego, Chicago, Houston, 
New York, Philadelphia) 

2000- Serious Areas (Washington, D.C., Boston, Atlanta, 
Sacramento, Fresno and 30 other cities} 

1995 - Moderate (San Francisco Bay, Santa Barbara and 60 
other cities) 

Increments of progress: 

Initially 4% annual reductions in non-attainment 
pollutants. 

Later 3% annual reductions until standards achieved. 

In severe and extreme areas, additional reductions in 
smog-forming chemicals (reactive volatile organics) from 
plants emitting over 50 tons a year. 

Bus fleets in urban areas to run on natural gas. Car 
pool, parking and other transportation restrictions and 
controls. 

Economic Impacts 

Annual Costs 

Total cost $21 to $30 billion annually. 

Urban Smog Reduction 

Total cost from $11.5 to $20.5 billion annually 
including $3.0 to $12.0 billion for cleaner automobiles and 
cleaner fuel. 
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$2.5 billion for emission reduction from landfills, dry 
cleaners, chemical plants and stationary sources. 

$1.0 billion in local enforcement programs. 

$5.0 billion for state programs. 

Air Taxies Reduction 

At·least $5.5 billion and probably greater depending 
upon implementing regulations to be promulgated in the future. 

Acid Rain Reduction 

$4.0 billion for electric utilities to install 
scrubbers, to convert facilities and to purchase low sulfur 
coal. 

California Clean Air Act of 1988 

Substantially more stringent than Federal Clean Air Act 
Amendments. 

Smog-related controls relating to reactive volatile 
organics. 

Transportation controls. 

Consumer products regulation and restrictions. 

District wide emissions shall be reduced 5% or more a 
year for each non-attainment pollutant or its precursor 
(averaged every three-year period) until federal standards 
are achieved. 

Non-Attainment Districts Are Classified As 

Moderate Air Pollution - Attainment of federal standards 
by December 31, 1994. 

Serious Air Pollution - Attainment of federal standards 
by December 31, 1997. 

Severe Air Pollution - (Los Angeles) Reduction of 
ambient pollution levels by 25% by December 31, 1994. 
Reduction by 40% by December 31, 1997. Reduction by 50% by 
December 31, 2000, based upon the average base line of 1986 
through 1988. 
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Stringent regulation will be imposed upon Districts 
which though listed as Moderate, contribute to pollution in 
other Districts through air transport of pollutants. 
(Example, San Francisco Bay Area.) A District attainment 
plan will include allowances for pollution transport both 
upwind and downwind of the District. 

Hayden-Van de Kamp Initiative on November 6. 1990 Ballot 

Greenhouse Gas Reduction Plan "to reduce annual 
emissions of any gases which may contribute to global 
warming" (in the judgment of the Air Resources Board). 
Maximum feasible reductions are to be achieved, with a 
mandatory reduction of 20% by January 1, 2000, and 40% by 
January 1, 2010, based upon 1988 levels. These percentages 
are to adjusted to reflect any difference between the 
projected rate of population growth in California and that of 
the United States. 

Greenhouse gases include carbon dioxide, 
chlorofluorocarbons, halons, nitrogen oxide, methane and 
any other gases so designated by the State. Gases are to 
be controlled in proportion to their respective contributions 
to global warming. 

Imported electric power generated out-of-state will be 
curtailed to the extent that these generating plants 
contribute to global warming. 

Products whose manufacture contribute to global warming 
will be banned and their import into the state prohibited. 

The Greenhouse Gas Reduction Plan would be the most 
important economic event in California since the "energy 
crises" in 1979. Energy prices would increase by $10 to $15 
billion annually by the year 2000, based upon California 
Energy Commission assumptions. California would be able to 
support one million fewer jobs by the year 2000, principally 
in the manufacturing and construction areas. Annual energy 
prices are estimated to increase from $25 to $45 billion by 
the year 2010. 

Economic Costs of National Greenhouse Gas Controls 

The following economic projections are based upon 
economic models by Alan Manne, Stanford University, and 
Richard Richels of the Electric Power Research Institute. 
The model is based upon the limitation of carbon dioxide 
emission to 1990 levels through 2000 and then the gradual 
reduction to 20% by 2030. 
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Assuming no replacement technology, the annual cost 
would reach $500 billion. If replacement technology were 
available, the annual cost would be $50 billion. 

Cumulative Costs through 2100 (present value). 
Manne-Richels Model 

Scenario I - Pessimistic . $3.6 Trillion 

No practical way to shift to clean energy technologies; 
no automatic increase in economic-wide energy efficiency. 

Scenario II - Moderate ... $1.8 Trillion 

Automatic energy-efficient adjustment of one percent per 
year. 

Scenario III - Optimistic . . . $800 Billion 

Cost effective substitutes for fossil fuel energy 
available; one percent energy efficient adjustment per year. 

Conclusions 

Clean Air legislation in the 1990's will have a major 
impact on the national and state economies, politics, and 
personal standards of living. 

Existing control technology has been utilized to the 
extent available to meet current standards. Future standards 
must be met largely by curtailment and restrictions. Future 
Clean Air legislation will mandate public and private 
transportation controls. Clean Air Act legislation will 
reach as far as consumer product regulation. Even if new 
technology can be developed, the deadlines imposed by pending 
legislation may be too short for adequate new technology to 
be developed. 

If Greenhouse gas reduction legislation is adopted, a 
reduction in energy consumption will be mandated as nuclear 
power is currently a politically unacceptable alternative. 
Depending upon the degree of regulation, Clean Air Act 
regulation could range from costly to recessionary in its 
economic impact. 

As the government implementation of Clean Air Act 
legislation evolves, conflicts and tradeoffs will necessarily 
require a resolution between economics, politics, and 
environmental benefits. The 1990's, the· "Decade of the 
Environment," will therefore involve difficult and costly 
decisions as we confront the reality and the costs of 
environmental control. 
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SUPERFUND COMMUNITY RELATIONS PLANS: 
TAKING ADVANTAGE OF THE REQUIREMENT 

Deborah C.Z. Hirsch 
ERM-West 
Sacramento, California 

•. 

Community Relations Plans are now treated as serious components 
of Superfund site activities. Community relations planning can be 
approached in two ways; grudgingly, in conformance with minimal 
agency requirements, or proactively, with long-term project goals in mind. 
When Community Relations Plans CCRPs) are used to encourage the 
participation of concerned parties in the early stages of remedial action 
planning, time and money may be saved during the later stages of the 
project approval process. 

This paper will make the case for taking advantage of, the 
requirement and undertaking a proactive approach to community relations 
planning. It will describe the regulatory basis and the implementation 
requirements of Community Relations Plans. Conclusions will be drawn 
as to how effective community relations planning can contribute to the 
favotable resolution of Superfund projects. 
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Introduction 

In 1980, Congress enacted the Comprehensive Environmental 
Response, Compensation, and Liability Act (CERCLA), the landmark 
legislation now known as "Superfund". Superfund responded to the 
American public's growing perception that not enough had been done to 
manage the public health and safety implications of toxic and hazardous 
waste dumping. 

Two years earlier, extensive media coverage had exposed people in 
communities all over the country to the environmental and human 
tragedy of unrestricted toxic dumping at the Love Canal site in New York. 
Television broadcasts showed public officials who seemed powerless as 
industry spokespeople sought to avoid responsibility for this disaster. 
Voters clamored for redress. By enacting CERCLA/Superfund, Congress 
gave the Environmental Protection Agency (EPA) authority to assign 
responsibility and exact payment for the clean-up of contaminated toxic 
and hazardous waste dump sites. Superfund overturned years of 
"business as usual" practices for both industry and the agencies suddenly 
charged with implementing Superfund. 

The finer points of Superfund enforcement are still being resolved. 
The legislation was interpreted by the National Oil and Hazardous 
Substances Pollution Control Contingency Plan (NCP) of 1982, which 
defines and authorizes enforcement and implementation responsibilities. 
The Superfund Amendments and Reauthorization Act (SARA) of 1986 set 
forth additional requirements and guidelines. The practical 
implementation of Superfund has also been refined through time and 
experience. 

The Superfund study process comprises several formally defined 
phases: the Remedial Investigation/Feasibility Study (RifFS), the 
Remedial Action Plan (RAP), and Remedial Design/Remedial Action 
(RD/RA). Community Relations Plans (CRPs) are designed to be 
implemented concurrent to these phases of Superfund activities. 

Interim handbooks detailing guidelines for the implementation of 
CRPs were issued in March and June, 1988, by the EPA's Office of 
Emergency and Remedial Response. The June, 1988, handbook, entitled 
"Community Relations in Superfund", currently serves as the agency's 
formal guidance. document. 

Since the first interim handbook was published in 1988, Federal and 
State Superfund enforcement agencies have expanded the requirements 
for preparation and implementation of formal, extensive CRPs as part of 
most Superfund projects. CRPs are a logical vehicle for addressing the 
increased sophistication and expectations of the public regarding 
Superfund projects and toxic contamination issues. 
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Objectives and Implementation Requirements 

Objectives 

The Superfund community relations effort promotes 
communications between the public, potentially responsible parties 
("PRPs" - site owners and others who may be responsible for clean-up 
costs), and the lead government agency responsible for Superfund 
enforcement actions. 

EPA's current handbook (June, 1988) on CRP implementation lists 
the overall objectives of community relations as follows: 

• Give the public the opportunity to comment on and provide input to 
technical decisions. An ongoing community relations effort should 
encourage and assist the local public to contribute to agency 
decisions that will have long-term effects on their community. 

• Inform the public of planned or ongoing actions. Community 
relations activities should inform the local public of the nature of 
the environmental problem, the threat it may pose, the responses 
under consitleration, and the progress being made. 

• Focus and resolve conflict. Conflict may be unavoidable in some 
circumstances, but it can be constructive if it brings into the open 
alternative viewpoints based on sound reasons for criticism or 
dissent. An effective community relations effort channels conflict 
into a forum where it can serve a useful purpose. 

EPA has identified two ways in which its ability to make useful 
decisions can be enhanced by public input: 

1. Communities are able to provide valuable information on local 
history, citizen involvement, and site conditions; and 

2. Identifying the public's concerns enables EPA to fashion a response 
that is more responsive to community needs. 

The concerned community often maintains its own set of 
community relations objectives. These might include: 

• to be included in decisions that impact the community; and 

• to influence decision-making by regulatory agencies and PRPs so 
that final Remedial Action Plans safeguard the health and safety of 
community members, and protect property values and quality of 
life. 
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Site owners and others who may be financially responsible for 
remedial action often enter the CRP process with objectives that are very 
different from the community's. Remedial action alternatives can vary 
drastically in terms of cost in time and money, and responsible parties 
can have thousands or millions of dollars at stake. Site owners and PRPs 
may fear the CRP process as cumbersome at best; at worst, the 
dissemination of "scary" technical information to a comparatively 
uninformed public may seem a risk fraught with dangers to the bottom 
line. Therefore, PRPs might conclude that the best objective is to avoid the 
community relations gauntlet by minimizing contributions to the process. 

It is the contention of this paper that the proactive, effective use of 
the CRP process should not increase financial risk or liability to site 
owners and PRPs; rather, it should serve as an opportunity to manage 
that risk. This issue will be discussed in further detail in the 
CONCLUSIONS section. 

Consultants and community relations specialists are often retained 
to manage the CRP process for site owners and PRPs. As their client's 
representatives, these consultants must necessarily focus on their client's 
objectives. Given that participation in the CRP process is mandated by 
law, some consultants would advise their clients to take advantage of the 
requirement by adopting the following objectives: 

• communicate effectively with the interested community so that 
upset and controversy can be avoided; 

• coordinate effectively with regulatory agencies so that delays, 
revisions of documents, etc., can be minimized; and 

• generate community and regulatory agency support for a preferred 
remedial action alternative. 

PRPs should recognize the potential value of a process that can be 
used proactively to influence the selection of a remedial action alternative. 

Implementation Requirements 

In overview, EPA's CRP implementation requirements follow this 
schedule of key tasks: 

1. Conduct community interviews. 

2. Prepare the Community Relations Plan (CRP). 

3. Establish locations for information repositories and administrative 
records. 

4. Complete the Remedial Investigation/Feasibility Study (RI/FS) and 
proposed Remedial Action Plan (RAP). 
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5. Provide for public comment and the opportunity for a public 
meeting on the proposed RAP. 

6. Prepare a responsiveness summary of significant public comments 
on the RIIFS and the RAP. 

7. Prepare an explanation of any differences between the Final RAP 
and other actions taken. 

8. Provide for public notice of the selection of the remedial action 
alternative. 

9. Revise the CRP, if necessary, to provide for community concerns 
regarding remedial design/remedial action (RDIRA). 

10. Prepare a fact sheet for the public explaining final engineering 
design. 

The CRP should include a description of the site background, 
history of community involvement at the site, community relations 
strategies, a schedule of community relations activities, and a list of 
affected and interested groups and individuals. EPA recognizes that 
details of the CRP process will vary in response to the unique conditions of 
each project. 

Conclusions- How to Make Community Relations Plans Work 

In a society that is increasingly centered on information 
exchange, the best long-term strategy for business, government and the 
public is to promote the exchange of information that is accurate, 
relevant and complete. The CRP process is most effective when: 

• communication is clear and frequent between all concerned 
parties: PRPs, regulatory agencies, the community and any 
consultants who may be involved; 

• the PRPs (and consultants) take a proactive approach by 
identifying and contacting community leaders/public interest 
groups early in the process and presenting information in a way 
that is meaningful to the audience; 

• the regulatory agencies provide consistent direction and timely 
review of documents; and 

• the community reads and understands pertinent technical 
information so that comments and questions are germane and 
appropriate. 
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When CRPs are used to encourage the participation of concerned 
parties in the early stages of remedial action planning, time and money 
may be saved during the later stages of the approval process. Early 
public input to remedial action planning provides for the development of 
documents that will "fly" and minimizes the need for costly revisions 
and delays. 

CRPs give the public a say in actions that may impact its future. 
Conversely, CRPs provide a forum that allows PRPs to present their 
perspectives and make the case for preferred alternatives and project 
resolutions. For example, discussions during early stages of the CRP 
process might lead to public support for a less costly on-site remediation 
alternative, should this alternative reduce risk that might result from 
transportation of hazardous materials or should this alternative allow 
for more timely remediation and re-use of the site. 

The CRP process enables PRPs to explain why a publicly 
supported alternative may be prohibitively expensive or otherwise 
unworkable, and it allows the public to clarify priorities and ensure that 
key concerns are addressed. CRPs create additional work for 
implementing agencies, but they can also shorten and simplify the RAP 
and RD/RA processes by managing controversy and building 
compromise. 

Community Relations Plans are a natural response to the times. 
Given that the public is no longer conditioned to accept the conclusions of 
site owners and regulators on faith, CRPs provide a mechanism that 
allows both PRPs and the community to work with regulators and 
contribute to remedial action planning so that compromises leading to 
ultimate project resolution can be reached. In conclusion, the community 

· relations process can and should be used to develop wo::-kable, viable 
Superfund Remedial Action Plans that will result in better environments 
for all of us. 
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THE EVALUATION OF BREATH VOCs RESULTING FROM 
HUMAN EXPOSURE TO MICROENVIRONMENTS 

James H. Raymer, Kent W. Thomas, Stephen D. Cooper, 
and Edo D. Pellizzari 
Analytical and Chemical Sciences 
Research Triangle Institute 
3040 Cornwallis Road 
Research Triangle Park, North Carolina 

Abstract 

Breath measurements offer the potential for a direct and noninvasive 
evaluation of human exposure to volatile organic compounds (VOCs) in the 
environments in which people live and work. This research study was 
conducted to further develop the potential of this exposure assessment 
methodology. Air samples were collected in 32 microenvironments to 
determine a few possible sources of human exposure to selected VOCs. 
Several people were exposed to the atmosphere in six microenvironments for 
several hours. Air concentrations of VOCs were measured during these 
exposures and breath samples were collected and analyzed at multiple time 
points after the exposure to evaluate elimination kinetics. Elimination 
half-lives were estimated using mono- and biexponential pharmacokinetic 
models. Analysis of microenvironment air samples from homes, workplaces, 
vehicles, etc., revealed a wide range of potential human exposures to VOCs 
at concentrations from 1 to 16000 pg/m3 • In general, a biexponential 
function provided a better fit to the decay data than did the 
monoexponential function. One-compartment half-lives ranged from 0.08 h 
for ~-nonane to 4.3 h for 1,1,1-trichloroethylene. Two-compartment 
half-lives ranged from 0.03 h for ~,£-xylene to 0.78 h for one 
dichloromethane measurement for the first half-life, and from 0.61 h (Q
octane) to 21 h (£-dichlorobenzene) for the second half-life. 
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Introduction 

During the past decade, the U.S. EPA has conducted studies designed to 
assess personal exposure to volatile organic compounds (VOCs) through its 
Total Exposure Assessment Methodology (TEAM) program. In addition to indoor 
and outdoor air samples, samples of exhaled breath were also collected 1 ' 2 

and statistically significant correlations vTere observed between breath 
concentrations of specific chemicals and a person's activity or presence in 
a distinct microenvironment3 • Micronenviror~ents are defined as discrete 
locations where people live, work, or visit with distinct sets of activities 
or characteristics that effect VOC emmissions and airborne concentrations. 
Consequently, two general questions have ar:!.sen: ( 1) what are the common 
personal activities and microenvironments that may lead to elevated human 
exposure to VOCs and (2) can breath measurerr1ents provide a quantitative 
measure of VOC exposure? 

The analysis of breath for VOCs has a number of advantages over the use 
of personal (exposure air) monitoring. First, the collection method is 
simple and can be completed in approximately one minute. Thus the burden 
associated with the collection of a breath sample is less than that of a 
personal air sample. It can also provide a noninvasive alternative to blood 
collection and analysis methods in the estirr.ation of body burden. The 
presence of the VOC in breath serves as a biological marker of exposure and 
is more reflective of dose than is an exposure air measurement. If the 
uptake and elimination characteristics of the VOC by the body are 
understood, the possibility exists that breath measurements made at a known 
time after the exposure can provide an estimate of the exposure (air) 
concentration. Although breath excretion rates of a few VOCs have been 
measured in a few subjects4 , further information is needed for more 
compounds, subjects, and exposure levels for the development of accurate 
predictive models. 

The purpose of this study was to evaluate some common personal 
activities and microenvironments that might lead to elevated VOC exposures, 
and to determine the breath VOC concentrations that result from exposure, 
including low level exposure, to a variety of chemicals. We also wished to 
test a new breath sampling device and to use it, whenever possible, to 
follow the decay of VOCs from the body and to calculate pharmacokinetic 
parameters, such as the elimination half-lives, that can be used for the 
development of exposure-prediction models. 

:~xperimental Methods 

Air, Breath Sampling and Analysis 

Most of the air and breath samples described in this manuscript were 
collected into evacuated SUMMA polished stainless steel canisters fitted 
~Yith a shutoff valve. For screening of the microenvironments, "grab" 
samples of air were collected in most locations by opening the canister for 
approximately one minute without a flow restricting orifice. Longer-term 
:lntegrated samples (restricted inlet) were c.:,llected in some cases when the 
VOC emissions were unpredictably time dependent. In some cases, the 
analyses of less volatile organic compounds "'ere facilitated through the 
retention of the chemicals on a Tenax-GC sorhent bed as a known volume of 
air was passed through the system5 • The VOCs in exhaled breath sam~les were 
collected onto Tenax-GC6 or into canisters from either a Tedlar bag or a 
new, miniaturized spirometer8 capable of coLLecting the breath sample in 
approximately one minute. The Tedlar bag sp:lrometer collected whole breath 
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and the miniaturized spirometer collected predominantly alveolar air8 • 
Their side-by-side use here was an aspect in the development of the 
miniaturized device9 • 

Analysis of VOCs from canister samples (air and breath) was conducted 
using a gas chromatograph/mass s~ectrometer (GC/MS) with a cryofocussing 
trap similar to that of McClenny8 and completely described elsewhere 10 • In 
general, the analysis of canister samples for polar analytes was not 
performed because of the losses associated with the water-permeable Nafion 
membrane in the inlet system. The removal of water from breath samples was 
found to be necessary in order to prevent freezing of the cryogenic trap. 
Adsorbed VOCs were recovered from Tenax-GC via thermal desorption. The 
released vapors were focussed onto a cryogenically cooled trap (-196.C) with 
subsequent introduction in a GC/MS system as described elsewhere5 • 

Exposure Experiments and Data Treatment 

Various microenvironments were chosen for air sampling based on the 
anticipated presence of elevated levels of one or more VOCs. Through the 
evaluation of a range of microenvironments, insight into the types of 
environments that contribute to human exposure would be obtained. Based on 
the VOC levels found, a subset of these environments was selected for human 
exposure experiments to see if these microenvironments led to elevated 
levels of VOCs in exhaled breath. For each of the human exposure 
experiments a volunteer spent an average of four hours in the selected 
environment. After this time, the person was removed from the exposure 
situation and samples of exhaled breath were collected at multiple times 
over the next 3.5 h. When collecting alveolar breath samples using the new 
spirometer mentioned above7 , these time points were 3, 8, 18, 28, 38, 53, 
68, 98, 128, 173, and 218 minutes after exposure. Whole breath samples were 
also collected in some experiments for either a comparison to those 
collected using the alveolar device or for those chemicals more 
appropriately sampled using Tenax-GC. In addition to collection of a breath 
sample just before the start of the exposure, canister air samples were 
collected the night before the exposure, during the exposure, and during 
sample collection, to help identify potentially confounding exposures. 

The VOC concentrations in these breath samples were studied as a 
function of time, and fit to equations of the form A = Ce-Et and A = C1e-Ezt 
+ C2e-Ezt corresponding to a one and two compartment pharmacokinetic decay, 
respectively, where A is the concentration in the breath at any time t; C, 
C1, and Cz are constants; and E, E1 and Ez are the exponential constants 
that reflect the rate of decay. This curve fitting was accomplished using 
NLIN, a nonlinear curve fitting routine incorporated into SAS software (SAS 
Institute, Cary, NC). By defining the half-life (t1/2) to be the time 
needed for the breath concentration to be reduced by one half, the 
calculated exponential constant was used to solve for tl/2• The half-lives 
for the two compartment model were found in the same manner using E1 and Ez 
independently. 

Results 
Microenvironmental Screening 

Air samples from a total of 32 microenvironments were analyzed in this 
study. The environments included a copy center, areas with wood staining 
activities, areas with oil-based painting activities, wood and metal shops, 
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a furniture stripping shop, two hardware stores, two interior decorating 
stores, two beauty schools, homes using consumer products such as moth 
crystals, a home garage, an auto and mower refueling area, a paint and body 
shop, an indoor swimming pool, a bar/club with smokers, and diapers soaking 
in bleach. The concentrations of the target compounds found in some of 
these environments are shown in Table I. It can be seen that a wide range 
of aliphatic, aromatic and chlorinated chemical vapors was detected. This 
demonstrates that areas with the potential for exposure to a variety of VOCs 
are ubiquitous. 

Exposure Experiments 

Exposure experiments were conducted in the furniture stripping shop, 
indoor swimming pool, hardware store, a home garage with refueling and wood 
staining operations, and in an environment where consumer products were in 
use. This last exposure was staged because of the desire for information on 
p-dichlorobenzene, a-pinene, and limonene. The first of these three 
chemicals is found in moth crystals, and the last two can be found in lemon 
scented wood polish, products commonly used in the home. In general, 
exposure air concentrations of greater than 100 pg/m3 resulted in 
measureable levels of the compound in breath. Even at this low exposure 
level, it was often possible to measure a decay of the compound as it was 
eliminated from the body through breath. The short time required for the 
alveolar sampling device to collect the sample resulted in a greater number 
of data points than did the whole breath spirometer. The rapid collection 
of samples during the initial phase of the decay is necessary to 
characterize the elimination of the VOC from the blood, or first compartment 
in the compartmental description of the body. 

The body is often thought of as consisting of a series of compartments. 
As a chemical is inhaled, it can partition into the blood through the lung. 
:~rom here it can be carried to other tissues or groups of tissues. e.g. 
vessel-rich group or fat tissue, and stored at rates dependent upon the 
:relative solubility of the VOC in the tissue (blood:tissue partition 
·~oefficient) and the rate at which that tissue is perfused. Upon 
1~ermination of the exposure, the remaining parent VOC is released (some can 
be lost to metabolism) via the reverse process. Through a classical 
pharmacokinetic analysis of the data, the relative compartmental 
distributions can be determined from the C values (not presented here) in 
addition to the information about residence times already mentioned. This 
1:ype of analysis begins to address the issue of dose, that is, concentration 
1:imes time, to a compartment; this is the most relevant toxicological 
:lnformation. If the appropriate partition factors and perfusion rates are 
known, physiologically based pharmacokinetic (PBPK) modeling can be used to 
study the doses various target organs. Such models can become quite 
complex11 and were beyond the scope of the current study. 

Residence half lives calculated from the exponential coefficients for 
t:he VOCs in this study are shown in Table II. Both one-and two-
eompartment models were used. Data were not collected at sufficiently long 
t:imes after exposure to permit mathematical analysis with a number of 
eompartments greater than two. Values presented are derived from the 
alveolar decay data except for a-pinene, limonene, and p-dichlorobenzene, 
w1hich were collected and analyzed using whole breath with Tenax-GC based 
collection and analysis. Based on an analysis of the data using the F-test, 
t:he two compartment model provided for a better mathematical representation 
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of the data10 • The generally short first half lives represent the 
elimination of the VOC from the blood. Such rapid changes require frequent 
measurement; the alveolar spirometer allowed for increased sample collection 
capability relative to the whole breath spirometer. 

Conclusions 

The general results of the microenvironmental screening provide an 
interesting snapshot of potential VOC exposure possibilities, but one which 
should not be extended to all similar microenvironments or activities. The 
results of the exposure experiments show that information on VOC elimination 
through breath can be obtained for low-level exposures without the use of an 
exposure chamber. The fact that decays were measured indicates that low 
levels of VOCs can accumulate in the body. The toxicological significance 
of such doses remains to be determined. 
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Collpound 

Vinyl choride 
JSOpllnt-
n-Pent-
Vinylidene chloride 
2--folethylpentane 
OichlorOMthane 
Chlorofora 
1.1.1-Trichloroetbaot 
Carbon tetrachloride 
Benzene 
Trichloroethylene 
Toluene 
.n-il<:tane 
Tetrachloroethylene 
Ethylbenzene 
.1!·1!-Xylene 
.n-Nonane 
R-Xylene 
Styrene 
.n-{)ec:ane 
R-Dichlorobenzene 
.n -oodecane 

Vinyl cloride 
1 SQ!)ent ane 
n-Pentane 
Vinylidene chloride 
2-Hethylpentane 
Dichloroaethane 
Chlorofore 
1.1.1-Trichloroethane 
Carbon tetrachloride 
Benzene 
Trichloroethylene 
Toluene 
n-il<:tane 
Tetrachloroethylene 
Ethylbenzene 
A-12-Xylene 
n-Nonane 
R-Xylene 
Styrene 
n-{)ec:ane 
.J;!-Oichlorobenzene 
n-Dodecane 

•NO • not detected. 

~ • not calculated. 

TABLE J. AIR CONCENTRATIONS (ug/ell 1~ MICROENVIRONMENT SCREENING 
CANISTER SAMPLES 

~No.2 
Photoc:opy • 011-Bastd fWtll Wood With Moth 
Print C.Oter Painting Shop Staining Crystals 

HOI NO NO NO NO 
Ill Ill NO Ill 3 

180 150 62 llOO 3 
NO NO .. Ill NO 
2 NO 12 58 3 

10 25 23 2 17 
50 11 36 NO NO 
5 3 21000 18 34 

NO NO NO NO NO 
6 NO NO 10 2 

Ill 5 8 5 NO 
9 20 130 2700 61 

NO 16 27 350 1 
NO NO 1200 2 NO 
1 24 4 tl 47 
5 88 ll 30 180 
2 230 26 340 5 
4 39 4 11 ll 

Ill NO NO 2 NO 
NO 1200 63 810 9 
NO NO NO NO >540 
Ill 46 Neb NC 3 

Indoor Furniture 
S.l•ing Stripping 

Pool Shop 

NO NO 
24 10 
15 6 
NO 3 
1 26 

NO 7100 
240 2 

2 280 
NO NO 
6 4 

NO 120 
7 2~00 
I 29 

NO 23 
3 120 

10 430 
2 61 
4 160 

NO 68 
4 180 

18 NO 
NO 35 

(continued) 

TABLE I. AIR CONCENTRATIONS lug/~3) !N MICROENVIRONMENT SCREENING 
CANISTER SAMPLES ( c•>nt inued) 

Hardware Interior Beauty Bar/Club Auto 4 
Store Decorating School with Hower 
No. 1 Store No. 1 No. 2 Slloker5 Refueling 

Ill NO NO NO 
29 35 43 74 >1500 
16 19 II 27 >3600 
2 NO NO NO I 

41 12 3 22 >1900 
900 240 NO 6 NC 

NO NO 6 6 NC 
210 22 8 3 2 

NO Ill NO NO NC 
9 9 8 20 >380 

NO NO 1 NO NO 
650 310 320 54 920 

80 21 Nil 2 22 
27 9 4 I NO 

590 28 2 10 110 
1100 93 8 31 340 
290 380 3 6 20 
110 22 2 13 120 
38 6 NO 6 13 

570 700 2 7 10 
39 NO 3 NC NC 
57 NC 2 HC NC 
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Paint 4 Holle 
Body Diapers 
Shop In Bleach 

NO NO 
260 20 
110 16 

NO NO 
61 NO 

7 41 
I 94 
3 NO 

NO NO 
68 • NO NO 

2100 11 
35 NO 
Nil NO 
67 I 

220 7 
36 2 
80 2 
19 2 
5 3 

NC NC 
NC NC 



TABLE ll. CALCUlATED HALF-LIVES FOR YOCs IN THIS STUDY 

One TNO 
Ca.partMnt Co.partMnt 

Exposure Air 
Level First Second 

Collpound (ug/• I Participant t1/2(h) t1/2(h) tl/21h) 

Aliphatic Hydrocarbons 

n-Pentane 3400 l 0.70 0.08 2.34 
340 1 1.15 0.07 "2.07 
320 1 0.67 0.19 2.84 

.n-octane 12000 1 1.37 0.02 1.73 
210 2 1.13 0.06 2.01 
210 1 0.68 0.15 2.06 
180 2 0.08 0.02 0.48 
130 3 0.21 0.04 1.53 

n-Deeane 14000 1 1.35 0.18 2.33 
360 2 0.22 0.08 1.39 
360 1 0.17 0.04 1.06 
210 3 Q.27 0.19 2.82 

n-Undecane 5600 1 0.28 0.07 1.36 
lsopentane 1000 1 0.65 0.08 2.33 
2-Hethylpentane 2000 1 0.86 0.21 3.18 
2-Methylhexane 340 1 0.26 0.13 3.16 
3-Methylhexane 410 1 0.39 0.13 2.54 
2-Methyloetane 5400 1 0.60 0.28 2.48 
Ethylcyclohexane 900 1 0.89 0.19 2.53 
«-Pinene 97 2 0.79 0.13 1.60 
li110nene 160 2 2.43 0.24 6.88 

Aroaatic Hydrocarbons 

Benzene 430 1 1.68 0.14 3.38 
Toluene 5700 1 0.82 0.10 1.82 

1200 1 1.84 0.05 2.64 
640 2 1.53 0.07 1.88 
640 1 1.06 0.08 1.68 
460 3 1.13 0.05 4.05 
320 2 0.52 0.27 3.23 

Ethyl benzene 2600 1 2.46 0.03 2.90 
360 2 0.22 0.08 2.12 
150 2 1.70 0.04 2.49 
150 1 1.02 0.08 1.43 

!·It-Xylene 1600 2 0.92 0.03 1.10 
560 2 0.64 0.13 2.(2 
560 1 0.45 0.11 2.15 
230 3 0.08 0.03 2.16 
160 4 0.58 0.08 2.12 

.2-Xylene 700 1 0.67 0.11 2.94 
uo 2 0.25 0.08 1.17 
190 2 1.61 0.04 9.95 

Halogenated Hydrocarbons 

Dichlorot~ethane 5000 1 0.60 0.13 1.80 
470 2 0.40 0.10 1.07 
320 3 1.65 0.08 1.14 
220 4 1.86 0.17 2.07 

Chloroform 600 2 0.72 0.08 1.58 
1,1,1-Trichloroethane 16000 1 0.88 0.10 1.90 

340 2 1.33 0.13 2.60 
200 1 0.99 0.17 3.18 
200 4 3.39 0.17 6.08 
140 1 1.00 0.08 1.80 

Tetrachloroethylene 280 2 2.42 0.18 3.70 
190 3 0.85 0.11 1.67 

It-Dichlorobenzene 9400 2 1.57 0.53 21 
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AUTOMATED SPECIFIC ANALYSIS OF BREATII WI1H A PORTABLE MONITOR 

\Villiam R. Penrose, Li Pan, Melvin W. Findlay, 
G. Jordan Maclay, and Joseph R. Stetter 

Transducer Research, Inc., 1228 Olympus Drive 
Naperville, IL 60540 

Breath analysis can be an important and often useful measurement in assessing 
exposure to certain pollutants. Alcohol and carbon monoxide are two examples of 
compounds that are accumulated in the body and excreted slowly when exposure ceases. 
llll the quest for a better breath alcohol monitor, we have studied the development of 
techniques for self·calibration that can be incorporated into analytical instruments of all 
kinds. One of these promising techiques is dynamic coulometry. 

Amperometric electrochemical sensors operate in a destructive mode: the sample is 
oxidized or reduced, producing a current at the working electrode which is the output 
signal. Dynamic coulometry is carried out with two sensors connected in series. H the flow 
through them is made reversible, they can be made to calibrate one another. In this paper, 
we investigate some of the assumptions of dynamic coulometry. It appears that it may be 
possible to construct an instrument that need only be calibrated when sensors are installed, 
even though not all the assumptions of the technique are supported. 
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Introduction 

We have been pursuing the development of dynamic coulometry, a modification of 
amperometric gas detection, that promises to reduce the need for frequent calibration of 
analytical instruments. The work discussed in this paper concerns portable alcohol 
analyzers, but the method may find application to any electrochemically-active analyte. 

Blood alcohol monitors are needed by agencies involved in the detoxification and 
treatment of alcohol abusers. In the form~r case, the care provider needs objective 
assurance that the patient is adhering to an abstinence regime; many patients resort to 
elaborate strategies to obtain alcohol and to disguise their use of it. 

Although blood alcohol levels are the most accurate indicator of exposure, in the 
case of alcohol and carbon monoxide, the blood levels are directly related to the 
concentrations of these compounds in alveolar air ( 1). Monitoring the breath is faster, 
easier, cheaper, and much less invasive than a blood test. 

Breath alcohol instruments, or "breathalizers", have been marketed for many years, 
but there are many areas for improvement (2,3,4,5). An instrument that is resistant to 
interferences and can perform automatic calibration (or does not need calibration) is very 
much needed in many applications. Recent newspaper reports, for example, have described 
the dismissal of DUI cases because police officers were calibrating their breathalyzers at 
home. Employers, such as managers of truck and taxicab fleets, also require instruments 
of this kind, whose very presence in the workplace will reduce the incidence of alcohol 
abuse on the job. A device that is useful for this purpose must be very selective in order 
to distinguish between alcohol and common interferents such as acetaldehyde and carbon 
monoxide, as well as to foil deliberate attempts to trick the meter. Since the user 
population is medically- rather than technically-oriented, the device should not involve the 
user unnecessarily in the details of its operation. 

Dynamic coulometry makes use the fact that amperometric gas sensors consume a 
fraction of the analyte that enters them (6,7). This fraction is the "efficiency", since the 
oxidation of the analyte produces an electric current that constitutes the signal output of 
the sensor. The higher the efficiency, the greater the current, and the more analyte is 
consumed. If two such sensors are connected in tandem and configured for reversible flow, 
each can measure the efficiency of the other. When the output current of the sensor is 
divided by its efficiency, an estimate of the current generated by oxidation of 100% of the 
analyte is obtained (Equations 1-3). This can be converted directly to an absolute 
measurement of concentration. 

An important feature of this project has been that the proposed instrument will be 
able to perform a true "calibration" automatically and without the need of on-board 
standards or user intervention. In addition, it will be sufficiently selective to eliminate most 
common accidental or deliberate interferences. Dynamic coulometry developed for alcohol 
monitoring might be applied to other measurements such as N02 , NO, formaldehyde, and 
~S. It .may significantly reduce the time and money spent in daily, weekly or monthly 
calibration of health and safety instrumentation. 

426 



Experimental Methods 

An experimental test bed was set up according to Figure 1. The twin solenoids 
caused the reversal of flow when actuated. To find low-power solenoids with low airflow 
resistance was not a trivial task; the solenoids used were pre-production prototypes supplied 
by The Lee Company. The sensors were standard carbon monoxide sensors manufactured 
by Transducer Research, Inc. They were selected by choosing pairs of sensors with similar 
outputs. The sample flowrate, which is critical in these experiments, was controlled by a 
small graphite-vane pump and needle valve, and the flowrate was measured with an 
eilectronic bubble flowmeter (The Buck Mini-Calibrator, A.P. Buck, Inc., Orlando, FL). The 
operation of the apparatus and the logging of data were controlled by a battery-operated 
microcontroller (Onset Computer Corp., North Falmouth, MA) and suitable custom-made 
interface circuits. Datafiles produced by the apparatus were processed using Lotus 
spreadsheets. 

Dilutions of alcohol, acetone, acetaldehyde, and acetoacetone were made by injecting 
a measured amount of the liquid into a Tedlar gas sample bag and filling the bag with air. 
Dilutions of carbon monoxide were made by mixing a certified mixture from a cylinder with 
air using a pump, flowmeter, and stopwatch. 

Figure 1. Schematic of the apparatus used for these experiments. Solenoids and 
potentiostat were controlled by a miniature datalogging computer. 
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Results 

Dynamic Coulometry 

The potential of dynamic coulometry has been previously demonstrated for carbon 
monoxide (7). Operation was therefore tested by passing 40 ppm CO into the apparatus 
at a flowrate of 10.4 mL/min. The zero-corrected results are shown in Figure 2. With the 
gas movement in the f01ward direction, the output of sensor A is greater than that of sensor 
B; when it is reversed, the output of A decreases, and that of B increases. This is the 
pattern expected in a dynamic coulometry experiment. A substantial proportion of the CO 
is removed from the sample by each sensor. In this particular experiment, the response of 
sensor B was judged to be very slow, and the outputs of both sensors were very weak. This 
judgment was based on the following calculation: 

Carbon monoxide at 40 ppm contains 1.786.lo-e mole/liter. At a flowrate of 10.4 
mL/min, this is equivalent to 2.92.10"10 mole/sec. For the two-electron oxidation to carbon 
dioxide, the current generated by 100% oxidation of ethanol supplied at this flow rate can 
be calculated to be 56 microamperes. The maximum currents measured in this analysis are 
8.86 and 8.70 microamps for sensors A and B, respectively. The corresponding decreases 
in the signal due to depletion of the sample by the upstream sensor are 26.2% and 27.0%. 
The calculated currents for 100% oxidation are therefore 8.86/.270 = 32.8 microamps and 
8. 70/.262 = 33.2 microamps. These values are low compared to the expected 56 microamps 
and may be due to several causes, from a mistake in diluting the gases, to an invalid 
assumption in the technique itself. 

Both sensors were replaced by new ones for the remainder of these measurements, 
and satisfactory results were obtained. Ethanol vapor was run at a flowrate of 11.9 mL/min 
and concentrations of 12, 51 and 96 ppm. The plot of sensor output versus concentration 
is shown in Figure 3. The calculations of dynamic coulometry are shown in Table I. The 
two complex terms Ra and Rb are equivalent to the current expected from 100% reaction 
of the analyte, and are derived from the theoretical treatment of dynamic coulometry 
(Stetter and Zaromb, 1983): 

~ = C.Ra/V, where Ra = '-'.f.lar/(lar- laO 

Xa = C.Rb/V, where Rb = '-'.f.fsr/('-'.f- '-'.r) 

C = RT/zFp 

where -"' = mole fraction of the vapor 
V = the volumetric flowrate 

(Eq. 1) 

(Eq. 2) 

(Eq. 3) 

~ = observed currents in sensors A orB in the (f)orward or (r)everse directions of 
gas flow 

C is a composite of the gas constant R, Kelvin temperature T, number of electrons 
in the reaction z, Faraday constant F, and atmospheric pressure p 
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Figure 2. A test of the dynamic coulometry apparatus using CO. The scales of sensors A 
and B have been changed so the lines do not overlap. 
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Table I. oco calculations for ethanol vapor. 50 ppm of ethanol in 
air was pumped throuqh the instrument at a flowrate of 11.9 mL/min. 
The terms Ra and Rb are explained in the text and correspond to the 
expected current output of the sensors if the ethanol were 100% 
consumed. 

Concentration Sensor A Sensor B 
(ppm) Net Effie- Ra Net Effie- Rb 

Siqnal iency Siqnal iency 
---------------------------------------------------------------

(ppm) (uA) (%) (uA) (uA) (%) (uA) 

12.5 16.7 .179 93.3 6.75 .182 37.1 

53 69.9 .174 380 27.9 .186 160 

95 133 .170 739 52.4 .180 308 
---------------------------------------------------------------

The terms Ra and Rb should be identical for both sensors in a given experiment, 
and they should be proportional to analyte concentration and inversely proportional to 
flowrate. In this experiment, the values of Ra and Rb were plotted against concentration 
in Figure 4 and compared to the expected current for 100% oxidation. 

It is immediately clear that, although one sensor closely follows the theoretical 
prediction for 100% oxidation, the remaining se!15or yields a calculated value that is about 
60% too high. In order to confirm the reality of this unexpected result, the experiment was 
repeated using carbon monoxide, which has previously been shown to be a good analyte for 
DCO (7). These results are shown in Figure 5, and lead to the same conclusion as the 
experiment with ethanol. 

At this time, we do not understand the reasons behind this discrepancy. Obvious 
sources of error were checked: instrument calibration, flowrate, leaks, etc. We next 
examined both the explicit and implicit assumptions made in deriving the DCO theory. 
Violations of most of these assumptions would result in a negative error in the calculated 
100% oxidation current. One implicit assumption remained as a possible cause of the 
discrepancy: We have assumed that the efficiency of a sensor would be the same in both 
the forward- and reverse-flow directions. H not, either positive or negative errors could 
result. Testing of this assumption will require further investigation. 

In spite of the departure from theoretical prediction, it should be pointed out that 
the Ra and Rb were nevertheless linear with flow rate. This observation is sufficient to 
demonstrate the validity of DCO in this application. An empirically-derived, or 
coulometric, constant can be derived by calibration rather than by calculation from 
Equation 3. Presumably, an instrument using_DCO should only need to be calibrated when 
a new sensor is installed. 
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Figure 4. The total oxidation current for ethanol is linear with flowrate in spite of the 
change in sensor efficiency. 
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The success of the dynamic coulometry experiments led us to attempt a few brief 
experiments with static coulometry, in which a measured volume of sample vapor is trapped 
in the chamber of a single sensor. As the analyte is consumed by the sensor, the signal 
should decrease in a logarithmic fashion (if the gas is well·mixed in the chamber). This 
experiment was done by arranging the two solenoids on either side of a single sensor, to 
direct the sample stream either through the sensor or around it. When the stream was 
diverted, the fall of the signal was observed for a fiXed time. The area under the curve (in 
microampere-seconds, or microcoulombs) should represent the total ethanol in the volume 
of sample. 

Both the fall of the signal and its logarithmic nature were observed in these 
preliminary experiments (Figure 6). An instrument employing static coulometry would be 
simpler and perhaps just as effective as one using dynamic coulometry. 

Responses of Different Sensors and Interferents 

Potential interferences in measuring alcohol on the breath are acetaldehyde, acetone, 
acetoacetone, and carbon monoxide. The last of these can be found in the breath of 
smokers. The others are metabolites of alcohol, but can be found in the breath of some 
individuals with metabolic diseases. Carbon monoxide has already been run; the other 
three compounds were tested using the same program. The results are shown in Table II. 
The responses of acetaldehyde and acetone are very weak, only 2.5-4% of that of ethanol. 
Acetoacetone gives a strong but sluggish response, rising slowly over the course of the 
experiment (Figure 7). Since the signal strength due to acetoacetone was similar to that 
of ethanol, this would be a serious interference. Ethanol (50 ppm) and acetoacetone (27 
ppm) were mixed in the same bag and run together (Figure 8). The ethanol signal is 
clearly distinguishable over the acetoacetone signal, and could be separated in a computer 
by suitable digital filtering of the signal. 

Responses of the platinum sensor to ethanol and some interferents were measured 
at several bias potentials. The results are shown in Table IV. The ethanol response does 
not change over the bias range of -50 to 200 m V, and the change in the carbon monoxide 
signal is less than twofold. Selectivity to these analytes therefore cannot be improved by 
manipulating the bias potential. 

A sensor with a high-surface-area gold working electrode was installed temporarily 
in the apparatus and exposed to 221 ppm hydrogen sulfide (a positive control), 334 ppm 
carbon monoxide, and 278 ppm ethanol. Neither carbon monoxide nor ethanol produced 
any response on the gold electrode. 
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Figure 6. Acetoacetone 
elicits a sluggish 
response from the sensor. 

Figure 7. The signal for 
ethanol is clearly dis-
tinguishable from that of 
acetoacetone. 

Figure 8. Static coulo
mt~t:ry of ethanol. The 
descending line, when 
appropriately plotted, 
fits a semilogarithmic 
re)ationship with time. 
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Table II. Responses of platinum- and gold-electrode sensors to 
ethanol and its metabolites. 

Analyte, concentration 
and bias used 

ethanol, +lOO mv 
60.3 ppm 

carbon monoxide, 
+100 mV, 33 ppm 

acetone, - 100 mV 
43 ppm 

acetone, + 100 mv 
43 ppm 

acetoacetone, -100 mv 

outputs in microampsfppm 
Sensor A Sensor B 

1.52 0.86 

0.77 0.50 

0.028 0.025 

no signal no signal 

(0.63) (0.48) 
27 ppm slowly and continuously rising signal 

acetoacetone, +100 mv 
27 ppm 

acetaldehyde, +100 mV 
48 ppm 

Conclusions 

(1.05) (1.08) 
slowly and continuously rising signal 

0.038 0.023 

Cpulometry (either dynamic or static) is a potentially useful method for measuring 
alcohol and carbon monoxide. The method may ultimately be used for other gases as well. 
These methods offer the promise of instruments that will require only infrequent 
calibration. Although the sensors did not produce the current predicted by the theoretical 
development of the dynamic coulometry technique, the following relatiooShips, derived from 
the the theoretical development, were shown to hold: 

• Peak sensor output was linear with concentration. 

* The calculated 100% oxidation current extrapolated from the measured 
signal was independent of the efficiency of the sensor. 

In this work, we also demonstrated that the common metabolites of alcohol, 
acetaldehyde, acetone, and acetoacetic acid,. produced signals that were either weak or 
easily distinguished from that of alcohol. Carbon monoxide, however, is a serious 
interference, and will have to be dealt with by special means. 
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Abstract 
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Showering is the single, largest use of water in the home. This 
activity results in exposure to volatile organic compounds {VOC) present in 
the water that are released to the air and contact the skin. Inhalation and 
dermal exposure increases the body burden when the compounds penetrate the 
body barrier. The concentration of VOC in exhaled breath is related to the 
body burden and was used to estimate the relative internal chloroform dose 
from inhalation and dermal exposures during showering with chlorinated water. 
Thirteen normal showers, which include inhalation and dermal exposure, and 
thirteen inhalation only studies were analyzed using typical showering 
conditions. The post-exposure breath chloroform concentrations ranged from 
6.0 to 21 ~g/m3 for normal showers and 2.4 to 10 ~g/m3 for inhalation only 
exposure, while the pre-exposure concentrations were less than the minimum 
detection limit of 0.86 ~g/m3 • The elevated chloroform concentration in 
breath after exposure depended upon the water concentration, water 
temperature, exposure duration, and the post-exposure delay time prior to 
collecting the breath sample. To facilitate comparison of the body burden 
all parameters, other than water concentration, were fixed for the study. 
A statistically significant difference was found between the breath 
concentration after showering (dermal plus inhalation exposure) and after 
breathing air in a shower stall {inhalation only exposure). It was determined 
that the inhalation and dermal exposures contributed approximately equally 
to the elevated chloroform body burden resulting from showering. 

Introduction 

Showers have been proposed to be a major _indoor air source of VOC (1,2) 
since it uses large amounts of heated water which results in the release of 
the VOC contained in the water. Chlorinated water contains ~G/L quantities 
of chloroform, which is formed as a by-product of the chlorination process 
(3). The showering individual is highly exposed to the chloroform released 
since not only is he or she breathing the elevated air concentrations within 
the stall but the entire body is contacts water containing chloroform. 
Recently, several studies (1,2,4-6) have indicated that exposure to VOC from 
showers or bathing may be as large as or larger than exposure from ingestion 
alone. These studies have estimated inhalation exposure to volatile organic 
compounds (VOC) in shower air using unoccupied shower laboratory chambers 
(1,2,4). Dermal exposures have been calculated from equilibrium 
considerations and skin permeability estimates (5, 6). The present study 
measured exposure and body burden changes of individuals exposed to shower 
water or air within a shower stall (7). In addition, parameters that control 
the amount of exposure to chloroform were examined and the relative increase 
in body burden due to dermal and inhalation exposure from showering with 
chlorinated tap water quantified. 
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Methods 

Sampling 
Exhaled breath samples were collected from subjects by having them 

breathe through a non-rebreathing two-way valve attached to a Tedlar sampling 
bag. The subjects were supplied with purified, humidified air through the 
valve from an inhalation bag. Breath from the collection bag was transferred 
to a Tenax packed trap. Water samples were collected from the tap in the 
same room as the shower using clean 50 ml vials, following EPA Method 502.1 
(8). Ten minute breathing zone air samples were collected in the shower 
stall at a flow rate between 750 and 1250 cc/min using Tenax traps. 

Analysis 
The breath and air samples were analyzed by thermally desorbing the 

trap and transferring the compounds to a packed column gas chromatograph with 
an electrolytic conductivity detector in the halogen-specific system mode. 
The water was analyzed by purge and trap-gas chromatography following EPA 
method 502 (8}. 

Quality Assurance 
A blank and external standard was analyzed daily to monitor the 

response of the GC. Typically, the b 1 an k concentrations were bel ow the 
detection limit, thus any response indicated contamination in the system. The 
response of an external standard was compare to the value calculated from a 
calibration equation. If the response differed by more than ±20%, a new 
calibration equation was determined. T~e precision of the desorption and 
water analytical systems for chloroform were 13% and 10%, respectively. 
The minimum detection limit (MDL} of the desorption and water analytical 
system were 13 nG and 0.65 uG/L, respectively. 

Experiment I - Evaluation of Parameters 
A model shower, constructed of stainless steel, was used to evaluate 

the effect of water temperature and duration of inhalation exposure on the 
breath concentration. Water was sprayed within the chamber using a standard 
shower head at two temperatures, 34°C and 41°C, and the subject breathed the 
air from chamber for 5, 10 or 15 minutes. A standard, full size shower was 
use to evaluate the relationship between the chloroform air concentration 
within the shower stall and the water concentration, with and without a 
subject present. For this and all full size shower studies a shower duration 
of 10 minutes and a water temperature of 40°C was used. All other 
controllable parameters were fixed for all experiments including: the water 
flowrate (8.7 L/min}, shower head setting, ventilation system being off and 
post exposure delay prior to collection of a breath sample (5 minutes). The 
chloroform water concentration was measured whenever an air or breath sample 
was collected. 

Experiment II - Chloroform Exposure from Inhalation Only 
Six subjects (4 males and 2 females} participated in thirteen 

inhalation only exposure experiments using the same full-size shower, shower 
parameters and protocols as in Experiment I. Each subject stood next to the 
water stream within the shower stall for ten minutes, thereby exposing the 
individual to chloroform vaporized from the water. The subject wore rubber 
clothes and boots during the experiment to avoid dermal contact with the 
shower water. Breath samples were collected from the subject prior to each 
inhalation only exposure and five minutes after exposure. Air and water 
samples were collected during each exposure. 
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Experiment III - Chloroform Exposure from Normal Showers 
Thirteen showers were taken by six subjects (5 males and 1 female) to 

estimate total chloroform exposure from a typical shower. Breath samples 
were collected from each subject prior to and five minutes after each shower. 
Air and water samples were collected with each shower. All showering 
conditions were set as indicated in Experiment I. The data obtained from 
Experiment II and Experiment III were used to compare the chloroform body 
burden resulting from a normal shower with that from an inhalation only 
exposure. The comparison was conducted using a covariance analysis. 

Results and Discussion 

The air ch 1 oro form concentration was measured with and without a 
showering individual present to determine whether the movement and splashing 
by an individual altered the air concentration and could therefore affect the 
inhalation exposure. As shown in figure 1 the air concentration/water 
concentration relationship for the two conditions overlapped. The mean and 
standard deviation of chloroform air concentrations without a showering 
individual were 157 uG/m3 and 75.5 "g/m3

, respectively. The mean and 
standard deviation of air chloroform concentrations while an individual was 
showering were 186 "g/m3 and 76.0 "gjm3

, respectively. The concentrations 
were compared using an F-test. The a F-value was 0.01 at a p=0.9294, 
indicating the presence of an individual did not affect the chloroform air 
concentration."g 

The breath concentrations measured after exposure to air in the model 
system demonstrated tnat both exposure duration and water temperature altered 
the body burden (Table 1). The breath concentration was found to be 
positively correlated with water temperature and exposure duration. Each 
temperature and duration was found to be statistically significant by both 
ANOVA and Duncan's Test. 

The shower air concentration were observed to increase with water 
concentration. The shower air concentration ranged between 69 and 330 "g/m3 

for a water concentration range of 12.9 and 40.0 "g/L (figure 1). Chloroform 
was not detected in any of the air samples collected prior to the water being 
turned on. The relationship between the air and water concentration 'is 
described by the linear model: 

cair = 8.11 * cwater- 39.2 for Cwater >4.8 "G/L 

with an R2 = 0.87 at a P = 0.001 

In addition to the air concentration increasing with water 
concentration, the body burden, as measured by breath analysis, increased, 
for both inhalation only exposure and for normal showers. Breath samples 
were collected prior to and after each exposure type. In all cases, 
chloroform was not detected in breath samples collected before exposure. 
Thus, the pre-exposure breath chloroform concentration was always less than 
the detection limit of 0.86 "g/m3

• The breath concentrations after a normal 
shower, which includes both inhalation and dermal exposure, tended to 
increase with the chloroform concentration for water in the range 5.3 to 36 
"g/L (figure 2). The mean and standard deviation of the breath concentrations 
were 13 "g/m3 and 3.9 "g/m3

, respectively. Minimum and maximum breath 
concentrations were 6.0 and 21 "g/m3

, respectively. Similarly, the breath 
concentrations after inhalation only exposures tended to increase with 
increasing water concentration for the range 10 to 37 "g/L (figure 2). The 
mean and standard deviation of breath concentrations measured after 
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inhalation only exposure were 7.1 ~g/m3 and 2.5 ~g/m3 , respectively. Minimum 
and maximum breath concentrations after inhalation only exposures were 2.4 
and 10 ~g/m3 , respectively. These two sets of breath samples were found to 
be significantly different using the F-test at a probability of p=0.0001. 

Two explanations for a difference in the breath concentrations after 
the normal shower and inhalation only experiments are: 1) splashing of water 
by the showering individual increases the volatilization of chloroform and 
therefore the inhalation exposure and 2) dermal absorption of chloroform 
directly from the water occurs. The first explanation was shown not to be 
valid since the presence of an individual did not increase the air 
con cent ration above that measured in an unoccupied shower sta 11 . Derma 1 
absorption by non-polar hydrocarbons from dilute aqueous solutions has been 
demonstrated for a number of compounds (9) and has been predicted to 
contribute to the internal dose during showering based on theoretical 
considerations using estimates of permeation of compounds through the skin 
barrier and transfer rates within the body (6) and is the likely explanation 
for the results observed in this study. 

The relative contribution from inhalation and dermal exposures were 
quantified based on the 1 east mean squares ( LSM) of ch 1 oroform breath 
concentration for the two exposures, while controlling for variations in the 
water concentration. The LSM of the breath concentrations resulting from a 
normal shower, which is a composite of inhalation and dermal exposures, was 
13 ~g/m3 , while the LSM of the breath concentrations after inhalation 
exposures only was 6.8 ~g/m3 • The difference, 6.2 ~g/m3 , is assumed to be 
due to dermal exposure. The ratio of chloroform body burden increase from 
dermal exposure to that from inhalation exposure is therefore 0.93. Hence, 
both inhalation and dermal absorption contributed equally to the internal 
chloroform dose. 

!Conclusions 

An increase in the chloroform body burden resulting from inhalation 
~~xposure and dermal exposure during a normal shower was observed in the 
present study. The breath concentration after showering was approximately 
twice as high as that after inhalation only exposure, indicating that the 
contribution to the internal dose by dermal absorption was equivalent to 
·inhalation adsorption. The magnitude of the chloroform body burden increase 
was positively correlated with water concentration, water temperature and 
shower duration. 
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Table 1 

Breath concentration normalized to tap water concentration obtained after 
inhalation exposure for two water temperatures and three inhalation durations 

Replicate Warm (33.6°C} Hot ( 40. 8oC:l 
Number 5 min 10 min 15 min 5 min 10 min 15 min 

1 0.16 0.22 0.37 0.21 0.36 0.41 
2 0.16 0.29 0.42 0.25 0.37 0.52 
3 0.20 0.30 0.48 0.26 0.39 0.53 
4 0.21 0.34 0.48 0.29 0.41 0.63 
5 0.24 0.37 0.59 0.30 0.44 0.65 
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Biomarkers and Pharmacokinetics 
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Monitoring of biomarkers is a prom1s1ng technique to help 
assess both the exposure and dose to critical target sites of 
toxic chemicals. Biomarkers can range from body burden to 
antibodies able to detect, separate, and quantify specific 
adducts formed when toxic chemicals interact with endogenous 
proteins. To properly interpret the data so that assessments can 
be made an understanding of the pharmacokinetics of the biomarker 
is required. Several examples are presented here to illustrate 
how monitoring and pharmacokinetic information might be 
integrated to assess dose and exposure. 
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Aqency, it bas not been subjected to Aqency review and therefore 
does not necessarily reflect the views of the Aqency and no 
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INTRODUCTION 

Biomarkers of exposure can be defined as any detectable 
measure or evidence of previous or ongoing absorption of a 
foreign substance into the body. Examples would include the body 
burden of the chemical itself or one of its metabolites, any 
products resulting from the interaction of the chemical and ;or 
its metabolites with endogenous molecules, and any alterations in 
normal physiologic and biochemical processes. For the markers to 
be of use in quantitative exposure assessments several necessary 
criteria must be fulfilled. First, a suitable detection and 
measurement method needs to be available. The method must allow 
for accurate measurement at all the expected exposure regimens 
and levels. Also, a quantitative relationship between exposure 
levels and the levels of measured biomarker must exist. The 
choice of the actual biomarker will depend upon many factors 
including on the specific definition of dose used in the specific 
case of interest. 

In addition, several other characteristics are desirable, 
and thus should also be sought when developing a marker for 
exposure assessment. The detection and measurement techniques 
should be at least as sensitive as existing methods used in 
conventional exposure assessment methods. The monitoring methods 
and devices should be relatively easy to transport and 
inexpensive to use. The monitoring protocol should be designed 
so as to insure minimal discomfort to the subject. The protocol 
should facilitate the repeated monitoring of multiple subjects. 
Methods to analyze and interpret the monitoring results are 
essential for maximizing the value of information gained from 
biomarker studies. Finally, the usefulness of a marker is greatly 
enhanced if it can be used both as a marker of exposure and 
effect. 

When embarking on a biomarker program one must first 
determine what enhancements to the exposure assessment process 
will be made by their use. As such, it is very useful to 
determine how many of the general utilities of biomarkers apply 
to the specific case of interest. One of the most obvious of 
these utilities is the ability to measure actual dose by using 
biomarker based techniques. conventional exposure assessment 
methodologies only allow for the measurement or estimation of 
concentration time profiles at the boundary between environment 
and subject. Thus, from such data dose can be only be inferred. 
Biomarker data o.n the other hand are measurements of the amount 
of chemical having entered the body. From these measurements the 
dose can be calculated rather than inferred. 

Equally obvious is the fact that biomarker based assessments 
result in a measure of the integrated dose, from all routes or 
portals of entry into the body. Conventional exposure 
assessments can only infer dose and even for this, considerable 
k:nowledge regarding exposure by each portal of entry is required. 
It should also be noted that in many cases, with some additional 
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info~ation it is possible to apportion the aforementioned 
biomarker based integrated dose to the various portals of entry. 
Thus, from biomarker data, both the integrated dose and the 
specific route apportioned dose can be determined. 

Still another important utility of the biomarker approach is 
that, in many cases, dose, and thus previous exposure, can be 
determined long after the exposure has ceased. In many cases a 
biomarker may remain in the body, thereby giving evidence of 
exposures, for weeks after the actual exposure episode has 
ceased. Adducts formed by some xenobiotics and their metabolic 
products to hemoglobin for example, will reside in the body for 
the life of the erythrocyte which, for the human, is over 17 
weeks. Such adducts can be monitored and thus provide evidence 
of exposure and estimates of dose long after the last exposure 
incident. 

One more utility is that, with proper analysis, biomarker 
information can be used to estimate the dose to critical organs 
as well as estimating total body dose. Thorough pharmacokinetic 
information and appropriate biomarker measurements an exposure 
assessor can estimate the dose to critical tissues during and 
long after the exposure period. In addition, critical temporal 
parameters, such as the time necessary to rid the body or organ 
of the toxic moiety, can be calculated. 

Two cornerstones are necessary in order to realize the 
fullest utility of the biomarker approach. First, there must, as 
previously mentioned, be suitable detection and measurement 
devices.and methods. Second, there needs to be an extensive 
description of the pharmacokinetics of the biomarkers of 
interest. The pharmacokinetics must be described and modeled in 
a manner that will result in a maximum use of biomarker 
measurement data for estimating dose and other related parameters 
of exposure. 

Physiologically based pharmacokinetic (PBPK) models, while 
not the only approach, offer great promise as tools to accomplish 
the required analysis of biomarker data. Properly formulated and 
validated they can be used to first describe physiologic kinetics 
of the biomarkers associated with a particular chemical. Then, 
after this developmental stage, their output can serve as an 
analytical tool for estimating the desired parameters from the 
biomonitored data. It is their use in this second, or analysis 
stage, that will be illustrated here. 

METHODS 

This exercise has been formulated solely for illustrative 
purposes. As such, the biomarker and dose data were essentially 
manufactured from past experiences and knowledge. Under actual 
exposure conditions the formulation and validation of the PBPK 
model could be quite involved and complex. Usually such models 
are quite data intense. If models and appropriate data are 
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lacking they must be generated simultaneously with, or even in 
anticipation of, the biomarker development. As will be 
illustrated, more than one biomarker and associated analysis tool 
may be necessary to get accurate estimates for large exposure 
ranges. If estimates of the exposure ranges are known apriori it 
may be possible to reduce the number of necessary biomarkers 
required. 

Discussions of actual model formulation procedures will vary 
ctccording to the specific case and are far beyond the scope of 
t:his paper. The same can be said for the mathematical procedures 
for solving the mass balance equations that compose PBPK models. 
Suffice it to say that, to date, complicated models are solved 
numerically rather than analytically. The expanding capacity and 
speed of computers has enabled the solution of models by what 
~rere previously considered to be tedious numerical methods. 

Model simulated output is then used with biomonitoring data 
from subjects to estimate dose. Again, a variety of methods can 
be used. The most complicated, but perhaps the method affording 
t:he most accuracy and resolution between doses, uses the PBPK 
model itself. Biomonitoring data is taken. The model is 
repeatedly solved to determine an estimate for dose which results 
i.n the best fit of model output to the monitored data. Numerical 
ntethods are used to determine what possible dose level could have 
resulted in the actual monitored values. Given proper numerical 
ntethods and appropriate software, confidence values around the 
e:stimated dose can be calculated. In this manner the more 
reliable and .accurate monitoring data will result in greater 
confidence in the final dose estimates. 

A contrasting and less computatic)nally intense method 
involves using the PBPK model to give outputs at several 
arbitrary dose ranges. The model outputs are then graphed and 
t.he resultant graphs can be used as reference graphs from which 
t.o estimate dose ranges after biomarker monitoring is performed. 

A third approach is a comprise between the first two. For 
this case model outputs at several dose ranges are put into a 
computer data bank. An expert system, with access to that data 
bank, is then employed to compare the monitored data to model 
simulated outputs and thus give estimates of dose. Such a 
computer based expert system could be formulated to perform 
appropriate statistical analyses of multiple data points of the 
monitored marker. 

Each is advantageous under specific conditions. Following 
is a simple illustration of the second, or graphical approach. 

RESULTS 

Figures 1 through 3 illustrate the use of pharmacokinetic 
information to determine. dose in one particular exposure 
scenario. Eight possible dose levels (1-B) are included in this 

445 



illustration. Two things are assumed (with apriori knowledge) 
about the scenario. First it is assumed or known that exposure 
is still ongoing and second that the plateau or steady state has 
been reached. 

Three different biomarkers have been monitored. Figure 1 
shows the profile of marker 1 for the 8 dose levels. The graph 
shows the marker's concentration with time profile as determined 
from the pharmacokinetic analyses for the various doses. If the 
monitored marker level is less than 4.0 a dose range can be 
established. For example, it can be observed that if the 
concentration level (Y-axis) of marker 1 is 3.9 then the dose 
must then be between level 2 and level 3 (value for marker at 
dose level 2 = 3.0 and at dose level 3 or higher= 4.0). The 
resolution could then be increased by increasing the number of 
simulated model outputs within that range. 

If the marker level were greater than 4 it would not be 
possible to discern between dose levels 3 through 8. Figure 2 is 
the analogous graph for marker 2. Inspection reveals that this 
marker can discern between doses within the range of the first 
four dose levels rather than just the first three. 

One might wonder why use marker 1 at all when marker 2 is 
adequate for a wider dose range? It may be that marker 1 is more 
accurate at lower doses or that it is easier and cheaper to 
obtain and analyze. Thus it may be the preferred marker for 
screening or for determining the lower dose levels. 

Figure 3 repeats the process but for marker 3 instead. 
Inspection here reveals that this marker can discern between 
doses within the range of levels 5 through 8. It also 
demonstrates that this marker, due to its kinetic profile, is 
incapable of being used to estimate the lower dose levels. 

Next let us look at a case after exposure has ceased. 
Figure 4 shows the concentration-time profile of a marker both 
during and after the exposure period. Making the assumption that 
monitoring is performed, as indicated, during the post exposure 
period, a value of 1.0 concentration units for marker 1 can be 
associated with three different doses of the parent chemical. 
Resolving between doses can be accomplished by knowing the time 
after exposure when the monitoring occurred. 

Often the exact time that exposure ceased is not known. 
Resolution between doses can be achieved in such cases by 
measuring other markers as observed in Figure 5. The top panel 
of Figure 5 shows the measured value of marker 2 (horizontal 
line). Clearly this level is higher than any level that is 
reached at dose level 1 and thus such a measured value would rule 
out dose 1. However marker 2, at this value, cannot discern 
between the two higher dose levels. The lower panel of Figure 5 
shows the measured value of marker 3. This value can only be 
reached by dose level 3. Thus, if monitoring of markers 1 
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(Figure 4) and 2 (Figure 5, top) was not sufficient to discern 
between the possible dose levels, marker 3 would be monitored. 

Figure 6 depicts another series of marker determinations 
1:hat might be used to differentiate between two doses. Again 
1:hese measurements, as illustrated here, are made after exposure 
has ceased. In this illustration one calculates the ratio of the 
concentration of marker 1 to the concentration of marker 2. That 
calculated ratio is then compared to ratios similarly calculated 
for the standard curves (curves shown in Figure 6). It can 
readily be observed from the example that the ratio of the 
concentration of marker 1 to the concentration of marker 2 is 
significantly different for the two different doses depicted 
here. For the case of dose 1 (upper panel of Figure 6) the ratio 
of the concentration of Marker 1 to the concentration of marker 2 
is approximately 2.0. For the case of dose 2 (bottom panel of 
Figure 6) the value of the ratio is about 0.7. 

CONCLUSIONS 

Monitoring of biomarkers is a promising method to help 
cLSsess both exposure and dose. Biomarkers are evidence of dose 
rather than just exposure and thus can significantly enhance the 
conventional exposure assessment process. Also, some biomarkers, 
due to their long life-time within the body, can be used long 
a.fter exposure has ceased. Therefore, these markers would lend 
themselves to monitoring persons whose exposure is expected on an 
in-frequent basis. 

The future use of biomarkers will depend upon several 
factors. Only those markers which are most easily, accurately, 
and cheaply applicable under field conditions will be practical. 
Not all markers will be useful at all exposure concentrations. 
Those that are only able to detect exposure at rather high 
concentrations may only be useful for monitoring occupationally 
exposed populations for example. Others, such as receptor based 
methods will probably be more sensitive than existing analytical 
methods and thus be applicable even at environmental exposure 
levels. Some of these, however may lack selectivity and only be 
able to indicate exposure to classes of compounds rather than 
specific chemicals. In such cases some knowledge of the possible 
chemicals that people have possibly been exposed to will greatly 
help the assessment process. other markers while both sensitive 
and selective may be quite expensive to apply, and thus will be 
used in only in cases of great impact or where other more 
conventional monitoring techniques do not suffice. Perhaps the 
single greatest promise for biomarker based exposure assessment 
is for their utility in assessing exposure to a chemical found in 
a mixture. Much remains to be done to determine how useful these 
t~echniques will be in such cases, but many of the developing 
markers are chemical, or at least, class specific and the thus 
with proper development the impact of concorninant exposure can be 
lllJantified. 
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REVIEW OF THE PARTICLE TEAM 9 HOME FIELD STUDY 

Wiener, R. W., Wallace, L. and Pahl, D., U. S. Environmental Protection 
Agency, Atmospheric Research and Exposure Assessment Laboratory, Research 
Triangle Park, NC 27711 

Pellizzari, E., and Whittaker, D., Research Triangle Institute, Research 
Triangle Park, NC 27709 

Spengler, J., and Ozkaynak, H., Harvard School of Public Health, Boston, MA 
02115. 

The 9 home pilot study for the Particle Total Exposure Assessment 
Methodology (PTEAM) Program has been completed and a population study is 
being planned for fall 1990. The pilot study was a 9 home field test of 
instruments, protocols, and sample analysis. The study site was the San 
Gabriel Valley, CA. 

The study logistics were generally successful. Shorter more precise 
questionnaire material is being developed for a population study. The use 
of portable microenvironmental samplers could be enhanced by using battery 
powered samplers. Computer assisted interviewing and data collection was 
useful for more rapid analysis and cross validation. Data analysis of 
personal and microenvironmental aerosol samplers has indicated a possible 
person_al cloud (aerosol concentration gradient) effect. This effect is 
currently being investigated. Elemental analyses have indicated adequate 
material is collected for XRF. 

The PTEAM study is being sponsored by the U.S. EPA and the California 
Air Resources Board. 
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Introduction 

The U. S. Environmental Protection Agency (U.S. EPA) during the last 
ten years has begun to assess the importance of human exposure to 
pollutants as measured by personal and microenviron- mental sampling. This 
summary presents EPA's assessment of the information gathered through a 
small scale study to assess the design of equipment and survey materials 
for measuring human exposure to suspended particulate matter. 

Classically, exposure to most pollutants was thought to occur when 
either the individual went outside into a polluted atmosphere or the 
polluted atmosphere infiltrated into the indoor environment. In the last 
decade it has been realized that indoor pollutants may be substantially 
different from outdoor and that indoor pollution may account for the 
majority of population exposure to many pollutants. Improvement in outdoor 
ambient air quality and changes in life style, building technology, and the 
use of chemical agents (pesticides, cleaners, spray propellants, 
deodorants, etc.) have increased the relative importance of indoor 
exposure. The average adult spends at least 68-78% of time indoors. 

U.S. EPA has conducted a series of field programs to measure 
distribution of human exposure to volatile organic compounds (Total 
Exposure Assessment Methodology Program, TEAM), pesticides 
(Non-Occupational Pesticide Exposure Study, NOPES). The generic TEAM 
concept seeks to answer fundamental questions regarding the number of 
persons exposed, the sources of exposure, transport of pollutant to the 
population at risk, the effects of exposures, the meaning of sampling data 
in terms of actual exposure, and the estimation of the level of exposure of 
the actual population to the pollutant in question. The basic ingredients 
of TEAM study are representative probability sampling, measurement of the 
pollutant concentrations, measurement of body burden, and recording of each 
person's daily activities.l,2,3 

This document discusses the initial field trial of the Particle TEAM 
Program. The field study included nine homes and eighteen persons and was 
concerned with the development and testing of measurement techniques to 
determine human exposure to aerosols. 

The Particle TEAM program seeks to answer questions relating the 
measurement of aerosol concentration to human exposure. Health related 
information collected in the Particle TEAM Program will be limited. 

The Particle TEAM study objectives are four-fold. The first is to 
estimate of the frequency distribution of human exposure to particles in 
the PM1osize range for a metropolitan population. The second objective is 
to discern the differences among the concentrations of particulate matter 
measured by personal exposure monitoring, outdoor ambient air sampling, and 
fixed site or microenvironmental monitoring. The third is the 
identification of the major sources of exposure and the degree of exposure 
of an urban population to provide exposure assessment and source 
apportionment data. The fourth is to develop models for personal exposure 
and source assessment. 
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The PTEAM Program seeks to meet the objects through the use of survey 
design statistics, the physical measurement of the aerosol concentrations 
in microenvironments where individuals spend time, and by using personal 
samplers that are carried by the subjects throughout the course of the 
monitoring. Additionally questionnaires and diaries are used to assess 
possible routes and sources of exposure to respirable and inhalable 
particulate matter. 

The Particle Total Exposure Assessment Methodology (PTEAM) Program has 
been developed in three phases. In the first phase monitoring equipment 
necessary for determining the level of human exposure to aerosols was 
developed. This included both personal and microenvironmental sampling 
instruments. The second phase consists of a pilot field program developed 
to test these instruments in the field. The third and final phase consists 
of a large field program where a probability design is used to select homes 
from an urban population. This document concerns some of the results from 
the first two phases. The third phase is to be implemented Fall of 1990. 

From observations made in previous TEAM studies a number of objectives 
were recognized as necessary in the design of the pre-pilot field program 
(Phase 2). 4 •5• 6 First, adequate testing of methods, protocols, and 
instruments is needed in the field environment. Questions about logistics 
of implementation, sampler ruggedness, and suitability had to be answered 
before the population study. The 9 home field test is the opportunity to 
insure that the field personnel are adequately trained on all the sampling 
instruments and protocols and are prepared to interact with the study 
participants. 

Experimental 

The study site for the 9 home field test was the San Gabriel Valley, 
CA. The area was selected for the high levels of both coarse and fine 
particulate matter found year round in the ambient air. 

The components of phase two included preparation of the work plan, site 
selection, laboratory testing and calibration, development and 
implementation of sampling design protocols. Two protocols were used in 
the field test. First a tgmporal study was performed using five homes, 
lasting seven days, and including two sets of microenvironmental aerosol 
monitors within each home. Second, four additional homes were used in a 
four day spatial study in which three sets of microenvironmental monitors 
were placed inside each home. A total of eighteen persons, nine homes, 
nine work places and two central sites were sampled. Methods included 
microenvironmental and personal aerosol collection of both PM1oand PMz.S· 
Nicotine was measured using active and passive sampling and associated with 
both personal and microenvironmental measurements. Radon samples were 
taken at each of the homes. Air-exchange measurements were also made. 

The aerosol sampling equipment used in this study consisted of two 
types of devices, a personal exposure monitor (PEM) and a fixed location 
microenvironmental monitor (MEM). The aerosol PEM consists of a flow 
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controlled personal pump that is worn by the test subject as he/she 
performs his(her normal daily activities and an inlet and filter pack which 
are designed to collect particles near the breathing zone. New PEM inlets 
were designed for Particle TEAM by the University of Minnesota for the 
measurement of personal exposure to respirable PM2.9r inhalable PM10 
particles. Each inlet consists of an impactor classifier to remove 
particles larger than the predetermined cut size (Dso)and to provide a 
sharp cut (ag). and a filter to collect the remaining particles. The inlets 
were designed to operate with 37mm filters and at 4 LPM. 7 Both PM1oand 
PM2.§nlets were evaluated in the 9 home study. The MEM inlets were 
designed by Marple, Spengler, and Turner to sample at 10 LPM with a sharp 
cut and had been used in the Harvard Six City Study and others. 8 

Survey questionnaires were developed to screen the population for 
study selection and to relate activities and sources of aerosol emissions 
to increased personal exposures. Information areas surveyed include: 
demographic information (roster of participant household, participant 
occupation, age, smoking status, sex hobbies, socioeconomic status, housing 
type), sources of exposures to aerosols and chemical species of interest, 
activities correlating with exposures, limited health effect or wellness 
information, ventilation (air exchange rates,heating and air conditioning 
sources), residence descriptives (e.g., multi-unit, attached), 
transportation (commuting time, type of vehicle), occupation, and workplace 
descriptives. 

The information was obtained through the use of several different 
questionnaires and forms administered to the participant and/or completed 
by technical field personnel. The key survey instruments included a 
household screening questionnaire, a participant questionnaire, and a 12 
hour activity log. The screening questionnaire provides basic demographic 
information necessary for stratification of the population being sampled. 
The 9 home study was a purposeful study, participants were selected based 
specific parameters, such as housing stock, type of employment, and 
smoking. The participant questionnaire collects data on household 
characteristics, personal characteristics, and workplace characteristics 
from the subject. Morning and evening 12 hour activity logs composed of a 
chronological log and a supplemental close-ended questionnaire were used to 
provide detailed information on the participants daily activities during 
monitoring. 

Discussion 

A series of questions were posed at the outset of the nine home 
study. These questions were selected to test the ability of the pre-pilot 
to meet the specific objectives listed above (i.e., testing of methods, 
protocols, and instruments, logistics, personnel training and interaction). 
This discussion section presents EPA's assessment of the information 
,gathered through the pre-pilot study to answer some of these questions. 

1. Is sufficient PM2.9r PM1omaterial being collected in a 
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12 hr period for chemical and physical measurements? 
• Do XRF, and/or PIXE have sufficient sensitivity to measure 

selected elements on 12-hr PM2.~nd PM1ocollected fractions? 
• Are there serious chemical interferences precluding 

quantitative analysis? 

Data collected in the 9 Elemental analysis by XRF indicated that 
sufficient mass should be obtained for any of the 12-hour sample types to 
enable high percentage measurable values to be obtained for the most 
important elements. The exception, however, is Cd. Using the a two-sigma 
threshold as a quantifiable limit, the reported percent measurable data 
drop to less than 10%, whether using NEA, Inc. Protocol 9 or 5. Thus, Cd 
cannot be adequately measured by XRF on PEM and MEM samples in the Pilot 
Study. 

Among the 34 elements, the 13 of primary interest were Fe, Pb, Ni, K, 
Si, Al, As, Cd, Mn, Se, V, Cr, and Sb. For many of these primary elements, 
quantifiable concentrations for 100 percent of the analyzed filters were 
found. 

Of the 34 elements listed in these tables, six generally dominated in 
terms of amount of particulate mass for which they accounted. These were: 
Si, Ca, S, Fe, Al, and K. For instance, for PEM 10 ~m samples, these six 
elements accounted, on average, for about 10 percent of the mass, while all 
34 together accounted for about 11 percent. 

Eight of the PEM filters analyzed by XRF (protocol 9) were analyzed 
twice (three 2.5 ~m and five 10 ~m samples). For each element, standard 
deviations and RSDs of the paired concentrations were calculated. 
Precision was calculated only for those 17 elements exhibiting a high 
percentage of quantifiable values. Though the sample sizes were obviously 
small, the results for the different size cuts appeared similar, so the 
results were combined. Thirteen of the elements had median RSDs between 
one and ten percent, three elements had RSDs between 10-15%, and one 
element (P) had a median RSD of 55.7%. Except for P, the precision for 
the remaining elements (Al, Si, K, Cr, Mn, Fe, Ni, Pb, S, Cl, Ca, Ti, Cu, 
Zn, Br and Sr) was of acceptable quality. 

There appeared to be no serious chemical interferences precluding 
quantitative analysis. However, the portion of MEM filters that had uneven 
deposition patterns was examined for elemental non-uniformity. Repeated 
XRF measurements of the same filter could not identify a problem. However, 
the method did not allow sufficient room to analyze incongruent areas. 
An additional examination was performed using duplicate MEM samples with 
one or both exhibiting bleed. The filters were examined for variability 
between the duplicate values. Comparing the RSD for 15 duplicates for 14 
elements which had measurable concentrations (with those duplicate MEM 
samples in which neither filter exhibited bleed) did not reveal any 
obvious differences in variability. 

Thirty PEM and MEM filters analyzed by XRF were also subjected to 
PIXE analysis. In general, when the mean elemental concentration (e.g. 
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>40 mg/m3) was well above the detection limits, good correlations were 
observed between the two techniques (e.g., 0.70 to 0.98). For some of the 
elements, especially for the PEM samples, there appeared to be a 
difference in the average concentration levels of the two methods, with 
the XRF usually being higher. This, coupled with the large number of 
negative concentrations found by PIXE for some elements, suggests that an 
overMcorrection of background from blank filters may have occurred for the 
FIXE-determined concentrations. This interference would be a potential 
problem in the Pilot study. 

2. What is the level of accuracy and precision attainable in PEM and MEM 
collection for analysis (gravimetric methods)? 

a. Precision of PEM Gravimetric Results 

Paired PEM samplers carried by the field technicians during pilot 
(refer to section 5.2) provided some insight into the precision of the PEM 
:method. The RSDs ranged from 1.1-15.0% (median 4.4%) and 4.2-24.8% (median 
12.7%) for the PM10 and PM2.5samples, respectively. The precision was 
deemed acceptable. 

b. Precision of MEM Gravimetric Results 

Twenty-four pairs of PM10 and PM2.5MEM indoor samples were collected 
;it the participants homes. The RSDs ranged from 0.6-7.4% (median 1.7%) and 
0.6-24.4% (median 5.6%) for the 10 ~m and 2.5 ~m samples, respectively. 
Nine pairs of PM10 outdoor MEM and eleven pairs of PM2.5outdoor MEM samples 
1~ere collected. The RSDs ranged from 0.8-33.3% (median 3.5%) and 0.6-12.5% 
(median 2.8%) for the PM10 and PM2.5samples, respectively. 
It was concluded that the precision was acceptable. 

c. Precision of PEM and MEM Filter Weighings 

Duplicate weighings for a subset of PEM and MEM filters were 
performed, thereby allowing an assessment of the precision associated with 
1:his portion of the measurement process. The mean RSD for the 10 urn and 
2.5 urn PEM filter weighings was 1.5% (40 pairs) and 2.65% (19 pairs), 
respectively. For the 10 ~m and 2.5 ~m MEM filters, the mean RSD was 1.02% 
(69 pairs) and 1.54% (62 pairs), respectively. The precision for PEM and 
~1EM filter weighings was felt to be acceptable. 

d. Precision of SSI Gravimetric Results 

The central site data included duplicate SSI PM1oconcentrations for 
E!ach of the 22 time periods of the Pre -pilot Study. The average 
concentrations ranged from 23 to 149 mg/m3. The relative standard 
deviations for the 22 pairs ranged from 0.1-23.0% (median 2.9%). This 
precision was acceptable. 

e. Accuracy of PEM and MEM Gravimetric Results Relative to SSI 
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Two methods were used to estimate a relationships between the 
central-site PEM and MEM PM1oconcentrations and the average of the two SSI 
PM1oconcentrations. One was ordinary least squares (OLS), the other 
maximum likelihood (ML) estimates. Positive intercepts, which appeared to 
be of borderline statistical significance, indicated that the PEM-measured 
concentrations may tend to run slightly higher than the MEM-measured 
concentrations. On a percentage basis, the estimated difference is smaller 
for higher concentrations, e.g. about 7% higher when the MEM concentration 
was 130 mgjm3, and about 24% higher when MEM concentration was 30 mg/m3. 

3. What are the difficulties associated with participants 
carrying the PEMs? 
• 

• 

What is the failure rate and performance record 
for PEMs? 
What problems are voiced by the participants? 

The failure rate for the PEMs was negligible in the field. There was 
some problem with the repackaging and cracking of the pulsation damping 
chamber. These problems can and were overcome in the pre-pilot and 
additional PEM testing. The most significant problem with the PEMs had 
been the accidental miss-cutting of the 2.5 ~m orifice by MSP, Inc. 
Twenty-two PM2.~amples were taken with effective cut sizes of 3.9 ~m. 
These points were tagged in the data base. Debriefing of the participants 
resulted in no serious complaints in regard to wearing the PEMs. The 
overall conclusion was the PEMs could be successfully utilized in the 
Pilot. 

4. What are the difficulties associated with placing MEMs in homes? 
• 
• 
• 

Inconveniences to participants? 
Adequately defining locations? 
What is the failure rate and performance record 
for MEMs? 

The majority of problems were encountered during the set-up visit. 
The most notable problems were space limitations due to the amount of 
equipment placed in the homes, borderline acceptable noise levels due to 
the amount and type of equipment placed in the home and the lack of 
properly grounded power outlets at both inside and outside sampling 
locations. A combination of improved performance AC powered MEMs to 
provide quiet indoor sampling and battery powered portable MEMs for outside 
would solve these problems. 

The failure rate for the MEM packages was negligible. 

5. Does the Activity Pattern instrument provide usable information for 
correlation with monitoring data? 
• Does the activity recall questionnaire yield adequate response 

specificity to account/explain the monitoring data? 
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Is it useful or necessary to know about minor sources and 
short-term sources when evaluating 12 and 24 hour integrated 
exposures. 

Evaluation of survey instruments included the time activity diary, 
and time activity diary supplement. The analysis of the time activity and 
supporting questionnaire data indicated a number of ambiguities and 
inconsistencies. It was concluded that the response categories in the 
activity diary were too broad and highly variable to be useful in data 
analysis and that time indications needed to be clarified. Exposure needs 
to be better defined, especially in terms of active or passive exposure 
mode. 

Higher MEM concentrations may be the result of home and personal 
activities. Homes that had the highest indoor MEM2.5 and MEMlO 
concentrations were later identified to have potential sources of indoor 
particles (for example, smoking and other dust generating activities, such 
as cleaning, performing crafts projects). Outdoor activities associated 
with elevated particulate levels included such activities as sweeping, 
raking leaves, gardening, and working with horses. More rigorous analysis 
of the activity data did not result in significant correlations with 
measured concentrations. 

The nicotine data indicated that levels were usually associated with 
the presence of smokers. Discrepancies between high contact with smokers 
and low recorded nicotine levels were also evaluated. These data indicated 
that participants had a hard time distinguishing between smoker contact or 
exposure and non-exposure. Certainly it appeared that participants could 
tell when they had direct contact or were within the plume, but they had a 
lesser ability to distinguish lower levels of contact. In addition, this 
analysis reconfirmed the statistical analysis of nicotine/time activity and 
particulate/time activity relationships, where time of reported smoker 
contact indicated nicotine levels but not particulate levels. 

While the field monitoring staff have knowledge which may be 
beneficial for the accurate completion of the documents, the current survey 
instrument requires too much time to administer and needs to be reduced in 
scope and complexity. The time of administration must be reduced, as must 
the burden of the respondent. Several comments from the respondent 
debriefing were received concerning the level of detail requested in the 
diary, and the difficulty in maintaining the document. It was found that 
information obtained from many questions was not very useful for analysis 
and such questions should be excluded. In summary, the survey instruments 
will be redesigned and tested in a focus group setting prior to use in the 
Pilot Study. 

The survey data and analyses provide little hope for correlating 
minor sources and short term sources when using integrated sampling of 12 
and 24 hours. Real time personal sampling methods need to be developed 
that can more directly tie activity to aerosol particle exposure. 
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Summary 

A number of questions have been posed to be addressed by the PTEAM 
field study. They fall into four categories: physical sampling, 
survey/questionnaire, data analysis, and illustrative. Most of the 
questions have been answered successfully by the 9-home study. The 
sampling instruments have been shown to work well in the field. Of the 
total 2240 samples, 99.47\ were captured. No significant difficulties were 
associated with placing fixed location samplers or carrying personal 
samplers. The level of accuracy and precision was largely resolved. 
Sufficient PM2.5or PM10 material was collected for gravimetric and 
elemental analysis on almost all samples taken. Chemical analysis was 
largely successful. 

Disclaimer: This extended abstract does not necessarily reflect EPA policy. 
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PARTICLE TOTAL EXPOSURE ASSESSMENT METHODOLOGY (PTEAM): 
STATISTICAL ANALYSIS OF SPATIAL AND TEMPORAL PATTERNS 

C. Andrew Clayton, Research Triangle Institute 
Research Triangle Park, NC, U.S.A. 27709 

The Particle Total Exposure Assessment Methodology (PTEAM) Prepilot 
Study was conducted in the Duarte/Azusa/Glendora, CA area during March of 
1989. The study involved personal aerosol monitoring for two participants 
in each of nine volunteer households, using personal exposure monitors, and 
particulate monitoring in and near their homes, using microenvironmental 
monitors. The study's primary purpose was to develop methodology for 
personal exposure monitoring of particulates, a methodology that could be 
applied later in a large-scale Pilot Study. In this paper we present some 
of the statistical results from the Prepilot Study and indicate how such 
results were used to aid in the design of the large-scale study. 
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Introduction 

In this paper, we examine the spatial and temporal variability of the 
aerosol concentration data of the PTEAM Prepilot Study conducted in the 
Duarte/Azusa/Glendora, CA area during March 1989. The study involved 
personal aerosol monitoring for two participants in each of nine volunteer 
households, using personal exposure monitors (PEMs}, and particulate 
monitoring in and near their homes, using microenvironmental monitors 
(MEMs). Time periods of monitoring were of approximately 12 hours duration 
starting in the evening and in the morning. 

Study Design 

Primary participants for the PTEAM Prepilot Study were selected from a 
group of municipal workers who had indicated willingness to participate in 
the study. Table I summarizes the participant characteristics. Except for 
the primary participant in house 9, all of the participants were 
nonsmokers. Table I also indicates the basic structure of the Prepilot 
design. Monitoring for houses 1 through 5 began on the evening of March 6 
and continued for 14 time periods. Starting on the evening of March 16, a 
second group of homes (Houses 6-9) were monitored for eight periods. PEMs 
were alternated daily between lOp and 2.5p, while both size cuts were 
simultaneously employed for the MEMs. The MEMs were placed outside of the 
participants' homes, in the home's main living area (MLA), and in one or 
two other locations: 

House Main Living Area 
1 Den 
2 Kitchen 
3 Living Room 
4 Living Room 
5 Living Room 
6 Den 
7 Den 
8 Living Room 
9 Living Room 

Area 1 
Master Bedroom 
Master Bedroom 
Master Bedroom 
Master Bedroom 
Bedroom 
Master Bedroom 
Master Bedroom 
Master Bedroom 
Master Bedroom 

Area 2 

Kitchen 
Kitchen 
Study 
Dining Room 

In some cases, duplicate, collocated MEM samplers were used. 

Results and Discussion 

PEM Aerosol Concentration Data 

The PEM data exhibited a substantial amount of variability, both from 
person to person and among time periods for a given person. Examination of 
the data clearly revealed that one major source of such variation was time 
of day: higher PEM aerosol concentrations generally were observed for the 
daytime periods. (A similar result holds for the outdoor ambient samples.) 
Because of the day/night differences, separate statistical analyses were 
performed for the day and the night periods. 

This day/night difference is evident in the Table II results, for 
instance. This table gives statistics that characterize the distributions 
of the PEM gravimetric data -- by size cut, time of day, and time of week 
(weekdays or weekend-days). The statistics reported are the following: 
the sample size n, which is the number of observations over houses, 
participants within a house, and time periods; the minimum, maximum, and 
mean aerosol concentrations (in pgfm3); the standard deviation (in pg/m3); 
and the coefficient of variation (CV), expressed as a percentage. The 
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mean, standard deviation, and CV for the 17 nonsmoking participants are 
also shown (the associated n value is one less than that shown for all 
participants). A similar classification by work-day versus non-work-day, 
rather than weekday versus weekend-day, was also generated. However, 
because most of the daytime, weekday samples were associated with periods 
when study participants went to work (30 of the 33 lOp samples, and 10 of 
the 11 2.5p samples), little difference between those results and those 
depicted in Table II were evident. 

Table III indicates the degree to which similar PEM aerosol 
concentrations for primary and secondary participants were observed. For 
most houses, the two participants had comparable means and exhibited 
moderate to high positive correlations. The major exceptions were house 9 
and house 6. 

The main conclusions about the PEM data that can be drawn from 
Tables II and III are shown below; analyses of variance (ANOVAs), performed 
separately by size cut and time of day, tended to support these 
conclusions. 
• Daytime PEM aerosol concentrations, on average, were higher than 

nighttime concentrations. 
• For a given time of day (i.e., day or night), there was substantial vari

ability in aerosol concentrations, both among participants and among time 
periods within participants. The variability among the daytime aerosol 
concentrations was generally larger than that among the nighttime 
observations. 

• On average, weekend/weekday (or workday/non-workday) differences in 
aerosol concentrations, relative to the amount of variation among days 
within these types, were not large. 

• Participants from the same household often (but not always) tended to 
have comparable levels and similar temporal patterns in their PEM aerosol 
concentrations. 

MEM Aerosol Concentration Data 

Table IV shows a temporal summary of the MEM aerosol concentration data 
from the main living areas of the nine participating households. The table 
gives the sample size, minimum, maximum, mean, standard deviation, and CV, 
by size cut, time of week, and time of day. Both daytime and nighttime 
samples show extensive variation in the concentration levels. However, 
analyses of variance performed on these data revealed that most of the 
variation in the daytime samples arose from day-to-day variation within a 
given house, while for the nighttime samples, when people tended to be at 
home, there was more variation among houses and somewhat less among days 
within houses. 

A spatial summary of the indoor MEM aerosol concentration data is given 
in Table V. The table shows means, by indoor location, and correlations 
among the aerosol concentrations. Sample sizes were 13 or 14 for Houses 1-
5 and 7 or 8 for Houses 6-9. Comparable means were usually noted among the 
various sampler locations within a house, and the correlations among the 
concentrations from two locations were generally hi9h (median correlation 
of 0.89 for lOp samples, and 0.94, for 2.5p samples). 

Table VI shows a temporal summary of the outdoor MEM aerosol 
concentration data. The table reveals that lower levels tended to occur at 
night, and that lower and less variable levels occurred on weekend-days, 
when contrasted with weekdays. 
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Table VII has two purposes: to provide a spatial summary of the 
outdoor data, and to furnish a comparison of these data with the indoor MLA 
data. For each of these two types of samples, the table shows, by house, 
the mean aerosol concentration (#gfm3) and the indoor/outdoor correlation. 
Sample sizes equal 13 or 14 for Houses 1-5 and 7 or 8 for Houses 6-9. 
ANOVAs applied to the outdoor aerosol data indicated that there was very 
little house-to-house variability, relative to the day-to-day variation. 
While the indoor/outdoor correlations were usually positive, they varied 
widely among houses. 

Conclusions 

The results presented here demonstrate how the statistical examination 
of temporal and spatial variability was useful in addressing some of the 
design issues for the subsequent large-scale study. For example, these 
analyses were used to draw the following implications for the PTEAM Pilot 
Study, assuming that similar conditions will be encountered in the study 
area and time frame chosen for that large-scale study: 
• Person-days should be chosen as the basic sampling unit, because of the 

large temporal variation. Stratification of days by weekend/weekday or 
work-day/non-work-day is not likely to be very effective in improving 
precision of estimated PEM gravimetric distributions. 

• Because of correlations among PEM concentrations of persons in the same 
household, the use of multiple persons per household, at the expense of 
an overall smaller number of households, does not appear warranted. 

• If the Pilot Study were to be implemented in the same study area and 
season that were used in the Prepilot, then the Prepilot data would 
suggest that the use of outdoor samplers at each house may not be 
necessary. However, the extent to which similar conditions will prevail 
in another area and time frame is unknown. 

• For some homes and times (but not all), the outdoor aerosol level can be 
expected to be useful for predicting indoor levels. 

• For 12-hour samples, there appears to be little informational benefit to 
be gained by using multiple MEM samplers placed at various locations 
within a house. 
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TABLE I. SUMMARY OF PTEAM PREPILOT MONITORING DESIGN 
AND PARTICIPANT CHARACTERISTICS 

No. Periods 
with 

Number of No. of Exposure No. Periods with 
Participanta Monitoring Periods to Smoking Smoking at Home 

Houseb Age Sex Periods at Work at Work Day Night 

1 p 36 M 14 4 1 0 0 
s 11 M 14 3 0 0 0 

2 p 52 M 14 5 5 0 0 
s 49 F 14 0 0 1 0 

3 p 32 M 14 5 2 1 0 
s 31 F 14 5 0 0 0 

4 p 26 F 14 4 0 0 0 
s 28 M 14 3 1 0 0 

5 p 52 M 14 5 0 0 0 
s 24 M 14 1 0 0 0 

6 p 32 M 8 2 0 2 1 
s 31 F 8 0 0 1 2 

7 p 30 F 8 2 0 0 0 
s 27 M 8 2 0 0 0 

8 p 30 F 8 2 2 1 1 
s 11 F 8 0 0 1 1 

gc p 41 F 8 2 2 4 4 
s 18 M 8 3 0 1 3 

ap=primary, S=secondary. 
bAll houses are single family units except numbers 4 and 6. 
CPrimary participant is a smoker. 

TABLE II. TEMPORAL SUMMARY OF PEM AEROSOL CONCENTRATIONS (pg/m3) 

Time Time A 11 Part i c i Qants Omitting Smokerb 
Size of of Std. cv Std. cv 
Cut Day Week a n Min. Max. Mean Dev. (%) Mean Dev. (%) 

10,u Day wd 33 66.5 240.9 127.3 43.7 34 126.1 43.8 35 
we 18 59.3 301.9 164.1 70.6 43 156.0 63.6 41 

Night wd 34 35.4 186.0 87.1 34.0 39 86.6 34.4 40 
we 18 34.4 243.9 93.3 49.9 54 84.4 33.8 40 

2.5JJ Day wd 11 54.1 240.6 98.0 55.5 57 98.9 58.4 59 
wee 15 44.7 219.8 100.2 52.7 53 91.6 42.6 46 

Night wd 12 28.5 135.7 62.9 37.1 59 56.2 30.6 54 
we 17 19.9 121.2 52.5 27.4 52 48.2 21.6 45 

awd=weekdays, we=weekend-days. 
bvalues of n are one less than then indicated for all participants. 
CTwo "outliers" omitted for this row. 
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TABLE III. SPATIAL SUMMARY OF PEM AEROSOL CONCENTRATIONS (pg/m3) 

House Number: 1 2 3 4 5 6 7 8 9 Median 

10~ Size Cut 
n-Primary 7 8 8 6 6 4 4 4 4 

Secondary 8 8 8 6 6 4 4 4 4 

Mean-Primary 117 100 104 99 77 140 145 116 204 
}113 Secondary 122 110 121 97 86 127 99 165 96 

Correlation 
of Primary, 
Secondarya 0.63 0.38 0.66 0.63 0.72 0.13 0.99 0.91 0.10 0.63 -- --

2.5~ Size Cut 
n-Primary 2 2 2 4 3 4 3 4 4 

Secondary 1 2 1 4 4 4 4 3 4 

Mean-Primary b b b 79 36 74 63 81 142 
} 76 Secondary b b b 67 55 78 101 95 53 

Correlation 
of Primary, 
Secondarya b b b 0.89 0.95 0.59 0.92 0.96 -0.33 0.90 -- --
acorrelations are based on the smaller n. Minimim and maximum correlations 
are underlined. 
binsufficient sample size. 

TABLE IV. TEMPORAL SUMMARY OF MEM MAIN-LIVING-AREA 
AEROSOL CONCENTRATIONS (pg/m3) 

Time Time 
Size of of Std. cv 
Cut Day Week n Min. Max. Mean Dev. (%) 

10JJ Day wd 33 21.5 199.9 63.6 33.7 53 
we 18 35.9 169.6 79.8 37.0 46 

Night wd 32 21.4 169.4 51.3 30.1 59 
we 18 18.9 165.4 57.8 45.7 79 

2.5JJ Day wd 31 8.3 136.6 37.4 23.6 63 
we 18 20.7 120.0 47.7 23.4 49 

Night wd 31 13.5 88.5 33.9 19.0 56 
we 18 10.5 144.6 35.0 36.0 103 
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TABLE V. SPATIAL SUMMARY OF INDOOR MEM AEROSOL CONCENTRATIONS {pgfm3) 

House Number: 1 2 3 4 5 6 7 8 

10~ Size Cut 
Mean: MLA 41 53 49 47 64 113 57 74 

Area 1 40 49 63 47 64 103 41 41 
Area 2 92 45 66 

Correlation: 
MLA vs Areal 0.89 0.99 0.86 0.97 0.95 0.89 0.70 0.88 
MLA vs Area2 0.99 0.98 0.94 
Areal vs 2 0.91 0. 77 0.73 
2.5~ Size Cut 
Mean: MLA 25 37 37 27 41 61 24 32 

Area 1 24 33 45 27 41 57 19 25 
Area 2 54 20 32 

Correlation: 
MLA vs Areal 0.92 0.99 0.95 0.97 0.95 0.97 0.63 0.94 
MLA vs Area2 0.98 0.96 0.97 
Areal vs 2 0.94 0.79 0.92 

TABLE VI. TEMPORAL SUMMARY OF OUTDOOR AEROSOL CONCENTRATIONS 

Time Time 
Size of of Std. 
Cut Day Week n Min. Max. Mean Dev. 

lOp Day wd 32 26.4 144.3 78.2 31.6 
we 18 39.5 88.9 61.9 13.8 

Night wd 32 1.8 119.7 56.9 29.1 
we 18 25.8 60.0 40.1 10.3 

2.5p Day wd 33 9.0 112.3 51.1 29.1 
we a 18 25.0 61.3 42.1 12.6 

Night wd 33 18.3 116.9 43.2 24.5 
we 18 13.6 43.5 26.4 10.9 

TABLE VII. SPATIAL COMPARISON OF OUTDOOR AND INDOOR 
AEROSOL CONCENTRATIONS (pg/m3) 

House Number: 1 2 3 4 5 6 7 8 

10~ Size Cut 
Mean-Outdoor 69 63 68 65 75 48 53 44 

MLA 41 53 49 47 64 113 57 74 
Corr. Outdoor 
& MLA 0.67 0.78 0.79 0.63 0.84 -0.64 0.11 0.79 

2.5~ Size Cut 
Mean-Outdoor 52 49 46 43 52 25 31 30 

MLA 25 37 37 27 41 61 24 32 
Carr. Outdoor 
& MLA 0.75 0.87 0.92 0. 77 0.89 -0.21 0.31 0.74 
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ABSTRACT 

Recently, a personal sampling device was designed to measure 
human exposures to ozone. This sampler, which is not sensitive to 
other oxidants, is a filter pack containing a coated glass fiber 
filter. The coating solution is a mixture of inorganic salts, 
including nitrite ion. During sampling, ozone oxidizes nitrite to 
form nitrate. Sampling flow can range between 0.1 and 1.5 Lmin" 1

• 

Ozone concentration is determined from the amount of nitrate, 
measured using ion chromatography. Results from laboratory and 
field tests suggest a good agreement between measurements made with 
the filter pack and with a UV-photometric ozone analyzer. 
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I:RRODUCTIOH 

Ozone is an atmospheric oxidant formed through photochemical 
r•eactions of volatile organic compounds and nitrogen oxides. 
Although a great deal of effort has been made to decrease emissions 
o:f ozone precursors, ambient concentrations of ozone have only 
dtacreased approximately 10% over the last decade [ 1] . Daily 
maximum 1-hour ozone concentrations can range between 50 and 300 
ppb, and often exceed the ozone National Ambient Air Quality 
s·tandard of 120 ppb. For these ambient levels ozone can cause 
r1aspiratory health effects including changes in lung capacity, flow 
r1asistance, and epithelial permeability [2]. While there is a 
gJreat deal of information about outdoor ozone concentrations, very 
little is known about indoor concentrations. However, there is 
some evidence that a large fraction of outdoor ozone penetrates 
indoors [ 3) . The development of personal or microenvironmental 
o:~one samplers, can enhance our understanding of human exposures 
to this harmful air pollutant. This paper discusses the 
dE~velopment and evaluation of such sampling methods. 

onOHE SAMPLER 

The sampler consists of a filter pack and a small pump. The 
filter pack contains a nitrite-coated glass fiber filter. The 
ce>ating solution is potassium and _sodium salts of nitrite and 
carbonate with glycerol. During sampling ozone oxidizes nitrite 
te> form nitrate: 

---> N03 [1] 

Since the above reaction is pH dependent and its rate constant 
increases with the pH, Na2co3 is used to keep the collecting media 
alkaline. Also, since the oxidation of nitrite by hydrogen 
petroxide is fast only at low pH, this sampling technique is 
insensitive to the presence of hydrogen peroxide which is also an 
important oxidant. 

Optimum collection efficiency is obtained when the nitrite and 
carbonate in the coating have sodium as the cation for one and 
pc•tassium for the other. Results from collection efficiency tests 
sh.owed that ozone reacts with nitrite only when the nitrite and 
carbonate come from salts of different metals. This may be 
explained by the fact that the mixed potassiumjsodium crystals 
fo·rmed on glass fibers are more hygroscopic. Increasing the number 
of water molecules at the surface of the crystals enhances the 
oxidation reaction of nitrite by ozone. For this reason we also 
include a hygroscopic compound, glycerol, in the coating solution. 
Thus we speculate that the reaction between the ozone and the 
coating material occurs through homogeneous aqueous reactions which 
take place inside microscopic droplets. 
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After sample collection, the glass fiber filter is transferred 
to a 7.5-ml polyethylene bottle. Subsequently, Jml of deionized 
distilled water is added. The nitrate in this extract is measured 
using ion chromatography. Since the number of moles of ozone 
collected on the filter media is equal to the number of moles of 
nitrate formed, see reaction [1], the air concentrations of ozone 
are calculated from the nitrate concentrations. Of course nitric 
acid gas and nitrate particles are collected simultaneously on the 
alkaline filter media during ozone sampling. However, under usual 
ambient conditions this positive interference represents less than 
5% of the nitrate formed during the nitritejozone reaction. 
Furthermore, reaction of ozone with organic aerosols collected on 
the filter media can result in the underestimation of ozone 
concentration. However, due to the amount of nitrite coating on 
the filter relative to the organic aerosols, this interference is 
also expected to be small. 

The performance of the designed sampler was tested in 
laboratory and field tests. For the laboratory tests known amounts 
of ozone, ranging between 50 and 300 ~g, were generated. using an 
ozone calibrator. Sampling periods varied between 1 and 12 hours. 
Figure 1 compares the measurements made with the filter pack and 
with a UV-photometric ozone analyzer. The ozone masses collected 
by the filter pack were slightly lower (approximately 9%), than 
those generated by the ozone calibrator. However, the results of 
these eight laboratory tests still show a good agreement between 
the two methods. · Considering that a number of other oxidant 
species could interfere with the ozone measurements, a good 
laboratory agreement does not necessarily qualify the designed 
sampler for ambient monitoring. Therefore, the laboratory 
experiments were followed by field tests. Two filter packs were 
co-located with a UV-photometric ozone analyzer. Sampling 
durations were approximately 24 hours. Figure 2 compares the 
ozone concentrations obtained from the filter pack method and the 
continuous ozone monitor. Again ozone measurements from the 
continuous instrument are slightly higher, approximately 5%; 
however this agreement is considered to be very satisfactory. 

Further laboratory and outdoor experiments were conducted at 
the u.s. EPA laboratories at Research Triangle Park, NC, during the 
period of February 28 through March 28, 1990. The results are 
given in Table 1. For the laboratory experiments, the exposure 
time was 16 hours. Relative humidity varied between <10 and 60%. 
For one of the chamber experiments, nitrogen dioxide was mixed with 
ozone to investigate interferences of this oxidant with ozone 
measurements. For all laboratory tests, as shown by Table 1, a 
good agreement was found between the continuous U.V. analyzer and 
the newly-developed ozone sampler. The relative difference between 
these two methods was less than 10%. Furthermore, although only 
one outdoor experiment was conducted, the results of Table 1 
suggest again a good agreement between the two methods. The 
observed difference was -9%. 
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In conclusion, although the results from the above laboratory 
and field comparison tests are limited, they strongly suggest that 
t:h.e above technique can be used to determine ambient ozone 
concentrations. More ambient tests must be conducted (different 
locations and seasons) for a better evaluation of the method. 
Finally, based on this limited number of data from the preliminary 
tests we estimate an approximate precision of 9%. Most of this 
variation was found to be associated with the blank variation. For 
the future tests we will use filter coating with low nitrate 
C<)ntamination. 

DISCLAIMER: This paper has been reviewed in accordance with the 
United States Environmental Protection Agency 1 s peer review and 
administrative review policies and approved for presentation and 
publication. 
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Table 1: Results from evaluation tests conducted at the u.s. EPA 

Test Relative Exposure u.v. analyzer New method Difference 
Type Humidity Time (min) ppb of 03 ppb of 03 (%) 

chamber <10% 960 125.0 117.0 -7 

1111 <10% 960 37.0 31.5 -5 

1111 <10%* 960 30.0 30.8 +1 

1111 35% 960 34.0 32.2 -5 

1111 60% 960 37.0 39.1 +6 

1111 <10% 960 15.5 15.9 +3 

1111 <10% 960 162.0 164.0 +1 

1111 <10% 960 167.0 168.8 +1 

1111 <10% 960 150.0 156.9 +5 

outdoor outdoor 1260 31.0 28.3 -9 

* In the presence of 76 ppb of N02. 
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A PERSONAL EXPOSURE MONITOR FOR CO AND OZONE 

\:Villiam R. Penrose, I.i Pan, Melvin W. Findlay, 
G. Jordan Maclay, Joseph R. Stetter, 

Transducer Research, Inc., 1228 Olympus Drive 
Naperville, IL 60540, and 

James D. Mulik and Keith G. Kronmiller 
U.S. Environmental Protection Agency 
Atmospheric Research and Exposure Assessment Laboratory 
Research Triangle Park, NC 27711 

A real-time personal exposure monitor/datalogger for nitrogen dioxide has beer 
adapted to the measurement of ambient concentrations of carbon monoxide and ozone 
Selective detection of CO at 0.1 ppm levels has been achieved by the careful selection o: 
s•~nsors, the use of an automatic zeroing technique, and the use of selective chemical filters 
The sensitivity and stability of sensors for low CO concentrations has been empiricaliJ 
related to the temperature coefficient of the baseline (no-sample) signal. 

Ozone can be detected by the same sensor that is used for nitrogen dioxide 
Selectivity is conferred by chemical filters which remove > 95% of ozone and < 5% o: 
nitrogen dioxide. Critical to achieving sensitivity to ozone is the structure and individua 
selection of sensors, the development of a selective chemical filter, and the partia. 
n~placement of reactive plastics with Teflon. Depending on the sensor, detection limits o: 
35-150 ppb have been achieved. 
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Introduction 

New discoveries in any field often follow the introduction of new techniques or 
equipment. It is our purpose to develop instruments that facilitate the study of indoor air 
pollution, in the hope that it will lead to new understanding of subtle pathological effects. 
We have developed a real-time monitor and datalogger for very low concentrations of 
nitrogen dioxide, and we have been working to adapt the same equipment to other injurious 
gases (1). In this paper, we describe our progress toward the low-level measurement of 
carbon monoxide and ozone. 

Carbon monoxide is a difficult gas to measure in real time in the ambient (0 - 2 
ppm) range. Infrared measurement is subject to intederences, and for all standard real
time methods, the equipment is expensive and fragile, and requires expert operators. There 
are excellent methods for measuring ozone at part-per-billion and even part-per-trillion 
levels, but again, the equipment is fragile and costly. Both gases are excellent analytes for 
amperometric electrochemical detection, however. 

There are many excellent reasons for choosing amperometric detection. These 
sensors use virtually no power and are mechanically rugged, which suits them to portable 
instruments. Since the materials of construction are inexpensive, there is no practical lower 
limit to their cost; disposable sensors are a near-term possibility. We have already 
successfully overcome many of the major technical obstacles to ppb-level detection by 
amperometric methods in our earlier research on nitrogen dioxide. These obstacles, and our 
responses to them, are outlined in Table I. 

Table I. Practical and inherent problems with sub-ppm amperometric 
detection, and how to deal with them. 

Problem 

Output currents in nanoamps 

Inherent noise 

Baseline drift (temp. 
coefficient of baseline) 

Temperature coefficient 
of span 

Limited selectivity 

Solutions 

High-performance op amps, metal 
film resistors, etc. 

careful circuit layout 

Active filtering of signal 
Signal averaging 
Very pure sensor materials and 

clean construction practices 

Autozero: frequent computer 
controlled zeroing 

Selection of sensor 

Diffusion control of sample access 
Post-measurement data processing 

Chemically selective filters 
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Experimental Methods 

Carbon monoxide dilutions were made from a 334 ppm standard supplied by 
M:atheson Co. A pump and flowmeter were used to dilute the concentrated standard with 
"z·ero" air from a cylinder. The diluting air was scrubbed with Purafil, a platinum/alumina 
ca.talyst, or potassium palladium sulfite, as described under Results. Purafil is a product of 
Purafil, Inc., Doraville, GA. Platinum on alumina beads was obtained from Engelhard 
Corporation, Iselin, NJ. Tubes containing potassium palladium sulfite were made by 
Kitagawa, Inc. (distributed by Matheson Gas Products). 

On-line dilutions of CO were generated by a custom-made diluter, which used Tylan 
Corp. (Torrance, CA) Model FC-260 mass flow controllers under the control of a personal 
computer. Any program of dilutions from 1 to 1000-fold could be set up and run on this 
device. 

Ozone was generated with a Thermo Environmental Corp. Model 565 Ozone 
Calibrator. Clean air from a cylinder is passed through a UV radiation field at 2 L/min, 
gcmerating ozone concentrations which are adjustable from 0 - 0.5 ppm. Our instrument 
was calibrated against a Thermo Environmental Corp. Model 560 ozone analyzer provided 
by J. Woodring of Argonne National Laboratory. 

All measurements were made using sensors manufactured by Transducer Research, 
Inc., installed in a datalogging Personal Exposure Monitor (PEM) instrument developed by 
TRI for the U.S. Environmental Protection Agency. The PEM is configured according to 
Figure 1. The incoming sample stream is selected from one of two inlets by a low-power 
solenoid. Differ~nt filters can be installed on the inlets to differentiate among analyte 
gases. This instrument, and its performance for trace nitrogen dioxide, has been extensively 
d~escribed in an earlier paper (Penrose et al., 1989). 

Figure 1. Configuration of the Personal Exposure Monitor. 
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Results 

Carbon Monoxide 

Because carbon monoxide was previously considered to be toxic only at high 
concentrations, there has been little impetus to improve the sensitivity of amperometric CO 
sensors. When first installed in the PEM, sensors that had passed QA for CO at 
concentrations of 5~500 ppm were found to drift very badly in the 1-2 ppm range. 
Reducing the specific surface area of the electrode by using vapor-deposited Pt instead of 
Pt black is known to be effective in reducing drift. Unfortunately, it is also known to 
abolish the CO signal (2). As an alternate approach, CO sensors were classified according 
to the temperature coefficient of their baseline signal. This is a standard part of our testing 
procedure. A sensor with a near-zero coefficient was installed in the PEM. The response 
of the baseline output of this sensor with temperature is shown in Figure 2. 

In Figure 3 is shown a calibration curve for CO at low concentrations using this 
configuration, and in Figure 4, a picture of the behavior of the sensor output at the lowest 
concentrations. The samples were diluted with zero air from a commercial cylinder, and 
it is immediately obvious that there are several ppb of CO in the cylinder air. 

Filters that remove CO are limited. Our standard CO filter is 1% platinum on 
alumina beads. At room temperature, a column of this catalyst 1.5 em diam X 12.5 em long 
was necessary to remove CO below the 100 ppb level at 400 mL/min. To generate air 
that we assumed was completely stripped of CO, we passed cylinder air at 40 mL/min 
through trace CO analysis tubes containing potassium palladium sulfite. Air thus prepared 
was used to set the "true" zero of the PEM. For routine data collection, we 
recommended a filter of activated charcoal and Purafil on the sample inlet. This 
combination removes most organics but not CO. On the zero inlet, we use a 12.5 em filter 
of platinum/ alumina to scrub CO. 

Ozone 

Results on ozone are preliminary but very promtstng. J. Spengler, Harvard 
University, first alerted us to his observation that our nitrogen dioxide sensor also 
responded to ozone. In order to selectively measure ozone or N02 in the presence of each 
other, it was necessary to find a chemical filter that efficiently removed one of these gases 
but not the other. Ozone reacts with nearly all organic chemicals, but we eventually turned 
up a mixture of organic acids and polyols that absorbed more than 95% of the ozone, while 
absorbing less than 5% of the nitrogen dioxide. By placing this filter on the zero inlet of 
the PEM, we can distinguish ozone from interfering gases. 

The first experiment was done with the kind cooperation of Dave Halvorson of the 
DuPont DMT Plant in Wilmington, North Carolina. In Figure 5 is shown the results of our 
first attempt. At higher concentrations, the signal would not stabilize, but kept rising 
apparently indefinitely. Mter the autozero phase, the signal did not start climbing all over 
again, but took up again where it left off. We interpreted this as scrubbing of the interior 
of the instrument by the ozone. 
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Figure 2. For maximum performance, a sensor was chosen that had a minimal baseline shift 
over the working temperature range. 
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an automatic dilution system. The autozero has been turned off. 
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Figure 4. Responses of the PEM to carbon monoxide diluted into laboratory air and 
cylinder (dry) air. The autozero function has been switched on. The spikes are electronic 
noise from the switching of the autozero solenoid. 
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Figure 5. The signal from decreasing concentrations of ozone on a nitrogen dioxide sensor. 
At high concentrations, an apparent "scrubbing" phenomenon is occurring. Note that the 
baseline is different for the autozero and the sample measurements. 
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The gas path of the PEM was made of polyethylene, polypropylene, polyacetal, and 
polyvinyl chloride; all of these react readily with ozone. Nevertheless, we were able to get 
a fairly sensitive response to ozone, at least over the region of interest to industrial 
hygienists. Note that the zero values through the two inlets are not the same. U this offset 
is applied to the data, the points make a reasonably straight line (Figure 6). This was very 
encouraging for an initial result. 

An interesting feature of the ozone measurements using the autozeroing technique 
is the very rapid return to zero when the autozero phase begins. This is probably due to 
the very short lifetime of ozone in the instrument. 

We have continued to characterize the ozone response. A variety of nitrogen dioxide 
se·nsors have been tested, with variable results (Table II). We have compared the responses 
of different sensors to N02 and ozone concentrations of 500 ppb. The ratios of the ozone
to-N02 responses have varied from 0 to 1, that is, some sensors do not respond at all to 
m:one. From a pragmatic point of view, we can segregate newly-made sensors into ozone 
responders and non-responders, but it would be valuable to know what manufacturing 
variables result in ozone-sensitive sensors. This is an area that we are actively pursuing . 

..Conclusions 

(1) Carbon monoxide can be successfully detected41.t concentrations down to 100 ppb 
using amperometric sensors. 

(2) Sensors with near-zero temperature coefficients for their baseline signal are 
sufficiently free of drift to use as CO sensors in the ppb range. 

(3) Ozone can be measured at concentrations down to 37 ppb, but the responses of 
SE!nsors are highly individualistic. 
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Figure 6. The data from Figure 5, corrected for the zero offset. 
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Table II. Relative responses of sensors to nitrogen dioxide and 
ozone. 

Sensor 
S/N 

11-21-89-09 

10337 

11-21-89-05 

3-7-90-02 

3-7-90-03 

11-21-89-04 

Response to 
nitrogen dioxide 

(nanoampsjppm) 

46 

55 

50 

60 

35 
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A HEALTH & WELFARE CANADA PROGRAM TO 
DEVELOP PERSONAL EXPOSURE MONITORS 
FOR AIRBORNE ORGANICS AT UG/W 

Rein Otson 
Bureau of Chemical Hazards 
Health and Welfare canada 
Rm.B-19, E.H.C., Tunney's Pasture 
Ottawa, Ontario, Canada KlA OL2 

~~he objectives, approach and progress in investigations conducted 
hy Health and Welfare Canada to provide suitable personal 
monitoring methods are discussed. Existing and new, passive and 
active, sampling procedures were examined for determination of 
members of several classes of organics. Various sorbents, reagents 
and devices for collection of the organics and analytical 
procedures to allow selective and reliable determination over a 
l.dde range of concentrations ( 0. 1 ugjm8 to 500 mgjm8 ; B to 24 hr 
E~xposures) were evaluated. Sampling tests were conducted over a 
range of controlled test atmosphere conditions (e.g. temperature, 
relative humidity, air velocity, co-contaminants) and in the 
field. Procedures for determination of chlorinated, aliphatic and 
simple aromatic hydrocarbons were developed and are now available. 
~lethods for selected aldehydes and polycyclic aromatics are at 
various stages of evaluation and comparison. 

Introduction 

Current activities at the Environmental Health Directorate of the 
Department of National Health and Welfare (Canada) include 
investigations to determine the toxicity and potential human 
E~xposure to substances such as polycyclic aromatic hydrocarbons 
(PAH), aromatic amines (AA), aldehydes, methanol and chlorinated 
and simple aromatic and aliphatic compounds. Exposure to these 
c1rganics may arise from their occurrence in indoor air due to 
human activities and the use of certain materials in buildings or 
through their presence during the development, production and use 
of unconventional sources of energy, such as those derived from 
coal and methanol. The principal objectives of the program are: 
to assess the hazards to human health associated with indoor air 
contaminants and those resulting from energy-related initiatives 
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and developments; and, to make recommendations to minimize 
potential health hazards. 

In recognition of the need to define "acceptable air quality", 
our Directorate, in collaboration with a Federal-Provincial 
Working Group on Indoor Air Quality, recently published the 
"Exposure Guidelines for Residential Air Quality". Also, a 
protocol for investigation of indoor air quality (IAQ) problems 
in offices and institutional buildings is in preparation. To 
complement such guidelines and in response to and anticipation of 
needs arising from energy-related initiatives, the Directorate is 
conducting various research studies. The approach and recent 
progress in the development of personal exposure monitoring 
methods for several classes of organics are summarized here. 

Experimental 

Gas chromatographs (GCs) equipped with flame ionization detectors 
( FIDs) were used for analyses of reagents and extracts from 
chamber tests and were calibrated daily using standard solutions 
over the full range of analyte concentrations. Capillary columns 
(J&W Scientific Inc.) used were DB-WAX for volatile organic 
compounds (VOCs), aldehydes and methanol and DB-5 for PAH and AA. 
Confirmatory analyses and analyses of field tests samples were 
done with a Finnigan Ion Trap Detector (PAH and AA) and with a 
Hewlett-Packard Mass Selective Detector (VOCs, aldehydes, 
methanol) installed on Hewlett-Packard model 5890 GCs. Sampling 
devices are briefly described in the appropriate sections. 

Results and Discussion 

Traditional integrative sampling methods for area and personal ex
posure monitoring usually have been based on active sampling tech
niques. Recently, passive sampling methods relying on diffusion 
controlled analyte collection have gained some acceptance for use 
in occupational monitoring of analytes, typically, at mg/m3 and 
investigations in this laboratory1

•
2 have demonstrated their use

fulness for determination of analytes at ugjm3
• Although procedur

es and availability of materials are often well established, some 
disadvantages of active sampling methods are that they usually re
quire equipment calibration and operation by experienced personnel 
and are relatively cumbersome, inconvenient and expensive compared 
to passive methods. There are few validated passive sampling me
thods, sampling rates must be determined over a range of condi
tions and the technique is not suitable for particle collection. 
However, for most volatile organic compounds (VOCs), the technique 
provides sufficient sensitivity and is attractive due to its con
venience and low cost. Therefore, our studies focussed, when 
practical, on passive methods. · 

The selection of target compounds was based largely on reports of 
their occurrence in the environments of concern, assessment of 
their potential toxicity and consideration for their selective 
determination together with other members of their group. In 
addition, the compounds were selected to represent a range of 
compound types within a class. The selected compounds were: 
vocs; n-hexane, n-decane, a-pinene, d-limonene, dichloromethane, 
chloroform, 1,2-dichloroethane, trichloroethylene, tetrachloro
ethylene, 1,1,2,2-tetrachloeoethane, penta-andhexachloroethanes, 
benzene, toluene, ethylbenzene, o-,m-, and p-xylenes, styrene, 
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p-cymene, naphthalene, 1,3,5- and 1,2,4-trimethylbenzenes, 
m- and p-dichlorobenzenes, and 1,2,4-trichlorobenzene; methanol; 
aldehydes; formaldehyde, acetaldehyde, acrolein, crotonaldehyde, 
benzaldehyde; PAH: biphenyl, phenanthrene, benz (a) anthracene, 
(naphthalene); AA; carbazole, 2-aminobiphenyl, quinoline. 
Objectives and conditions for method development were: 
Objectives: accuracy, within + 15 % of reference method; overall 
precision, < 15 % RSD; collection and extraction efficiencies, 
each > 75 %; storability of collected analyte on sorbent, 2 weeks 
with < 10 % loss; passive device sampling rates, < ± 10 % over 
range of evaluation conditions. An additional objective was to 
use common materials and analytical procedures, where possible, 
for the various classes of organics. 
Evaluation conditions: exposure time-VOCs, 24 hr - aldehydes, 
methanol, PAH & AA, 8 hr; method detection limit & quantitation 
concentration range -vocs & aldehydes, 10 & 50 to 5000 ugjm3 

-

methanol, 0.5 & 2.5 to 500 mgjm3 -PAH & AA, 0.1 & 0.5 to 50 ugjm3
; 

relative humidity, 10 to 95 %; temperature, 10 to 35 ° C; air 
velocity at passive sampling device, o.os to 1.8 m;sec. Effects 
of light,pressure,etc. were not considered for these tests. 

To determine the reliability of data on airborne contaminants and 
human exposure, air sampling methods must be evaluated under a 
·~ide range of atmospheric conditions. Effects of co-pollutants, 
·temperature, humidity and the physical state of target organics 
.are some of the influences which must be understood. Two test 
.atmosphere generating systems3

•
4 were designed and constructed to 

provide accurate data on a wide range of controlled conditions 
1i<lhich are difficult to obtain in the "field" for sampling tests . 
• ~ system4 which allowed monitoring of artificially generated air
lborne analyte concentration by gravimetric and on-line GC methods 
1i'/as used for most of the chamber studies on vapour phase organics. 

VOCs 

~rhe home environment can contribute significantly to the exposure 
elf Canadians to airborne pollutants since they spend a large 
proportion of their time indoors and appl}r various energy 
conservation measures which can adversely effect indoor air 
<~ality (IAQ). VOCs, such as chlorinated hydrocarbons, have been 
identified among indoor, airborne substances which can cause 
health concerns and require controlled exposure. However, there 
is a lack of data on the occurrence of airborne vocs in Canadian 
homes, partly due to the lack of inexpensive and reliable 
Intoni taring methods. 

l~lthough five commercially available devices were considered, only 
t:he Pro-Tek G_.AA (E.I. duPont de Nemours Co.) and OVM 3500 (3M 
Co.) monitors were evaluated extensively. The SIS monitor (Scien
tific Instrumentation Specialists) was tested but was considered 
too expensive for large surveys; the SKC monitor (SKC Inc., catalog 
no.530-0l) design was judged unsuitable for study objectives; and 
t:here was concern with the supply of Abcor GAS-BADGEs (Abcor 
Development Corporation). Tests with 26 target compounds showed 
recoveries ~ 75 % for most of the analytes extracted with carbon 
disulfide from the Pro-Tek and OVM sorbents spiked at levels 
corresponding to the range of target concentrations. Although 
included in subsequent tests, naphthalene showed variable and poor 
recoveries (26 % overall) and its determination by use of these 
c:harcoal based sorbents was considered semiquantitative. Difficul-
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ties with.reliable quantitation was observed with some of the VOCs 
at levels near the method detection limit (MDL). Problems with 
reliable determination of styrene will be discussed elsewhere6 • 

Chamber tests were conducted with the simultaneous use of charcoal 
tubes (SKC, 100mgj50mg) and exposure of both types of passive de
vices at 0.01, 0.5 and 1.8 mjsec air (face) velocity. In summary, 
no starvation effect was observed at 0.01 mjsec but the Pro-Tek 
devices showed a significant increase (e.g. > 50 %) in sampling 
rates (SRs) when the face velocity was increased from 0.5 to 1.8 
mjsec and a slight increase (e.g. 10 %) in SRs with analyte con
centration and temperature. The Pro-Tek device also showed greater 
variability of SRs with changing relative humidity (RH) than the 
OVM monitor. Since the effects of changing chamber conditions were 
more pronounced with the Pro-Tek devices, only the OVM monitor was 
evaluated for all target vocs. Field tests with 10 of the target 
VOCs showed excellent correlation (r > 0.95) between results ob
tained with the OVM monitors and the charcoal tube (SKC , 400mg/ 
200mg) reference method, the passive method detection limits were 
1 to 2 ugjm3 and the precision for replicate determinations (± 7 
to 10 %) was better than for the active method (± 5 to 14 %). 
Results of studies with exposed monitors suggested that monitors 
should be analyzed within two weeks since losses of about 20 % of 
the collected anaytes could be expected after three weeks of 
storage. Since the performance characteristics and reliability of 
the method based on the OVM 3500 have been defined, a program to 
monitor the occurrence of ca. 20 of the vocs in Canadian homes is 
scheduled to begin this year and after completion of a pilot study 
to aid in establishment of the survey protocol. Meanwhile work 
will continue on evaluation of a recently developed miniature 
passive sampler using in situ extraction and analysis6

• 

Aldehydes and methanol 

The development of personal exposure monitoring methods (PEM) for 
airborne aldehydes and alcohols resulting from the use of vehicles 
fueled by neat alcohol and alcohol blends was identified as a high 
priority. As determined in reviews of the literature, there are 
no suitable and/or validated methods for accurate determination 
of personal exposure to airborne aldehydes7 and methanol at the 
concentrations and conditions of concern. 

Development of suitable active and passive methods has been slow 
due to problems with standard atmosphere generation, method 
blanks, recovery efficiencies, selectivity and other concerns. 
Derivatization during collection was chosen since this potentially 
provides better selectivity, sensitivity and storability than col
lection of underivatized aldehydes. After evaluation of several 
reagents, 2,4-dinitrophenylhydrazine (DNPH) was chosen for impreg
nation of glass fibre filters subsequently placed into empty OVM 
monitors {passive) and two stage, 37 mm filter cassettes (active) 
and impregnation of XAD sorbent in Supelco ORB0-43 tubes (active) 
or placed into OVM monitors (passive) and SKC monitors (passive) . 
A large number of chamber tests showed that the impregnated ORB0-
43 tubes provided results similar to those for the T05 reference 
method8 adapted to GC analysis. Cassette samplers (active) demon
strated analyte capacity limitations, reproducibility was poor for 
the SKC samplers, there were discrepancies in calculated sampling 
rates between passive samplers and acrolein and crotonaldehyde ex
hibited low values for both active and passive samplers. Experi-
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ments were conducted, with some success, to find a suitable 
~·etting agent, e.g. glycerol, to cope with low recoveries at low 
h.umidity. Presumably due to the reactive nature of aldehydes, 
particularly the unsaturated compounds, it was difficult to 
a.scertain the true concentrations in the chamber by the gravi
metric, on-line GC or TOS methods. Recently completed inves
tigations suggest that the passive method using OVM monitors can 
m.eet the stated objectives as effectively as the active methods. 
However, the effects of co-pollutants, e.g. ozone, and other 
factors on the collected analytes remain to be determined. 

Initial evaluation of candidate sampling methods for methanol 
showed that extraction with carbon disulfide gave low recoveries 
(ca. 30 %) with Pro-Tek G-AA and OVM 3500 sorbents and that NIOSH 
method no. 2000 (150mg/150mg silica gel) was inadequate at the 
target concentration range. Subsequently a variety of sorbents 
(silica gel, Carbosieve, charcoal cloth, granular charcoal, OVM 
sorbent) and extraction solvents (deionized water, butanol in 
carbon disulfide, chloroform, etc.) were examined and preferred 
candidates were chosen. Several chamber tests using large silica 
gel tubes (700mgjl50mg/150mg) for the reference method and OVM 
3500 and charcoal cloth in empty OVM monitors for passive sampling 
have been completed and show promising results. 

PAH & AA 

A critical literature review9 and a limited monitoring study10 

e:mphasized the lack of sui table methods for reliable determination 
of personal exposure to PAH and AA but provided guidance for 
m•ethods development and evaluation studies. Subsequently, active 
s;:t.mpl ing methods for particulate and vapour phase PAH and AA were 
d1eveloped and evaluated11

•
12

•
13 and studies are continuing with use 

of a special test atmosphere system3
• 

Dt~velopment of a passive monitoring method for vapour phase com
pounds has required extensive investigations to provide reliable 
and accurately characterized test atmospheres and to find suitable 
sorbents, extraction solvents and monitor design and to develop 
s~:msitive analytical techniques. current investigations suggest 
that the use of ORB0-43 in OVM monitors may provide a suitable 
sampling method. However, evaluation of candidate methods in test 
a1:.mospheres may not be completed due to a lack of resources. 

Conclusions 

Passive sampling methods for target VOCs, aldehydes and methanol 
WE~re characterized and the reliability determined for the range 
of conditions defined under study objectives. An initial objective 
was achieved in part for the VOCs, aldehydes and methanol by the 
common use of DB-WAX columns and the OVM 3500 monitor housing. 
Instances of significant effects of atmospheric conditions were 
identified. It is quite possible that some of the observed effects 
are due to physical changes (e.g. dried sorbent, wet membrane) in· 
sampler structure. 
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NEW DERMAL EXPOSURE SAMPLING TECHNIQUE 

J.P. Hsu, David E. Carnann, Herbert Schattenberg III, Bert Wheeler, 
Kevin Villalobos, Michele Kyle and Shraddha Quarderer 
Southwest Research Institute 
San Antonio, Texas 78228-0510 

Robert G. Lewis 
U.S. Environmental Protection Agency 
Research Triangle Park, NC 27711 

A ring of polyurethane foam (PUF ring) on a stainless steel roller (PUF roller) is 
designed to simulate a young child's dermal exposure as it is pulled over a sampling surface. 
This is an economical and consistent sampling device which always applies constant weight on 
the sampling surface. We found there is no statistically significant difference between the 
recovery of any of 13 pesticide residues from aluminum foil by this sampling device as it rolls 
over these residues and by dermal pressing on these residues with the human hand heel. 
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INTRODUCTION 

Young children may receive substantial exposure to pesticide residues on indoor surfaces 
and in house dust, especially during the crawling and early walking stages. A sampling 
instrument is needed which reliably reflects the exposure of young children to prevalent 
pesticides on indoor surfaces. In our opinion, the sampling instrument should meet two 
requirements. First, the absorbent used by the sampling instrument should have similar pesticide 
absorption efficiency as the human skin. Secondly, the sampling instrument, while collecting 
pesticides from the sampling surface, should apply constant pressure on the surface which is 
similar to that of a toddler while crawling or walking. In addition, the dermal sampling area 
should be easily measured. 

The PUF roller sampler, which consists of a ring of polyurethane foam (PUF ring) on 
a stainless steel roller (Figure 1), is designed to simulate the dermal exposure of a crawling or 
walking toddler as it rolls over a sampling surface. 

Figure 1. Schematic of PUP Roller Sampler 
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The stainless steel roller provides constant pressure on a sampling surface through the PUF ring 
as it rolls, because the pulling or pushing force of the person holding the PUF roller arm will 
only be applied to the wheel, and not to the freely rotating roller axis. The sampling area rolled 
over by the PUF ring is also easily measured. However, how does the PUF roller compare with 
human skin in respect to collection of pesticides from the sampling surface? In this study, we 
compare the PUF roller with the human heel by rolling the PUF ring over, or pressing hand heel 
on, dry pesticide-spiked spots on an aluminum foil surface. The percentages of pesticides 
collected by these two techniques will be compared and discussed. The usage of the aluminum 
foil avoids the complexity of other sampling surfaces. The pesticides used in the experiment 
are listed in Table I. These pesticides were selected because they are frequently found in 
residential house dust and represent the major pesticide structural classes. 

TABLE I. PESTICIDE EVAPORATIVE LOSS FROM ALUMINUM 
FOIL SURF ACE a 

Spiked Pesticides Percent Recovery 

Test 1 Test 2 Test 3 Mean Recovery 

ortho-Phenylphenol 61 101 101 88 

Propoxur 85 136 130 117 

Diazinon 82 115 113 103 

Carbaryl 78 217 53 116 

Heptachlor 83 98 104 95 

Aldrin 80 98 104 94 

Chlorpyrifos 82 102 107 97 

y-Chlordane 86 103 108 99 

a-Chlordane 87 103 108 99 

p,p'-DDE 87 105 111 101 

Dieldrin 87 104 109 100 

Methoxychlor 102 105 113 107 

Permethrin 111 106 110 109 

a Last spiked residue spot allowed to dry for 90 seconds before 
spiked foil squares are placed in Soxhlet extractor. 

EXPERIMENTAL 

Analytical Procedure 

Four of the spiked pesticides (o-phenylphenol, propoxur, diazinon and carbaryl) are 
analyzed by gas chromatography/mass spectrometry (GC/MS). Gas chromatography with 
electron capture detection (GC/ECD) and GC/MS are used as the primary and secondary 
analytical methods, respectively, for the other spiked pesticides. Since 2-propanol is used to 
wash the 13 target pesticides (Table n from the human hand heel in this study, all injection 
standards for both quantitation methods are prepared in 2-propanol. The internal standard 
quantitation method is used for GC/MS analyses, while the external standard method is used for 
GC!ECD analyses.1 
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Aluminum Foil Sampling Surface Preparation 

A new 120 em x 30 em dry acetone-washed aluminum foil strip is used for each test 
involving the hand press, PUP roller, or surface pesticide evaporation loss. A total of 250 J.Ll 
of a 400 J.Lg/ml standard solution containing all the compounds in Table I is spiked onto the 
aluminum foil surface, by using a 250-J.Ll syringe to uniformly transfer 25 IJ.l of the solution to 
the center of each of ten 10-cm sections of foil from 1 em above the surface. Each application 
takes approximately 5 sec. Using this procedure, each spike was observed to dry in a circular 
disk (radius about 1.3 em) on the aluminum foil surface in about 75 sec. All the tests involving 
the PUF roller, hand press and pesticide evaporative loss from the aluminum foil surface 
commence 90 sec after the last spike is applied and are conducted in the same laboratory 
location (24.3-25.1 °C at 50.5% relative humidity). This standarizes the amount of pesticides 
left on the aluminum foil after the 90-sec drying period in each test. 

Dermal Sampling by Hand Heel Press 

Two subjects, one with dry hands and the other with moist hands, perform the hand 
press recovery tests. The subject washes his hands with soap and water approximately 5 min 
before each test. For the first hand press recovery test, the subject presses the heel of the hand 
(beneath little finger to above wrist) over each dry circular spiked disk on the aluminum foil 
surface for about 1 sec in a 90° rolling motion (from hand perpendicular to surface to hand flat 
on surface) at a pressure of about 1 lb/in1

• After pressing the same hand heel over the remaining 
nine spiked spots on the aluminum foil surface, the hand is immediately rinsed by squirting 20 
ml of 2-propanol from a Teflon® squeeze bottle over the hand heel, with the rinsate passing 
through a collection funnel into a vial. The collection funnel is rinsed with 10 ml of 2-propanol 
into the vial. The 30-ml hand rinsate is then concentrated to 2 ml and split for GC!ECD and 
GC/MS analysis. Each subject perfonned a second rinse of his hand heel with 2-propanol after 
the first hand press test. The second rinsate is collected into a different vial, concentrated and 
analyzed as before. The second rinsing monitors whether any pesticides remain on the hand 
heel of each subject. 

Two different hand motions were also studied. For the second hand press test, all 
procedures are the same as the first test except the hand heel rests on each pesticide-spiked disk 
for 5 sec. For the third hand press test, the only difference is to slide the hand heel over each 
spiked disk. 

PUF RoUer Pesticide Recovery 

The PUF roller sampler has an exchangable stainless steel roller. A PUP with 8.9 em 
OD and 8 em length is cut in the center to form a ring with the dimensions shown in Figure 1. 
After- cleaning by consecutive Soxhlet extraction with acetone and with 6% ether/hexane, this 
PUF ring is carefully slid onto the stainless steel roller with a dry hexane-washed Teflon® sheet 
between the stainless steel roller and the PUF ring. The function of the Teflon® sheet is to ease 
the PUF in sliding on and off the roller. 

This study is designed to simulate the dermal exposure of a one-year old toddler to 
pesticide residues on a hard surface. The stainless steel roller of the PUF roller used in this 
experiment weighs 3.38 kg, which exerts a surface pressure of (3.38 kg x 9.8 m/sec2)/(0.080 m 
x 0.057 m) = 7300 Pa while rolling over a surface. A crawling, 20-lb child will support his 
weight with two hands (each approximately 2 in. by 3 in.) and two knees (each approximately 
2 in. by 2 in.). The surface pressure when crawling is 20 lb/(2 x 6 in2 + 2 x 4 in2

) = 1.0 lb/in2 

= 6900 Pa. When walking, the child's weight is supported on two feet (each approximately 
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2 in. x 4 in.), and the surface pressure is 20 lb/(2 x 8 in2
) = 1.25 lb/in1 = 8,600 Pa. Hence the 

PUF roller used in this study applies the same range of pressure as a one~year child when 
crawling or walking. 

To collect a sample, the PUF roller sampler is pulled once over a spiked aluminum foil 
strip at a speed of 10 em/sec. After a single pass, the PUF ring is carefully pulled away from 
the roller using forceps. The forceps are then rinsed with 6% ethyl ether in hexane. The PUF 
ring along with the rinsate is placed in a Soxhlet extractor. The PUP ring is then extracted with 
6% ethyl ether in hexane for 18 hand the final extract concentrated to 2 ml for both GC/MS 
and GC!ECD analysis. 

Pesticide Evaporative Loss from Aluminum Foil Surface 

The pesticides in hexane are spiked on the aluminum foil surface and the solvent 
evaporated to leave pesticide residue spots. Experiments were performed to evaluate the loss 
of pesticides due to evaporation during the 90-sec drying time. 

Ten 4 em x 4 em dry acetone-cleaned squares of aluminum foil are placed on a 120 em 
x 30 em aluminun foil strip and each aluminum square spiked from 1 em above surface, with 
25 J.L]. of a 400 ~glml standard solution containing all the compounds in Table I, allowing 5 sec 
to apply each spike. The ten squares are collected in a Soxhlet extractor 90 sec after application 
of the last spike and extracted with 6% ethyl ether in hexane for 18 h. The extract is 
concentrated to 2 ml and split equally for GC/ECD and GC/MS analysis. This pesticide 
evaporative loss experiment is performed three times in the same manner. 

Extraction Efficiency of Pesticides from PUF Ring 

Two clean PUF rings are each spiked with 250 J..Ll of the 400 ~g/ml standard solution 
in hexane containing each compound in Table I. Each PUF ring is then Soxhlet extracted 
separately with 6% ethyl ether in hexane for 18 hand each extract concentrated to 2 ml and 
split equally for GC!ECD and GC/MS analysis. 

RESULTS AND DISCUSSION 

The analytical results of the pesticide evaporative loss from the aluminum foil surface 
are shown in Table I. There is almost no loss of each pesticide from the aluminum foil surface 
90 sec after the last spiking. Therefore, no correction is made for the evaporative loss of any 
pesticide from the aluminum foil surface. Table ll demonstrates good extraction recovery for 
all the pesticides from the PUF ring. Thus no correction for extraction efficiency is made either. 

After the first hand press test, each human subject rinses his hand heel twice. For each 
pesticide, the ratio of the amount recovered in the first rinsing divided by the corresponding total 
amount recovered in both rinsings is shown in Table ill. It is clear that almost all pesticides 
are recovered in the first rinsing. 
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TABLE II. EXTRACTION EFFICIENCY OF PESTICIDE 
FROM PUF RING 

Spiked Percent Recovery 

Spiked Pesticides Amount (Jig) Test 1 Test 2 Mean Recovery 

ortho-Phenylphenol 100 70 95 

Propoxur 100 89 162 

Diazinon 100 90 127 

Carbaryl 100 84 144 

Heptachlor 100 92 99 

Aldrin 100 88 99 

Chlorpyrifos 100 90 101 
y-Chlordane 100 94 100 

a-Chlordane 100 95 101 

p,p'-DDE 100 96 103 

Dieldrin 100 96 102 

Methoxychlor 100 102 105 

Permethrin 100 108 103 

TABLE Ill. EFFICIENCY OF ISOPROPANOL RINSE OF 
HAND HEEL AFTER HAND HEEL PRESS 

Percent Rinse Efficiency" 

Spiked Pesticides Subject 1 Subject 2 

ortho-Phenylphenol 88 100 

Propoxur 79 99 

Diazinon 90 98 

Carbaryl 82 99 

Heptachlor 96 99 

Aldrin 97 99 

Chlorpyrifos 97 99 

y-Chlordane 98 99 

a-Chlordane 98 99 

p,p'-DDE 98 100 

Dieldrin 98 99 

Methoxychlor 97 99 

Permethrin 98 99 

a. Efficiency (%) _ Arst Rinse Recovery 
First Rinse Recovery + Second Rinse Recovery 

83 

126 

94 

114 

96 

94 

96 
97 

98 

100 

99 

104 

106 

The three replicate results of the PUF roller recoveries of the pesticides spiked on an 
aluminum foil strip after pulling the PUF roller once over the spots are shown in Table IV. In 
general. the three recoveries of each pesticide are consistent in the replicate tests. The mean 
recovery of each pesticide is between 5 to 9% with a relative standard deviation less than 32%. 
An extra test was performed in which the PUF roller jammed after rolling over seven spiked 
spots and slid over the remaining three spots. Table IV shows the recoveries were at least 
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double in this test. Therefore, sliding the PUP roller instead of just rolling over the pesticide 
spiked spots will increase the pesticide recovery substantially. 

TABLE IV. PUF ROLLER PESTICIDE RECOVERr 

Percent Recoveryb 
Recovery 

Recovery Roller 
Spiked Pesticides Test 1 Test 2 Test 3 Mean Std Dev Slide Test 

ortho-Phenylphenol 5.2 7.8 10 7.7 2.4 16 

Propoxur 5.9 9.7 7.9 7.8 1.9 29 

Diazinon 5.4 6.9 7.2 6.5 1.0 20 

Carbaryl 3.8 5.9 6.4 5.4 1.4 33 

Heptachlor 7.0 8.0 8.5 7.8 0.8 18 

Aldrin 7.6 7.6 8.5 7.9 0.5 18 

Chlorpyrifos 5.5 6.9 8.8 7.1 1.7 17 

y-Chlordane 7.9 6.8 8.7 7.8 1.0 18 

a-Chlordane 7.6 6.9 8.4 7.6 0.8 18 

p,p'-DDE 8.0 7.5 9.4 8.3 1.0 21 

Dieldrin 6.6 6.6 8.4 7.2 1.0 18 

Methoxychlor 11 6.6 8.9 8.8 2.2 18 

Permethrin 7.7 6.7 9.2 7.9 1.3 18 

a The PUF roller exerted a pressure of 7300 Pa when rolling over the foil surface. 
b The PUF roller rolled over 10 spots (total 100 J.tg for each pesticide) at 10 em 

apart at a speed of 10 em per second. 
c The roller accidently jammed after rolling over 7 of the 10 residue spots and slid 

over the remaining 3 spots. 

The hand heel press recovery of pesticides by both dry and moist hands using three 
different hand motion over the ten dry pesticide residue spots are shown in Tables V and VI, 
respectively. The mean pesticide recoveries were between 5 to 16%, with larger variation than 
recoveries by the PUF roller. This larger variation may be due to the different types of hand 
heel presses applied. The pesticide recoveries of the dry and moist hand heel roll presses with 
1 sec duration have similar values. The pesticide recovery of the dry hand press for 5 sec has 
similar recovery as that of the 1 sec roll press, but the dry hand slide collects more of the less 
volatile pesticides than either of the other dry hand press motions. The moist hand press for 5 
sec collects more of the less volatile pesticides than the 1 sec roll press by the same hand. 
However, the moist hand has more friction while sliding over residues on the aluminum foil 
surface which causes the moist hand to skip. The moist hand skipping may cause the lower 
pesticide recovery than the dry hand obtained in the hand press slide. These data suggest that 
the hand heel roll is more reproducible between subjects than other hand press motions. 
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TABLE V. HAND HEEL PRESS RECOVERY OF PESTICIDES BY DRY 
HAND USING THREE HAND MOTIONS OVER TEN DRIED SPIKED 

PESTICIDE SPOTS 

Percent Recovery by Hand Heel Motion• 

Is Heel 5s Heel Heel Subject I 

Spiked Pesticides Press Press Slide Mean Std Dev 

ortho-Phenylphenol 8.4 13 9.7 10.4 2.4 

Propoxur 5.4 4.2 6.5 5.4 1.2 

Diazinon 6.4 5.6 7.0 6.3 0.7 

Carbaryl 9.3 7.7 11 9.3 1.7 

Heptachlor 9.5 9.0 8.6 9.0 0.5 

Aldrin 9.5 9.3 10.0 9.6 0.4 

Chlorpyrifos 7.7 6.4 9.1 7.7 1.4 

y-Chlordane 8.6 6.6 9.8 8.3 1.6 

a-Chlordane 8.6 6.8 11 8.8 2.1 

p,p'-DDE 8.6 7.2 12 9.3 2.5 

Dieldrin 8.8 6.7 11 8.8 2.2 

Methoxychlor 6.7 8.5 16 10 4.9 

Pennethrin 6.4 7.4 20 11.2 7.6 

a All motions at hand heel pressure on foil of about 1 lb/sq in. (7000 Pa). 

TABLE VI. HAND HEEL PRESS RECOVERY OF PESTICIDE BY 
MOIST HAND USING THREE HAND MOTIONS OVER TEN DRIED 

SPIKED PESTICIDE SPOTS 

Percent Recovery by Hand Heel Motion" 

Is Heel 5s Heel Heel Subject 2 

Spiked Pesticides Press Press Slideb Mean Std Dev 

ortho-Phenylphenol 10.3 8.0 6.3 8.2 ·2.0 

Propoxur 7.2 5.4 3.9 5.5 1.7 

Diazinon 9.8 9.8 4.9 8.2 2.8 

Carbaryl 9.6 7.2 4.6 7.1 2.5 

Heptachlor 10 13 5.6 9.5 3.7 

Aldrin 9.9 14 6.8 10.2 3.6 

Chlorpyrifos 8.9 11 6.1 8.7 2.5 

y-Chlordane 9.3 13 6.7 9.7 3.2 

a-Chlordane 9.3 13 7.4 9.9 2.8 

p,p'-DDE 9.2 14 8.3 10.5 3.1 

Dieldrin 9.4 13 7.3 9.9 2.9 

Methoxychlor 8.5 22 8.5 13.0 7.8 

Pennethrin 7.8 22 17 15.6 7.2 

a All motions at hand heel pressure on foil of about 1 lb/sq in. (7000 Pa). 
b Hand heel observed to skip while sliding over residue spots on aluminum 

foil. 
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The null hypothesis of no difference in mean contact recovery between the PUF roller 
and the hand press was evaluated against the two-sided alternative for each pesticide by the two
sample t-test at the 0.05 signficiance level. All hand press recoveries of both subjects were 
combined since mean dermal recovery did not differ significantly between the subjects for any 
spiked pesticide. The results shown in Table Vll indicate there is no statistically significant 
difference in mean contact transfer recovery between the PUF roller and the hand press for any 
of the 13 spiked pesticides. 

TABLE VII. COMPARISON OF MEAN CONTACT 
RECOVERY OF PESTICIDE RESIDUES BY PUF 

ROLLER AND HAND HEEL PRESS 

Mean Contact Recovery of 
Residue from Aluminum Statistically 

Foil, Percent Significant 
Difference?b 

Spiked Pesticides PUF Roller Hand Pressa (p-value) 

ortho-Phenylphenol 7.7 9.3 No 

Propoxur 7.8 5.4 No 
(p=0.055) 

Diazinon 6.5 7.2 No 

Carbaryl 5.4 8.2 No (p=0.08) 

Heptachlor 7.8 9.3 No 

Aldrin 7.9 9.9 No 

Chlorpyrifos 7.1 8.2 No 

')'-Chlordane 7.8 9.0 No 

a-Chlordane 7.6 9.4 No 

p,p'-DDE 8.3 9.9 No 

Dieldrin 7.2 9.4 No 

Methoxychlor 8.8 11.7 No 

Permethrin 7.9 13.4 No 

a For both subjects, since there was no statistically 
significant difference in mean dermal contact recovery 
between subjects for any spiked pesticide. 

b Two sample two-sided t-test of difference in mean 
recovery at c:x=0.05. p-values of borderline significant 
differences in parentheses. 

This finding suggests that the PUF roller may be an ideal dermal exposure sampling 
technique. A follow-up study is evaluating the similarity of the PUF roller and hand press in 
contact transfer recovery of pesticides in carpet-embedded house dust. 
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A LOW COST SAMPLER FOR MONITORING WORKER EXPOSURE 
TO HERBICIDE RESIDUES IN FOREST FIRE SMOKE 

Charles K. McMahon, U.S. Forest Service, 
Devall Dr, Auburn University, AL 36849 
and 
P. B. Bush, University of Georgia, Cooperative 
Extension Service, Athens, GA 30605 

ABSTRACT 

Concerns have been raised about worker exposure to herbicide 
residues in smoke from prescribed fires on herbicide-treated forest 
sites. Modeling studies have shown that the risk to forest workers is 
insignificant; however, the models had not been verified under actual 
field conditions partly because detection devices needed to monitor 
worker breathing zone smoke concentrations had been unavailable. 

We developed a personal monitor and an area monitor which measure 
concentrations of smoke particulate matter and airborne herbicide 
residues in the breathing zone of workers who are engaged in normal 
operations of prescribed forest fires. Both monitors employ 25 mm 
diameter plastic disposable sampling cassettes which contain a glass 
fiber filter and polyurethane foam as the collection media. The low cost 
(approximately $1.50) of each loaded cassette permits a one-time use and 
thereby eliminated cross contamination of samples and minimizes 
logistical problems normally associated with sampler recycling. 

The monitors were tested in the laboratory and successfully used on 
operational prescribed fires at 14 sites in Georgia which had been 
treated with herbicides at various time intervals prior to burning. No 
airborne herbicide residues of hexazinone, triclopyr, i~azypyr, or 
picloram were detected (detection range of 0.1-4.g ugjm ). Smoke 
particulate matter concentrations up to 3700 ug/m were detected by the 
personal monitors and 45,000 ug/m3 by the area monitors. These field 
tests confirm earlier models which predict insignificant risk of forest 
workers to herbicides in operational prescribed forest fires. 
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INTRODUCTION 

The application of herbicides to forest lands followed weeks later 
by a prescribed fire is a widely used form of site preparation prior to 
forest regeneration. In this process, the vegetation at a selected site 
is often burned 45 to 180 days after herbicide treatment. This forest 
management practice known as "brown and burn'' has raised forest worker 
and public concerns about possible exposure to herbicide residues in the 
smoke from the fire. 

Modeling assessments have shown that the risk to forest workers is 
insignificant, even if the fire occurs imme~iately after herbicide 
application (as might occur in a wildfire). 

Until recently, the only field measurements of smoke from herbicide 
treated sites were made with single point samplers in limited unpublished 
pilot studies in the South and West. The results from these studies 
supported the model findings of no significant residues; however, no 
direct correlation could be made to worker exposure since actual 
breathing zone concentrations of residues in smoke were not measured 
under field conditions. To provide that data and to validate the model, 
we designed monitors to measure the concentrations of herbicides and 
particulate matter in smoke from prescribed forest fires and measured 
these concentrations in the breathing zones of workers on 14 operational 
prescribed fires in Georgia. 

METHODS AND RESULTS 

SMOKE MONITORS. Two smoke-herbicide monitoring systems were developed 
for use in this study. One system consisted of a personal monitor worn 
by forest workers as they carried out their normal duties on the fires. 
This would represent a realistic-operational scenario for exposure 
assessment purposes. The second system was a portable area monitor which 
could be deployed by research personnel and maintained in areas of high 
smoke concentration. This would represent a worst-case operational 
scenario. Both systems were designed to simultaneously trap breathing 
zone concentrations of particulate matter and airborne herbicide residues 
that might be present in the smoke. 

Sampling strategy focused on recovery of parent herbicide compounds 
which could volatilize in the heat of the prescribed fire. No attempt 
was made to monitor or analyze for herbicide thermal decomposition 
products. Under the operational and highly diluted field conditions, 
the decomposition products would not be detectable or distinguishable 
from the myriad of similar decomposition products which originate from 
the burning of the dominant forest biomass fuels (leaves, needles, twigs, 
etc.). 

The sampling cartridge for both systems consisted of a 25 mm 
diameter three-piece styrene acrylonitrile holder or cassette 
{Nucleopore # 30015). This cassette is normally used for asbestos 
sampling, and the 50 mm center section or extension cowl is designed to 
prevent filter damage during open-face sampling. In our application, the 
cowl was used to snugly hold a plug of polyurethane foam behind a glass 

499 



fiber filter. Thus each cassette was loaded with a 25 mm binder-free 
glass fiber filter (GFF) (Nucleopore Grade AA # 201618) in line with a 27 
mm dia. x 35 mm long cylinder of polyurethane (PUF) foam (Analabs # RCS-
083). The GFF and PUF were supported by 25 mm porous plastic support 
pads (Nucleopore # 220600) to prevent movement in the cassette (Fig. 1). 
The cassette is held together by a compression fit of the three plastic 
components. Insurance against leaks can be achieved by placing plastic 
shrink seals or electrical tape around the two cassette joints. 

To monitor the respirable range of smoke particles, the inlet to 
each personal monitor cassette was fitted with a 10 mm Dorr-Oliver nylon 
cyclone separator (MSA #456228} (Fig. 2). To make a secure connection 
between the cyclone and the tapered cassette inlet, the plastic tip of 
the cyclone vortex finder was replaced with a brass adapter (SKC #225-13-
3). Support for this connection was provided by a heavy duty rubber band 
as shown in Fig. 2. The cyclone is normally operated at 1.7 l/min in 
order to achieve a 50 percent collection efficiency for 3.5 urn particles 
(aerodynamic diameter) in accordance with the American Conference of 
Governmental Industrial Hygienists criteria for respirable particles. We 
elected to operate the sampler at 4.0 L/min to improve our detection 
limit for both particulate matter (via gravimetric methods) and 
herbicide residues (via chromatographic methods). At 4.0 L/min, the 
cyclone 50% collection efficienc~ is lowered to 2.3 urn according to the 
findings of Blachman & Lippmann. To quantify the differences in smoke 
particle collection efficiency for the two flo~ rates, a series of small 
open burn experiments were conducted in a 85 m greenhouse. Pine needle 
and leaf litter were burned to generate smoke. Three pairs of personal 
monitors wjcyclones were used to monitor the smoke on three separate 
burns. The 1.7 L/min samplers collected 12 percent more particles than 
the 4.0 L/min samplers (n=9, coefficient of variation 5.6 percent). This 
is consistent with the particle collection efficiencies for the two flow 
rates mentioned earlier. 

Several investigators have reported the advantages and collection 
efficiency of GFF for smoke particulate matter and PUF for pesticide, 
especially when sampled at relatively high flow rates. When GFF and PUF 
are combined in a single disposable cassette, they provide a means to 
simultaneously sam~14 smoke particulate matter and herbicide residues. 
In our prior work, ' the GFF proved to be the primary collector for both 
particulate matter and herbicide residues and the PUF simply provided a 
back-up for possible herbicide breakthrough, especially if the sampler 
was exposed to elevated temperatures from the combustion process. To 
meet the objectives of this study, no pre-treatment or clean-up of PUF's 
or GFF's was necessary. 

Commercial samplers are available which employ the GFF/PUF concept; 
however, they are too bulky for personal monitoring and for use in a 
remote field environment. A small portable lightweight system was 
needed for this study. The Nucleopore sampler was selected over other 
commercially available monitors because of the fortuitous compression 
fit of the 27 mm PUF into the 25 mm center section of the 3-piece 
monitor. In many earlier studies, PUF specifications would normally 
require tedious custom cutting and fitting of PUF cylinders out of a 
larger sheet of foam. In this case, all materials were commercially 
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available at a low cost and usable without further treatment or 
modification. Total cost of each loaded cassette (without the cyclone) 
was $1.58 which permitted a one-time use and thereby minimized 
logistical problems associated with sampler preparation, storage, 
transportation, and recycling. Cross contamination problems were also 
eliminated. The cassette just described was adapted into a personal 
monitoring system and an area monitoring system. 

a. Personal Monitor: The components of the personal monitoring 
system consisted of a small 1 kg battery operated pump (SKC Model 224) 
and carrying case. The pump is equipped with a timer, flow disrupt 
indicator, and internal flow controller to maintain constant flow 
conditions. The cassette is connected to the pump by flexible tubing 
which allows the cassette to be clipped near the workers breathing zone 
while the pump is worn comfortably around the waist, allowing the 
workers to carry out their normal duties (Fig. 3). 

Our desired lo~er detection level for airborne smoke particulate 
matter was 150 ug/m , roughly twice the ambient particulate matter 
backgroundj For herbicide residues, our target airborne detection level 
was 1 ug/m . This level is well below the concentration range predicted 
by the modelling method cited in the introduction. It is also a level 
which is several thousand times below the Threshold Limit Values {TLV} 
and Permissible Exposure Limits (PEL) for the herbicides 2,4-D (2,4-
dichlorophenoxy acetic acid) and picloram. Not all herbicides have 
published TLV's or PEL's; however, the llV values for 2,4-D and picloram 
provide useful benchmark~ for occupational risk assessment for the 
herbicides used in this study. Even wh§n compared to herbicides which do 
have a high inhalation risk, the 1 ug/m detection level is still 
conservative. For example, it is 100 times below the TLV for paraquat 
which has the lowest TLV of all herbicides. 

Our personal monitoring strategy anticipated that breathing zone 
smoke concentrations could vary by a factor of ten depending on weather, 
fire conditions, and worker assignment. In addition, smoke exposure 
times in any given day would vary depending on the size and number of 
tracts to be burned. In the case of a 4 hour exposure; a monitor with 
flow rate of 4 L/min, coupled with a gravimetric analysis of the filter 
to the nearest 0.01 ± 0.005 mg ~auld yield a smoke particulate matter 
detection level of 104 ± 5 ug/m . Those same conditions when coupled 
with a herbicide chromatographic detection level in the lab of 1 
ug/sample would yield a herbicide detection level of 1 ug/m3. 

b. Area Monitor: To simulate worst case operational conditions on 
each site without compromising normal worker behavior and operations, an 
area monitoring system was also deployed on each fire by research 
personnel. The need for rapid deployment and repositioning during the 
fire called for a relatively lightweight, battery operated system which 
could be carried by one person in relatively uneven forest terrain. In 
addition, a system with higher flow rates than available on personnel 
monitors was desirable to enhance our detection capability. The system 
used on this study consisted of a small, 10.5 kg air sampler (Gilian 
Model Aircon 520 OCT) powered by a small, 9.5 kg 12 V deep cycle marine 
battery. The aircon 520 consists of a integral flow controller mounted 
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on a 12 V de pump and shock mounted into a compact enclosure. It also 
includes a built-in rotameter, a flow control valve to adjust the 
flowrate from 2 to 22 L/min, a suction/pressure gauge to indicate actual 
load, an elapsed timer, and a built-in telescopic sampling mast to permit 
"breathing zone" sampling at the 5 ft level. The sampling cassette used 
on the area monitor was identical to the one used on the personnel 
monitor minus the cyclone particle size separator. Operating the area 
monitor without the cyclone permitted collection of both respirable smoke 
particles generated by the combustion process as well as some of the 
mechanically generated and inhalable soil/dust particles. Thus the area 
sampler provided a means of collecting herbicide residues which could 
volatilize and residues made airborne by mechanical disturbances of the 
soil. Operation of the area monitor at 20 L/min (5 times the rate of the 
person~l monitor) would achieve the desired herbicide detection level of 
1 ug/m in only 50 min of sampling. 

Preliminary tests with the small marine battery demonstrated at 
least one hour operating time at 20 L/min even under high smoke 
concentrations. While larger batteries are available, the small battery 
permitted one person to easily transport the entire system with the 
weight balanced between both hands (Fig. 4). Backup batteries and 
preloaded cassette ·samplers were available on site to monitor for longer 
periods or to obtain time-sequenced samples as dictated by fire and smoke 
conditions on the site. 

c. Herbicide Recovery Experiments: The trapping efficiency and 
laboratory recovery· of pesticides from GFF's and PUF's had been shown to 
be effective in prior laboratory combustion studies.3,4 However, a 
retention efficiency experiment under the highest sampler flow conditions 
(20 L/min) was deemed necessary and performed for each of the herbicides 
to be studied. Recoveries are shown in Table 1. Results are given in 
conjunction with freezer storage periods which approximate the storage 
period for test fire samples. All of the residues recovered from 
hexazinone, triclopyr and picloram'were found in the glass fiber filters. 
A small percentage of the overall recovery (11%) of imazypyr was found in 
two of the four PUF samples analyzed. These filter/PUF recovery ratios 
are consistent with results from our prior studies ~ith pesticides and 
with the results of Roberts and Ruby5 who found less than 0.1% of 
semivolatile pesticides collected from dust particles to pass through the 
filter to the PUF. These findings question the need to include the PUF 
component as a part of the collection media when dealing with low 
volatility chemicals such as the herbicides used in this study. 
However, to be on the safe side, we included the PUF component in this 
study as a backup collector, even though it required a separate analysis 
and therefore increased analytical costs. 

SMOKE MONITORING PROCEDURES. The forest workers conducting the burning 
operation were outfitted with personal monitors. The pumps were 
activated just prior to ignition and deactivated when the crew reassembled 
to leave the fire site. If there was more than one fire in a day, the 
process would be repeated with fresh cassettes for each fire. Workers 
were encouraged to perform their duties using their normal operational 
procedures. 
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At each fire site, three area monitor~ were deployed to separate 
locations and repositioned as necessary by research personnel to areas 
with high breathing zone smoke concentratic,ns. All of the sites had 
numerous access areas (firelines, paths, rc,ads) in and around the burn 
area which allowed moving the area sampler~ without compromising personal 
safety. After initial placement and activation of the area monitors, the 
research personnel moved back to a relativfly smoke free area and 
periodically visited the area sampler site to check flow rates, move the 
sampler and/or change cassettes as necessary. The time of operation for 
the area sampler varied depending on smoke conditions and filter 
loading. At the end of each sampling pericd and/or each fire, pump 
operating time was recorded and flow rates were visually verified. The 
labeled cassettes were capped and stored ir an ice chest for return to 
the ·laboratory for gravimetric and chromatcgraphic analysis. 

The monitors were used successfully or 14 operational prescribed 
fires in Georgia. Tract size ranged from E to 380 acres. No herbicide 
residues were detected i~ either the personal or area monitors (detection 
range to 0.1 to 4.0 ug/m }. Worker respirable (2.3 urn particle §utpoint} 
particulate matter concentrations ranged from 248 and 3,723 ug/m with a 
mean of 1,429 ug;m3. Exposure times rangeo from 1.2 to 6.3 hours with a 
mean of 2.8 hours. A3ea monitor particulate con§entrations (ranged from 
2,000 and 45,000 ug/m with a mean of 8,219 ug/m . 
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Table 1. Percent herbicide recovered from spiked sampling cassettes.a 

Herbicide Without aspiration With aspirationb freezer storage period 
at -looc 

Imazypyr 
Hexazinone 
Triclopyr 
Picloram 

--------------percent-------------- weeks 

73 ± 2QC 
95 ± 8 

125 ± 7 
85 ± 7 

89 ± 14 
92 ± 8 
88 ± 2 
71 ± 14 

12 
6 

11 
14 

a20 ug spike all samples (n=4). 
b2o L/min for 1 hr at 78°F and 55% RH. 
CMean (± SO) . 

Figure 1. Smoke sampling cassette (upper), exploded 
view {lower). A, end plugs; B, inlet; C, glass fiber 
filter; D and G, porous plastic support pads; E, 
polyurethane foam; F, 50 mm extension cowl; H, base. 
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Figure 2. Smoke sampling cassette with 10 mm nylon 
cyclone connected to inlet for sampling respirable 
particles. 

Figure 3. Personal monitoring 
system for prescribed fire 
smoke. Sampling cassette 
with cyclone is worn at 
workers breathing zone. 
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Figure 4. Area monitoring 
system for prescribed fire 
smoke. Sampling cassette 
is located on telescopic 
mast at the 5 ft breathing 
zone level. 
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ABSTRACT 

A test atmosphere generation chamber has been developed to generate particles 
containing PAH and volatile organic compounds. Initially, work emphasized the 
characterization of the apparatus and development of particle generation methods using 
generators based on dust feeding or vibrating orifice aerosol generation techniques. Some 
of this work has been reported elsewhere. In current work, further development has been 
performed on generation methods and the apparatus has been used for its intended purpose 
{i.e., to examine sampling methods for these compounds). Specifically, tests on a PAH 
vapour condensation method were performed to develop a suitable protocol for generation 
of artificial aerosols containing PAH. Also, different types of sampling trains suitable for 
indoor air quality assessment and determination of airborne compounds in occupational 
situations were examined. Included in the testing were investigations of aerosol generation 
of particle bound organics and of performance of different sampling trains for airborne PAH. 
Some features of the apparatus and preliminary data are presented demonstrating the utility 
of the apparatus and outlining some comparative results. 

INTRODUCTION 

Measurement of ambient air in residential and occupational environments for volatile, 
semi-volatile compounds {light PAH) and particle bound organics {heavy PAH), required the 
development of suitable measurement methods. A prerequisite tor this activity is 
development of a laboratory test atmosphere generation system. Hence, the creation of 
such a facility was established as a primary objective. The technical specifications of the 
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various components were established from tho t,asic principles of test atmosphere 
generation as set out by G.O. Nelson (1971) and on tl1e basis of a literature review (Guerin 
and Fellin, 1985). A preliminary design of a test atmosphere generation system (TAGS) was 
prepared that included various generation options for ::>articles and vapours. In subsequent 
phases of the program the apparatus was assembled and subjected to preliminary tests to 
evaluate its performance with a tracer gas, C02 . One of the particle generation options 
identified, a dust generator instrument, was also adapted to the inlet (Particle Source -
Figure 1) and utilized to conduct preliminary characterization of the apparatus. These tests 
were reported in Fellin et al., 1987 and Fellin et al., 1988. Further testing of the apparatus 
using a vibrating orifice monodisperse aerosol gener3.tion method (VOAG) as outlined by 
Berglund and Liu {1973) was performed. Coupling th'3 VOAG and a PAH generator based 
on diffusion tubes was attempted to generate particle-bound organics. Preliminary results 
of these tests were reported in Fellin et al., 1988a. This paper reports on further testing and 
optimization work which has been performed since these initial studies were completed and 
evaluates the progress made toward establishing a test atmosphere generation facility 
suitable for particle-bound and volatile organic eompc unds. 

EXPERIMENTAL 
I 

The apparatus employed for testing is shown in Figure 1. The major components 
were the particle generation instruments (Figure 1 A a 1d 1 B). These were the Wright Dust 
Generator (WDF) Instrument (Model II, BGI. Inc.) an1j a custom designed apparatus that 
incorporated a vibrating orifice aerosol generation \VOAG) apparatus (Berglund - Liu type, 
Model 3050, Thermo Systems Inc. (TSI)). Dust generation employed NIST standard 
reference material no. 1649 that was certified for 5 PAH. Data on 14 other PAH compounds 
was provided in NIST documentation. The diluent air ~;ource, chamber and exhaust system 
'1ave been described previously (Fellin et a!, 1988). Particle size distributions and 
·:oncentrations were measured using a piezoelectric qL artz micro balance 10 stage impactor 
~QCM) (Model PC2 California Measurements Inc.). an Andersen 8 stage impactor (Model 
0704, Andersen Inc.) and 37 mm polypropyleno inte~1rative filter units incorporating glass 
:'ibre filters (Type TX 40H120-WW, Pallflex Products). Vapour concentrations of PAH were 
monitored using Orbo 43 sorbent (Supelco Inc.) Cyclones for some of the sampling trains 
were provided by Levitt Safety Ltd. (cat. no. IV3799) and had a particle size cutoff of 50% 
at 2.5 J..Lm when operated at a flow rate of 1.7 Urnin. Gravimetric analyses were performed 
on a Sartorius (Model2004 MP, Sartorius Balance) 5 place analytical balance. For vibrating 
orifice aerosol characterization tests, filters were extracted with water and extracts were 
analyzed on an ion exchange chromatograph (Model 10, Dione:x Corp.). PAH were 
~~xtracted from filters and sorbents with methylene chloride and extracts were analyzed by 
~~as chromatography/mass spectrometry using an HP 5890 GC fitted with a 30 m DB-5 
capillary column. The GC column was directly inserted into the source of an lon Trap 
Detector (Model 800, Finnegan Instruments). For some tests excess PAH vapours were 
removed by using a hollow tube denuder placed n the transfer tubing between the 
condensation chamber and the aerosol dilutor (Figure 1 B). Charcoal impregnated GoreTex 
(W.L. Gore and Associates) inserted inside the - inch I .D. x 12 in. long transfer line served 
as the sorbent. 

BESULTS 

Previous tests had investigat€d the pe.iormance of the WDF in the TAGS and 
ostablished optimal operational settings. The partid•~ size distribution achieved with the 
WDF (Figure 2) demonstrates significant bias toward particle sizes greater than 2.5 microns. 
Since the dust generated was based on 1\JIST standarj reference material no. 1649 Urban 
Particulate Dust which had nominal particle sizes or mass median diameters (mmd) below 
~~.5 microns when it was collected. the results sug~1est aggregation of particles during 
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generation steps. Homegeneity of particle distribution was examined by sampling at 9 points 
inside the exposure zone of the chamber (Figure 1 C) over 6 to 8 h with integrative filter 
samplers. The results are featured in Table 1 for particle mass collected and Figure 2 for 
particle size distribution. Similar results were evident when data were stratified vertically (Y 
results) or horizontally (X results). Overall reproducibility using gravimetric analysis, as 
defined by the precision estimates, approached ± 15%. It is important to recognize, 
however, that mass collected on each filter element was relatively low (0.01 g or less) 
because of the low flow rates employed (1-2 Umin) during the tests. Hence significant 
imprecision in the gravimetric measurement step is introduced. The results suggest the 
particle concentrations in different locations of the chamber were statistically 
indistinguishable and sampling conducted in the exposure zone would not be biased by 
sampler location: 

The vibrating orifice aerosol generator was employed to assess several operational 
aspects of the TAGS performance. The production of sub-micron sized aerosols was 
establised as a primary objective. Several salt (NaCI) solutions of different concentrations 
were tested as feed solutions for the VOAG to achieve this, but no success was achieved 
until a TSI representative suggested that using impurities in the isopropanol solutions without 
salt addition could lead to consistent production of sub-micron sized monodispersed 
aerosols. Monodisperse aerosols were produced in the TAGS with a mass median diameter 
of 0.8 microns by using the unmodified isopropanol, as determined with the QCM 
microbalance. Comparison of salt impregnated solution and isopropanol solutions provided 
in Figure 3 describes the size distributions achieved. When PAH was added to the particles 
by the vapour condensation method shown in Figure 1 B, a coating efficiency for 
phenanthrene of 2-3% was found. The net impact of this was to allow much of the PAH to 
enter the TAGS exposure zone in the vapour form. A diffusion denuder was created to 
remove the vapour PAH by insertion of charcoal impregnated GoreTex in the transfer tubing 
positioned ahead of the TAGS mixer (Figure 1 ). GoreTex was found to be a strong sorbent 
for PAH in previous work. Calculations performed according to Gormley and Kennedy 
(1949) to estimate denuder performance and Fuller et al. (1973) to evaluate PAH diffusivity 
suggested a theoretical removal efficiency using a hollow tube configuration tor the denuder 
of 0.23 under one set of conditions. Tests indicated that the maximum removal achieved 
was 0.20. This agreement is quite reasonable considering the denuder dimensions 
employed and the uncertainties inherent in the estimation of the diffusivity of phenanthrene. 
The relative success of these tests suggests it may be worthwhile to redesign the inlet to 
incorporate an annular denuder to improve the removal efficiency for the vapour component 
of the PAH to 95% or better. 

The VOAG/PAH condensation technique was also employed to conduct preliminary 
tests of sampling trains consisting of sorbent, filter-sorbent and cyclone-filter-sorbent 
configurations. In these tests it was found that collection of phenanthrene by use of a 
sorbent tube gave the highest results {280 ± 8% ng/sample) compared with 220 ± 8% 
ng/sample for filter/sorbent tube combinations and 200 ± 6% ng/sample when a cyclone was 
added. All results quoted were normalized to the same total volume of air sampled and 
were adjusted for recovery efficiency. The results indicated differences among the different 
sampling meth09s of up to 40% in the data for one PAH. These differences are difficult to 
explain based on the random sampling positions employed for sampling and the careful 
attention paid to monitoring and controlling the volume of air collected. 

In conclusion, the TAGS has been established as a test facility. Its operation is 
suitable when using dusts generated by means of WDF methods. However, this method 
produces significant particle concentrations in the size ranges greater than 2.5 microns. 
Aerosol generation via the VOAG has achieved particle sizes in the sub-micron range and 
PAH precoated particles can be generated. However, the condensation process is relatively 
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inefficient with phenanthrene, the PAH used for testing. Removal of excess vapour form of 
PAH has also been demonstrated using a diffusion denuder. Results suggest that efficient 
use of the denuder requires redesign of the inlet to achieve removal efficiencies of 95% or 
better since the current inlet can only achievet remcval of 20%. 
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Spectroscopic Identification of Organic Compounds by Library 
Searching: Methods, Potentialities, Limitations. 
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1. Overview. 

Library search for the structure elucidation 
and identification of organic compounds 
seems to be a very simple and straight forward 
technique. First we record the spectra of the 
sample at hand. The spectra of the sample are 
then compared to all reference spectra in a 
reference library. If there is a sufficiently close 
match between the unknown sample's spectra 
with one of the reference spectra, the chemical 
structure of the respective reference com
pound is believed to be similar to the sample's 
chemical structure. This process is schemati
cally represented in fig. 1. To gain insight into 
the potentials and limitations of this seemingly 
simple process a somewhat more detailed sys
tem analysis is helpful. 

2. The Basic Model. 

Unknown 

[x 

Reference s,, 
Librcry 

Hit-list of 
best ,.,etches 

Fig. 1. Library Search. The spectrum of the unknown 
X is compared to all spectra of the reference com
pounds R in the reference library, and the degree of 
similarity S is evaluated. The reference compounds 
most similar to the unknown are then put out. 

The most important thing to realize when working with library search systems is that when we compare 
spectra we really mean chemical structures. We tacitly assume that similar spectra imply similar chemical 
structures. If in a library search system this hypothesis is not adequately met, the respective system will 
be useless for practical applications. This is a required but not sufficient condition for a library search 
system to be useful. Thus, in order to understand library search, one has to understand the comparison 
process. The central hypothesis of library search is "If the spectra are similar then the chemical structures 
are similar." This statement is often referred to as the library search hypothesis. Whether it is true or not 
obviously depends on what is meant by "similar". We consider two objects to be similar if they are identi
cal in many aspects believed to be relevant in the given context. Similarity thus requires that the objects 
to be compared are characterized by many different features which can be either identical or different. A 
simple measure of the similarity between two objects is the number of corresponding features in which 
they are identical. A chemical compound and its spectra arc thus characterized by a set of structural 
descriptors and by a set of spectral descriptors. One may now set up two independent multidimensional 
spaces for structures and spectra respectively, where one descriptor is assigned to each coordinate axis 
from the respective set. Every conceivable chemical compound characterized by its spectra can now be 
mapped into a point in each of these multidimensional spaces, using the values of the respective de
scriptors as coordinate values. The two spaces are referred to as the structure space and the spectra 

spectra s;Joce s"trcxture space 

Fig. 2. Spectra space and structure space for 4 simple compounds. 
Spectra and structures are characterized by selected features. The fea
ture states are then used as coordinate values in the respective coordi
nate system. 
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space respectively. A very 
simple example is given in 
fig. 2. 
Comparing the spectra of 
two compounds amounts 
to measuring the distance 
between their respective 
points in the spectra space. 
The more close they are, 
the more similar are the 
two spectra. If the two 
points coincide, the spec
tra are considered as iden
tical. The library search hy
pothesis now requires that 



points close together in the spectra space areal
so close together in the structure space, i.e. the 
two spaces should have the same (mathemati
cal) structure (see fig. 3). 
The spectral features defining the spectra space 
and the distance measure to be used in this spa
ce are an integral part of any library search sy
stem. The goal in selecting the descriptors and 
in defming the distance measure is to model in 
the spectra ~pace the (mathematical) structure 
of the structure space as closely as possible. Si
milarity in the structure space, however, is not 
defmed and depends on the problem to be sol· 
ved and on the user and his preferences. Thus, 
no library search system can work well for all 
applications. 

3. Feature Selection. 

The spectral features selected to describe the 
spectra and to span the spectra space determine 
how well the spectra space will conform to the 
structure space. One wants the spectral features 
to be sensitive to differences in the chemical 
structure, but insensitive to technical and 
instrumental conditions. 
In some applications one may assume that the 
unknown samples are represented in the refer

Fig. 3. Rdations between spectra space and struc· 
ture space. Similarity between spectra and between 
structures is related to distance between the re
spective points. If both spaces have globally the sa
m~ (mathematical) structure, distances (and thus 
similaritks) may freely be transferred between the 
two spao:s (left). If the relation holds only locally, 
only hig1 sinlilarities approaching identity are 
meaningful (centre). If the two spaces have diffe
rent structures, the respective system is not useful. 

ence library. This is often the case in environmental analysis and in government laboratories, where the 
question is whether the sample is a compound specified in a (limited) list. Here, the degree of structural 
sensitivity of the features selected is of no great concern. The system is expected to identify all com
pounds in the list. If a sample is another compound, the ansv.er "not identical to a reference compound" 
is interpreted as "not on the list" and is accepted as :;uch . ..A.pplications of this type are referred to as 
identity search. 
However, if the question is "What is it?", then feature selectio11 becomes much more difficult. If the sam
ple is :not Identical to one of the reference compounds, the user expects to be presented with a set of 
model compounds similar to the unknown and uses the similarity measure (distance in the spectra space) 
as an estimate of structural similarity (distance in the structure space). To get reasonable correlation 
between the two similarity mea._o;ures the spectral features h 1ve to be selected with care. This type of 
application is referred to as similarity search. 

4. Size and Contents of the Library. 

All library search systems have one fundamental limitation. Tle set of answers they can provide the user 
with is limited by the contents of the reference library. If, for a given unknown, no suitable reference 
compound is part of the library, no useful answer can ever re~ ult, independent of all other factors. Thus, 
size and contents of the reference library are of fundamental importance for the performance of the sy
stem. 
For an identity search system it is obvious that the library has to include all compounds to be identified. 
The larger the library, the more compounds we can successfully deal with. However, the other aspects of 
the performance are not increased by additional compounds. On the contrary, -..earch time and thus costs 
will increase with the size of the library. 
For similarity search systems, suitable reference compounds for all conceivable unknowns are required. 
This seems to call for a comprehensive library containing the spectra of all known chemical compounds 
or at least as many as one can get hold off. However. a moments reflection shows that this is not the 
optimal solution. For each compound type one needs ;ust one: or maybe a few references. Large sets of 
closely related reference compounds will, in a true similarity 5earch system, not increase the performan
ce. On the contrary, retrieving an excessive number of closcl) similar references for a given sample will 
just increase the output volume without providing additional information. It is only the first reference 
compound in a group of related compounds which matters. The other references, being very similar to 
the first one, just repeat the same message over and over again. 
What one really needs can be clearly stated within the space model (see fig. 4)- The spectra space has to 
be filled sparsely but evenly with reference compounds. to provide some close neighbors in every section 
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of the space. The correspondence 
between spectra space and struc
ture space insures that in this case 
the structure space will also be 
adequately populated. The popu
lation density should reflect the 
relevance of the respective space 
sector to the user. In his fields of 
interest the average number of 
references may be higher than 
elsewhere, in order to give a hig
her resolution. Thus, an optimal 
library will consist of two parts. A 
general part, which provides a few 
prototype compounds for every 
compound class, and one or more 
special parts, documenting the 
user's field(s) of interest with en
hanced resolution. 

ok too dense unever: 

Fig. 4. Point density and distribution in spectra space. The points 
corresponding to the reference compounds most similar to the 
unknown lie within a circle centered on the unknown, its radius 
being given by the smallest useful similarity. If the density of ref
erence points is too high, the number of close matches becomes 
unmanageable (centre). An uneven distribution gives a biased re
sult. 

To ensure wide coverage of all fields and branches of chemistry, the general part of a reference library 
will generally have to be bought from an outside source. The special parts, however, have to be assem
bled by the user himself. All the spectra recorded in his laboratory are important in this context, even if 
the respective compounds have no other relevance. The fact that the respective sample has been submit
ted for analysis is a prove that it is relevant to the analyst. Thus, all spectra recorded in the user's lab are 
candidates for inclusion in the reference library. However, to limit the size of the reference library only 
the spectra of compounds from classes not yet adequately represented in the library should be added. 

S. Evaluation of the Performance. 

The performance of a library search system includes many different aspects. First of al~ we expect a 
powerful library search system to be able to retrieve from the reference library compounds identical to 
the samples, if such compounds exist in the library. If no compound identical to a given sample exists in 
the library, the system should provide the user with reference compounds structurally similar to the un· 
known. It should be able to do so regardless of the technical parameters used when recording the respec
tive spectra. To each reference retrieved a reasonable measure of similarity to the unknmwn should be 
put out. These similarity values have to inform the user whether a given reference compound can be 
assumed to be structurally identical to the sample with high probability or whether it is similar only. In 
the latter case the similarity measure should give a reasonable estimate of the structural similarity. Fur
thermore, we expect the library search system to be fast, to be easy to use and to present the results in 
easily interpretable form. Finally, there have to be program modules which allow for easy maintenance of 
the system library. In particular it should be easy to add, delete and edit entries. Evaluating a library 
search system amounts to assigning values (measured at least on an ordinal scale) to all these aspects of 
performance. In the present lecture no attempt is made to discuss the aspects which depend to a large 
extent of the user's personal taste, i.e the presentation of the results and the quality of the user interface. 
The only topic to be discussed is how to estimate the quality of the results from a chemical point of view. 

6. General considerations. 

The most important qualifier for a library search system is how well it maps spectral similarity into struc
tural similarity. The fundamental problem here is that presently no generally accepted similarity con
cepts for chemical structures exist. The chemist's notion of structural similarity is strongly coined by tra
ditional views (functional groups, skeletons, compound classes) and by the problem he currently studies. 
Furthermore, different spectroscopic techniques focus on different structural entities and are thus inher
ently biased towards certain aspects of structural similarity. Thus, no generally applicable procedure can 
be given. 
A second problem arises from the fact that the composition of the reference library is of paramount 
importance. The set of possible answers is limited to the chemical structures represented in the library. A 
system to be testes can produce a useful answer only if its library contains at least one suitable reference 
compound for the test sample. Thus an unlucky choice of test samples can shift an otherwise excellent 
system the bottom of the list. 
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7. Test procedure. 

Both these problems can be solved by using a standardizc.~d test library to be used by all systems to be 
compared. The user should carefully select a set of about ten to twenty test compounds and record their 
spectra under strictly routine conditions. It is important that user selects these compounds to be truly 
representative for the compound classes he predominantly deals with in his practical work. This ensures 
that the test is performed in the regions of the spectra and structure space most important to the user. 
The test compounds are grouped in subgroups (preferably triplets) containing at least one pair of (struc
turally) highly similar compounds and one pair with modente structural similarity, the degree of structu
ral similarity being subjectively judged by the user in the context of his daily routine work. With this choi
ce the user implicitly defines his concepts of structural sinwarity. Between the subgroups, however, the 
structural similarity should be low. One or a few campo .mds should be duplicated, i.e. their spectra 
should be recorded twice under different conditions ( diff ~rent matrix and/or different instrument set
tings). 
The test spectra are then assembled into a mini reference library to be used by all systems to be tested. 
The same spectra will also be used as test samples. Each sample compound is submitted to the system as 
an unknown, and for all references the similarity computed by the system is noted. The data are best 
organized into a similarity matrix. Each unknown is assigned to a row, the columns are assigned to the 
references, and the members of subgroups of mutually similar compounds are kept together. 
This procedure makes sure that for each test sample there is at least one structurally identical compound 
in the library. Furthermore, for each sample there are one or more references which the user considers 
to be structurally similar. The duplicates will give information on how well the systems under test can 
handle variations due to technical artifacts. 

8. Data Inh~rpretation. 

From the similarity matrix a wealth of information re
garding the behavior of the system under test may be 
obtained ( cf. fig. 4). The diagonal elements correspond to 
comparing two identical spectra. Their values will corre
spond to the highest possible similarity, namely to perfect 
identity. If this is not the case, the mathematics of the sy
stem are wrong, the system behaves irrationally and 
further tests are unnecessary. 
The rows and the columns for the duplicated samples 
show how well the system can deal with instrumental and 
technical variations. In the ideal case, the respective rows 
and columns should be identical (However, a row is not 
necessarily identical to its corresponding row, the simila
rity matrix not necessarily being symmetrical). Any diffe
rences between corresponding values are due to the fact 
that the system misinterprets technical variations as being 
caused by structural differences. In a real system this is 
unavoidable_ The rms difference between corresponding 
values is a measure for the amount of noise generated by 
different registration parameters and/or different matri
ces. Differences in similarity are meaningful only if they 
are significantly greater than this value. 
Off-diagonal elements for duplicates should exhibit si
milarity values not significantly smaller than the diagonal 
elements. Failure to do so indicates that the system, being 
too sensitive for instrument settings and matrix effects, is 
unable to reliably recognize the identity of compound~;. 
In the: submatrices corresponding to subgroups of mu
tually similar compounds all off-diagonal elements should 
be significantly smaller than the values for duplicate com
pounds, to indicate to the user that sample and reference 
are not identical. If this condition is not met, then the sy
stem has troubles in discriminating between true identity 
and high similarity. The values should, however, be signifi
cantly greater than the values for off-diagonal elements 
not being in a submatrix for a subgroup, to indicate tha1 
the respective compounds are definitely more similar a!; 
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Fig. 5. Similarity matrix for a simple test 
setup. Compounds A and B, and X and 
Yare highly similar, similarity between A 
or B and X or Y is low. AB, AX, and A Y 
are 1:1 mixtures of the respective pure 
compounds. 
The (a) values give the limiting similarity 
value for perfect identity. Comparisons 
between the two A (and X) rows (and 
columns) measure the noise due to tech
nical artifacts. The tolerance for identity 
is given by comparing (b) to (a). Discri
mination between identity and high simi
larity is measured by (c) vs. (b), and be
tween high and low similarity by (d) vs. 
(c). Sensitivity to impurities of high simi
larity are found in (e) vs. (b) in the case 
of identity, in (e) and (f) vs. (c) for high, 
and in (g) vs (d) for low similarity. For 
impurities of low similarity the respective 
comparisons are (h) vs. (b), (i) vs (c), 
and (h),(i) vs (d). 



two compounds picked at random. There are two ways to violate this requirement. There can be some 
elements in the remainder of the matrix which are exceptionally high. AE. long as there are only a few 
such entries, this is of no great concern. It is just an indication that the system's inherent similarity con
cept for structures includes some aspects neither obvious nor relevant to the user. The other case, some 
elements in the submatrix being too small however, has to be taken seriously. It indicates that the sy
stem's similarity measure does not consider certain aspects definitely important to the user. Finally, the 
sequence of similarity values should reflect the different degrees of structural similarity expected by the 
user. However, only differences clearly above the noise level are meaningful for ranking. 
The information extracted from the similarity matrix as stated above will give a reasonably clear indica
tions as to whether the system under test uses basically the same similarity concepts as the user and whet
her its sensitivity to structural variations and its insensitivity to instrumental and technical parameters is 
low enough to give sufficient discrimination between the cases of identity, of high similarity and of no 
similarity. 
One important point has to be kept in mind, however. The above qualifiers are to a large extent subjecti
ve. They measure the degree of correspondence between the user's and the system's concepts of structu
ral similarity. The system's similarity concepts are defined implicitly by the designer, mainly by the spec~ 
tral features selected for comparing spectra. They define the overall mathematical structure of the spec
tra space and its mapping into the structure space. By selecting groups of (in his opinion) structurally 
similar test compounds the user defmes (again implicitly) the local mathematical structure of the spectra 
space. Thus, a given system not exhibiting top performance only proves that the system under test does 
not use structural similarity concepts similar to the user's. This may be due to a poor design of the system 
or due to the user's expectations being too specialized or irrational. Failure to perform as expected thus 
disqualifies a system only within the context specified by the test compounds. For other applications the 
respective system may well be the perfect choice. 
Analysis of the similarity matrix can also supply information as to the search strategy implemented in the 
system. Under the assumption that the test compounds have been well selected, the following procedure 
reveals the respective information. First, all entries relating to identical spectra (diagonal elements only, 
not duplicates) are removed from the matrix. The remaining entries are ranked in decreasing order of 
similarity. Then one prepares a plot of similarity versus rank. This will give a curve which starts at rank 1 
with a very high value for similarity and which subsequently drops to the lower similarity values for the 
later ranking pairs. The general shape of this curve is related to the search strategy employed by the 
system. 
A similarity search system (as opposed to an identity search system) is expected to be able to retrieve 
reference compounds structurally similar to an unknown sample. Furthermore, the similarity measure 
should be able to discriminate between different degrees of similarity. Thus, the data set containing user 
selected pairs of high but variable similarity, the first part of the curve should be a smoothly declining 
curve, preferably almost linear. The length of the section to be considered is given by the number of 
off-diagonal elements in submatrices corresponding to the groups of structurally similar compounds. The 
shape of the remaining curve is of no concern (Nobody cares how useless a useless reference is). In an 
identity search system one expects positive identification of identical pairs, but places no particular emp
hasis on the similarity of non-identical pairs. The rank-vs~similarity curve thus starts with a short almost 
horizontal section, whose length is given by the number of duplicate pairs in the test set. The curve 
should then drop sharply and level off slowly. Of course, there is a gradual transition between the two 
pure strategies, resulting in curve shapes somewhere between these extremes. However, a rough estimate 
of the search strategy is generally possible. 
An important part of the search strategy cannot be evaluated from the data in the similarity matrix. All 
similarity measures employed in library search systems are in some way based on the number of elemen
tary spectral attributes (spectral features) having identical attribute states (the same value) in the two 
spectra to be compared. This number is set in relation to the total number of attributes considered. If all 
attributes do have the same state, the system considers the two spectra to be identical. Thus, the degree 
of similarity is measured as the number of attribute states identical between the two spectra compared, 
relative to the number of attribute states identical between one of the two spectra compared to itself. 
Whether the spectrum of the unknown or the spectrum of the reference is used as the base can lead to 
large differences in the system's behavior. This is most easily explained using a strongly simplified mathe~ 
matical model. 
Let the set of features present in the unknown sample X be Gx and the corresponding set in the refer
ence GR and let the intersection of Gx with GR be the set GxR. the set of the features the two corn
pounds X and R have in common. The number of members in the three sets Gx, GR, and GXR shall be 
designated as Tx, TR, and TxR respectively. A very crude measure for the similarity between X and R is 
then given by TXR. To normalize this result it is divided either by Tx or alternatively by TR. In the first 
case, where the unknov.n sets the standard, the similarity becomes independent from the number of fea-
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tures present in the reference only. Thus, the system does not penalize excess features in the reference. It 
just tries to make sure that the highest possible number of features present in X are also present in R. 
There is thus a tendency to retrieve references which are "too big". Each reference tries to represent all 
features of the unknown as completely as possible, the unknown tends to be a subset of the reference. 
This approach is referred to as a "forward search". It is particularly appropriate for similarity search of 
unknowns which can be assumed to be reasonably pure. 
If tht: reference sets the standard, excess features in the unknown get along unpenalized. The system 
prefers references which are "too small". Each reference tries to be completely represented in the un
known, it tends to be a subset of the unknown. This strategy is referred to as "reverse search". It has its 
main application with samples suspected or known to be mixtures, because it gives the user a chance to 
identify components of the mixture. 
Of course, forward and reverse search produce different resnlts only if the spectra of the unknown and of 
the references are treated differently. If this is the case, a non-symmetrical similarity matrix results. The 
mathematical model given above is very much simplilied. A more detailed analysis shows, that the resul
ting search strategy further depends on whether the case of .1 given feature being present in both spectra 
is valued differently from the case where the same feature is absent in both. If this is the case a non-sym
metrical similarity matrix results even if the two spectra are not treated differently. At present, however, 
there is no method known to determine from the similarity matrix which search strategy is used by a 
given system. The only thing one can say is that systems producing a symmetrical similarity matrix either 
treat unknown and reference alike or use a balanced search strategy exactly halfway between the two 
extremes. 

9. Outlook. 

The philosophy behind any library search system for the interpretation of molecular spectra is based on 
the hypothesis, that similar spectra imply similar chemical structures. A library search system is useful in 
the real world of the analytical chemist only if it makes this hypothesis to become true. In order to build 
better library search systems, one needs similarity mea<;ur~:s for both spectra and structures. The de
signer of a library search system decides upon the similaritY for spectra. The similarity measure for struc
tures, however, is defmed by the user and depends on the problems he has to solve. In some cases he may 
be predominantly interested in references having the same functional group~; as his unknowns and does 
not care a lot about the skeleton. In other applications, however, he may place main emphasis on the 
skeleton. Consequently there will never be one single and Hniversally applicable similarity measure for 
chemical structures. Presently there is none at all. The designer of a library search system is therefore 
faced with the impossible job of optimally mapping a simihrity measure for spectra onto an unknown 
and undefmed similarity measure for structures. Currently he has no other choice than to rely on guess
work. The development of even a poorly performing similarity measure for chemical structures would 
allow for the application of formalized mathematical optimization methods and would almost immedi
ately lead to better library search systems. Thus, future research in this field should concentrate on che
mical structures rather than on spectra. 
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Abstract 

Principal component analysis was used to display a data set 
consisting of the concentrations of fifteen polynuclear aromatic 
hydrocarbons (PAH) in indoor air. The data represented ten homes 
having different emission sources such as gas utilities, wood
burning fireplaces and cigarette smokers. The principal component 
analysis enabled convenient displays of the multidimensional data 
set from which characteristics of the PAR concentrations in the 
indoor air could be understood. The PAH concentration patterns of 
the indoor and the outdoor air were quite different even when air 
exchange rates were fairly high. Among the homes, different PAH 
concentration patterns emerged depending upon the emission 
sources present. Of the sources, cigarette smoking appeared to 
affect indoor air most adversely. The variable loading plots 
along with the correlation matrix were used to identify the 
interrelationships between the concentrations of PAH in indoor 
air. 

Introduction 

Most environmental monitoring studies involve measuring 
several pollutants simultaneously. Since the concentration of 
each pollutant is a variable (or a dimension), the resulting 
multidimensional data may be difficult to interpret. Multivariate 
statistical analysis can be used to interpret multidimensional 
data sets. several such applications to a variety of 
environmental problems have been reported in the past few years 
(1-3). The objective of this study was to interpret a data set 
of PAH concentrations in indoor air using principal component 
analysis, which is an effective way of projecting 
multidimensional data onto two or three dimensions while 
preserving most of the variance in the data set (4). 

Description of Data: The data were obtained from a study of 
indoor and outdoor air at homes in Columbus, OH (5). 
stratification variables in the study were the following 
combustion sources: cigarette smoking, use of woodburning 
fireplaces, and heating and cooking by natural gas or 
electricity. Details of the sampling and analysis procedures have 
been published elsewhere (5). The fifteen PAH measured are listed 
in Table 1. 
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Data Analysis 

'I'he data matrix was formed by 1~aJdng each PAH as a variable. 
Each row represented a PAR and each column a room (kitchen, 
living room or bedroom) in one of the~ homes. Since we were doing 
exploratory data analysis, none of tt.e variables were rejected. 
To eliminate the unduly large effect of those variables that had 
large magnitudes, each variable was Etandardized so that it had a 
mean of zero and unit variance (4). 'Ihe Pes were rotated using 
varimax rotation ( 4) , to maximiZE! the number of loadings that are 
either high or near zero and minimizes the loadings that have 
intermediate values (1). The univariate Pearson correlation 
Goefficients were also calculated. Fer the data analysis, the 
statistical package Statgraphics (6) was used. 

]Effects Qf combustion sources 

The results of the PC analysis for all the homes is presented 
in Figures lA and lB. The first two PCs accounted for 73.7% of 
1:he variance, of which PC1 contributed 61.8%. Figure 1A shows the 
variable loading plot, and Figure lB shows the corresponding 
object score plot. Compounds 1,2 and 7-15 show high loadings 
along PCl. Of these, PAR 7-15 are collected primarily from the 
particulate phase. Some of the more volatile PAR 3,5 and 6, which 
<lre more abundant in the vapor phase, show low loadings on PCl 
but high loadings on PC2. 

The Pearson correlation coefficents also indicated strong 
correlations between the concentrations of PAR 3,5 and 6, 
evidenced by correlation coefficients close to 0.90. Fair 
correlations existed between PAH 7-15, those PAH that correlated 
strongly along PCl. Benzo(a]pyrene correlated strongly with PAH 
9-14 (correlation coefficient close to 0.80). Concentrations of 
benzo[g,h,i]perylene (PAH 14) and cor•:mene (PAH 15) are well
correlated. 

In the object score plot Figure 13, we see clustering for 
different types of homes. The all-electric homes (type E) are 
characterized by low values on bo·th a:os:es, reflecting low 
concentrations of all PAH. Clustering of homes with gas utilities 
and woodburning fireplaces (type C) , homes with gas utilities 
only (type A) and the smokers' homes (type B and D) is also 
e~vident. Despite the facts that the homes in this study were in 
different neighborhoods, were of different ages and floor plans, 
and that the sampling was done on dif~erent days, the class 
separations for the homes with different stratification variables 
are fairly good. 

As seen in Figure lB, both gas ut:.lities and fireplaces 
affect the PAH concentration in indoor air. Homes A and c show 
increased scores on both PC axes compared to the all-electric 
homes E. 'l'his implies a net increase of both types of PAH in 
these homes. In Figure lB, the gas-heated homes that have 
fireplace~ (C) show relatively lower loadings on PCl than the 
ones that do not have fireplaces (A) . This lower PAH 
concentration may be due to higher int:rusion of relatively 
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cleaner outdoor air when the fireplaces were in operation. An 
increase in the concentration of pollutants correlated with PC2 
is reasonable, because these more volatile PAH are generated in 
greater quantities than are the larger PAH during combustion of 
wood (7). 

In Figure lB, the most dramatic effect is seen for homes with 
smokers (type Band D). Smoking resulted in higher values for 
both PC1 and PC2, that is, it generated all PAH compounds and its 
effects were more significant than those of the other 
stratification variables. Other studies have also shown that 
cigarette smoke produces a wide range of PAH (8). 

The univariate correlation coefficents between the PAH in 
nonsmokers' homes and the smokers' homes showed interesting 
trends. The three-ring PAH 3, 5 and 6 were well correlated in 
both cases. Notable were the correlations among PAR 7-15. In 
smokers' homes, there was fairly good correlation between PAH 7-
15. PAH 12 had a correlation coefficent greater than 0.80 with 
all PAH 7-13, and PAH 14 and 15 were strongly correlated. For the 
nonsmokers' homes, the correlation between PAH 7-15 was much 
smaller. PAH 12 has high correlation with PAH 13 and 14 only. 
This absence of correlation among PAH 7-15 in nonsmokers' homes 
implied that they were produced from a variety of sources, 
whereas in smokers' homes they came mainly from the cigarette 
smoke. This indicated that cigarette smoke can be a major 
contributor of PAH 7-15 in indoor air. Similar conclusions were 
also drawn from the PC analysis of each subset. 

Indoor/outdoor comparison: In the PC analysis of the outdoor and 
the indoor PAH concentrations, the outdoor samples clustered 
along PC1 and indicated that the PAH concentration pattern 
outdoors differed from that indoors. The indoor air showed much 
higher values on PC2, indicating higher concentrations of the 
smaller PAH (PAH 1, 3, 5, 6). 

Migration of pollutants: When different room~ (kitchen, living 
rooms and bedrooms) were projected on the obJect score plot, the 
different rooms within a house had similar characteristics even 
though a particular activity may not have taken place there: For 
example, even if no cigarettes were smoked in the bedrooms 1n 
smokers' homes, the bedroom units still clustered with rooms of 
other smokers' homes. This implies that there is ample migration 
of pollutants within a house. However, the kitchen, living room 
and bedroom of a given home did not necessarily cluster together. 
Regardless of varying air exchange rates, each type of home 
maintained its PAH concentration pattern. 
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Stat:istical Modelling of Ambient Al.r Toxics Impacts During Remedial 
Investigations at a Landfill Site 

Steven C . :Mauch 
Roy F. weston, Inc. 
West Chester, PA 

Louis M. Militana 
Roy F. Weston, lnc. 
West: Chester, PA 

.ABS'.mACT 
At landfills or other waste disposal site~3, the off-site irrpacts due to 
air toxics generated by intrusive activi:ies are a principal concern. 
To assess these inpacts, the multivari3.te statistical technique of 
canonical correlation has been applied t,) ambient air toxics sanpling 
data coLLected during a rerredial investigation (RI) of a landfill in the 
metropolitan area of Los Angeles, CA. T1e goal of the analysis is to 
determine whether a site activity prod.1ces significant ambient air 
taxies irrpacts in the area irnrediately downwind of the site. 

Canonical correlation analysis of the c:icLta collected at the downwind 
site reveals that tlle primary physical process occurring is dilution of 
contaminants by wind, with secondary sL.ght increases in contaminant 
levels primarily due to boring activit:.es. Although the canonical 
models are not strong enough for quantitative predictions for this data 
set, they do provide a realistic qualita·:ive analysis of the physical 
situation. 

~ICN 
This paper presents the results obtained from application of canonical 
corr-elation analysis to ambient air tox:ics sarrpling data collected 
downwind of a landfill site during RI activities. canonical correlation 
is a mult:ivariate statistical technique that may be used to evaluate the 
relationship between groups of variables, in this case, meteorological 
conditions, site activities, and ambient air toxics levels. The 
technique is an extension of traditional multiple regression analysis, 
which seeks to relate a single variable to a group of other variables. 

Canonical correlation was chosen as an analytical tool because of its 
ability to provide information :Ceyonc_ the scope of traditional 
stat.istical comparison techniques, such a~; sirrple tests for equality of 
means or multiple correlation. The use C>f multivariate methods allows 
bett.er resolution of the complex interacti:::ms between the atmosphere and 
the variety of air taxies compounds that may be present due to intrusive 
activities on a landfill site. 

SITE DESCRIPI'ICN / DATA COI.IH:TICN 
The site was an urban landfill loca-:eci in the Los Angeles area. 'Ihe 
area is located to the northeast of the intersection of two major 
thoroughfares, wit:h the upwind sampLng site located near the 
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intersection. The downwind site is located beyond the northeast corner 
of the landfill area. 

Ambient air samples were collected at the upwind and downwind locations 
during the 3-week site investigation. Wind speed and direction data 
were collected concurrently with the sampling periods. Due to the 
consistent land-sea breeze circulation pattern at the site, daytime 
winds were most frequently from the west-southwest. The upwind and 
downwind sampling locations were chosen based on this wind pattern. 

During the activity period, a total of 31 high-voll...Utle air samples and 33 
volatile organics samples were collected. The corrpounds detected 
included eight toxic volatile organic corrpounds (VOCs), copper, lead, 
zinc, and asbestos. The following eight VOCs were detected in at least 
75% of the sarrples; acetone, benzene, ethylbenzene, styrene, toluene, 
xylenes, tetrachloroethene, and 1,1,1-trichloroethane. 

The VOCs were collected using passivated stainless steel canisters (EPA 
Method T0-14), and the metals were analyzed from high-volume air samples 
of particulate matter. Asbestos was determined using low-volume 
personal pumps and filter cartridges. 

Site activity was parameterized as the durations of the 
intrusive activities: boring (soil core samples) 
(groundwater monitoring wells). Activity durations were 
the site log books. 

UPWIID/JJGoHmD CXM?ARISOOS 

two principal 
and drilling 
obtained from 

To assess the amount of contamination introduced into the ambient air by 
site activities, a corrparison of upwind and downwind means may be used. 
Since normality is not a reasonable assumption for the air toxics data 
being considered, the t-test for equality of means was not used in the 
conparison. Instead, a nonparametric corrparison of medians was 
perfo:rrned using the Wilcoxon two-sample test for independent samples. 
None of the upwind/downwind pairs of medians were significantly 
different at the 10-percent level. 

The upwind/downwind sample sets were also compared graphically using 
side-by-side box-and-whiskers plots, generated from descriptive 
statistics for the activity period. Figure 1 shows the data for several 
typical contaminants. There is a high degree of variability in the 
samples, and a characteristic skewing towards lower values. 

These plots effectively portray the difficulty in determining whether 
the downwind contaminant levels are in any way distinctly greater than 
the upwind levels. Corrparing means or medians would lead to the 
conclusion that site activities had no distinguishable impact on 
contaminant levels. 

c::'Al'QITCAL CXRRELATICN 
Canonical correlation extends the sample correlation concept from two 
single variables to two ~ of variables. The two sets are analogous 
to the dependent and independent variables in traditional regression 
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analysis. The canonical correlation procedure finds the most highly 
correlated pairs of linear combinations of the variables in each set. 
These linear combinations are known as ,::anonical variable scores, and 
the sample correlation ootween a pair of scores is the canonical 
correlation coefficient. The scores may l:::>e interpreted by examining the 
corrponent variables' sample correlations ,..,ith the resultant score. 

The canonical correlation procedure Has performed based on the 
correlation matrix for the contaminant vcxiables combined with the wind 
vector components, and the activit~y dt..:rations. Solid and volatile 
contaminants were treated separately. The northerly and easterly wind 
speed components were mean values covering the period from 0700-1700 L 
each day. 

Solid Contaminants 
A surrmary of the results of the canonical correlation analysis for the 
solid contaminants at the downwind site is shown on Table 1. The first 
two pairs of canonical variates are significant at the 10-percent level. 
This and other coefficients significant at the 10-percent level are 
underlined. Table 2 shows the correlations of these pairs of scores 
with their component variables. 

The general relationship expressed by the correlations of the first pair 
of scores is lower contaminant levels and more southerly winds. Based 
on site geography, the southerly li.e., positive northerly) component 
would contribute to transport away from the downwind site (dilution). 
Therefore, the first set of canonical variates appears to represent the 
general reduction of contaminant levels at the downwind site by 
dilution. 

The second pair of variates refle~cts higher contaminant levels and 
longer boring periods, based on the correlations. There is also a 
relatively high correlation in the activity/wind score with winds 
having relatively lower easterly conponents. The mean wind vector 
direction from the 13 activity days is v.rest-southwesterly, with a mean 
easterly component roughly 1.5 times :he mean northerly component. 
Winds having lower easterly corrponents would be more from the southwest. 
Southwest winds produce the greatest over-site fetch at the downind 
sampling location. Therefore, the second pair of variates may be 
interpreted as reflecting a general elevation of contaminant levels at 
the downwind location during site activity with more across-site winds. 

The logical extension of this analysis '"'ould be to atterrpt to predict 
the quantitative effects of varying levels of site activity on 
contaminant levels. Constructing such a model would require 
est.ablishing a solid relationship between the variables and the scores. 
Unfortunately, the correlations are too •~eak to be of predictive value. 
However, the canonical correlation analy::;is does indicate that elevated 
contaminant levels are at least qualitatively associated with increased 
boring activity. 
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Volatile Organic Contaminants 
The canonical correlation analysis of the VOCs indicated one 
significant pair of variates. However, no contaminants were 
significantly correlated with the contaminant score. 

This type of ambiguity occurs in canonical correlation analyses 
whenever there are strong correlations between many variables in either 
group. Such a high degree of correlation does exist amongst many pairs 
of VOCs, principally due to the influence of nearby traffic emissions. 
The use of highly correlated predictor variables in linear regression 
produces an analogous effect. l>bre definitive results may be possible 
if some of the highly correlated variables were eliminated. 

C:CU::WSICNS 
Ambient air taxies data collected upwind and downwind of a landfill 
during intrusive activities were evaluated using basic satitistical 
comparisons. Both side-by-side box plots and Wilcoxon two-sample tests 
for equal medians showed no significant differences in contaminant 
levels at the two sampling sites. 

canonical correlation analysis of the solid contaminant levels and the 
activity/wind variables at the downwind site shows that: 1) there is 
primarily dispersion of contaminants across the normal sea-breeze wind 
direction (southwest), and 2) boring duration and rretals levels are 
positively related. These canonical relationships are not strong enough 
for quantitative use. 

canonical correlation analysis of the VOC data at the downwind site are 
rendered indeterminant due to a high degree of inter-correlation among 
the volatile contaminants. These interrelationships are rnainl y due to 
the source signature of traffic on the thoroughfares bordering the site, 
which likely obscures any relationships between VOC levels and site 
activity. 

The use of canonical correlation to analyze data from air sampling 
efforts provided useful results in this case, beyond the information 
revealed by simple statistical comparisons. The results obtained were 
consistent with the expected physical process of dispersion. Although 
no quantitative judgrrents could be made from this data set, the method 
has the potential to provide quantitative results as well. 
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TABLE 1. Canonical Correlation Results: Downwind, Soild Contaminants 

COMPONENT CANONICAL SIGNIFICANCE 
NUMBER CORRELATION LEVEL 

1 0.9715 0.0069 

2 0.9027 0.0951 
3 0.7421 0.3274 
4 0.4159 0.5145 

TABLE 2. Correlations of Scores wtth Original Variables 

CONTAMINANT SCORE 
VARIABLE COMPONENT COMPONENT 

1 2 

Asbestos -0.427 -0.048 

TSP -0.170 0.228 

Copper :Q.ill -0.190 

Lead -0.199 M29 
Zinc 0.122 0.467 

WIND/ACTIVITY SCORE 
VARIABLE COMPONENT COMPONENT 

1 2 

Northerly .Q.10.4 0.248 

Easterly -0.061 -0.427 

Boring -0.209 .o...9.3.9 
Drilling 0.383 -0.150 
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COMPARISON OF 1HE SOURCE LOCATIONS 
AND TIIEIR SEASONAL PATfERNS FOR 
SULFUR SPECIES IN PRECIPITATION 
AND AMBIENT PARTICLES IN ONTARIO, CANADA 

Yousheng Zeng and Philip K. Hopke 
Department of Chemistry 
Clarkson University 
Potsdam, NY 13699-5810 

The Potential Source Contribution Function (PSCF) is a probability function based on 
the air parcel trajectory data coupled with information regarding the nature of the contami
nants measured in that air parcel. PSCF is the ratio of the probability of a contaminated air 
parcel having traversed a 1° latitude by 1° longitude area to the probability that any air parcel 
traversed that area. Regions with high PSCF values thus have a higher probability of 
contributing pollutants to the measured concentratiom• at the receptor site. The PSCF 
analysis has been applied to sulfur species in both precipitation samples and particulate 
samples collected by Acidic Precipitation in Ontario Study (API OS) network. Analysis has 
been performed separately for the winter and summer seasons so that the comparison 
between particles and precipitation and/or winter and mmmer can be made. The results show 
that the U.S. midwest, east coast, and nearby Atlantic Ocean region are source areas for 
sulfur species, both in precipitation and in ambient particles, at Dorset, Ontario, Canada. The 
influence of these regions on so~- level is stronger for the particles than for the precipitation, 
and much stronger in summer than in winter. However, the influence on S02 is much greater 
in winter due to its longer life time in winter. Ocean emissions play a significant role in 
summer owing to more biological and photochemical c.ctivities. 
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Introduction 

The Potential Source Contribution Function (PSCF) has been introduced to indicate 
those geographical areas that have a high probability of being source areas of pollution events 
at a specific receptor site1• The important feature of a PSCF analysis is the capability of 
geographically locating pollution sources whereas most commonly used receptor modcls2 

identify pollution sources by their chemical characteristics rather than their locations. It is 
obvious that the locations of airborne pollutant sources are important information for air 
quality management. 

The PSCF method has been described by the authors3
. A brief review is given here. 

In a PSCF analysis, both sample chemistry data and related meteorological data are needed. 
From meteorological data, air parcel back trajectories ending at a receptor site can be 
calculated with a trajectory model4

·
5

• The trajectory segment endpoint at particular time 
relative to a sample period starting time is given by longitude and latitude. To calculate 
PSCF, the whole geographic region covered by the trajectories is divided into 1 o longitude by 
1° latitude cells so that PSCF will be a function of longitude and latitude. The PSCF value 
for the ij-th cell is calculated by: 

(1) 

where m;i represents number of endpoints that correspond to the trajectories that arrived at a 
receptor site with pollutant concentrations higher than some pre-specified value, and nii stand 
for the total number of endpoints that fall into the ij-th cell. 

PSCF;i is the probability that an air mass with specified pollutant concentrations arrives 
at a receptor site after having been observed to reside in the ij-th cell. Cells containing 
pollutant sources will have high probabilities. Therefore, the PSCF will identify those source 
areas that have a potential to contribute to the high concentrations of contaminants observed 
at the receptor site1

• 

Previously, the PSCF method was applied to the acidic precipitation chemistry data 
obtained from Acidic Precipitation in Ontario Study (APIOS) network. The source locations 
of the precipitation constituents were investigated in that study-'. This paper will present a 
PSCF analysis of sulfur species in both precipitation and ambient particles collected by the 
APIOS network. The source locations of the species in precipitation and ambient particles 
will be compared. The seasonal patterns of such locations will be demonstrated. A better 
understanding of atmospheric processes regarding acidic deposition is achieved by these 
compansons. 

Data Description 

The chemistry data of daily ambient particulate samples and event precipitation 
samples are taken from APIOS network data base6

. This study only focuses on sulfur species 
(SO~· and S02) at one site in the network, Dorset (station code 3011, see Figure 1 ). Two 
measurements for ambient particles were used: sulfate in J.l.g so~·/m3 and sulfur dioxide in J.l.g 
SOim3

. For pr~cipi~ation, sulfate data were analyzed. -,Before calc~:ating PSCF~ t~e origi?al 
S04 concentratiOn (m mg S0~-11) was converted to S04' wet deposition (mg S04·) m a umt 
area by multiplying the concentration by the precipitation sample volume in liter. The 
purpose of this transformation is to eliminate the dilution effect caused by the differences in 
precipitation volume. 

The samples used in this study were those collected from 1984 to 1986. After the data 
designated as unreliable were eliminated, the number of valid data points for precipitation 
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so;-, particulate so~-. and particulate so2 were 401' 992, and 986, respectively, and the 
average values of these variables are 0.993 mg so~-- 3.14 11g so;-;rn3, and 3.67 11g SOjm3, 
respectively. These average values were used as the cut-off values in PSCF computation of 
corresponding species. 

In order to investigate seasonal variaton, th~ data set for each variable was divided 
into two subsets, one for winter (from November· through April), another for summer (from 
May through October). 

Air parcel back trajectories ending at Dorse. have been calculated by Ontario Ministry 
of the Environment4

• The trajectory data were provided in the form of a list of time intervals 
and coordinates of the trajectory segment endpoint~ for each trajectory. Trajectories using 
surface level data were calculated each day at 0:00, 5:00, 12:00, and 18:00 using 3 hour time 
intervals for 48 hours backward in time. In order t(• increase the resolution, a linear interpo
lation was performed to obtain 1 hour time interval trajectories. Thus for each 24 hour 
sample, 192 trajectory endpoints arc available for the PSCF analysis. 

Results and Discussion 

Samples with a species deposition (for precipitation) or concentration (for particles) 
higher than the average value of this species arc de1.ignatcd as polluted samples. The PSCF 
values can be calculated for each cell based on cquMion (1) where m,1 is the number of 
endpoints associated to these designated polluted samples and n;1 i~ the number of endpoints 
for all samples. 1he PSCF values then can be pbttc:d on the map (Figures 2-4). 

Bdore interpreting these probability plot>, t'vo facts should be brought into notice: 1) 
The cells near boundary of a figure usually have far less total number of endpoints. There
fore, the confidence level for the PSCF result' in th~se cells is much lower than the confi
dence level in cells in interior. To he specific the cdls in interior usually have endpoints of 
50-5,000 whereas the cells near the boundary, particularly on the west side, have 20 or fewer 
endpoints. ll1c results representing the interior of these figures are statistically more 

significant. 2) Errors in a trajectory increase as the ::alculation proceeds back in time from a 
starting point (receptor site). In this study, the west side of the region is far from the Dorset 
site (Figure 1) so that the trajectories over these an: as probably have greater errors. 

Precipitation Data 

Figure 2 is the PSCF plots based on \vet deposition of SO~- It shows winter (a) and 
summer (b) patterns. For high so~- wet deposition ~vents, the areas from Tennessee. 
Kentucky, and Indiana to the east coast and some aJ cas in the Atlantic Ocean arc the source 
areas. However, the influence of these areas in winrer is much weaker than in summer 
[compare Figure 2 (a) and (b)]. In summer, the mo~;t of these areas have PSCF values higher 
than 0.6. Some cells in this region, particularly along the cast coast and nearby ocean areas 
have PSCF values in the range of 0.8-1. This result indicates that the wide region of U.S. 
midwest and the east coast and some ocean areas have high probability of being the source 
areas for summer high so;· wet deposition at Dorse . Some areas around Missouri also show 
a strong effect. Considering the available cmi~;sicm i-lventory information and possible greater 
errors in trajectories over this region (as discu·;scd in previous paragraph), -.ve believe that 
these high PSCF value spots have been somewhat shifted from the areas between Missouri 
and Illinois (around St. Louis area) to the loc<' tion shown in the figures. 

It has been observed that the cells in the Atlmtic Ocean off the cast coast of the 
United States have high PSCF values in summer. It appears that the ocean becomes a 
significant source in summer when biological proccss:s are very active and high temperature is 
favorable for these "pecies to escape from the v.-arer. A important species transferred from 
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ocean to atmosphere is dimethylsulfide (DMS). The DMS emission from ocean is comparable 
in magnitude to the S02 emission from fossil-fuel burning7

. DMS will react in atmosphere 
and produce S02 and other products. Reactions of DMS and OH radical significantly 
consume DMS and produce S02 

8
•
9

, especially during the summer when photochemical activity 
is high. Thus the combination of biogenic sulfur emissions and photochemical activity may be 
the cause for the summer high PSCF values. According to these figures, the effect from the 
ocean is negligible in winter. Another factor that could possibly cause this seasonal difference 
is difference of transport pathways in winter and summer. In order to investigate the 
pathways, all the trajectories over this region were reviewed. It was observed that even more 
trajectories passed through this ocean region in winter than in summer. Therefore, the 
difference appears to be due to the source intensity rather than lack of the transport pathway 
in winter. 

Ambient Particulate Data 

Two sulfur species have different seasonal variations (Figure 3 and 4). In summer, the 
midwest region, especially the Ohio River Valley, is very strong source areas for so;- at 
Dorset. However, the S02 level at Dorset is only slightly affected by the midwest region, and 
strong influence is from the Atlantic Ocean. Although sulfur compounds' sources (S02 
emission) in the Midwest are similar in winter and summer, photochemical reactions are far 
more important in summer. so2 will be easily transformed to so;- so that the influence of 
the midwest sources is observed in form of so~-. Only limited amount of S02 remains in air 
when the air parcel reaches the receptor site. For similar reasons discussed in the previous 
subsection of precipitation, the ocean source can be seen in both so~- and so2 form and its 
influence on so2 is distinct. This result also suggests that so2 produced by ocean has longer 
life time than S02 emitted from industries. More oxidants and radicals in continental 
atmosphere and high temperature make S02 to easily transform whereas marine atmosphere is 
cleaner. 

In winter, the midwest region has less influence on so~- (but it is still a strong source 
region) and a stronger influence on S02 because S02 ... so;- transformation process is much 
slower in winter. The effect of the ocean is very limited in winter. It is also noticed that 
Sudbury area (see Figure 1), one of the largest S02 sources in North America, has some 
influence on the S02 level at Dorset in the winter [see Figure 4(a)]. This effect is not 
observed in summer because of the prevailing wind directions. No effect of Sudbury on so~
(particles or precipitation, Figures 3 and 2) at Dorset is observed_ The stack emitting S02 at 
Sudbury is very high and the distance between Sudbury and Dorset is short (about 225km). 
There is only a limited probability that S02 from Sudbury can reach the ground at Dorset and 
there is not sufficient time for so2 to transform to so;- within that relatively short time 
period. 

Comparison between Precipitation and Particles 

The comparison between precipitation and particles can only be made for So~
(Figures 2 and 3). In general, U.S. midwest region has a greater influence on particles than 
on precipitation, especially in winter. In summer, the source areas for particles are concen
trated in the Ohio River Valley region while more source areas for precipitation tend to be in 
the east coast and the region around Missouri and Illinois. 

According to this comparison, the sulfate coming from the midwest tends to remain in 
particle phase. It docs not efficiently participate in precipitation formation process and it is 
not efficiently removed by the precipitation because the sulfate particles are too small to be 
efficiently washed out. On the other hand, the species from ocean and the east coast seem 
more efficiently involved the precipitation process. However, we have difficulty to interpret 
the influence of western region (around Missouri) to the So~- in precipitation. For further 
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interpretation of this phenomenon, studies on rneteowlogy and mechanism of cloud and 
precipitation are needed. 

The trajectories used in this work are surface trajectories. When multilayer trajecto
ries become available in future studies, we could expect more information that may be helpful 
in interpreting these results. 

CONCLUSION 

An area with large emission rate is not nec{~ssarily a source area of a pollutant at a 
specific receptor site because factors, such as meteorological condition, atmospheric chemical 
and physical processes, will determine the transport of the pollutant. With PSCF analysis, 
pollution source locations can be easily identified in sense of probabilities. The PSCF analysis 
has been applied to precipitation and particulate samp es that is collected by APIOS network 
during 1984-86. The PSCF plots indicate the U.S. midwest, east coast, and nearby Atlantic 
Ocean region as source areas for sulfur species, both in precipitation and in ambient particles, 
at Dorset, Ontario, Canada. The so;- level in particles is affected by these regions more 
greatly than in precipitation. The influence on so~'- is much weaker in winter than in 
summer. For S02, it is much stronger in winter due to its longer life time in winter. The east 
coast, the ocean region, and the region around St. Louis are more responsible for the acidic 
species in precipitation whereas Ohio River Valley region is more responsible for the acidic 
species in the particles. Ocean emissions play a significant role in summer owing to more 
biological and photochemical activities. Sudbury, one of the most important source area in 
North America, only has significant impact to S02 level at Dorset in winter. These results 
should he taken into consideration when developing wntrol strategies. 

This report was prepared for the Ontario Mt.nistry ,)f the Environment as part of a Ministry 
funded project (No. 311 PL). The views and ideas expre:>sed in this report are those of the author and 
do not necessarily reflect the views and policies of the Ministry of the Environment, nor does mention 
of trade names or commercial products constitute endorsement or recommendation for use. This work 
was also supported in part by the U.S. National Science Fo mdation under grant A TM 89-96203. 
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Figure 1 Map of studied region. a) Dorset, the receptor site; b) 
Sudbury, the bigest S02 point source in Canada. 
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MONITORING TOXIC VOCS IN URBAN AIR IN ILLINOIS 

Clyde W. Sweet and S. J. Vermette 
Atmospheric Chemistry Section 
lllinois State Water Survey 
2204 Griffith Drive 
Champaign, IL 61820 

Abstract 

Toxic VOCs have been monitored at several sites in southeast Chicago and in the East St. Louis, IL 
metro area since 1987 using a canister-based sampling system. In both of these areas, toxic VOCs are emitted 
from a variety of area and point sources. Using wind trajectory analysis and chemical mass balance statistical 
methods, an attempt has been made to evaluate the effect of various types of emissions on overall levels of 
toxic VOCs in urban air. The data have also been analyzed to determine the influence of wind direction on 
concentrations of toxic VOCs in ambient air. In both study areas, major industrial point sources are 
responsible for occasional episodes with elevated concentrations of toxic VOCs. Average ambient 
concentrations, on the other hand, are influenced more by area sources that also affect regional background 
levels. 

Introduction 

Toxic volatile organic chemicals (VOCs) are recognized as important cancer risk factors in urban air.1 

Because these pollutants are emitted from such a wide variety of sources, identification and apportionment 
of individual chemicals among major sources is a complex problem. Other researchers have identified and 
characterized important sources of VOCs in urban areas.2 VOCs can be apportioned among these sources 
using ambient air data with receptor modeling statistics3 or emissions inventory data and dispersion 
modeling.4 However, there is a high degree of uncertainty associated with these estimations due to 
uncertainties in emissions inventories, source profiles, meteorological variables and in the ambient air 
databases. 

For the past three years, we have been monitoring ambient air in three industrialized urban areas and 
one rural background site in Illinois. The target compounds in this monitoring effort are a selected group of 
toxic aromatic and polychlorinated hydrocarbons that can be readily quantified in ambient air. To reduce the 
uncertainties associated with source apportionment by receptor modeling, we have used wind trajectory 
analysis, characterized site specific source profiles and incorporated regional background data. This approach 
is illustrated here using specific examples from our VOC monitoring data. 

Methods 

Samples and meteorological data were collected in East St. Louis and Granite City (part of the St. Louis 
metropolitan area) and in southeast Chicago. All three locations have typical urban sources as well as heavy 
industry (steel, chemicals, refineries and smelters). These areas have the worst air quality in Illinois in terms 
of criteria pollutants. Background samples were collected at a rural site near Champaign chosen to be 
representative of regional air quality. 
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The sampling and analytical methods used in thh• work and the results of quality assurance 
experiments have been described previously.5 Briefly, sample:; were automatically collected in stainless steel 

canisters using a commercially available sampler (SIS, .Moscov., ID). VOCs are then analyzed using cryogenic 
preconcentration followed by capillary gas chromatography with flame ionization and electron capture 
detection. Complete meteorological data including wind speed and direction were collected with all samples. 

EPA software6 was employed for the chemical mass b'lance (CMB) analysis. The chemicals analyzed 
were the toxic VOCs together with propane, n-butane and isopentane which were used as additional fitting 
species. Except where noted, source profiles are from Scheff et al.2 

Results and Discussion 

A data summary from approximately 250 analy~•es is p:·esented in Table 1 for the 11 toxic compounds 
that were quantifiable in most samples. Even though the aJeas studied are heavily impacted by industrial 
s:>urces, the average concentrations of toxic VOCs are similar to average urban values in the U.S.7 and are 
only 2 to 5 times higher than rural background levels in Illinois. The urban data are more variable than the 
rural data with maximum concentrations often more than ten times higher than the maximum levels seen at 
our rural background site. Typically the concentrations of to:dc VOCs in urban areas approach rural levels 
except when the wind is blowing from a nearby major source. 

This dependency on wind direction is shown in the d<tta from one of our sites (Sauget) in the E. St. 
Louis area. This site is southeast of a large chemical marufacturing complex. This source affects the 
c:>ncentrations of several toxic VOCs in samples taken of this site during periods of steady (standard deviation 
of the wind direction < 20 ) northwesterly winds (Tab(e 2). A similar relationship is seen with benzene at 
the Chicago site.s due to the influence of nearby coking ope:rations. Used in this way, wind trajectory analysis 
(WT A) can verify the influence of inventoried point sources on air quality and confirm the presence and 
impact of uninventoried point sources. 

Chemical mass balance (CMB) statistics were applied to a number of individual samples from the 
urban and rural background sites. A composite of VOC measurements taken at our rural site was developed 

a:; a regional profile. For East St. Louis, a chemical pl:mt profile was developed by subtraction of 
simultaneous upwind from downwind fenceline measurements.5 

Prior to a detailed breakdown of the sources of indh idual compounds in the urban samples, some 
g·~neral findings are worth noting. CMB statistics for the rural samples are almost entirely accounted for by 
tailpipe emissions (67%) and gasoline vapors (19%) with a vaiiety of other sources making up the remaining 
1.5%. The urban samples tend to be highly variable even when comparing samples taken during periods of 
similar wind direction. For example, two East St. Louis samples were taken with winds coming from the 
chemical plant area. In one case, CMB indicated that the chemical plants accounted for 93% of the benzene; 
while in the other case, tailpipe emissions explained 100% of the benzene. 

In Table 3 results are given for two CMB runs on a Chicago sample that reflected more or less 
average conditions at the site. The first indicates that a subs antial portion of the chlorinated solvents are 
emitted from wastewater treatment. Although there is a sewage treatment plant in the study area, we have 
found no evidence from the emissions inventory, WTA or fenceline sampling that this plant is a significant 
point source. Secondly, chloroform, an important indicator of wastewater treatment emissions, is no higher 
ir this sample than in an average rural sample. In the second CMB run, a regional background signature is 
incorporated. This "source" accounts for most of the emis~;ions. We interpret this to mean that most of the 
tc•xic VOCs in this sample come from the same sources as those contributing to the regional background. The 
additional compounds contributed by specific sources in the: stt dy area such as the coke ovens are highlighted 
in this example. 

Table 4 gives the results of CMB analysis of a samr,Je taken in East St. Louis that was suongly 
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influenced by chemical plant emissions. CMB accurately attributes some compounds (benzene for example) 
to the chemical plants. Others such as trichloroethylene (TCE) are attributed to other sources even though 

we know from wr A and fenceline sampling that the chemical plants are the dominant sources of TCE in this 
area. The overall statistics for this CMB run are not very good. This is probably due to the fact that the 
chemical plant profile is based on a limited number of grab samples. An improved profile would presumably 
give more accurate source attribution. Another point of interest in this CMB analysis is that gasoline vapors 
make up only a minor portion of toxic VOC emissions at this site even though petroleum product storage and 
transfer station emissions make up 70% of the point source hydrocarbon emissions inventory. This result 
agrees with wr A at the site (fable 2) in that levels of benzene, toluene and xylene are not elevated when the 
sampler is downwind of these sources. 

Conclusions 

1. The levels of airborne toxic VOCs in the study areas are strongly influenced by major point sources 
downwind of the sampler. 

2. CMB analysis of VOC monitoring data can give misleading results due to uncertainties in source 
profiles and emissions inventories. 

3. Wind trajectory analysis, specific source sampling and knowledge of regional background levels can 
provide important information for interpreting CMB results. 
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Table 1. Toxic VOC concentrations in urban industrial areas3 

Compound Chicago E. St. Louis Granite City Rural Site 
(n ::: 99) (n = 81) (n = 24) (n=19) 

benzene 4.2 z 4.2 10.9 ± 17.5 2.3 z 1.8 1.3 ± .5 
(26) (102) (7.5) (2.4) 

toluene 9.1 ± 9.3 8.6 ± 9.5 6.0 ± 7.7 2.7 ± 2.0 
(56) (45) (40) (9.4) 

m,p-xylene 3.9 ± 3.4 17 ± 43 4.2 ± 4.8 1.2 ± 0.8 
(21) (312) (24) (3.9) 

ethylbenzene 1.4 ± 1.3 7.2 ± 17 1.6 ± 1.8 .5±.4 
(7.6) (110) (7.4) (1.6) 

a-xylene 3.0 ± 5.7 3.4 ± 8.8 3.3 ± 3.8 1.1 ± 1.0 
(44) (55) (13) (4.3) 

chloroform 0.3 ± 0.2 0.5 ± 0.9 0.3 ± 0.1 0.2 ± 0.1 
(1.6) (6.6) (0.5) (0.4) 

1,l,l,trichoroethane 3.3 ± 3.6 4.0 ± 6.1 1.5 ± 1.6 1.2 0.4 
(25) (31) (7.5) (1.9) 

carbon tetrachloride 0.8 ± 0.3 1.0 ± 0.4 0.7 ± 0.4 0.8 ± 0.3 
(1.7) (1.9) (1.8) (1.5) 

trichloroethylene 1.0 ± 1.0 2.1 ± 5.8 0.6 ± 0.5 0.4 ± 0.3 
(5.9) (43) (2.1) (1.5) 

tetrachloroethylene 1.8 ± 1.6 1.4 ± 1.3 0.6 ± 0.7 0.4 ± 0.3 
(9.1) (6.1) (3.3) (1.2) 

chlorobenzene 0.3 ± 0.2 3.1 ± 6.4 0.4 ± 0.2 0.2 ± 0.1 

(1.5) (36) (0.7) (0.5) 

3 Concentrations in p.g/m3 ± standard deviation, maximum value in parenthesis 

Table 2. Wind trajectory analysis of Sauget/E. St. Louis VOC Data3 

Compound Northwest Winds Other Winds Average 

benzene 30 ± 8.0 2.2 ± 2.2* 14 ± 21 

toluene 6 ± 6 9 ± 9 8 ± 8 

m, p-xylene 52 ± 73 2.6 ± 2.2* 21 ±50 

trichloroethylene 5.9 ± 10 o.s ± o.s• 2.7 ± 7.0 

chlorobenzene 5.9 ± 6.8 0.5 ± 0.4* 3.1 ± 5.4 

p-dichlorobenzene 58 ± 61 3.0 ± 1.8* 38 ±54 

a Concentrations are in p.g/m3 ± standard deviation, n= 10 for each wind sector, • indicates values are 
significantly lower {p>.95) than other values in the same row. 
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Date = 88/07/10 
Wind Direction = 225° 
Wind Speed = 13 mph 

voc 

Benzene 

Toluene 

Ethyl benzene 

m,p-Xylene 

a-Xylene 

Chloroform 

Methylchloroform 

Trichloroethylene 

Perchloroethylene 

Dale = 88/07/10 
Wind Direction = 225° 
Wind Speed = 13 mph 

VOC 

Benzene 

Toluene 

Ethyl benzene 

m,p-Xylene 

a-Xylene 

Chloroform 

Mcthylchloroform 

Trichloroethylene 

Perchloroethylene 

n.a. not available 

Table 3. CMB results from Chicago (Washington School) 

Calculated Tailpipe 
Measured Emissions 

0.84 81% 

0.96 71% 

1.05 82% 

1.03 96% 

0.67 98% 

1.07 n.a. 

0.75 n.a. 

1.19 n.a. 

1.00 n.a. 

Calculated Coke 
Measured Ovens 

0.98 38% 

1.02 0% 

0.96 4% 

0.99 2% 

0.98 0% 

1.36 n.a. 

0.81 n.a. 

0.84 n.a. 

1.00 n.a. 

Gasoline 
Vapors 

7% 

4% 

2% 

5% 

2% 

n.a. 

n.a. 

n.a. 

n.a. 

Fitting statistics 
R2 =0.97 DF=7 
x2 = 3.45 Predicted Total Concentration 

of Fitting Elements = 96% 

Wastewater Vapor Dry 
Treatment Degreasing Cleaning 

ll% 0% 0% 

26% 0% 0% 

16% 0% 0% 

n.a. 0% 0% 

n.a. 0% 0% 

100% 0% 0% 

38% 62% 0% 

27% 73% 0% 

37% 19% 44% 

Filling statistics 
R2 = 0.99 OF= 7 
x2 = 1.28 Predicted Total Concentration 

of Fitting Elements = 98% 

Gasoline Architectural Dry Regional 
Vapors Coatings Cleaning Background 

5% 0% 0% 56% 

2% 44% 0% 53% 

2% 7% 0% 86% 

4% 15% 0% 79% 

1% 18% 0% 81% 

n.a. n.a. 0% 100% 

n.a. n.a. 0% 100% 

n.a. n.a. 0% 100% 

n.a. n.a. 48% 52% 

540 



Table 4. CMB results from East St. Louis (Sauget) 

£ittin& statistics 

Date = 88/11/06 R2"" 0.90 DF = S 
Wind Direction = 2700 x2 = t0.78 Predicted Total Concentration 

of Fitting Elements "" 101% 

Calculated Tailpipe Gasoline Wastewater Vapor Chemical 
voc Measured Emissions Vapors Treatment De greasing Plant 

Benzene 0.37 8% 2% 1% 0% 91% 

Toluene 1.23 74% 8% 15% 0% 3% 

Ethyl benzene 1.31 40% 2% 4% 0% 57% 

m,p-Xylene 1.17 41% 4% n.a. 0% 55% 

o-Xylene 0.69 96% 4% n.a. 0% 0% 

Chloroform 0.84 n.a. n.a 40% 0% 59% 

Methylchlorofonn 0.47 n.a. n.a S% 52% 43% 

Trichloroethylene 1.13 n.a. n.a. 4% 72% 23% 

Perchloroethylene 1.15 n.a. n.a. 16% 49% 36% 

Chlorobenzene 1.18 n.a. n.a. 0% 0% 100% 

n.a. not available 

541 



CABIN AIR QUALITY: COTININE AS A BIOMARKER OF 
ENVIRONMENTAL TOBACCO SMOKE IN COMMERCIAL 
AIRCRAFT 

Delbert J. Eatough, Fern M. Caka, John 
Crawford, Scott Braithwaite, Lee D. Hansen and 
Edwin A. Lewis 
Department of Chemistry, Brigham Young 
University, Provo, Utah 84602, U.S.A. 

The use of cotinine as a biomarker for evaluating air quality with 
respect to envirorunental tobacco smoke in commercial aircraft has been 
studied by determining the variation in concentration of nicotine and other 
envirorunental tobacco smoke pollutants in both smoking and nonsmoking cabin 
sections. Four never-smoker volunteers were exposed during commercial 
passenger flights and atmospheric samples were collected to determine 
exposure of the personnel to nicotine for at least the 24 hour period before 
and 48 hour period after the flight. Total urine samples were obtained from 
the personnel collecting the atmospheric samples for the time period 
extending from 24 hours before the flight to 48 hours after the flight. 
Exposure in airport terminals can be as significant as exposure for persons 
sitting a few rows in front of the smoking section during a flight. Urine 
cotinine concentrations were correllated with exposure to nicotine but not 
with exposure to many other constituents of environmental tobacco smoke in a 
series of DC-10 flights. 
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Introduction 

In recent years there has been an increased interest in determining the 
eoncentrations of ETS in commercial aircraft passenger cabins in order to 
quantify the concentrations of pollutants associated with ETS which may be 
present, determine the factors which control the concentrations of ETS 
present in nonsmoking sections of passenger cabins, and develop models for 
predicting personal exposure in commercial aircraft. A National Academy of 
Sciences report (1) recommended banning smcking on all commercial flights 
for the following reasons: minimization of irritation, reduction of health 
risks and fire hazards, and to bring levels of pollutants in cabin air in 
line with those in other indoor environments. In April 1988, the U.S. 
Congress enacted a temporary law banning smoking on all flights of two hours 
or less. In February 1990, a new law ,.;ent into effect which banned smoking 
on domestic U.S. airline flights. S iml.lar legislation is in effect in 
Canada. Most flights in other countries do not presently ban smoking. 

Several studies have determined the C•Jncentration of ETS components 
present in commercial aircraft cabins. D'ita have been reported on the 
concentrations of nicotine present in the cabin environment for a number of 
commercial aircraft flights (2-6). The exposure of airline flight 
c:.ttendants (4, 7) and passengers (4) to envir::>nmental tobacco smoke has been 
estimated from measurements of nicotine and ~otinine in urine. Oldaker et. 
c:.l (2) have reported the determination of the concentrations of nicotine, 
RSP and lN-PM on several long commercial flights using a portable air 
sampling system. A similar sampling system was used to determine the 
concentrations of nicotine, CO and RSP at f·our locations in the passenger 
cabin of flights on MD-80 aircraft (5). fhe latter two studies are the 
only studies reported to date which have attempted to correlate the 
concentrations of nicotine in the passenger cabin of commercial aircraft 
w·ith the concentrations of other constituents of environmental tobacco 
smoke. Most of the studies have used nico1:ine as the tracer to quantify 
exposure. However, exposure calculations based only on nicotine will 
underestimate total exposure to ETS since nicotine is removed from indoor 
enviror~ents at rates faster than other species associated with ETS (8,9). 

We have conducted a study (10) to measure a variety of compounds 
associated with ETS as well as several non-unique species (such as RSP and 
CO) in both smoking and nonsmoking sections of aircraft cabins. The 
spectrum of species and aircraft sampled provided a data base for the 
development of models for the prediction of ETS concentrations in aircraft 
cabins under a variety of conditions. As part of that study, the concen
trations of cotinine in the urine of passengers with known exposure to 
nicotine from environmental tobacco smoke before, during and after 
commercial flights was determined. This paper presents the results obtained 
from a series of DC-10 flights. 

Methods 

Saupling Equip01ent and Analysis Methods 

Data on the aircraft were collected by ::our volunteers using Briefcase 
AJ.tomated Sampling Systems (BASS) (11.). Each BASS contained various 
components designed to sample for specific conpounds associated with ETS and 
other atmospheric pollutants and variables. Compounds measured during a 
flight included gas and particulate phase nicotine, 3-ethenylpyridine, fine 
(>2.5J.1m) particulate matter, UV-PM (2), NOx and CO. The concentrations of 
gas and particulate phase nicotine were determined using two mini-annular 
denuder sections coated with benzenesulfonic acid (BSA) for collection of 
gas phase nicotine and 3-ethenylpyridine followed by a 1 micron Teflon 
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filter (Zefluor, Gelman Sciences) for collection and determination of 
nicotine (12). Following the Teflon filter was a BSA saturated filter for 
the collection of any nicotine lost from particles during sampling (12). 
Air was drawn through the denuder system at a rate of 2 sLpm. Details on 
the collection device used to measure the other chemical species have been 
given (10,11). The concentrations of nicotine to which the four volunteers 
were exposed in airports prior to and after each flight were determined 
using a filter pack with a 1 micron Teflon filter (Zefluor, Gelman Sciences) 
and a BSA saturated filter sampling at 4 sLpm for the collection of 
particulate and gas phase nicotine (12). The concentrations of nicotine 
present in the environment other than in the airport terminals and during 
the flight to which the volunteers were exposed was determined using a BSA 
saturated filter in a passive monitor of the design described by Hammond et 
al. (13). 

A measured fraction of each urine void was collected by each of the 

four volunteers for the 24 hour period prior to and 48 hour period following 
each flight. Aliquots of the various samples were combined to give three 
composite 24 hour samples. After collection the individual urine samples 
were frozen and kept frozen at -80°C until combined to the 24 hour samples 
and analyzed. 

Annular denuder and filter pack samples were extracted with water and 
analyzed by ion chromatography for nicotine and 3-ethenylpyridine (14) with 
the exception of the Teflon filter. The Teflon filter was extracted with 
methanol, with half of the extract analyzed for UV absorbance using a 
spectrophotometer to determine UV-PM (15), and the other half was analyzed 
for nicotine by ion chromatography (16). The concentrations of nicotine 
collected by the passive samplers was determined by gas chromatography using 
an NPD detector (12). Cotinine in the collected urine samples was 
determined by gas chromatography using an NPD detector and internal standard 
as previously described (14). 

Sampling Protocol 

Four different volunteer non-smokers participated in four DC-10 
flights. Each subject carried a BASS and was seated in the rear passenger 
cabin which contained the economy class smoking section at the back of the 
aircraft. The location in the passenger cabin of the volunteers during each 
flight is given in Table I. Sampling was begun after takeoff when the no
smoking sign was turned off. Sampling was concluded when the no-smoking 
sign was turned on prior to landing. Flights 1 and 3 and flights 2 and 4 
were the same origination and destination, however, a different DC-10 
aircraft was flown for each flight. The four volunteers wore the personal 
passive sampler for a 24 hour period prior to the flight when not in an 
airport and were at the location of the filter pack sampling system when in 
an airport. After the flight, the volunteers were again in the area of the 
filter pack sampling system when in the airport and wore a passive sampler 
for the 48 hour period after leaving the airport. All volunteers stayed in 
smoke free residences and avoided any locations where smoking was present 
before and after each flight. 

Results and Discussion 

The concentrations of nicotine and the time duration of exposure for 
the four volunteers for the periods prior to, during, and after each of the 
four DC-10 flights are given in Table I. The concentrations given are for 
total nicotine determined using the annular denuder or filter pack sampling 
system, or of gaseous nicotine determined using the passive sampler. In all 
cases where both gas and particulate phase nicotine were determined, <95% of 
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the nicotine was in the gas phase. 

The concentrations of nicotine and other selected environmental tobacco 
smoke constituents as a function of seat location in a flight with a high 
and moderate concentration of environmental tobacco smoke are given in 
Figure 1. Complete data for the four flights are available (10 ,17). The 
rate of penetration of environmental tobacco smoke constituents from the 
smoking section into the nonsmoking section follows a first order mechanism 
(10). The rate of penetration was the sam.e for the various DC-10 aircraft 
flown in this study. The expected rate of decrease in the concentration of 
various constituents with distance into the nonsmoking section can be 
altered by selective removal of compounds by cabin surfaces (e.g. nicotine, 
Figure 1) or by the presence of non-ETS sources of some species in the 
nonsmoking section, e.g. CO, RSP or NOx (101. 

In some cases exposure of the four volunteers to environmental tobacco 
smoke in the airport terminal was significant, Table I. In all cases, 
exposure to environmental tobacco smoke other than in the aircraft cabin or 
in the airport terminals was insignificant. The airport terminal exposure 
concentrations are very low for the after flight data for Flights 1 and 3 
and the before flight data for Flights 2 and 4 because of minimal smoking 
and the open air nature of the airport terminal. Because of the significant 
concentration present in the airport terminal and the longer waiting period 
before Flight 1, Subjects C and D on this flight were exposed to more 
nicotine in the airport terminal than during the flight even though they 
tried to avoid cigarette smoke in the terminal, Table I. 

A total dose exposure to nicotine, Tab1e II, was calculated for each of 
the subjects on each of the flights from the measured concentrations of 
nicotine in the airport terminals and during the flights, and the time of 
exposure at each location. An average tidal volume of 8. 5 L/min (17) was 
used in these calculations. The total cotinine excreted in the 24 hour 
period before each flight and in the first: two 24 hour periods after each 
flight are given in Table II. The calculated dose is compared to the 48 hr 
excreted cotinine in Figure 2. 

The amount of cotinine excreted during the first (Xl) and second (X2) 
24-hr periods after each flight can be used to calculate the fraction of the 
total to be excreted present in the first 24-hr sample. This number was 
constant for all volunteers where X2 was measurable, 0. 84±0. 07, except 
subject A in Flight 1. The cotinine elimination half time of 9±2 hr agrees 
with the results of controlled exposure studies (14). Linear regression 
analysis of the data given in Figure 2 gives r-0.78 with a calculated slope 
of 0 .13±0. 03 mol cotininejmol nicotine. The slope is consistent with the 
expected conversion of about 10% of the inhaled nicotine to excreted 
cotinine (14). The large uncertainty in the slope apparently results from 
individual variations in nicotine metabolism, Table II. These variations 
result in an uncertainty of a factor of 2 in the use of urinary cotinine to 
predict exposure to nicotine. However, the more rapid removal of nicotine 
as compared to other constitutents of environmental tobacco smoke in the 
cabin environment, Figure 1, results in larger errors in the use of cotinine 
to estimate exposure to these constituent~:. Such estimates are low by a 
factor of from 2-6 (10,17) for the data reported here. 

Acknowledgement 

This research was supported by a gran~ from the Center for Indoor Air 
Research. Appreciation is expressed to An1:on Jensen, Laura Lewis and John 
D. Lamb for technical assistance and to S. Katherine Hammond for providing 
passive samplers for the study. 

545 



References 

1. NAS "The Airliner Cabin Environment: Air Quality and Safety." National 
Research Council, National Academy Press, Washington, D.C., 303 pp (1986). 

2. G.B. Oldaker III, M.W. Stancill, F.C. Conrad Jr., B.B. Collie, R.A. 
Fenner, S.O. Lephardt, P.G. Baker and S. Lyons-Hart Indoor Air Quality and 
Ventilation, Lanau F. and Reynolds G.L., eds, Selper Ltd, pp 442-454 (1990). 

3. G.B. Oldaker III and F.C. Conrad Jr. Environ. Sci. Technol. 21: 994-999 
(1987). 

4. M.E. Mattson, G. Boyd, D. Byar, C. Brown, J.F. Callahan, D. Corle, J.W. 
Cullen, J. Greenblatt, N.J. Haley, S.K. Hammond, J. Lewtas and W. Reeves 
JAMA 261: 867-872 (1989). 

5. T. Malmfors, D. Thorburn and A. Westlin A. Environmental Technology 
Letters 10: 613-628 (1989). 

6. M. Muramatsu, S. Umemua, J. Fukui, T. Arai and S. Kira Int. Arch. 
Occup. Environ. Health 59: 545-550 (1987). 

7. D. Foliart, N.L. Benowitz and C.E. Becker N. Engl. J. Med. 308: 1105 
(1983). 

8. D.J. Eatough, L.D. Hansen and E.A. Lewis Environmental Tobacco Smoke. 
Proceedings of the International Symposium at McGill University 1989, D. J. 
Ecobichon and J. M. Wu, Eds., Lexington Books, 1990, pp 3-39. 

9. H. Tang, D.J. Eatough, E.A. Lewis, L.D. Hansen, K. Gunther, D. Belnap 
and J. Crawford, Measurement of Toxic and Related Air Pollutants, Air and 
Waste Management Association, pp 596-605 (1989). 

10. D.J. Eatough, F.M. Caka, J. Crawford, S.K. Braithwaite, L.D. Hansen and 
E.A. Lewis. "Environmental Tobacco Smoke in Commercial 
Aircraft,"Proceedings. Indoor Air '90, submitted (1990). 

11. D.J. Eatough, F.M. Caka, K. Wall, J. Crawford, L.D. Hansen and E.A. 
Lewis Measurement of Toxic and Related Air Pollutants, Air and Waste 
Management Association, pp 565-576 (1989). 

12. F.M. Caka, D.J. Eatough, E.A. Lewis, H. Tang, S.K. Hammond, B.P. 
Leaderer, P. Koutrakis, J.D. Spengler, A. Fasano, M.W. Ogden and J. Lewtas 
"An Intercomparison of Sampling Techniques for Nicotine in Indoor 
Environments", Env. Sci. and Tech., in press (1990). 

13. S.K. Hammond and B.P. Leaderer Environ. Sci. Tech. 21: 494-497 (1987). 

14. E.A. Lewis, H. Tang, W. Winiwarter, K. Gunther, D. Belnap, A. Jensen, 
L. D. Hansen, D. J. Eatough, N.J. Ba1 ter and S. L. Schwartz. "Use of Urine 
Nicotine and Cotinine Measurements to Determine Exposure of Nonsmokers to 
Sidestrearn Tobacco Smoke," Proceedings. Indoor Air '90, submitted (1990b). 

15. J.R. Carson and C.A. Erikson Environ. Tech. Letters 2: 501-508 (1988). 

16. L.J. Lewis, J.D. Lamb, D.J. Eatough, L.D. Hansen and E.A. Lewis J. of 
Chrorn. Sci. 28, 200-203 (1990a). 

17. D.J. Eatough, F.M. Caka, J. Crawford, L.D. Hansen and E.A. Lewis, 
Report to the Center for Indoor Air Research (1990b). 

546 



Table I. Concentrations of Total Nicotine from Environmental Tobacco Smoke 
to Which the Volunteers were Exposed Be fore, During and After Four DC-10 
flights. Rows 

Total Nicotine, :unol/m3 (Exposure Time, hr) 

;night 
1 

2 

3 

4 

Subject 
A 
B 
c 
D 
A 
B 
c 
D 
A 
B 
c 
D 
A 

B 
c 
D 

Before 
Smoking 

Seat Section 
350 0 
34G 
32J 
170 
34C 
33C 
33A 
24C 
32F 
31F 
300 
26F 
350 
330 
29C 
24F 

0 
1 

16 
0 
l 
1 

10 
0 
1 
2 
6 
0 
2 
6 

11 

In Airport In Airport 
Before Flighta D·.tring Flight After Flighta 

58 (4.50)a 319 (4.87)b >1 (1.20)a 

39 (1. 87)a 

>1 (1.3)a 

208 
15.4 
0.1 

84 (4.30)b 
78 
39 
0.1 

(4.83)b 
304 
127 

20.4 
71 (4.55)b 

36 
12.2 
1.2 

>1 (O.s)a 

13 (0.60)a 

aBoth concentration and time were the same for all four volunteers. 
bTime was the same for all four volunteers. 

r~able II. Nicotine Exposure and Cotini :1e in Urine for Each of the 
Volunteers Involved in the DC-10 Flightt;. 

% of Tot<!l_Ur ~nary Cotinine, nrnol 
Inhaled Exposure 24 Hr 0-24 Hr 24-48 Hr % of 
Nicotine During Before After After Inhaled 

fli&ht Subject nmol Flight Flight Flight _flight Nicotine 
1 A 925 86 <3 144 66 22.7 

B 650 80 152a 107a l9a 19.4 
c 171 22 NAb NAb NAb NA 
D 133 0.2 <3 16 <3 11.9 

2 A(C)c 18!~ 100 NAb NAb NA.b NA 
B(B) 171 100 11 NA. NA 
C(A) 86 100 
D(D) 0.2 100 

3 A 1207 97 <3 88 23 9.2 
B 786 95 <3 35 4 5.0 
c 350 89 <3 20 3 6.6 
D 87 57 <3 9 <3 9.9 

4 A(C) 162 98 
B(A) 88 95 
C(B) 32 87 4 <3 <3 
D(D) 7 41 <3 3 <3 

"·Preflight exposure to nicotine resulted from work in the analytical lab and 
not from ETS. Subsequent data have been corrected for this exposure 
assuming a constant elimination half life. 
bcotinine could not be determined due to nitrogen containing interfering 
compounds. 
cThe letter in () is the identification for this volunteer in the previous 
flight. 
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PROBLEMS WITH THE USE OF NICOTINE 
AS A PREDICTIVE ENVIRONMENTAL 
TOBACCO SMOKE MARKER 

P.R. Nelson, D.L. Heavner, G.B. Oldaker III 
R.J. Reynolds Tobacco Company 
Bowman Gray Technical Center 
Winston-Salem, NC 27102 USA 

A series of experiments was performed to evaluate the utility of nicotine as an 
environmental tobacco smoke (ETS) marker. Two University of Kentucky reference 
cigarettes (1R4F) were smoked in an 18-m3 environmental chamber. Air exchange 
rates within the chamber were varied from 0-4 air changes ·per hour, and the 
concentrations of numerous ETS components were monitored for up to six hours after 
smoking. Under most ventilation conditions, nicotine initially decayed more rapidly 
than other ETS constituents; however, as sampling time was extended, nicotine decayed 
more slowly. The change in nicotine decay rate can lead to overestimation of ETS 
exposure when nicotine is used as the sole ETS marker. Confirmatory results obtained 
from other field and chamber studies are also presented. 

INTRODUCTION 

The utility of nicotine as an environmental tobacco smoke (ETS) marker has 
been questioned by a number of investigators (1-3). Some have simply stated that 
it is a poor marker ( 1 ), while others have suggested that nicotine may underestimate 
ETS exposure (2,3) by as much as an order of magnitude. 

The National Research Council (NRC) recommended that any chosen ETS 
marker should be present in a consistent ratio to ETS components of interest ( 4). 
To attain this criterion, the marker should possess the same decay characteristics as 
the component of interest. 

If an ETS component is not generated or eliminated by chemical reaction, or 
does not interact with environmental surfaces, then it should demonstrate a first order 
decay with a rate constant proportional to the air exchange rate in a 
microenvironment. Previous studies have shown that nicotine does not undergo first 
order decay in microenvironments (2,3). 
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This present work was performed to systematically evaluate the effect of 
nicotine's unique decay on its ratio to other ETS components. Due to nicotine's 
different decay rate, both ventilation rate and sampling time would be expected to 
exert an effect on the ratio of nicotine to other ETS constituents. Therefore, ratios 
were determined at air exchange rates of 0, 0.5, 1, 2 and 4 air changes per hour 
(ACH), and time-weighted-average concentrations c,f selected analytes were determined 
for 0-30, 0-60, 0-120, 0-240, and 0-360 minutes following the smoking of 2 University 
of Kentucky reference cigarettes (1R4F). The results obtained in the chamber were 
then related to results obtained previously in fielc and chamber studies. 

EXPERIMENTAL 

Chamber Studies 

All ETS decay experiments were performed in an 18-m3 environmental 
chamber described elsewhere (5). Three to five replicate experiments were performed 
at 0, 0.5, 1, 2, and 4 ACH. Real-time nicotine concentrations were monitored with 
a SCIEX TAGA 6000 tandem mass spectrometer (6). Real-time concentrations of 
carbon monoxide, nitrogen oxides, volatile organic compounds (estimated by FID 
response), and particle mass concentration were obtained with commercial analyzers 
described elsewhere (7). Vapor phase nicotine and 3-ethenylpyridine were collected 
using XAD-4 sorbent tubes and analyzed by gas chromatography with nitrogen 
phosphorus detection (8). Solanesol, gravimetric respirable suspended particles (RSP), 
ultraviolet particulate matter (UVPM), and fluorescent particulate matter (FPM) were 
collected on Fluoropore filters and analyzed as described elsewhere (9,10). Duplicate 
nicotine and particulate samples were collected mer the periods 0-30, 30-60, 60-120, 
120-240, and 240-360 minutes, and integrated avera;s;e concentratiOns were determined. 

Each run during the decay rate studies lasted a total of 384 minutes. The first 
twelve minutes of the run were used to measure :>ackground concentrations of ETS 
constituents. A smoker then entered the chamber and smoked two University of 
Kentucky 1R4F cigarettes in 10Y2 minutes. The two cigarettes were lit at 30-second 
intervals, and the smoker took one puff on alternating cigarettes at one-minute 
intervals. Each cigarette lasted for an average of ten puffs. At 24 minutes, the 
smoker exited the chamber which was subsequently resealed for the final 360 minutes 
of the experiment. 

The effect of residual nicotine on a smokers' clothing was determined from the 
average of 15 runs performed at various times over a three-month period in the 
environmental chamber which was operated at 0 ACH. After a twelve-minute 
background measurement, the smoker entered the chamber and stayed for twelve 
r1inutes. The smoker then exited the chamber, and nicotine concentration was 
nonitored for an additional 36 minutes. 

Field Studies 

Nicotine samples were collected on XAD-4 sorbent tubes and analyzed by the 
nethod of Ogden et a!. (8). Six-hour samples were collected in a smoker's van and 
the den of a non-smoker's house. Eight one-hom samples were collected overnight 
in a B767 aircraft which had completed a flight on which smoking was allowed. 
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Particulate samples were collected and analyzed for the aircraft study by the same 
methods used in the chamber study. 

RESULTS AND DISCUSSION 

Nicotine Decay 

At each of the air exchange rates studied, nicotine initially decayed more 
rapidly than the other ETS constituents measured. However, at longer times the 
decay of nicotine slowed, and typically achieved a near-steady state concentration 
which was higher than the initial background level. On the other hand, constituents 
such as CO, volatile organic compounds, nitrogen oxides, and particle mass 
concentration decayed according to first order kinetics with decay rate constants which 
were proportional to the air exchange rate. The other constituents did decay to initial 
background levels in a time-scale consistent with normal first order decay. 

A plot of nicotine concentration vs. time obtained from the average of five runs 
performed at 2 ACH is shown in Figure 1. The solid line in this figure is the average 
nicotine concentration measured in the chamber. The dashed line in the same figure 
is the nicotine concentration profile which would be predicted by first order decay. 
The theoretical curve in Figure 1 is 
representative of the behavior of 
the other measured ETS 
constituents. Time-weighted-
average (TWA) concentration ratios 
between nicotine and the other 
constituents are proportional to the 
ratio of the areas under the two 
curves. For a sampling period 
extending from 0-30 minutes, the 
ratio of nicotine to analyte will be 
lower than that predicted by first 
order kinetics. At about 30 
minutes, nicotine decays less rapidly 
than the other constituents, and for 
sampling times greater than 60 
minutes, the ratio of nicotine to 
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Figure 1. Average of five real-time nicotine 
concentrations (sohd) measured in a controlled 
environment chamber operated at two ACH. The 
dashed line represents the concentration predicted by 
a first order decay mechanism. 

other analytes will become increasingly larger than those predicted by first order decay 
of constituents. The magnitude of overestimation becomes larger if measurements are 
started at times long after smoking has occurred. For the example illustrated in 
Figure 1, the other constituents would have decayed to background at about 180 
minutes; but significant concentrations of nicotine are still present in the chamber. 
In this case, a person exposed to the atmosphere in the chamber would not be 
exposed to measurable ETS particulate, CO, or volatile organic compounds, but they 
would have measurable exposure to nicotine. 

Ratios Involving Nicotine 

The actual variations of nicotine to RSP and nicotine to FID response ratios 
as a function of both sampling time and air exchange rate are shown in Figures 2a 
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and 2b. Ratios presented in these figures have been normalized to the values 
obtained for the 0-30 minute sample at 0 ACH. Sampling for increasing periods of 
time or sampling for a constant period of time at different air exchange rates has a 
dramatic influence on the observed ratio of nicotine to either vapor or particulate 
phase ETS components. Furthermore, these figures demonstrate that ratios of 
nicotine to other ETS components which are determined in chambers operated in 
static modes are not applicable to other environments because of the large 
overestimation of ETS exposure which they would predict. 

Figures 2a & 2b. Normalized ratios between nicotine and gravimetric RSP (2a) and FID 
response (2b) as a function of both air exchange rate and sampling time. All values in figure 
2a and 2b have been normalized to the ratio at 0 ACH and 30 min (0.108 in 2a & 74.1 in 
2b). Lines of constant ratio are drawn at intervals of 0.333 beginning at a ratio of 0.667. 

Field Measurements 

Results consistent with those obtained in tre chamber also have been observed 
in the field. Background nicotine concentrations in the absence of smoking have been 
measured in homes, automobiles and aircraft. In addition, nicotine desorption from 
the clothes and person of a smoker has been observed in the environmental chamber. 
Results of these studies suggest that the initial rapid decay of nicotine is due to its 
adsorption on clothing and other surfaces. As atmospheric nicotine is depleted, due 
to the effects of adsorption and dilution by fresh air, adsorbed nicotine then desorbs, 
and leads to measurable nicotine concentrations in the absence of smoking. 

Figure 3 shows that smokers can be a source of nicotine contributed to the 
environment even when they are not smoking. This figure shows the average increase 
in nicotine concentration measured during LS replicate experiments performed over 
a three-month period in which a smoker entered the environmental chamber for 
twelve minutes. The increased nicotine concentration is presumably due to the 
evolution of nicotine from the smoker's clothes. When the smoker exited the 
chamber, the nicotine concentration ceased its increase. 

A nicotine concentration of 0.09 p,g/m3 was measured in the den ( =45 m3) 
::>f a non-smoker's house. The sample was obtained two days after smoking had 
::>ccurred in the room. This background level corresponds to small amounts of 
residual nicotine desorbing from room furnishings over a long period of time. 

Nicotine samples were collected in a van ( =5 m3) in which smoking regularly 
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occurred. The sample was 
taken overnight and at least 
four hours after smoking had 
occurred in the vehicle. The 
sample was obtained at 
dashboard level =40 ern above 
an open ashtray. A background 
concentration of 0.126 J.tg/m3 
was measured in the vehicle. 
Once again, this background is 
not due to the presence of 
ETS, but instead it comes from 
nicotine desorbing from the 

interior of the van and from 
cigarette butts present in the 
ashtray. 

1.00 

0 ~~ 30 4:1 

TIME (min) 

Figure 3. Average increase in nicotine concentration 
due to the nicotine desorption from a smoker's 
clothing in a controlled environment test chamber 
operated at 0 ACH. The smoker was in the 
chamber for the period 12-24 minutes. 

Samples were also collected in a B767 aircraft in which smoking was permitted. 
The aircraft had returned from a regularly scheduled 4 hour 20 minute flight from 
Los Angeles, CA to Charlotte, NC. Samples were collected when the plane was on 
the ground and parked at the gate after all passengers and crew had left the plane. 
While the samples were collected, the aircraft was served by an auxiliary heating, 
ventilating and air conditioning system which provided fresh .air at 13-26 ACH (11). 
Smoking was not permitted while the aircraft was at the gate, and none was observed. 
Samples were obtained in the coach smoking section and seats in the non-smoking 
border section. A total of 64 cigarette butts were counted in the ashtrays prior to 
sampling. The results of this investigation are presented in Table I. During time 
period 4, the crew 
collected trash, emptied 
ashtrays during period 5, 
and vacuumed the cabin 
during period 7. UVPM 
measurements obtained 
from samples taken over 
the entire 8-hour period 
showed less than 1.5 
,ug!rn3 particulate matter 
was present which could 
possibly be attributed to 
ETS. Once again, the 
only source of nicotine in 
the cabin would appear 
to be nicotine desorbing 
from interior surfaces 

Table I. Background nicotine concentrations {j.Lg/m3) 
measured overnight on a B767 aircraft with auxiliary 
ventilation. Smoking samples (S.) were obtained in the 
coach smoking section. Non-smoking samples (N.S.) were 
obtained in coach smoking/nonsmoking border seats. 

Sample 

1 
2 
3 
4 
5 
6 
7 
8 

22:20-23:20 
23:20-00:20 
00:20-01:20 
01:20-02:20 
02:20-03:20 
03:20-04:20 
04:20-05:20 
05:20-06:20 

Nicotine 
S. N.S. 

5.2 
4.9 
2.8 
8.7 
8.0 
4.7 
5.2 
8.2 

1.7 
1.3 
1.1 
1.8 
1.6 
1.3 
2.7 
2.5 

and cigarette butts. Measurable nicotine exposure could be expected in the non
smoking boundary section without concurrent exposure to ETS gas or particulate 
phase material. 
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CONCLUSIONS 

Nicotine does not fit the NRC criteria for an ETS marker. The ratio of 
nicotine to other ETS constituents such as RSP are highly variable and dependent on 
both the air exchange rate at the sampling site and sampling time. Desorption of 
nicotine from clothing, interior surfaces, and ;.:igarette butts leads to measurable 
nicotine exposure in the absence of ETS. The findings reported here show that when 
nicotine is used as the sole marker, it may greatly overestimate ETS exposure. 
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POLYCYCLIC AROMATIC COMPOUND CONCENTRATIONS IN 
RESIDENTIAL AIR ASSOCIATED WITH CIGARETTE SMOKING 
AND GAS OR ELECTRIC HEATING AND COOKING SYSTEMS 

Jane C. Chuang, Gregory A. Mack, and Michael R. Kuhlman 
Battelle 
Columbus, Ohio 

Nancy K. Wilson 
U.S. EPA, Atmospheric Research and Exposure 

Assessment Laboratory 
Research Triangle Park, North Carolina 

A small field study was conducted in Columbus, Ohio, during the winter 
of 1986-1987. Eight homes were selected for sampling on the basis of the 
following characteristics: electric/gas heating system, electric/gas cooking 
appliances, and absence/presence of environmental tobacco smoke (ETS). A 224 
L/min sampler developed by Battelle was used indoors, and a PS-1 sampler was 
used outdoors. Sampler modules used both indoors and outdoors consisted of a 
quartz fiber filter in series with an XAD-4 trap to collect particles and 
semivolatile organic compounds. We measured 28 polycyclic aromatic hydrocar
bons (PAH) and derivatives. The most abundant PAH found indoors and outdoors 
was naphthalene; the least abundant PAH was cyclopenta[c,d]pyrene. Higher 
average indoor concentrations of all but three target compounds were found 
when compared to outdoor levels. The presence of ETS in residential indoor 
air was identified as the most significant influence on indoor PAH and PAH 
derivative levels. Quinoline and isoquinoline concentrations correlated very 
well with nicotine concentrations and can be used as markers for indoor 
levels of ETS. 
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I. INTRODUCTION 

Environmental tobacco smoke (ETS), which consists of sidestream smoke 
and exhaled mainstream smoke, has been considered as an important component 
Jf indoor air pollution. Many studies have shown that ETS can substantially 
increase the levels of mutagenicity, particulate matter, and polycyclic 
aromatic hydrocarbons (PAH) in indoor air (1-4). In most of the studies, 
indoor PAH concentrations were measured in test rooms with either smoking 
machines or smokers; the effects of ETS on indoor PAH levels in typical 
residences have not been fully investigated. The effects of ETS on residen
tial indoor levels of PAH derivatives including nitro-PAH (N02-PAH), 
oxygenated PAH (OXY-PAH), and nitrogen heterocyclic compounds have not been 
reported. Among the PAH and their derivatives found in air, many compounds 
are mutagens or carcinogens (2,3,5,6). Human exposure to these pollutants in 
indoor air is of increasing concern because we spend approximately 80 percent 
of our time indoors (7). 

A small pilot field study was conducted in eight homes in Columbus, 
Ohio, during the winter heating season of 1986/87 using the sampling and 
analysis methodology developed in our previous studies (9-19). The objective 
'Nas to investigate the influence of several indoor pollution sources on the 
indoor pollutant levels. The indoor pollution sources included ETS, gas or 
electric furnaces, and gas or electric stoves. We measured 15 PAH, five N02-
PAH, five OXY-PAH, and three nitrogen heterocyclic compounds. 

II. EXPERIMENTAL METHODS 

Sampling Metho~s 

The homes were selected to give a large range of the number of ciga
rettes smoked. In addition, homes were selected so that nearly equal numbers 
of samples could be taken from each available combination of heating system 
and cooking appliance. At each home, two sequential 8-hr indoor samples were 
taken in the kitchen and living room using the quiet sampler (17). Single 
16-hr outdoor samples were taken concurrently using a PS-1 sampler (General 
l~etal Works, Cleves OH). Questionnaires describing the house characteris
tics, the ongoing activities in the house, and the sampling conditions were 
:ompleted for each house by the field technician and the resident. 

The sampling module consisted of a quartz fiber filter (104-mm QAST, 
Pallflex, Putnam CT) and XAD-4 (Supelco, Bellefonte PA) in series to collect 
~oth particle-bound and vapor-phase target compounds. We used XAD-4 in 
·Jreference to XAD-2 in this study because of its better collection efficiency 
for nicotine (16). The detailed sampling procedures are described elsewhere 
(12). The air exchunge rate of each house ~·as determined from the gas 
chromatography/electron capture detector (GC/ECD) time profile of injected 
sulfur hexafluoride. 

Analytical Method 

The corresponding XAD-4 and filter samples were combined and extracted 
1~ith dichloromethane (DCM) for 16 hr, then extracted with ethyl acetate (EAC) 
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for an additional 8 hr. The DCM and EAC extracts were combined and con
centrated for subsequent chemical analysis. 

Sample extracts were analyzed by gas chromatography/mass spectrometry 
(GC/MS) with positive chemical ionization (PCI) to determine PAH, quinoline, 
isoquinoline, and nicotine and by GC/MS with negative chemical ionization 
(NCI) to determine N02-PAH and OXY-PAH. A Finnigan 4500 quadrupole GC/MS 
system and an INCOS 2300 data system were employed. Methane was the reagent 
gas for both PCI and NCI, and compounds were ionized by a 150 eV electron 
beam. Peaks of target compounds monitored were the protonated molecular ion 
peaks for the PCI method and molecular ion peaks for the NCI method (12). 

III. Results 

The concentrations of the individual PAH measured ranged from 0.12 
ng/m3 to 4,200 ng/m3. The most abundant PAH found in both indoor and outdoor 
air was naphthalene, and the least abundant PAH was cyclopenta[c,d]pyrene. 
The levels of N02-PAH and OXY-PAH were lower than those of their parent PAH. 
The highest indoor concentrations for all PAH and most of their derivatives 
were from home 5 during the living room sampling period (during which the 
highest number of cigarettes, a total of 20, was smoked). 

When comparing the average concentrations in the three types of homes, 
we see that homes occupied by smokers had higher indoor concentrations of 
most target compounds than those from the same type of homes occupied by non
smokers. Thus, the presence of ETS appears to increase indoor levels of PAH 
and other pollutants. 

Comparing the indoor concentrations over three types of homes occupied 
by nonsmokers, the homes having gas heating and cooking appliances had the 
highest average concentrations of most PAH compounds, followed by homes 
having gas heating and electric cooking appliances. Homes having electric 
heating and cooking appliances had the lowest concentrations of most PAH. 
However, the concentrations of PAH derivatives did not follow the same trend 
as those of PAH. 

Higher average indoor levels were observed compared to the average 
outdoor levels for all but three PAH or derivatives (naphthalene, pyrene 
dicarboxylic acid anhydrides, and 2-nitrofluoranthene). For 2-nitrofluor
anthene, the average outdoor level (0.06 ng/m3) was only slightly higher than 
the indoor level (0.05 ng/m3); for the other two PAH dicarboxy1ic acid 
anhydrides, the outdoor levels were approximately twice the indoor levels. 
In another study (13), we demonstrated that naphthalene and pyrene 
dicarboxylic acid anhydrides can be formed through the oxidation reactions of 
acenaphthylene and cyclopenta[c,d]pyrene with ultraviolet radiation or ozone. 
Therefore, higher outdoor concentrations of these compounds may arise from 
atmospheric reactions since higher ozone concentrations and ultraviolet 
radiation are expected outdoors. For the remaining target compounds, rela
tively lower outdoor concentrations are expected because there were no 
stationary contamination sources nearby, and local traffic was low in these 
residential areas. 
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Nicotine is a major component in ETS and has been used as a marker for 
ETS (20,21). Due to the large concentrdtion ranges of nicotine among 
smokers' and nonsmokers' homes, we had to dilute some sample extracts and 
reanalyze them. We investigated the relationship among nicotine, quinoline, 
and isoquinoline to determine whether 01~ not quinoline or isoquinoline can be 
used to monitor ETS more easily. Both quinoline and nicotine are found in 
cigarette smoke condensate. Quinoline has been reported to be the most 
abundant aza-arene in cigarette smoke and to be present at higher levels in 
sidestream smoke than in mainstream smoke (22). We used all the measured 
concentration levels across eight homes and ~hree sampling locations to 
obtain a matrix of 75 Pearson correlation coefficients. The estimated 
correlation coefficients between nicotine and quinoline as well as nicotine 
and isoquinoline are 0.96 and 0.97, respecti~ely. These results demonstrated 
that indoor concentrations of quinoline and isoquinoline correlate very well 
with those of nicotine. Based on this finding, we recommend the use of 
quinoline or isoquinoline instead of nicotine as an ETS marker for future 
field studies. 

IV. Conclusions 

The following conclusions can be drawn ·=rom this study: 

(1) The presence of ETS was the most significant contributor 
to indoor levels of PAH and most PAH derivatives. 

(2) Homes with gas heating systems were associated with 
higher pollutant levels, but the effect was not as 
important as the effect of ETS. 

(3) Quinoline and isoquinoline can be used as a marker for 
nicotine to measure residential indoor ETS levels. 
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COMPARISON OF AREA AND PERSONAL SAMPLING METHODS FOR 
DETERMINING NICOTINE IN ENVIRONMENTAL TOBACCO SMOKE 
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Lorillard Tobacco Company, Research Center, 
420 English Street, Greensboro, NC 27405 U.S.A. 

Guy B. Oldaker III 
R.J. Reynolds Tobacco Company, Bowman Gray Technical 
Center, Winston-Salem, NC 27102 U.S.A. 

Nicotine in environmental tobacco smoke (ETS) was determined with 
portable air sampling systems (PASS's) and personal sampling devices to assess 
whether the two different methods give comparable estimates of exposure. 
Samples were collected with each method in 21 restaurants. For both methods 
nicotine is collected on XAD-4 resin and determined by gas chromatography with 
nitrogen selective detection. The mean nicotine concentrations determined by 
the PASS's and personal sampling devices were 6.3 and 4.3 ~g;m3 , respectively. 
Results from a paired t-test and the Wilcoxon Signed Rank Test show that the 
PASS values are significantly higher than those of the personal sampling 
device: P = 0.02 and P = 0.01, respectively. 

Introduction 

The assessment of exposure to environmental tobacco smoke (ETS) is 
constrained by the absence of an easily determined, reliable indicator and by 
the need to collect samples unobtrusively. The portable air sampling system 
(PASS) represents one methodology used for assessing exposure to ETS (1). The 
PASS is used unobtrusively to determine both particle and gas phase indicators 
of ETS, the latter including nicotine. The PASS has been used in numerous 
surveys of ETS in several environmental categories including, for example, 
offices (2), restaurants (1, 2), and passenger cabins of commercial aircraft 
(3). 

Because of obvious practical constraints, the PASS is applied as an area 
sampling method. Results from the PASS, therefore, might not be 
representative of personal exposures, which would be determined by use of 
personal sampling methods. The present study focuses on the determination of 
exposure to ETS nicotine. The objective of the study was to evaluate the 
comparability of results from determinations of ETS nicotine by the PASS and 
by personal sampling. 

Experimental 

Environmental Category 

Samples were collected during September through December of 1989 in 
restaurants located in Greensboro, North Carolina. The restaurants represent 
a subset of a stratified, random population. The original population, 
selected for a survey performed in 1988 (1), was identified from the Dun and 
Bradstreet's Electronic Yellow Pages data base. Stratification was performed 
on the basis of restaurant styles including: "American Style, Fast Food, 
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Ethnic, and Other." This last designation includes, for example, "Barbecue 
Restaurants, Soda Shops, and Pizza Establishments." Two criteria observed for 
selecting restaurants were that seating be ~vailable for at least 50 diners 
and that there be no restrictions on smoking.. The sample population for the 
1989 survey had fewer restaurants than that of the 1988 survey because some 
restaurants went out of business and because some implemented smoking 
restrictions. 

Sampling Locations 

Sampling locations within restaurants were selected to conform as 
closely as possible to the guidelines descrjbed by Nagda and Rector (4) with 
the added constraint that samples be collected as close as possible to the 
same locations as for the 1988 survey. Samples were obtained with the PASS 
from locations between 0.6 and 1.8 m above the floor and at least 0.6 m from 
walls and other surfaces. 

Sampling Procedures 

All samples were collected for a minimtun of one hour during the expected 
peak times for lunch. These times ranged from 11:30 a.m. to 1:00 p.m. and 
corresponded to those times when samplE's we1·e collected for the 1988 survey. 

Area samples for nicotine were cbtair,ed with the PASS. The nicotine 
collection system includes a constant flow sampling pump (SKC Inc., Eighty 
Four, PA) operated at a flow rate of 1 L/min, that is connected with rubber 
tubing to a sorbent tube containing XAD-4 resin (SKC Inc.). The inlet of the 
sorbent tube projects approximately 2 em bey:md the surface of the briefcase. 

Personal samples for nicotine were collected with essentially the same 
equipment as used by the PASS. A constant flow sampling puunp operating at 1 
L/min was worn on the belt of the ~>ampl Lng team member, a rubber tube 
connected to the sorbent tube holder, a:J.d the XAD .. 4 sorbent tube was 
positioned within the breathing zone. \ofith the exception of the XAD-4 sorbent 
tube and its holder, all other components of the personal sampling device were 
concealed under clothing. 

In each restaurant, duplicate samples were collected concurrently with 
PASS's and personal sampling devices. During. sample collection, sampling team 
members ate lunch and refrained from smoking. 

Sampling puunps were calibrated with a film flow meter (Gilibrator, 
Gilian Inc.) before and after samples were collected. The mean flow rate was 
used to compute air volumes for those samples where calibration results showed 
a deviation less than 5%. For five ~:amplE~s, deviations greater than this 
value were observed; for these results the lower flow rate was used to compute 
sample voluune, thus, giving an upper limit [or the nicotine concentration. 

Analytical Procedure 

Nicotine was analyzed by the method de:>cribed by Ogden et al. (5). XAD-
4 sorbent tubes were extracted with ethyl acetate containing 0. 01% (vjv) 
triethylamine. Analysis was performed by gas chromatography with nitrogen 
selective detection. Front and back sections of the sorbent tubes were 
analyzed separately to confirm the absenc•! of breakthrough, of which none was 
observed. 
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RESULTS AND DISCUSSION 

Table I presents the results from the determinations of nicotine with 
area sampling devices and personal sampling devices, which are identified 
"PASS" and "Personal," respectively. In addition, area and personal sampling 
results are identified by either "A" or "B." These designations show the 
pairing of sampling devices with each team member. Concentrations are in 
units of ~gjm3 . Eight field blanks were analyzed with the PASS and personal 
samples; nicotine was not detected. One sample, associated with restaurant 
number 12 and PASS B, was lost. 

Table II presents descriptive statistics for the nicotine concentration 
data. These statistics include arithmetic means, medians, minimum and maximum 
values, and number of samples. The arithmetic mean concentrations determined 
by the PASS's are greater than the corresponding concentrations determined by 
the personal sampling devices. With results pooled by sampling device, the 
mean concentration associated with the PASS's is 2.0 ~gjm3 greater (46%) than 
that of the personal sampling devices. 

Median nicotine concentrations are less than corresponding arithmetic 
mean concentrations, a relationship indicating that the distribution of the 
data is skewed toward higher concentrations. The median concentration results 
presented in Table II show a relationship between the PASS and the personal 
sampling devices that is quantitatively similar to that shown by the 
arithmetic mean concentration data. Thus, the median concentration determined 
by the PASS's is 1. 3 ~g/m3 greater (45%) than the median of the personal 
sampling devices. 

The concentration ranges determined by the PASS's and personal sampling 
devices are similar. Concentration values span three orders of magnitude 
ranging from 0.3 ~gjm3 , just above the limit of detection, to approximately 
25 ~g/m3 . 

Statistical tests were performed to assess whether differences between 
concentrations determined by the PASS and personal sampling methods are 
significant. Data for each method and restaurant were averaged, because the 
sampling methods could not reasonably be assumed to be independent. (This 
approach is statistically more conservative with respect to detecting 
differences between the sampling methods.) Because environmental data are 
typically distributed log normally (6), Shapiro-Wilkes tests were done on raw 
and log transformed concentration data from the PASS and personal sampling 
devices. Results of these tests support a log normal distribution: for the 
PASS raw data, P ~ 0.01; for the personal raw data, P ~ 0.01; for the log 
transformed PASS data, P- 0.41; and for the log transformed personal data, 
p = 0.97. 

A paired t-test was applied to the log transformed data to test for 
differences between the PASS and personal sampling methods. Results show that 
mean nicotine concentrations determined by PASS's are significantly greater 
than mean concentrations determined by personal sampling devices (P = 0.02). 
The same overall result is obtained when the data are evaluated with the 
Wilcoxon Signed Rank Test, a nonparametric statistical test. Thus, the 
results of this test show a statistically significant difference between mean 
concentrations determined by the PASS and personal sampling devices 
(P - 0.01). 

Currently, we can only speculate on why there is a difference between 
the concentrations measured by the PASS and the personal sampling devices. 
We hypothesize that this difference reflects depletion of ETS nicotine at the 
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breathing zone relative to nicotine in the general air space sampled by the 
PASS. Adsorption of nicotine by fabrics anc. other surfaces at the breathing 
zone, as well as removal by human respiration, might account for such 
depletion. 

CONCLUSIONS 

Results from this investigation show that concentrations of ETS nicotine 
determined with the PASS, an area sampling device, are significantly greater 
than concentrations determined with personal sampling devices. This observed 
relationship indicates that results provided by the PASS in ETS surveys are 
conservative in their estimation of personal exposure to ETS nicotine. 

Additional investigations need to be done to assess the relationships 
between PASS and personal determinations of other ETS indicators. 
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Table I. Results from Determinations of Nicotine with Area and 
Personal Sampling Devices in Restaurants 

Nicotine Concentration. IJ,g/m3 

Restaurant PASS PERSONAL 
Number A B A B 

1 3.7 1.7 4.4 2.5 
2 4.5 4.5 1.4 3.0 
3 2.3 1.3 1.0 0.5 
4 3.6 3.3 0.3 0.5 
5 5.9 5.3 2.9 4.1 
6 13.2 16.5 9.7 9.3 
7 17.8 17.5 8.6 9.3 
8 5.6 2.2 5.2 5.6 
9 7.0 24.8 24.0 13.0 
10 3.8 3.8 1.2 2.9 
11 0.4 0.3 2.1 0.8 
12 2.8 * 0.3 0.9 
13 4. 2 4.8 4.2 1.9 
14 5.9 6.2 1.8 1.2 
15 7.6 9.8 5.6 7.6 
16 1.4 1.7 1.5 2.9 
17 3.8 4.0 3.0 3.4 
18 10.8 7.3 6.1 4.1 
19 1.2 1.3 1.3 1.3 
20 2.9 2.7 2.6 1.9 
21 15.9 13.8 13.4 4.2 

* Sample lost. 

Table II. Descriptive Statistics for Area and Personal Sampling 
Results for Nicotine. 

Nicotine Concentration. J..Lg/rn3 

PASS Personal 

A B Pooled A B Pooled 

Mean 5.9 6.6 6.3 4.8 3.9 4.3 

Median 4.2 4.2 4.2 2.9 2.9 2.9 

Minimum 0.4 0.3 0.3 0.3 0.5 0.3 

Maximum 17.8 24.8 24.8 24.0 13.0 24.0 

N 21 20 41 21 21 42 
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'rHE IMPACT OF CIGARETTE SMOKING ON 
INDOOR AEROSOL MASS AND ELEMENTAL CONCENTRATIONS 
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An indoor air quality study was conducted in two New York 
counties during the period of January 6 through April 15,1986. 
Suffolk County is located on eastern Long Island, east of New 
York City. Onondaga County is situated in northwestern New York 
State and includes the city of Syracuse. week long fine particle 
mass samples were collected indoors and outdoors of 394 homes. 
The homes were selected according to their potential indoor 
aerosol sources such as cigarette smoke, gas stoves, and heating 
sources. In this paper two horne qroups were selected to examine 
the impacts of cigarette smoke on the fine aerosol mass and 
elemental concentrations. These two data sets were created by 
removing all samples taken in homes with one or more indoor 
sources such as kerosene heaters, wood stoves, or fire places. 
For each of the counties, the remaining homes were divided into 
two groups: homes with smokers and homes without smokers. A 
simple comparison of average mass and elemental concentrations 
between smoking and non-smoking homes in each county enabled us 
to determine the elemental profile of cigarette smoke. Finally, 
the room to room variations in indoor concentrations were 
studied. The results of this anal.ysis showed that all elements, 
including those associated with cigarette smoke, presented the 
same concentrations in the kitchen, living room, or other living 
areas. 
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Introduction 

During the period of January 6 and April 15, 1986, an 
extensive indoor air quality program was conducted in Onondaga 
County and Suffolk County, in New York State. Suffolk County is 
located on eastern Long Island, east of New York City. Onondaga 
County is situated in northwestern New York State and includes 
the city of Syracuse. Week long fine particle mass samples were 
collected indoors in a total of 394 homes. The homes were 
selected according to their potential indoor aerosol sources such 
as cigarette smokers, gas stoves, wood burning, and kerosene 
heaters. Comparisons of indoor aerosol mass and elemental 
concentrations between homes with and homes without smokers will 
allow us to determine the elemental profiles of cigarette smoke 
emissions and determine their relative importance. Also in this 
paper we examine whether room to room differences in elemental 
concentrations exist. These comparisons included elements 
associated with cigarette smoke and elements associated with 
other indoor and outdoor sources. 

Sampling and Analysis 

The fine particle mass measurements were obtained using the 
Harvard Impactor which collects fine particles with aerodynamic 
diameters < 2.5~ at a flow rate of 4lpm 1. A silent pumping 
unit was specially designed for indoor use. For single sample 
homes, the optimal sampling duration was 168 hours, or seven 
days. For homes with more than one sampling location, a time 
share unit with a solenoid system was installed on the pumping 
system to sample alternately for a fifteen minute period at each 
home location. Thus, these filters sampled for a total of 84 
hours, approximately. 

The fine particle mass collected on Teflon filters was 
gravimetrically determined using a Cahn balance. Subsequently, 
concentrations of elements associated with fine mass were 
determined by X-ray fluorescence (XRF): Al, Si, S, Cl, K, Ca, Ti, 
V, Cr, Mn, Fe, Ni, Cu, Zn, .As, Se, Br, Sn, Sb, Ba, La, Cd, Pb. 
Among the above elements, Al, Ti, Cr, sn, Sb, Ba, and La, 
presented a high percentage of concentrations below the detection 
limits; therefore they will not be examined. 

In suburban Suffolk County, sampling was conducted form 
January 6 to February 24, 1986 in 194 residences resulting in 260 
indoor and 20 outdoor samples. Indoor monitoring occurred in the 
living area of 187 homes. Monitoring commenced in approximately 
five different homes each day for an optimal duration of seven 
consecutive days throughout the study period. A subgroup of 73 
homes had additional samplers placed in several rooms to examine 
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the room to room variation in aerosol mass and elemental 
concentrations. Onondaga County, a suburban-rural area, was 
sampled between February 24 and April 15,1986. A total of 279 
indoor and 3 7 outdoor samples were ta·ken under the same sampling 
designin 200 residences. A subgroup of 83 homes had samples 
measured in rooms other that the living area. 

Telephone interviews were conducted to poll prospective 
participants for the study. Questions concerning the presence 
a.nd typical usage of indoor air pollution sources such as gas 
stoves, wood stoves or fireplaces, kerosene heaters, and smokers 
allowed for a preliminary stratification of the homes using a 
predetermined minimal source usage level. Information was also 
gathered on housing characteristics such as volume and air 
exchange rates. A diary of actual source usage such as minutes 
of gas stove use, total cigarettes smoked, and hours of kerosene 
burner, wood stove or fireplace use was kept by the participants 
in order to reclassify the homes based on actual source usage, 
again using minimal source usage rates. A comparison of the 
original strata and the actual strata suggests 49% of the Suffolk 
homes and 55% of the Onondaga homes WE!re misclassified when 
relying solely on the telephone interview. This shows the 
importance of gathering actual source usage information for the 
specific sampling period. Although a predetermined minimal 
source usage level is appropriate for screening participants, 
w:hen describing and assessing the impa.ct of a source on the 
i:ndoor environment an absolute criteria is necessary. Thus, for 
the purpose of this paper, any use of a source requires inclusion 
in that source category. Table 1 gives the mean and standard 
deviation of these source usage variables for Suffolk and 
Onondaga Counties. The table shows that more cigarettes were 
smoked in Suffolk, yet cigars and pipes were smoked more in 
onondaga. Table 1 also gives a summary of the air exchange rates 
and house volumes for all homes. The average air exchange rates 
WHre similar for both counties however Suffolk homes showed more 
v.:triabili ty, o=. 42 versus a=. 27 per hour. House volumes were 
comparable on average yet the standard deviations of these 
mE~asurements showed Onondaga almost twice as variable as Suffolk, 
suggesting varied housing stock. 

Most sampling occurred in the living area of each home, 
de!fined as the room where the families spent most of their time. 
In addition, kitchens were monitored in 58 Suffolk homes and 62 
Onondaga homes. In some instances, the family room, living room, 
or some other room was also sampled, however, these homes also 
had samples collected in the main living area. Lastly 19 valid 
outdoor samples were measured in Suffolk and 36 in onondaga. 
These data were analyzed for room to room variation in aerosol 
concentrations and presented below. However, in describing the 
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distribution of elemental concentrations for various source 
categories, only the living area samples were included so as not 
to bias the estimates toward the multiple sample homes, and also 
because the room to room variation analysis supported this 
approach as shown below. 

Results and Discussion 

To investigate differences in fine aerosol mass and 
elemental concentrations between homes with and without smokers, 
a subset of homes was selected. This subset includes homes, from 
both counties, in which major indoor sources such as kerosene 
heaters, wood stoves and fireplaces are not present. 
Subsequently, these two data sets, one per county, were further 
separated into groups. The first group includes homes without 
smokers, and the second includes homes with smokers. Note that 
both smoking and non-smoking home groups include gas stove use, 
since previous analysis of this data has shown that gas stove use 
did not contribute to indoor aerosol mass and elemental 
concentrations. Thus this source was not considered for the 
above horne classification. Tables 2a and 2b depict the 
calculated geometric mean and standard deviation of mass and 
elemental concentrations for non-smoking homes, smoking homes, 
and outdoors, for Suffolk and Onondaga Counties, respectively. 

For both counties, the average indoor fine mass 
concentration in no smoking homes and the outdoor concentration 
exhibit similar levels. since not all outdoor soil particles 
penetrate the indoor environment, these results suggest the 
presence of indoor sources. In fact, some activities such as 
showering, vacuuming, cooking, or biological aerosols generated 
indoors could contribute to indoor fine mass. Furthermore, for 
both counties, fine mass concentrations were considerably higher 
in homes with smokers than homes with no smokers. For Suffolk 
and Onondaga the respective concentrations were 17.3 versus 49.3 
~/m3 and 14.4 versus 36.5 ~;m3, respectively. Thus, homes with 
smokers present mass concentrations which are approximately three 
times higher than homes with no smokers. 

The results of Tables 2a and 2b suggest that chloride and 
potassium concentrations in homes with no smokers are associated 
with indoor as well as outdoor sources. For non-smoking homes, 
chloride levels are approximately two times higher than the 
outdoor concentration. High chloride concentrations in 
non-smoking homes have been observed in previous indoor air 
quality studies and were attributed to the use of consumer 
products 2,3. For homes with smokers, the chloride levels were 
much higher, five to eight times the outdoor concentration. 
Moreover, for non-smoking homes, indoor potassium concentrations 
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,Here found to exhibit similar levels to those observed outdoors 
in both Suffolk and Onondaga County, as shown by Tables 2a and 
2b, respectivley. Potassium is mostly associated with soil 
particles in the non-smoking homes. However, for the case of 
smoking homes, potassium levels can te five to six times the 
outdoor concentration. These results are in good agreement with 
findings reported by Santanam and Spengler 4 

Cadmium and to a lesser extent bromine are also associated 
,Nith cigarette smoke emissions. Indoor cadmium concentrations 
1Nere similar to those observed outdoors, suggesting the presence 
of a minor indoor source. However, there is no information about 
·the existance of indoor cadmium sources in exception to cigarette 
smoking s. In fact, homes with smokers presented concentrations 
1Nhich are two to three times higher than outdoors, suggesting 
·that cigarette emissions contain cadmium. Of course, the 
contribution of smoking to indoor cadmium concentrations will 
depend on, among other things, the number of cigarettes smoked 
and the type of tobacco used. Similarly, it has been found that 
:in homes with no smokers, bromine concentrations were lower than 
outdoors suggesting that this element is mostly related to 
outdoor sources; that is, automobile emissions. However, for 
homes with smokers, bromine showed slightly higher concentrations 
than outdoors providing some evidence that indoor bromine is 
associated with this source. 

Finally, Tables 2a and 2b suggest that the rest of the 
analyzed elements are not associated with cigarette smoke in 
Suffolk and Onondaga Counties, respectively. Among them S, V, 
Hn, Fe, Ni, Se, and Pb, and to a lesser extent Si, Zn, and As are 
mostly related with outdoor sources. The rest of the elements, 
Ca and Cu have significant indoor sources. 

Furthermore, we investigated room to room variation of fine 
particle mass and elemental concentrations. More precisely, mass 
and elemental concentrations obtained from samples collected at 
locations other than the living area, such as kitchen, family 
room, or other living space were collocated with samples from the 
living area. Since some of the analyzed elements are cigarette 
smoke tracers, such as Cl and K, as shown above, the room to room 
variation provides us with great insight into the source emission 
distribution. 

The sample design dictated that the analysis be separated 
into kitchen versus living area, and other living space versus 
living area with other living space defined as any sample 
location other than the kitchen. Mass and elemental 
concentrations measured in these rooms were regressed on the 
corresponding living area concentrations. The regression results 
of mass and all elements are shown in Table 3 for the kitchen and 
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living area analysis. This analysis includes homes with no 
smokers for both Suffolk and Onondaga counties. Coefficients 
which are not statistically significant are marked with an 
asterisk. The regression results suggest that the mass, Si, s, 
Cl, K, ca, v, Mn, Fe, Ni, cu, Zn, Br and Pb concentrations in the 
kitchen can be predicted satisfactorily from those measured in 
the living room. For Cd, As, and to a lesser extent, Se, the 
regression results are not satisfactory. This is due to the fact 
that x-ray fluorescence is unable to determine precisly the 
concentrations of these elements in the nanogram level. As can 
be seen by these results, fine aerosols are well mixed in the 
indoor environment, as shown previously by Ju and Spengler 6. Of 
course, this happens because the characteristic time of fine 
particle mixing within the home is significantly shorter than the 
sampling period. Room to room elemental aerosol profile 
variations were also examined by comparing living area 
concentrations to other living space concentrations. The results 
of the regression analysis suggested that elemental 
concentrations in other living spaces can be estimated using 
those measured in the living area. Again for Cd, Se, and As and 
to a lesser extent, Ni and cu, the correlation coefficients were 
very low, reflecting the high analytical uncertainties. These 
relationships are similar to those obtained for the 
kitchen/living area comparison. Finally, a similar analysis was 
conducted for only homes with smokers. The results of these 
analyses, shown in Table 4, reveal the same relationship for all 
location comparisons, suggesting no need for further analysis by 
home category. 

Using a nonparametric analysis of variance we again examined 
the assumption that fine aerosols are well mixed within a home. 
For this test the hypothesis is that the concentrations in the 
kitchen are similar to those in the living area. Concentrations 
of fine mass and all elements are not significantly different in 
the kitchen or living area, at the p=.05 level. The same 
hypothesis was posed for living area versus other living space 
locations. The results also confirm no significant difference 
between these rooms for any element except Se. In conclusion, 
the above comparisons reveal that a single sampling location is 
enough to assess indoor human exposure to fine aerosols. 
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•rable 1 Summary of source usage data and home characteristics. 

SUFFOLK ONONDAGA 
Variable N Mean Std N Mean Std 

Cigarettes 130 113.4 136.1 120 85.2 90.9 
(# smoked) 

Cigars 2 10.5 13.4 3 20.0 24.3 
(# smoked) 
Pipefuls 4 5.5 5.1 10 10.1 12.6 

(# smoked) 

Air Changes 189 0.58 0.42 197 0.50 0.27 
(per hr) 

House Volume 193 12441 5852 200 12470 8954 
(ft3) 
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Table 2a Geometric means and standard deviations of mass 
(~/m3) and elemental (ngjm3) concentrations in Suffolk County. 

Non,-smoking smoking outdoors 
Element Mean 0 Mean 0 Mean 0 

Mass 17.3 1.7 49.3 1.8 16.9 1.3 
Si 82.8 2.1 90.3 3.3 88.4 1.3 
s 1224.1 1.6 1161.1 1.7 1779.1 1.4 

Cl 37.4 2.6 197.2 2.9 21.3 1.4 
K 86.6 2.2 431.5 2.4 71.3 1.5 

Ca 39.5 2.9 55.5 3.5 20.3 1.5 
v 7.2 1.8 7.5 1.8 12.2 1.5 

Mn 2.6 1.6 2.4 1.6 3.5 1.4 
Fe 33.1 1.9 35.6 1.6 40.5 1.4 
Ni 4.5 1.7 3.5 1.9 7.0 1.4 
Cu 6.6 2.1 6.8 2.5 3.2 1.4 
Zn 27.4 2.4 21.3 1.9 29.4 1.6 
As 1.1 2.0 1.0 2.0 1.1 2.0 
Se 0.7 2.1 0.5 2.0 1.4 1.5 
Br 10.6 2.3 16.8 1.8 14.2 1.8 
Cd 0.7 2.4 1.2 2.5 0.6 1.9 
Pb 46.9 2.2 35.3 2.2 73.2 1.6 

N::::30 N::::61 N::::19 

Table 2b Geometric means and standard deviations of mass 
(~jm3) and elemental (ngjm3) concentrations in Onondaga County. 

Non-Smoking smoking outdoors 
Element Mean 0 Mean 0 Mean 0 

Mass 14.4 1.7 36.5 2.4 15.8 1.5 
Si 117.1 1.8 83.4 2.4 122.5 1.5 
s 874.5 1.6 909.5 2.7 1420.5 1.4 

Cl 31.0 4.1 117.0 3.4 19.4 1.7 
K 64.5 2.2 296.2 3.6 68.7 1.7 
ca 103.1 3.5 98.8 2.3 77.4 1.9 
v 2.2 2.2 3.5 1.9 3.3 1.8 

Mn 2.9 1.9 3.2 1.5 4.6 1.6 
Fe 37.1 1.8 45.8 1.5 53.9 1.6 
Ni 1.0 1.8 0.9 1.7 1.4 1.7 
Cu 5.6 2.9 5.0 2.6 2.0 1.5 
Zn 12.0 1.7 15.1 1.4 18.8 1.5 
As 0.7 1.8 0.9 2.1 1.2 1.8 
se 0.5 1.9 0.4 2.1 1.4 1.7 
Br 4.0 1.7 9.4 2.0 8.0 1.8 
Cd 0.5 2.9 1.5 2.2 0.6 2.3 
Pb 15.2 1.9 17.2 1.7 30.4 1.7 

N=45 N::::80 N=36 
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Table 3 Regression coefficients of kitchen concentrations 
versus living area concentrations (N=98) . 

ELEMENT SLOPE INTERCEPT R2 

Mass .92 6.7 .79 
Si .96 7.6* .94 
s 1. 02 30.4* .95 

Cl .84 38.8 .76 
K 1. 02 28.0* .89 

Ca .83 18.8 .98 
v .84 1.3 .74 

Mn .76 0.9 .78 
Fe .84 8.4 .87 
Ni 1. 01 0.0* .97 
cu .87 1.6 .91 
Zn 1.14 -1.9 .94 
As 0.18* 0.9 .04 
se .59 -0.3 .38 
Br 1. 08 -0.6* .94 
Cd .11* 1.1 .01 
Pb 1. 09 -2.3 .97 

Table 4 Regression coefficients of kitchen concentrations 
versus living area concentrations for smoking homes (N=SO) . 

ELEMENT SLOPE INTERCEPT R2 

Mass .97 5.2* .91 
Si .96 3.8* .98 
s .98 52.0 .99 

Cl .82 50.5 .85 
K .95 70.0* .88 

Ca .84 20.4 .99 
v .94 0.5* .81 

Mn .92 0.3* .88 
Fe .91 4.1 .96 
Ni 1. 03 0.0* .98 
Cu .87 1.0 .96 
Zn 1. 01 1. 0* .87 
As .13* 1.1 .01 
se .62 0.2 .47 
Br 1. 08 -0.3* .96 
Cd .04* 1.2 .00 
Pb 1. 06 -1.2* .98 

*not significant at the p=.05 level 
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CHROMIUM SAMPLING METHOD 

By Frank R. Clay 

Emission Measurement Branch 
Technical Support Division 

The method that I am going to describe today is a method that we have 
developed for the chromium electroplating industry. It has been called a 
11 Screening method .. ; however, our present plans are to use it for compliance. 
The method is a simplified version of Method 5 that uses a fixed sampling rate 
and obtains a proportional sample. It is made from simple and readily 
available inexpensive components and can be used by plant personnel. 

There are over five thousand plating and anodizing facilities in the 
United States, and many are small, family-owned concerns. Many of these firms 
are too small to afford conventional testing. A conservative estimate of the 
cost of three isokinetic sampling runs is from $3,500 to $5,000 plus travel 
expenses. Still there exists a need to quantify chromium emissions from these 
sources. 

The original goal of this project was to develop an inexpensive 
screening method that was ±50 percent accurate. This method was to be 
performed at the plant for around $500 or less, and the results could be used 
to determine if a conventional test was needed. However, if the screening 
results indicated that conventional testing was necessary, additional costs 
would be incurred by the plater, and the combined costs of screening plus 
conventional testing would place many platers under a financial hardship. 
What was really needed was an accurate, simple and inexpensive method that 
would determine chromium emissions from electroplaters. 

The sampling train that we have developed costs less than $600 to 
fabricate and about $350 to perform three sample runs. It samples at a 
constant rate (about 0.75 dscfm) and the sampling time at each point is varied 
in order to obtain a proportional sample. 

This is a slide of the assembled train as used in the field. Stack gas 
enters the nozzle and flows to the impingers by way of clear plastic tubing. 
From the last impinger, the gas flows to a critical orifice that fixes the 
sample rate. After the orifice, the gas goes to the pump and through the dry 
gas meter to the atmosphere. 

I will now describe the individual components of the train, and we will 
begin with the nozzle, liner, and sheath. The nozzle and liner are combined 
into one piece and is simply a 1/4-inch 1.0. glass or plastic tube with a 90 
degree bend. The nozzle end is tapered, which in the case of the plastic tube 
was done with a pencil sharpener. The sheath is a piece of 1/2-inch diameter 
tubing {PVC or copper pipe will work just as well) that is used to keep the 
glass liner from being broken, or in the case of the plastic tubing, to give 
rigidity to the apparatus. 
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From the probe assembly, stack gas flows to the impingers. The train 
that was used to obtain field samples was assembled using expensive Greenburg
Smith impingers. The impingers, clamps and connecting glassware cost about 
$550. In order to reduce costs, this glassware was replaced with the 
impingers shown in the slide. These are made of Mason jars, plastic or glass 
tubing, polyester body putty, and silicone rubber cement. The cost of an 
impinger using the plastic tubing is about ~.1.45 for materials while the glass 
tubing impinger costs $1 more. It takes about an hour to make each impinger. 
If labor cost is $10 per hour, two impingers with plastic tubing would cost 
$22.90. It is possible to do the same job with the Mason jar impingers as it 
is with the Greenberg-Smith impingers, but t·or $527 less. 

From the impingers, the gas flows through a critical orifice. If a 
0.47-atmosphere vacuum is placed on the downstream side of a critical orifice, 
flow through the orifice will be at the speed of sound and a constant flow 
rate would be obtained. Knowing this, the initial idea of using the critical 
orifice was to determine the sample volume ~lithout using a dry gas meter. 
Laboratory work showed that this concept wa5 not practical, but the orifice 
did work well to control the flow through t~e train. As a result, the 
critical orifice is simply a flow control device and sets the sampling rate at 
about 0.75 dscfm which is the same sampling rate as our standard isokinetic 
sampling train. 

The orifice is made of brass tubing t~at is available in any hobby shop. 
A 1/8-inch I.D. piece of tubing 3 inches lorg is cemented (epoxy) into two 
larger pieces of brass tubing to make the assembly. Materials cost about 
$0.96, and 1/2 hour of labor is required to produce it. 

The gas goes from the orifice to a rotary vane pump. The pump is the 
most expensive component of the train and ccsts $233. 

The next item in the train is the dry gas meter which is used to 
determine sample volume. Water displacement and calibrated orifices were also 
considered for volume determination, but the dry gas meter seems to be the 
easiest and least error-prone method to use. The cost of a dry gas meter is 
$180. 

One additional item that was going to be used in this method was an 
HP-41 CV calculator with a special plug-in module. The module would contain 
all the programs necessary to perform the testing and to determine emission 
rates. The calculator/module combination was inexpensive and easy to use. 
Unfortunately, Hewlett-Packard has discontinued production of the HP-41 
calculator, but there are other Hewlett-Packard calculators such as the HP-425 
or the HP-48SX that may be suitable. Since many firms have computers, there 
is also the possibility of writing a computer program that will simplify 
calculations. While a substitute for the HP-41 has not yet been found, it is 
not a major problem and rather than specify a single approach to performing 
calculations, several options will be offered instead. 

The procedure for taking a sample is pretty simple and should be 
relatively easy for the plating facility to perform. This will be facilitated 
by a video tape that we are planning to produce. 

To perform a test, a site is located and ports are installed as . 
specified in Reference Method 1 in Part 60 of the Code of Federal Regulat1ons. 
Twenty-four sampling points are located, and a velocity t~avers~ is p~r~ormed 
using Method 2 of Part 60. These data are used to determ1ne the spec1f1c 
sampling time for each point ffooint velocitY~ average velocity) x base 
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time). When this has been dori~, all the ope~ator has-to do to obtain a sample 
is to turn on the pump, place the probe at the appropriate point, and sample 
for the specified number of minutes and seconds required_ at that point. This 
procedure is repeated until all points have been sampled. 

When the sampling has been completed, the sample is recovered by rinsing 
the probe and connecting tubing into the first impinger jar. A piece of 
plastic wrap is placed over the mouth of the jar, and a standard Mason jar lid 
and band are used to seal the sample. The impinger jar now becomes the sample 
jar which can be sent to a laboratory for analysis. The laboratory will 
analyze the sample for hexavalent chromium using the diphenylcarbazide 
colorimetric method. The estimated cost for the analysis is $50.00 per sample 
or $150.00 for three sample runs. 

Once the laboratory has given the chrome plater the total amount of 
hexavalent chromium, concentration and mass emission rates may be determined. 

The reasons that make the method work are also its limitations. It 
requires ambient temperature, ambient moisture, ambient air, and a small 
particle size. With ambient temperature, there is no need to heat the probe, 
and the temperatures encountered will be from 60 to 120 degrees F. Ambient 
moisture eliminates the need for a Method 4 run, and moisture can be 
determined from a wet-b~lb dry-bulb thermometer or from a relative humidity 
indicator. The molecular weight of ambient air is always 28.95, so the need 
for an ORSAT (Method 3) sample is eliminated. Lastly, the particle size of 
the sample must be less than 10 microns in diameter. The small particles 
found in chromic acid gas streams act more like a gas than a particle so that 
isokinetic sampling is not critical. 

During field sampling with this method, it was found that locations 
close to the plating tank did not produce good results. The mist coming off 
the plating tank bath tends to collect on the duct work close to the tank and 
then become reentrained in the gas stream. This means that there is a varying 
particle size distribution in this area and isokinetic sampling is necessary 
to obtain a more representative sample. As the distance from the plating tank 
is increased, the larger particles in the gas stream collect on the walls of 
the duct and are not reentrained; thus, particle size becomes more uniform. 
The method works after a control device, or far enough downstream from the 
plating tank that all the particles are 10 microns or less in diameter. 

In the future, we plan to produce a video tape showing how to use the 
method as well as how to fabricate the sampling train. We will also write an 
instruction booklet that will make calculations as simple as possible. 

The initial goal of this project was to produce a screening method that 
w~s ±50 percent accurate and costs $500 or less to perform. At the present 
t1me, we feel that our method is as accurate as our isokinetic method at 
outlet locations, is suitable for compliance, and costs $350 to perform. 
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DEVELOPMENT OF A SOURCE TEST METHOD FOR HEXAVALENT CHROMIUM 

by 

~r.E. Knoll and M.R. Midgett, u.s. EPA, Research Triangle Park, NC 
A.C. carver, S.C. Steinsberger and W.G. DeWees, Entropy 
Environmentalists, Inc., Research Triangle Park, NC 

Introduction 

Chromate is a strong oxidiz Lng agent, and has a widE 

industrial application as such, in electroplating and as ar 

intermediate in the production of chromium salts from chrorniun 

ores. The latter are employed in pigments, tanning and a great 

variety of other processes. There is concern regarding the 

nature of the chromium species in t!'le emissions from cornbustior 

sources. Hexavalent chromium, Cr (VI) , is a known carcinogen, 

while trivalent chromium, cr (III) , is not so considered. P 

comprehensive document has been released by EPA on the health 

assessment of chromium ( 1) • The 1:rivalent oxide is the most 

stable of the chromium oxides and is formed by heating the metal 

or Cr(VI) oxide in air (2). However, when fused with alkaline 

substances, air oxidation of Cr(III} to Cr(VI) may take place 

(3). On the other hand, hexavalent chromium may react with any 

:reducing agents present and be converted to Cr (III) . Thus, 

because of these competing processes and the importance of 

determining the risk that chromiurt emissions present to the 

public, a study was undertaken to develop a source test method to 

measure chromium species in emissions from combustion sources. 
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However, significant problems may result in Cr(VI) sampling 

and analysis. That species often occurs at relatively low 

concentrations, but which are nonetheless environmentally 

significant. Low concentrations require lengthy sampling time3 

to concentrate the sample, but such procedures also concentrate 

interfering substances that alter the valence states of chromium. 

Thus, techniques that preserve chromium valence states must be an 

important feature of chromium speciation methodology. Several 

studies ( 4) , ( 5) have been done to develop source test methods 

for chromium speciation. However, these methods have addressed 

emission sources from which interfering substances were largely 

absent. The present study deals with a sampling system that 

collects chromium emissions in alkaline solution, in which the 

species are quite stable. The sampling train utilized a 

recirculating feature that continuously rinsed the sample probe 

with the collecting reagent. Samples were analyzed for Cr(VI) 

using an ion chromatograph with a post column reactor that 

employed the diphenyl carbazide spectrophotometric procedure. 

Valence stability was assessed using the radio-active isotope, 

Cr51, in the chromate form. 

Experimental 

A multiple hearth incinerator using lime and ferric chloride 

for sludge conditioning and having a high concentration of 

chromium in the sludge was tested. Multiple, independent 

sampling trains were employed. A schematic of the recirculatory 

sampling train is shown in Figure 1. All portions of the train 

that came in contact with the sample were Teflon or glass. A 

Teflon aspirator capable of recirculating absorbing reagent at 50 
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mljmin while operating at 0.75 cfm was employed. A Teflon union

T was connected behind the nozzle to provide the absorbing 

reagentjsample gas mix. The absorbing solution was o. 2 molar 

NaOH with additions of hexavalent 51cr to determine the extent of 

conversion of Cr(VI) to Cr(III). Sampling was conducted for from 

:2 - 4 hours, and from 2 - 5 cubic mHters of gas were collected. 

:["allowing sampling, the trains were flushed with nitrogen gas and 

~he samples were recovered and filtered using an all-Teflon 

system with a 0.45 micron filter. The samples were analyzed for 

Cr(VI) using a model 2110i Dionex Ion Chromatograph equipped with 

a post column reactor that employed the diphenyl carbazide 

process and a UV /Vis detector. Conversion of Cr (VI) was 

determined by measuring the 51cr eluted with the Cr(VI) peak. 

Hesults 

The results of measurements made at a sewage sludge 

:Lncinerator are shown in Table 1. Two problems were encountered: 

t:he reduction of Cr(VI) by.sulfur dioxide, and the slow oxidation 

of Cr(III) in the alkaline collection medium. A 30-minute 

nitrogen purge of the train at 20 liters/minute followed by 

pressure filtration eliminated these~ problems. Conversion was 

almost completely eliminated, as shown in Table 2. 

Ratios of co;co2 were also measured at the incinerator and 

are plotted vs. the Cr(VI)/Cr(III) ratios in Figure 2. A 

relationship between good combustion and higher Cr (VI) is 

evident. At low CO levels (good co~lustion) the ratio of Cr(VI) 

to Cr(III) is highest, with approximately 10% of the total 

chromium in the hexavalent form. At high CO levels (poor 

combustion), the hexavalent chromium is significantly reduced. 
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Mechanism of Chromate Reduction 

The procedures that improved the stability of the chromate 

samples, flushing with nitrogen to remove dissolved gases and 

filtering to remove insoluble Cr(III) hydroxide, suggested the 

importance of obtaining some information about the interfering 

processes. In sampling combustion sources, the most important of 

these is the reduction of chromate by sulfur dioxide. Although 

reduction to the trivalent chromic state by sulfur dioxide in 

acid solution is the usual method for the treatment of chromate

containing waste waters, this reaction has received little 

attention. Only one kinetic study has been reported (7), which 

was carried out in acid solutions, and at relatively high 

concentrations where dichromate was the predominant species. 

The present study was carried out in alkaline solutions and 

at low concentrations where the chromate ion predominated. 

Solutions were prepared containing chromate in the parts-per

billion range and sodium sulfite at higher concentrations (-.02M) 

which approximated the values produced by sampling a gas stream 

containing 100 ppm so2 . The pH was set using sulfuric acid and 

the ionic strength was held constant at o. 2M by addition of 

sodium sulfate. This ionic strength value was selected because 

it was the value of the collecting solution in the recirculating 

sampling train. The pH of the reaction mixtures was measured 

with a Model 701A Orion Research pH meter; it remained relatively 

unchanged during the course of the kinetic reactions. 

Because the sulfite ion concentration greatly exceeded the 

chromate concentration, pseudo-first order kinetics were 

observed. However, the reaction rate was shown to be 
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proportional to both reactants: 

d[Cr04==1 
dt 

== 

In this equation, the unionized s (IV) species is assumed to be 

t.he reactant, because of the low probability of reaction between 

similarly charged ions, and because the pseudo-first order rate 

constant varies with pH approximate~ly as does [S02 *]. (The 

designation so2 * indicates the combined sulfur dioxide and 

sulfurous acid concentrations.) ·rhese concentrations were 

calculated using the concentrations of added sulfite, the pHs, 

published values of the acid dissoc::iation constants ( 8) , and 

standard acid-base equations. 

Calculation of second-order J::-ate constants (Table 3) 

indicated that the reaction was controlled by a general acid 

catalysis, and multiple regression analysis was performed to 

determine the contributions by hydronj_um ion and bisulfite ion to 

the reaction rate. The results ( Ta::::>le 4) indicated that both 

species produced significant contributions. Evidence for 

general acid catalysis received further support when reactions 

were run in phosphate buffer. Under those conditions, the 

reaction rate increased markedly (Table 5). The contribution of 

phosphate to the rate constant was det~ermined by estimating the 

hydronium and bisulfite ion contributions, and subtracting those 

values from the measured rate constants. Further evidence that 

unionized S(IV) species were the principal reactants was provided 

by the phosphate buffer studies, where the effects of hydronium 

and bisulfite ions were swamped out. Plots of the log of the 

p:;eudo-first-order rate constants vs. pH yielded a slope very 
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close to 2 (Figure 4), indicating that the rate constant varied 

in the same manner that [So2•] varies in the pH range of the 

investigation. 

The presence of acid catalysis provides additional 

information about the chromate-sulfur dioxide reaction. Cr(VI) 

is known to transfer its electrons in a series of steps, in which 

the conversion from the Cr (V) valence state to Cr (IV) is rate 

determining, because a change in coordination number from 4 to 6 

occurs (9). General acid catalysis indicates that the transfer 

of a hydrogen ion facilitates this changeover in the chromate

sulfur dioxide reactive intermediate. 

These mechanistic studies also have practical significance, 

and indicate the importance of collecting Cr(VI) at pH's above 8 

and avoiding the use of buffers that catalyze the reaction with 

sulfur dioxide. 
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Run 
No. 

3 

7 

9 

11 

13 

TABLE 1 

SAMPLING RESULTS FOR HEXAVALENT CHROMIUM EMISSIONS 

FROM A SEWAGE SLUDGE INCINERATOR 

Conversion of 
hexavalent chromium 

during sampling 

1.2 

l.l 

24.6 

12.7 

18.1 

12.6 

15.3 

9.6 

6.1 

3 . 3 

5.4 

2.7 

6.0 

3.2 

Cr{VI) 
micrograrosjdscm 

0.15 

0.06 

0.03 

0.01 

0.17 

0.15 

0.16 

0.14 

0.18 

0.29 

0.31 

0.38 

0.04 

0.02 

586 

Relative 
error 

21% 

33% 

14% 

47% 



(,1l 
00 
-.l 

TABLE 2 

STABILITY STUDY OF SEW AGE SLUDGE 

INCINERATOR EMISSION SAMPLES 

Run No. 

9 

1 1 

13 

Hexavalent Chromium Concentration, ppb 

10/25/89 

0.78 
0.46 

0.57 
0.52 

0.25 

12/12/89 

0.80 

0.46 

0.59 
0.57 

0.29 

difference 

0.02 

0.00 

0.02 

0.05 

0.04 



(,11 
00 
00 

TABLE 3 

VARIATION OF RATE CONSTANT 
WITH HYDROGEN ION AND 

BISULFITE ION CONCENTRATIONS 

k, L/M*hrs- 1* 1 Q-6 [H+], M/L*107 [HS0 3- ], M/L 

2.68 0.43 0.0078 

6.78 1.02 0.0120 

7.78 1.01 0.0240 

2.75 0.28 0.0205 

0.67 0.16 0.0132 

6.45 0.49 0.0295 



CJl 
co 
co 

TABLE 4 

DEPENDENCE OF RATE CONSTANT 

ON HYDROGEN ION AND 

BISULFITE ION CONCENTRATIONS 

k=ko + k1[H+] + k2[HS03-] 

ko 

k1 

k2 

Rate Constant Std. Dev. 

-8016 

5.60E13 

8.66E7 

4812 

1.22E13 

4.15E7 



TABLE 5 

EFFECT OF THE PRESENCE OF PHOSPHATE BUFFER 

ON THE CHROMATE-SULFUR DIOXIDE REACTION RATE 

k, L/M'*hrs- 1*10-7 

pH L ks ~-ks [H2Po 4-] k..,*l0- 8 
t-' ...J 

7.030 2.71 0.72 1. 99 0.0238 8.34 

7. 311 1. 26 0.40 0.86 0.0139 6.20 

7.330 2.22 0.39 1. 83 0.0256 7.16 

7.460 0.89 0.30 0.59 0.0124 4.74 

7.746 1. 75 0.18 1. 58 0.0275 5.74 

7.921 1. 64 0.13 1. 51 0.0280 5. 41 

mean 6.27 

std. dev 1.2 

kp: measured rate constant with phosphate buffer present. 

ks: calculated rate constant with only bisulfite present. 

k 3 : general acid catalysis contribution by phosphate, 
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DEVEI~PMENT AND FIELD VALIDATION OF A SAMPLING AND 
ANALYTICAL METHOD FOR AIRBORNE HEXAVALENT CHROMIUM 

P. Sheehan, R. Ricks, G. Brorby, 
S. Flack and D. Paustenbach 

ChemRisk 
1135 Atlantic Avenue 
Alameda, California 

Hexavalent chromium [Cr(VI)] is class:f.fied as a human respiratory 
carcinogen by the U.S. Environmental Protection Agency (USEPA). Airborne 
Cr(VI) emissions are associated with a number of industrial sources 
including metal plating, tanning, chromite ore processing and spray painting 
operations; combustion sources such as auto)mobiles and incinerators; and 
fugitive dusts from contaminated soil. To date, only a workplace sampling 
and analytical method has been developed and validated for measuring 
airborne Cr(VI). The method can detect concentrations as low as 0.5 ~gjm3 ; 
however, environmental concentrations of airborne Cr(VI) are about 1000-
fold lower than this limit of detection. No sampling and analytical method 
specific to Cr(VI) at environmental concentra.tions has been previously field 
tested. This paper describes a sampling and analytical method for the 
quantitation of airborne Cr(VI) at concentrations as low as 0.1 ngjm3 . The 
collection method uses three 500-ml glass impingers in series, each fitted 
with Greenberg-Smith impactors operated at 15 liters per minute (lpm) for 
24 hours, and containing sodium bicarbonate buffer solution. The average 
collection efficiency in the first two of three impingers was 81% of the 
mass for airborne Cr(VI) particulate concentrations of 3 to 10 ngjm3 . It 
was found that both Cr(VI) and Cr(III) were stable in the collection medium. 
The described method was used to measure ambient levels of hexavalent 
chromium at sites having chromium-contamina-ced soil. 
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Introduction 

Airborne hexavalent chromium [Cr(VI)] emissions are associated with a 
number of industrial operations. The focus of this study is a Cr(VI) source 
of more recent concern, the release of fugitive dusts from contaminated 
soil. Although chromium may exist in several valence states, trivalent 
chromium [Cr(III)] and Cr(VI) are the two valences of interest for human 
health. Cr(III), which is relatively non-toxic, is the predominant 
naturally occurring environmental form of chromium, and an essential human 
dietary mineral. In contrast, Cr(VI) is primarily man-made and has been 
shown to be carcinogenic to humans exposed to relatively high levels in the 
workplace air. Therefore, the differentiation between airborne 
concentrations of Cr(VI) and Cr(III) is important in the assessment of 
potential human hazards from chromium. 

At present there is no standardized method with the necessary specificity 
and sensitivity for measuring environmental levels of airborne Cr(VI), 
particularly from contaminated soil. The NIOSH Method 7600, developed in 
1984, has been used to measure Cr(VI) concentrations in the occupational 
setting. This method uses a 37-mm diameter, 5.0 ~pore size PVC membrane 
filter for collection, and Visible Absorption Spectrophotometry (VAS) for 
quantitation of Cr(VI). However, the detection limit of the NIOSH method 
is 500 ngjm3<'>, approximately 25 to 50 times higher than typical 
environmental concentrations of airborne total chromium<2•3'. Refinements 
of Method 7600 for environmental sampling applications have achieved some 
increase in analytic sensitivity, although, in some cases, at the cost of 
specificity for Cr(VI) <4, s, 6• 7• 8• 9 >. The increased sensitivity that these 
refinements produce still does not meet the needs of environmental sampling. 

In 1987, the California Air Resources Board (CARS) developed a sensitive 
sampling and analytical procedure to measure Cr(VI) downwind of industrial 
point sources< 10 >. The CARS method, which relies on the water solubility of 
airborne chromium-containing particulates for collection, is a modification 
of EPA Method 5 that was originally proposed by the Research Triangle 
Institute< 11 >. This method is currently being evaluated by California's 
South Coast Air Quality Management District (SCAQMD)< 12>. A typical impinger 
train consists of three Greenberg-Smith impingers in series. The first and 
second impingers are filled with 100 ml of a 0.02 M sodium bicarbonate 
solution (pH 8-9), and the third impinger is empty. The buffer solution 
prevents the reduction of Cr(VI) also ensuring stability during preparation 
and analysis. The CARB method makes use of an ion chromatography (IC) 
column to separate the Cr(VI) from the impinger solution for quantitation. 
Following chromatographic separation, the Cr(VI) is complexed with 
diphenylcarbazide and measured spectrophotometrically at 520 nm. The limit
of-detection (LOD) of the CARB method for a 20 m3 , air sample is 
approximately 1 to 0.1 ngjm3 depending on whether a preconcentration step 
is used in sample preparation. 

After reviewing the available methods, it was concluded that the CARS 
method offered the specificity and stability, as well as the analytical 
sensitivity, required to assess environmental concentrations of airborne 
hexavalent chromium. Although the CARB method has been used for regulatory 
compliance, field validation of the method has not been conducted. Further, 
the applicability of the method to the sampling of airborne soil particles 
containing Cr(VI) has not been demonstrated< 11 >. This paper describes the 
development and field validation- of an impinger/IC method that can 
accurately quantitate the airborne concentration of Cr(VI) over a fairly 
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wide range (0.5 to 50 ngjm3). The field study was restricted to validating 
the method at sites of Cr(VI) contaminated soil, although this method should 
be applicable to Cr(VI) in a mist or fume. 

Experimental Materials and Methods 

The Cr(VI) sampling train consisted of three glass 500-ml impingers in 
series filled with 0.02 M sodium bicarbonate solution followed by a 37 mm 
diameter, 0.5 ~glass-fiber backup filter. The impinger series was placed 
in an ice bath. The impinger train was connected to a Dwyer pump, and was 
calibrated using a Gillan digital flow meter. A Gilmont compact rotameter 
was placed in-line between the cassette and the pump for the purpose of 
identifying any changes in the flow rate. 

Air was drawn through the sampling train at a rate of approximately 15 
liters per minute. Flow rate calibration was performed at the beginning 
and at the end of the 24-hour sampling period. Sampling apparatus 
parameters were monitored every 4-6 hours. The impinger solution volume 
and pH were recorded at the beginning and end of the sampling period. All 
samples were transported on ice to the analytical laboratory within 24 hours 
after collection. Strict adherence to a decontamination protocol was 
necessary to prevent soil contamination of the sampling equipment. Prior 
to sampling apparatus assembly, impingers and tubing were soaked in a dilute 
nitric acid (1%) bath, rinsed three times with distilled water, and 
"charged" once with buffer solution. Field blanks were included for every 
sampling period. 

This collection method differs from that used by CARB in two ways: 1) 
the volume of buffer in each impinger is 200 ml, rather than 100 ml, and 2) 
the third impinger contains fluid rather than being empty. These 
modifications were made to enhance the particulate Cr(VI) collection 
efficiency of the sampling train by providing an additional impaction step 
(the 3rd impinger) and an increased contact time (additional impinger 
solution). 

Cr(VI) collected in the buffer solution was separated using IC. The IC 
column was packed with IonPac AS7 (manufactured by Dionex). The eluent 
consisted of 0.25M ammonium sulfate and O.lM ammonium hydroxide at a pH of 
7.0. The eluent was passed through the col~unn at a flow rate of 1.5 mljmin. 
The chromate ion eluted at 3.5 to 4.0 minutes and was then complexed with 
0. 002 M diphenylcarbazide. The red chromium complex was spectrophoto
metrically quantified at 520 nm. Based on a total sample volume of 20m3, 
the approximate LOD of Cr(VI) in air for this method is 0.1 ngjm3 . 

Study Design and Results 

Breakthrough 

The breakthrough of Cr (VI) in solution, i.e. , breakthrough from one 
irnpinger to the next, was assessed by drawing air through four different 
sampling trains at 15 lpm for a 24 hour period. Trains 1 and 2 contained 
two irnpingers in series with the first impinger spiked with 10 ng/L Cr(VI). 
Trains 3 and 4 contained unspiked buffer. A 37 mm diameter, 0.5 ~ pore 
size Teflon™ filter was placed ahead of the impingers in all the sampling 
trains to prevent the collection of any chromium contaminated particulates. 
Trains 1 and 2 were used to assess the potential movement of Cr(VI) in 
solution from the first to the second impinger. Trains 3 and 4 were used 
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to demonstrate that detectable levels of ambient chromium were not collected 
by the sampling trains during these tests. 

No detectable amount of Cr(VI) was transported from the first impinger to 
the second and no ambient chromium was collected. 

Collection Efficiency 

The impinger collection mechanisms for chromium contaminated particulates 
likely involve a combination of impaction and solubility. The sampling 
flow rate is a key variable influencing particle collection efficiency for 
both of these collection mechanisms. In evaluating the effect of flow rate, 
collection efficiency is defined as the percentage of the total amount of 
Cr(VI) collected by the sampling train that was found in the first impinger. 
No statistically significant difference in the concentration of Cr(VI) in 
the first impinger was found for flow rates of 5, 10, and 15 L/min. Samples 
where the total Cr(VI) concentration was at least ten times the limit of 
detection, most of the chromium was collected in the first two impingers in 
series. In approximately 73\ of these sampling trains less than 15\ of the 
total Cr(VI) mass was in the third impinger indicating good relative 
collection efficiency at environmental relevant Cr(VI) concentrations. 

Cr(VI) Stability 

To assess the stability of Cr(VI) in the buffer solution, a 10 ~g/L field 
spike sample was analyzed on days 2, 6, 8, 10, 13, 15, and 20 after spiking. 
The Cr(VI) concentrations were not significantly different over the twenty 
day storage period, indicating that samples are stable and do not require 
immediate analysis following collection. 

Cr(III) Stability 

Under environmental conditions, Cr(III) is expected to make up a large 
portion of total airborne chromium. The oxidation of Cr(III) to Cr(VI) is 
therefore a potential concern to be addressed in sampling for Cr(VI). Under 
reduced temperature conditions approximately 0.2\ of a 1000 ~g/L Cr(III) 
spike was converted to Cr(VI). The portion converted under ambient 
temperature conditions was 0.7%. Based on the results of at-test, there 
was no statistically significant difference between the groups at the 95% 
confidence limit. This conversion is not expected to have a measurable 
effect on Cr(VI) concentrations at the concentrations of total airborne 
chromium typically sampled in ambient urban air since they are 10 to 100 
times less than the Cr(III) spike level used in this experiment. 

Precision and Spike Recovery 

Triplicate co-located impinger sampling trains, designated 1, 2, and 3, 
were used to assess the combined sampling and analytic precision. As 
presented in Table I, the pooled coefficient of variation between replicates 
was 20%. These data indicate that the method precision is within the range 
specified by the USEPA - Contract Laboratory Program for quantification of 
trace metals<B). This level of precision is also well within the range 
expected for industrial hygiene sampling procedures< 14>. 

True accuracy of the sampling and analytical methods could not be 
determined since a Gr(VI) reference standard was not available. As a 
surrogate measure, analytic accuracy was assessed as a function of recovery 
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of a 1 ~g/L Cr(VI) field spike in the validation study program. 
Additionally, 10 ~g/L Cr(VI) field spikes were collected throughout the 
sampling program. As presented in Table II, under both reduced (ice bath) 
and ambient temperature conditions, spike recovery of the 1 ~g/L Cr(VI) 
spikes ranged from 87 to 99%. The mean percent recovery was approximately 
92%. Recovery of the 10 ~g/L Cr(VI) spikes analyzed during development of 
the sampling method ranged from 65% to 118%, with a mean percent recovery 
of 98%. Based on this data, method accuracy for the validated sampling 
program is within USEPA-CLP accuracy criteria (± 25%) and NIOSH accuracy 
criteria (i.e., greater than 90%)< 14 >. Additionally, there was no 
statistically significant difference between the two groups at the 95% 
confidence limit. These results suggest that Cr(VI) at environmentally 
relevant concentrations is stable in the buffer solution under both reduced 
(ice bath) and ambient temperature conditions. 

Field Experience 

Three hundred samples were collected bEltween August and October 1989 at 
17 different Northern New Jersey locations known to have fill material 
containing chromium residue. The sampling period is believed to represent 
the time of year during which the potential for dust generation is the 
greatest. Sampling for total chromium and Cr(VI) was performed at each 
sampling location. Fourteen of the seventeen sites had indoor locations. 
At most sites, two outdoor locations, one upwind and one downwind, and two 
indoor locations were sampled. A summary of the air sampling data is 
presented in Table III. 

Conclusions 

The sampling and analytical methods 
sufficiently sensitive and specific for 

evaluated in this 
field sampling 

study are 
of airborne 

hexavalent chromium particulates. Recovery rates are excellent regardless 
of whether or not an ice bath is utilized during sampling. The combined 
sampling and analytical method meets the requirements for both spike 
recovery and precision as specified by EPA criteria. The results of this 
method development and field validation indicate that the selected sampling 
and analytical methods fulfill the need for accurate quantitation of ambient 
concentrations of Cr(VI) in air. 

0402ALR1 
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Study 

1 
2 
3 
4 

Site 
NL.Uber 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1 
12 
13 
14 
15 
16 
17 

Study 

1 
2 
3 

-
x1= 
s = 

Summary Statistics 

1 ppb 

Mean {standard deviation) 

Geometric Mean (GSD) 
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TABlE I: ti:THOO PRECIS lOll 

it Rep! icates 

3 
3 
3 
3 

Coefficient of Variation (CV) 

Pool CV 

7.4% 
6.8X 
8.~ 
20.0% 
10.8% 

TABlE II: RECOVERY Of FIElD SPIKES 

X Recovery 

91X 
87X 
99X 

92X 
6% 

Study 

1 
2 
3 
4 
5 
6 

TABlE Ill: All SAMPliNG DATA SUMMARY 

Average 
Indoor C~(VI) 

ng/m 

3.2 
No building on site 

9.6 
5.2 

No building on site 
6.0 
3.3 
1.5 
2.4 
1.8 
0.2 
3.5 
3.3 
2.3 
1.7 
1.4 

No building on site 

3.2 (2.4) 

2.2 (2. 7) 
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10 ppb 

X Recovery 

103% 
118X 
90X 
95X 
1 17X 
97X 

103% 
12% 

Average 
Outdoor CJCVI) 

ng/m 

7.9 
1.1 
4.4 
7.8 
6.5 
9.6 
6.9 
6.9 
6.9 
4.3 
2.3 
2.7 
0.5 
1.7 
3.0 
3.3 
2.1 

4.6 (2.8) 

3. 1 (3) 



Determination of Average Ambient PCDDs/PCDFs Concentrations in the Vicinity 
of Pre-Operational Resource Recovery Facilities in Connecticut 

Bruce E. Maisel 
ENSR Consulting and Engineering 
35 Nagog Park 
Acton, MA 01720 

ABSTRACT 

Recent regulatory statutes issued by the State of Connecticut require that 
ambient monitoring for 2,3,7,8-substituted PCDDs/PCDFs be conducted on both 
a pre-operational and post-operational basis. In response to this requisite, pre
operational monitoring programs designed to determine background levels of 
PCDDs/PCDFs in ambient air have been completed in the vicinity of four resource 
recovery facilities located in Bridgeport, Bristol, Hartford and Wallingford, 
Connecticut. Sampling and analytical methodology involved the use of high 
volume sorbent samplers in conjunction with high resolution (magnetic sector) 
mass spectrometry to determine background ambient PCDDs/PCDFs 
concentrations in the 0.01-0.1 pgjm3 range. 

This paper presents average ambient PCDDs/PCDFs levels determined for 
each of the four pre-operational monitoring networks listed above. Congener 
profiles established on a region-specific basis will be compared to identify 
variation in average ambient PCDDs/PCDFs burdens found to occur among the 
four study areas. In addition, similarities between ambient and combustion 
source profiles will be examined as will the noted predominance, on a region
specific basis, of certain 2,3,7,8-substituted PCDDs/PCDFs species. Toxicity 
assessments for each of the four regions will also be presented and compared 
through application of the EPA Toxic Equivalency Factor (TEF) model to the 
Connecticut ambient PCDDsjPCDFs database. 
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INTRODUCTION 

The State of Connecticut requires that ambient monitoring for 
PCDDs/PCDFs be conducted in the vicinity of resource recovery facilities 
constructed in Connecticut on both a pre-operational and post-operational basis 
[1]. ENSR Consulting and Engineering has completed such pre-operational 
studies around four resource recovery facilities located in Bristol, Hartford, 
Bridgeport and Wallingford, CT. The Hartford and Bristol programs were 
conducted concurrently from July through September, 1987; the Bridgeport 
program was conducted from November 1987 to January 1988, and the 
Wallingford program was conducted from August to October, 1988. 

This paper presents average ambient PCDDs/PCDFs levels as determined 
from conduct of the aforementioned programs. Average ambient PCDDs/PCDFs 
burdens for the four study regions are presented and compared along with 
profiles for the tetra through acta PCDDsjPCDFs congener classes and individual 
2,3,7,8-substituted PCDDs/PCDFs. In addition, the Connecticut PCDDs/PCDFs 
average ambient database is applied to the EPP1 Toxic Equivalency Factor (TEF) 
model to provide average atmospheric PCDDs;/PCDFs burdens expressed as 
2,3,7,8-TCDD toxic equivalents on a network-specific basis. These values are 
then compared to the Connecticut ambient PCDDs/PCDFs standard of 1.0 
pgjm3. 

SAMPLING AND ANALYSIS METHODOLOGY 

General Metal Works Polyurethane Foam (PUF) PS-1 samplers were used 
to collect the PCDDs/PCDFs isomers listed in Table 1. The samplers are 
essentially modified high volume air samplers employing a glass fiber filter in 
tandem with a sorbent trap to collect particulate-associated and vapor-phase 
PCDDs/PCDFs, respectively. Air flow rates between 140 and 220 lpm were 
utilized, in conjunction with 24 to 96 hour sample sessions to produce sample 
volumes between 350m3 and 950m3

• All PS-1 samplers were calibrated prior to 
and at the conclusion of each sampling session using an NBS traceable 
calibrated orifice. Quality Assurance/Quality Control elements implemented for 
these programs included field blanks, method blanks, field surrogates, internal 
standards and collocated samples [2]. 

All program samples selected for analysis were prepared and analyzed 
based on the protocol outlined in EPA Methods 8280 and 8290. Native dioxins 
and furans collected from the ambient air were quantified against isotopically 
labelled internal standards added to each sample prior to extraction with toluene. 
Extracts were cteaned by column chromatography and subjected to complete 
PCDDs/PCDFs analyses by high resolution gas chromatography /high resolution 
mass spectrometry (HRGC/HRMS). Detection limits of 10 to 50 fgjm3 were 
achieved. 
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RESULTS AND DISCUSSION 

Ambient air samples were collected as described above in the vicinity of 
the Bristol (n=23), Hartford (n=31), Bridgeport (n=22), and Wallingford (n=24), 
Connecticut Resource Recovery Facilities for the target parameters listed in Table 
1. An average concentration for each target parameter was calculated for the four 
study areas listed above, with non-detected values included into the database as 
one-half the reported detection limit. This treatment of non-detected observations 
has been discussed by others in the open literature [3,4]. 

Table 2 provides average ambient concentrations of PCDDs/PCDFs (total 
Cl4 through Cis) for each monitoring network, which ranged from 1.8 pgjm3 

(Bristol) to 7.1 pgjm3 (Bridgeport). These values are comparable to those 
measured by others from similar ambient monitoring studies [5,6,7]. The 
PCDDs burden for all networks included a significant contribution from OCDD, 
which was the predominant species of PCDDs/PCDFs measured at each network 
during the Connecticut programs. 

Seasonal influences and regional transport phenomena may contribute to 
the variability in average ambient PCDDsjPCDFs burden found to exist among the 
four monitoring networks. For example, additional combustion source 
aggregates present during wintertime, may have contributed to the higher 
PCDDs/PCDFs levels measured at the Bridgeport network. These additional 
wintertime combustion sources would not have impacted the Mid-Connecticut, 
Bristol and Wallingford monitoring networks, which were operated during the 
summer and early fall seasons. It has also been shown that the majority of 
PCDDs/PCDFs are particulate-associated, particularly at lower ambient 
temperatures, such as encountered during wintertime [8,9]. For this reason, 
regional and/or long-range transport of combustion source particulate-associated 
PCDDsjPCDFs may also contribute to the seasonal variability of PCDDs/PCDFs 
levels by region. This is particularly likely for the Bridgeport network which may 
have been impacted by particulate-associated PCDDsjPCDFs originating from 
combustion sources located in the Metropolitan New York City area [9]. 

Figures 1 and 2 show the average ambient concentration of the Cl4 

through Cl8 PCDDs and PCDFs congener classes, respectively, for each of the 
four monitoring networks. These congener profiles resemble those seen for 
combustion sources, characterized by higher atmospheric levels of PCDDs as 
chlorination increases (TCDD<PeCDD<HxCDD< HpCDD<OCDD) [10,11]. The 
average TCDF and PeCDF levels are higher than the average TCDD and PeCDD 
levels, while the average HpCDF and OCDF levels are lower than the average 
HpCDD and OCDD for all four monitoring networks. 

Figures 3 and 4 (note fgjm3 concentration scale in these figures) show 
individual 2,3,7,8-substituted PCDDs and PCDFs, respectively, for the four 
monitoring networks. As with the PCDD congener class totals, higher average 
ambient levels are seen with increasing PCDD chlorine substitution for the 2,3,7,8-
substituted PCDDs. This phenomena is true for all four study areas. Unlike the 
2,3,7,8-substituted PCDDs, there is no trend relating chlorine substitution to 
average ambient concentration for the 2,3,7,8-substituted PCDFs. Of note, 
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however, is the predominance of the 1,2,3,4,6,7,8-HpCDF congener in all four 
monitoring networks. 

Ambient PCDDs/PCDFs data gathered from these programs are presented 
in terms of 2,3,7,8-TCDD toxic equivalents. This is accomplished by applying the 
EPA Toxic Equivalency Factor model [12], contained in Table 3, to the ambient 
PCDDsjPCDFs database established throu~lh this study. Average toxic 
equivalents resulting from the EPA TEF model for each of the four ambient 
monitoring programs are contained in Table 4. The State of Connecticut has 
issued a standard for ambient PCDDs/PCDFs levels of 1.0 pgjm3 expressed as 
EPA 2,3,7,8-TCDD toxic equivalents [1]. As noted in Table 4, none of the four 
regions studied resulted in a toxic equivalents sum which exceeded this standard. 
The average ambient PCDDsjPCDFs levels expressed as EPA toxic equivalents 
ranged from 0.012 pgjm3 (Bristol) to 0.049 P!~/m3 (Bridgeport). It should be 
noted that numerous other Toxic Equivalency Factor models exist (Nordic, 
Ontario, New York, California, International, etc.}, each of which produces varying 
toxicity assessments upon application to the same PCDDs/PCDFs database [13]. 

SUMMARY AND CONCLUSIONS 

Ambient monitoring for PCDDs/PCDFs in the vicinity of pre-operational 
recovery facilities in Connecticut showed that average burdens of PCDDs/PCDFs 
vary by region. This regional variation may be explained by seasonal influences 
and atmospheric transport phenomena. The ambient congener profiles mirror 
those of combustion sources as seen by the increased predominance of the 
higher homolog PCDDs congener classes (C14 < Cl5 < Cl6 < Cl7 <Cis). Also of note 
is the predominance of certain 2,3,7,8-substituted PCDDs/PCDFs congeners in 
all four study areas. Specifically, OCDD, 1 ,2,3,4,6,7,8-HpCDD, 1 ,2,3,4,6,7,8-
HpCDF, and 1,2,3,4,7,8-HxCDF predominateld in all four networks. The 
predominance of these particular isomers in combustion source emissions has 
been reported elsewhere [14]. 

The data collected for these programs were applied to EPA's Toxic 
Equivalency Factor (TEF} model to determine average toxicity in terms of 2,3,7,8-
TCDD toxic equivalents. Application of the EPA TEF model showed that average 
ambient PCDDsjPCDFs levels expressed as EPA toxic equivalents on a seasonal 
basis exist significantly below the Connecticut standard of 1.0 pgjm3 (expressed 
as 2,3,7,8-TCDD equivalents on an annual basis) for all four study regions. 
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Table 1. Target Parameter List. 

PCDDs Key 
2,3,7,8- TCDD 1 
1,2,3,7,8- PeCDD 2 
1 ,2,3,4,7,8- HxCDD 3 
1 ,2,3,6,7,8- HxCDD 4 
1 ,2,3,7,8,9- HxCDD 5 
1 ,2,3,4,6,7,8- HpCDD 6 
OCDD 

(Also tetra through hepta 
PCDDs/PCDFs congener class totals) 

PCDFs 
2,3,7,8- TCDF 
1 ,2,3,7,8- PeCDF 
2,3,4,7,8- PeCDF 
1,2,3,4,7,8- HxCDF 
1 ,2,3,6,7,8- HxCDF 
2,3,4,6,7,8- HxCDF 
1,2,3,7,8,9- HxCDF 
1,2,3,4,6,7,8- HpCDF 
1 ,2,3,4,7,8,9- HpCDF 
OCDF 

Table 2. Average Ambient Levels of PCDDsiPCDPs (tetra through octa) for 
the Connecticut Study Areas 

Monitoring Average PCDDs Average PCDFs Total 
Network Concentration Concentration Burden 
Location Season (pg/m3) {pg/m3) (pg/m3) 
Bristol Summer 1.2 0.6 1.8 

Hartford Summer 2.6 0.8 3.4 
Bridgeport Winter 4.4 2.7 7.1 
Wallingford Summer/Fall 3.8 1.7 5.5 
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Key 
7 
8 
9 
10 
11 
12 
13 
14 
15 

Number of 
Samples 

(n) 

23 
31 
22 
24 



Table 3. EPA Toxic Equivalency Factor (TEF) Model. 

Toxic Toxic 
Equivalency Equivalency 

PCDDs Factor PCDFs Factor 
2,3,7,8- TCDD 1 2,3,7,8- TCDF 0.1 
OTHER TCDD 0.01 OTHERTCDF 0.001 
1 ,2,3,7,8- PeCDD 0.5 1 ,2,3,7,8- PeCDF 0.1 
OTHER PeCDD 0.005 2,3,4,7,8- PeCDF 0.1 
1 ,2,3,4,7,8- HxCDD 0.04 OTHER PeCDF 0.001 
1 ,2,3,6,7,8- HxCDD 0.04 1 ,2,3,4,7,8- HxCDF 0.01 
1 ,2,3,7,8,9- HxCDD 0.04 1,2,3,6,7,8- HxCDF 0.01 
OTHER HxCDD 0.0004 2,3,4,6,7,8- HxCDF 0.01 
1 ,2,3,4,6,7,8- HpCDD 0.001 1 ,2,3,7,8,9- HxCDF 0.01 
OTHER HpCDD 0.00001 OTHER HxCDF 0.0001 
OCDD 0 1,2,3,4,6,7,8- HpCDF 0.001 

1,2,3,4,7,8,9- HpCDF 0.001 
OTHER HpCDF 0.00001 
OCDF 0 

Table 4. Average Toxic Equivalents Using EPA TEF Model for Connecticut Study Regions. 

Average Toxic 
Monitoring Equivalents (EPA) 
Network (pg/m3) 

Bristol 0.012 

Hartford 0.027 

Bridgeport 0.049 

Wallingford 0.014 

ConnfJCtJcut ambi6!Jt PCODs/PCOFs stahdardis 1.0 Pq/m3 (annuallz9d, ·EPA MorJ9f) 
· fl)({>rsss«J as 2,3,7,8-TCDDequivalsnts. 
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DEVELOPMENT AND EVALUATION OF METHODS 
TO DETERMINE PATHOGENS IN AIR EMISSIONS 
FROM MEDICAL WASTE INCINERATORS 

R. R. Segall, W. G. DeWees, and G. C. Blanschan 
Entropy Environmentalists, Inc. 
Research Triangle Park, North Carolina 27709 

F. Curtis and R. T. Shigehara 
Emission Measurement Branch 
U. S. Environmental Protection Agency 
Research Triangle Park, North Carolina 27711 

K. M. Hendry and K. Leese 
Research Triangle Institute 
Research Triangle Park, North Carolina 27709 

The U. S. Environmental Protection Agency has determined that medical 
waste incinerator emissions may reasonably be expected to contribute to 
the E~ndangerment of public health and welfare. A study has been initiated 
to determine which air pollutants may need to be regulated under the New 
Source Performance Standards. One pollutru1t of potential concern is 
pathogenic microorganisms or pathogens. However, there is currently no 
accepted method for measurement of thE~se emissions. An EPA-sponsored 
study was conducted to develop and evaluate such a method. A technique 
relying on measurement in the emissions of an indicator organism (the heat 
resistant spores of the bacteria, Bacillus stearothermophilus) spiked into 
the incinerated waste was selected for eva~uation. Laboratory studies 
evaluated the precision of the proposed analytical technique, the 
suitability of the sampling buffer, and sanple storage constraints. Field 
evaluation testing at a typical medical waste incinerator was used to 
assess the effects of sample gas component~; on sample recovery and the 
accuracy of the combined sampling and analytical procedures. This paper 
summarizes the results of these studies. 
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Introduction 

The U. S. Environmental Protection Agency (EPA) has determined that 
medical waste incinerator emissions may reasonably be expected to 
contribute to the endangerment of public health and welfare. 
Consequently, it is anticipated that new source performance standards 
(NSPS) for new medical waste incinerators will be developed under Section 
111(b) of the Clean Air Act. The Office of Air Quality Planning and 
Standards of the EPA has initiated a study to determine which air 
pollutants may need to be regulated. One pollutant of potential concern 
is pathogenic microorganisms (pathogens). As part of this study, the EPA 
will test a series of medical waste incinerators to determine the 
destruction efficiencies for pathogens under different operating 
conditions. A test method was required to make these determinations. 

The small amount of research conducted to date has demonstrated two 
general approaches for measuring pathogen emissions from incinerators. 1

-
6 

The first is to collect and culture the native species present in the 
stack gas and identify and quantify the same. 4 · 6 The second is to spike 
the incinerator waste feed with an "indicator" organism (typically highly 
heat resistant bacterial spores), collect the "indicator spores," and then 
selectively culture and quantify them.l-3.5. 6 The second approach was 
selected by the EPA to provide the basis for a first draft sampling and 
analytical protocol because (1} the incinerator is challenged with heat 
resistent spores simulating worst case conditions, (2) enough "indicator 
spores" can be spiked to ensure that the destruction efficiency of .the 
incinerator can be demonstrated to 99.9999% efficiency, (3) the sample 
recovery and handling requirements are predictable, (4) the analysis of 
the indicator spores requires specific culturing procedures which serves 
to protect the analyst and minimizes sample contamination, and (5) the 
analysis is greatly simplified and less costly because it does not 
require identification of multiple species. 

To summarize the first draft protocol, the incinerator is challenged 
with wastes spiked with a known quantity of Bacillus stearothermophilus 
spores. Emission samples are collected isokinetically using an EPA Method 
5-type train containing a buffered impinger solution and a backup filter. 
The recovered sample is heat-shocked to kill non-spore microorganisms, 
selectively cultured for the indicator spores, and the indicator spores 
are quantified using a plate counting technique. Entropy 
Environmentalists, Inc. (Entropy) and Research Triangle Institute (RTI) 
conducted the laboratory and field evaluations necessary to refine the 
protocol and to assess its collection efficiency, accuracy, and precision. 

Laboratory Evaluation 

The laboratory evaluations involved confirming the selection of the 
"indicator" organism, determination of the analytical precision, 
identification of a suitable sampling buffer, assessment of sample 
storage constraints, assessment of the potential for background 
contamination, simulated sampling to estimate the accuracy of sample 
recovery, and design and construction of a water-cooled probe. 

Bacillus stearothermophilus was selected as the "indicator spore" 
species for the following reasons: {1) its high relative inherent heat 
resistance, (2) it is commonly used in assessing sterilization processes, 
(3) its high culturing temperature (65°C) which excludes most other 
microorganisms, (4) the relative ease of culturing for counting purposes, 
and (5) it is not pathogenic. 
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Cultures of B. stearothermophilus wen! used to evaluate and refine 
the analytical techniques in the draft protocol and, in particular, to 
determine the precision for enumeration (counting) of the spores. 
Initially, an agar plate streaking technique was selected for enumeration. 
Briefly, this techniques involves; suspend]_ng bacteria in a sui table 
diluent; streaking nutrient agar petrt plates using a glass rod with known 
quantities of this suspension; counting the number of colonies which 
develop after incubation of the plates; and multiplying the number 
obtained by the dilution factor. However, a number of experiments 
conducted to assess the analytical precision of the techniques yielded 
relatively poor precisions [relative standard deviation (RSD) = 30% to 
120%]. It was suspected that cell clumping and adhesion to the glass rod 
used for dispersal of the sample might be causing variability. The 
plating protocol was then modified slightly to use a solution of soft agar 
to disperse the sample on the plate rather than the glass rod. This 
technique was found unsuitable for the B. ~:tearothermophilus because the 
agar melted and dripped at the high incubation temperatures. Finally, 
based on techniques successfully used by the Ontario Ministry of the 
Environment,7,S an experiment was conducted to assess the precision of 
enumeration using microbiological filters. For this technique, known 
quantities of a bacterial suspension are vacuum filtered through a 
cellulose nitrate filter (e.g., NalgeneR 0.2 urn disposable sterile filter 
units); the filter is removed from the unit and placed on an agar plate; 
and the plate is incubated and counted as previously described. Counts of 
ten replicate filters yielded precisions in the range (RSD = 10% to 25%) 
expected for this type of measurement (RSD = 18%). Relative standard 
deviations from laboratory experiments conducted subsequently have ranged 
from 9% to 34%. 

Because of the potential for high acid emissions (up to 2000 ppm) 
from this type of incinerator and the intolerance of the living spores for 
large extremes in pH, the sample collection reagent must be buffered. 
Work previously conducted by the Ontario Ministry of the Environment 
indicated that phosphate buffer could be a suitable sample collection 
media.8 It was necessary to consider sample exposure to the candidate 
buffer and acid catch during testing and st.orage of the sample in the 
chosen buffer solution. An experiment was designed and conducted to 
assess spore viability with exposure to phosphate buffers of different 
ionic strength and decreased pH. Each of four buffer solutions was spiked 
with approximately 103 spores of B. stearothermophilus; {1) 2.0 M 
phosphate buffer, pH = 6.9, (2) 2.0 M phosphate buffer, adjusted with HCl 
to pH = 5. 7 ( HCl roughly equi valent to amot..n t collected when sampling a 
1000 ppm stack for two h) , ( 3) 0. 5 M phospt.ate buffer, pH = 6. 9, and ( 4) 
0.5 M phosphate buffer, adjusted with HCl to pH = 5.7. Portions of the 
spike solutions were appropriately diluted, heat shocked, filtered, 
plated, and incubated to obtain a count for the spike. The spiked buffer 
solutions were left at room temperature for two h. Then representative 
aliquots were removed from each solution, heat shocked, filtered, plated, 
incubated, and counted. Filtration and plating of each buffer solution 
was performed in quadruplicate, the plates incubated overnight at 65°C, 
and the colonies enumerated the next day. Following removal of the first 
set of aliquots, the solutions were stored at room temperature. The 
aliquotting and analytical procedures were repeated at intervals of one, 
three, and seven days after spiking. There was no significant change in 
spore survival over a seven-day period except in the 0.5 M phosphate 
buffer with acid added. Therefore, the 2.0 M phosphate buffer was 
selected to be the sample collection reagent. 

To assess the potential for contamination of emission samples from 
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spores in the ambient air, samples of the ambient air entering the 
combustion chamber were collected at two incinerator sites using midget 
impingers and personnel sampling pumps. For each site, three separate 
midget impinger trains were charged as follows: Trains 1 and 2 - 0.05 M 
phosphate buffer and Train 3 - 0.05 M phosphate buffer spiked with -1o3 
indicator spores. Each train collected nominally 0.2 m3 of sample during 
a 2-h sampling period. The impingers were sterilized by autoclaving or 
rinsing with 90% ethanol (EtOH) to see if a difference in the two 
techniques could be detected. Recovered samples were heat shocked, 
aliquotted, plated, incubated at 65°C, and counted after about 18 h. The 
results showed that there was no background contamination of any type and 
the use of a 90% EtOH rinse instead of autoclaving for sampling equipment 
sterilization did not affect the background contamination. It was 
concluded that background contamination is not a significant concern, 
however, the final draft protocol specifies collection of one background 
sample with each series of emission samples. 

A problem anticipated with sampling in high temperature (1000°F to 
2500°F) incinerator stacks using a Method 5-type impinger train is the 
collection of some of the spores on the walls of the probe where they 
would be exposed to high temperatures during the remainder of the sampling 
run. To resolve this problem, a water-cooled probe assembly was designed 
and constructed (see Figure 1). In this design, the probe liner along 
with an S-type pitot and a thermocouple conduit are completely jacketed by 
a stainless steel cylinder to allow water cooling by recirculating ice 
water or flow-through tap water. 

Field Test Evaluation 

Field evaluation testing of the candidate protocol was conducted to 
evaluate it under field conditions and assess the accuracy of the sampling 
phase. Early field evaluation testing revealed several problems with the 
protocol. This section begins with a description of the field evaluation 
test site, followed by the highlights of the problems encountered and 
their resolution, and is completed by a detailed description of and 
results from the latest field evaluation test. 

A medical waste incinerator at a North Carolina hospital was 
selected for the method evaluation testing because (1) it is a state-of
the-art incinerator for its size, (2) of cooperation of facility 
personnel, (3) of its proximity to EPA/Entropy/RTI, which facilitated test 
program modifications, (4) it is representative of smaller hospital 
incinerators, and (5) it was the site of previous background contamination 
sampling. The unit is a Cleaver-Brooks pyrolytic incinerator with a 
single combustion chamber and a high-temperature (2000°F) retention 
chamber to increase residence time of the gases. 

The samples from an initial field evaluation test revealed two 
problems with the sampling methodology which required correction. 
Immediately following the first test run conducted over a two-h period, 
the pH of the sampling buffer in the first impinger of each of the four 
trains was measured; all were pH 3 or less. Based on the buffering 
capacity of the sampling buffer and the volume of gas sampled, the HCl 
concentration in the sample gas approached 2000 ppm. The remaining 
sampling runs were reduced to one h to ensure that the sampling buffer 
could maintain the sample pH between 5.5 and 7.5; for all but one of the 
remaining 12 samples, it was between 6 and 7. A second problem, 
encountered in the course of filtering sample aliquots for analysis, was 
build-up of a shiny green/gray film on the filter, most likely a 
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by-product of the interaction of HCl in the sample gas with the stainless 
steel nozzle and probe liner. When a second species of spores spiked into 
some of the trains to assess sample recovery could not be detected on the 
filters, it was determined that the protocol should be modified to utilize 
non-metal components for all sample-exposed E:urfaces. A second field 
evaluation test revealed that if a spore spike was to be used to assess 
the accuracy of the sampling protocol, it would have to be introduced at 
the probe nozzle. Subsequent testing utilizing this spore spiking 
technique indicated that better spike recoveries might be possible by 
improving the environment in the sampling probe. This prompted 
development of the probe gas buffering system described below. 

Sampling for the final field evaluation test involved six 30-min 
runs conducted over two days. The sampling train was modified to allow 
introduction of sampling buffer into the quartz liner of the water-
cooled probe at the point of introduction of the spore spiking solution 
(see Figure 1). The buffer was supplied from a reservoir external to the 
train at a rate of approximately 20 to 30 ml;'min. The volume of the first 
impinger of the sampling train was increased to two liters to provide 
capacity for the buffer introduced at the probe. Approximately 2.5 x 104 

spores of B. stearothermophilus were injected into the probe through a 
septum over the course of each sampling run. 

Prior to use, sampling equipment was rinsed with 90% EtOH. Sampling 
was conducted using Method 5 procedures except that it was conducted at a 
single point and at a constant rate based on stack conditions from 
previous field evaluation testing. A temperature traverse of the inside 
of the water-cooled probe was performed under sampling conditions. An 
extra impinger containing 100 ml of sampling buffer was placed prior to 
the silica gel impinger for two of the six runs. The contents of this 
impinger were recovered and analyzed separately to determine the sampling 
train collection efficiency. Analysis of each sample involved (1) heat 
shocking to eliminate non-spore microorganisms, (2) aliquotting of the 
sample into 1-, 10-, and -100-ml portions, (:;) vacuum filtration through 
0.2 urn cellulose nitrate filters, (4) agar plating of filters, (5) 
incubation of filters at 65°C, and {6) enumeration of the colonies on the 
filters. The recovery of the spiked spores was calculated as a percentage 
of the original spike amount indicated by thE! control sample. The 
prec1s1on of the sample analysis was expressed as a relative standard 
deviation between the results for replicate aliquots. 

The spore spike recoveries (or method accuracy) ranged from 37% to 133% 
and centered around 60%. The RSDs for the 10-ml aliquots ranged from 3% to 
9)% and were typically 5% to 30%; the RSDs for the 1-ml and nominally 100-ml 
aliquots were significantly higher. The nominally 100-ml aliquots (-75 ml for 
the probe rinse samples and -600 ml for the impinger samples), yielded colonie~ 
w'lich were more irregular, harder to see, more difficult to count, and often 
m·:>re prevalent away from the ash particles CE.ught on the filter. They also 
s:~owed reduced sample recoveries compared to the 10-ml aliquots, possibly as a 
r•:osul t of growth inhibition caused by the ast. The 1-ml aliquots showed more 
variability as would be expected, because the spore counts were closer to the 
d·?tection limit of the analytical technique. No colonies and only two colonies 
were present on the filters from the extra irrpinger samples. This represented 
significantly less than one percent of the tctal spore sample indicating good 
collection efficiency and justifying elimination of the backup filter from the 
candidate train. The temperature traverse demonstrated a rapid reduction in 
sample gas temperature from 1850 °F at the entrance to the probe to 70°F at the 
first impinger. The probe buffering system v.as shown to be of benefit in 
improving the spike recoveries. 
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Conclusions 

Considering that the candidate protocol will be used to calculate a 
destruction efficiency which is an order of magnitude measurement, the method 
accuracy of approximately 60% is adequate for the purposes of the method. The 
final draft method reflects the results of the laboratory and field evaluation 
testing and incorporates these key elements: a water-cooled quartz-glass probE 
with buttonhook nozzle and probe gas bufferi~g system; a large first impinger 
to provide a reservoir for the introduced buffer; measurement of the first 
impinger pH; an incinerator waste spike of at least 1012 indicator spores; 
disinfection/sterilization of the sampling train components using ethanol; use 
of a 2.0 M phosphate buffer impinger solution; use of the filtering technique 
for spore enumeration; collection of a background sample; and aliquotting of 
the sample to minimize matrix interference, provide measurements in a suitable 
analytical range, and provide an indication of analytical precision. 
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PRIORITY POLLUTANT METALS IN RESPIRABLE MD 
INHALABLE (PM10 ) PARTICLES 

James E. Houck 
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Lyle C. Pritchett, John G. Watson, and 
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Respirable (<2.5~) and inhalable (<10~) particles have been collected 
from over eighty area and point sources in California, Colorado, and 
Montana. These sources have included a variety of industrial stacks, 
windblown and road dusts, vehicular exhausts, residential wood combustion, 
and emissions from agricultural activities. Custom sampling procedures 
have been developed for the collection of representative samples from each 
of the sources. Dilution tunnel sampling, ground-based fugitive emission 
sampling, and bulk sampling/resuspension protocols have been established. 
Multi-element analysis has been conducted for thirty-eight elements by 
x-ray fluorescence spectrometry. Among the elements measured, the priority 
pollutant metals of antimony, arsenic, cadmium, chromium, copper, lead, 
mercury, nickel, selenium, silver, thallium, and zinc were quantified. The 
sampling and analytical methods which have been developed are discussed and 
a comparison of priority pollutant metal concentrations for selected 
sources is presented. 
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Introduction 

Priority pollutants are listed in Section 307(a)(1) of the 1977 Clean 
Water Act. Among the 129 priority pollutants listed in the Act are 13 
metals. These priority pollutant metals are antimony, arsenic, beryllium, 
cadmium, chromium, copper, lead, mercury, nickel, selenium, silver, 
thallium, and zinc. Subsequent to their listing in the Clean Water Act, 
they have been used as target metals to assess pollution in all media and 
are, for example, listed as hazardous substances in response to CERCLA (40 
CFR Section 302.4). 

Emission rates of priority pollutant metals from point, area, and 
fugitive aerosol sources are frequently of concern. Similarly, the 
documentation of metal concentrations in airborne particles in indoor and 
outdoor environments has been the subject of numerous investigations. 
Assessments of environmental impacts, community-wide health risks, indus
trial exposure and regulatory compliance often require their measurement. 

During the last decade, chemical mass balance (CMB) modeling for air 
pollutant source identification and apportionment has gained wide 
acceptance. To support this air quality model, specialized sampling 
instrumentation, protocols, and analytical procedures have been developed 
to accurately quantify multiple pollutants emitted from aerosol sources. 
Among the 13 priority pollutant metals, 12 have been routinely and 
accurately measured as part of the process. (Only beryllium is not 
routinely measured.) Numerous CMB source profile libraries have been 
compiled listing, among the measured constituent, the 12 metals. 

A description of the sampling instrumentation, protocols, and 
analytical procedures appropriate for accurate priority pollutant metal 
quantification in PM2 . 5 and PM10 particles from a variety of source types is 
presented in this paper. In addition, some representative data contained 
in CMB source profile libraries prepared from work conducted in California, 
Colorado, and Montana are presented. 

Methodology 

The objective of aerosol sampling and analysis for the development of 
source profiles for use in CMB modeling is to obtain an accurate and 
representative chemical composition. A streamlined set of sampling, 
analysis, and data reduction protocols has been developed to achieve this 
objective. 1 Since the physical and chemical environments encountered 
during source sampling differ from source to source, several source 
sampling instrument systems and protocols have been developed. In terms of 
sampling requirements, sources can be grouped into three major categories. 
These are: (1) point and combustion sources; (2) process fugitive sources; 
and (3) passive fugitive sources. 

Point sources (including combustion sources such as residential wood 
combustion [RWC] and vehicular exhaust) represent a special problem for 
source sampling. The alteration in particulate chemistry and size 
distribution which occurs when high-temperature emissions cool and mix with 
ambient air requires that a dilution/cooling tunnel be used prior to 
aerosol sample collection. Condensation, agglomeration, volatilization, 
and secondary chemical reactions can all modify the character of source 
particles. A number of dilution source sampling instruments have been 
developed 2 . Factors taken into consideration in dilution source sampler 
designs include variable dilution ratios, interfacing with size
categorizing equipment, portability, inert construction materials, 
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isokinetic sampling, and the ability to be assembled in a variety of 
geometric configurations to conform to real-world space constraints. A 
detailed description of a dilution source Bampling system which has been 
used to sample numerous sources is presented in reference 3. 

Process fugitive sources have been sc.mpled in two general ways. 
These are (1) custom siting of ground-based sampling equipment or (2) plume 
sampling with balloons or aircraft. Unducted emissions from industrial 
complexes, intermittent emissions from slag, pouring, and dust generated by 
heavy industrial equipment, are examples of process fugitive sources. 
Instrumenting requirements can be as simplE as using commercial ambient 
samplers, perhaps placed on a platform or tower, or as sophisticated as 
custom-designed, ultra-lightweight samplers for use with helium balloons. 4 

A key criterion for sampling process fugitive emissions using either 
ground-based or airborne samplers is that the source of interest dominates 
the particle concentration during sample ccllection. 

The passive fugitive dust category fer the purposes of source 
sampling strategies can be either wind-blown dust from open areas or 
suspension of particles by traffic or heavy equipment. Detailed standard 
protocols have been developed for the sampling and analysis of such dust. 5 

Sampling protocols include procedures for (1) sampling paved roads; (2) 
sampling unpaved areas which have a surface layer with a distinct chemical 
character due to anthropogenic impact (e.g., unpaved roads and parking 
lots); and (3) sampling of dust sources with a relatively homogeneous near
surface chemical composition (e.g., tilled agricultural soils, native 
soils, and bulk storage piles). While the actual physical collection of 
the dust samples is relatively simple, ensuring representative samples is 
not. Compositing samples is a useful technique to ensure that 
representative chemical source profiles are produced. Collection of sub
samples at regular intervals along a roadway or at various points in an 
agricultural field or from different storage piles is a reasonable approach 
to compositing. Once bulk samples area collected, laboratory drying at low 
temperatures, sieving, resuspension, and particulate collection with size
segregating samplers can be conducted. 1 

A variety of analytical procedures have been developed to chemically 
characterize the particulate material contained in source samples. Most 
useful for priority pollutant metals is x-ray fluorescence spectrometry 
(XRF), which can quantify all priority poll:.1tant metals except beryllium. 
While the detection limit of the technique ·.,raries from element to element 
and depends on the mass loading as well as the overall chemical matrix, the 
detection limits are typically at the hundredth-of-a-percent level. 

Results and Discussions 

Table I lists priority pollution metals in PM10 particles from a 
number of sources compiled as part of CMB source profile libraries. 3 •

6
• 

7 

Uncertainties and detection limits listed in Table I are not only due to 
the analytical techniques, but represent sarnple variability in replicate 
samples or sequential sampling runs. In addition, some of the values, 
propagated uncertainties, and detection lim:~ts were produced by "blending" 
results from individual sub-classes of emisBions. For example, the 
vehicular exhaust data are a blend of unleaded, leaded, and diesel 
emissions (30%, 20%, and 50%, respectively) and the RWC data are a blend of 
emissions from a number of woodstoves and f:.replaces. 

Upon review of the data that has been compiled in the various source 
libraries, 3 • 6 • 7 two key observations can be made. One is that many indiv-
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idual sources can have specific priority pollutant metals in PM10 particles 
at the percent level. For example, as illustrated in Table I, mercury from 
municipal garbage incineration, zinc from combustion of wood in hog fuel 
boilers, and nickel from crude oil combustion can all be above the percent 
level in PM10 particles. The other observation is that some of the priority 
pollutant metals occur at above detection limits in ubiquitous area sources 
such as road dust, agricultural dust, and vehicular exhaust. The metals of 
copper, chromium, and nickel are at low but measurable concentrations in 
dusts, which can be due simply to their crustal abundance. Lead and zinc 
in urban road dust are, on the other hand, clearly anthropogenic in origin, 
and are from the use of leaded gasoline and tire wear. Interestingly, and 
notable in terms of human health impact, lead and zinc collected in urban 
road dust is most highly enriched in respirable (PM2 . 5 ) or finer particles 
(Figures 1 and 2). 

In summary, source sampling methods and analytical procedures have 
been developed in the past ten years to accurately measure priority 
pollutant metals in PM10 as well as other size particles from particulate 
sources. While the sampling and analytical activities have been primarily 
to support CMB modeling, the same techniques can be used for measuring 
priority pollutant metals for the evaluation of health and environmental 
impacts. In addition, published CMB source profile libraries can provide 
an existing and useful data base for such evaluations. 
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Table I. The priority pollutant metal content of PM10 particles from selected sources 1 • 

Area Sources Point Sources 
Priority 

Urban Agricultural Vehicular Exhaust2 Residential Garbage Hog Fuel Crude Oil Coal Pollutant 
Metal Street Dust SoU Dust (301 unleaded, 201 llood Incinerator Boiler (HT) Combustion (Steam Cotnbustion2 

(Fresno, (Visalia, leaded, 501 diesel; Combustion (CA) Injection; Kern (Baghouse; 
CAl CAl Denver, COl (Denver, CO! R. Oilfield) Denver, CO) 

Antimony <0.03 <o.ot <0.08 <0.01 <0.1 <0.01 <0.01 <0.08 
Arsenic '<0.04 <0.003 <0.21 <0. 002 <0.03 0.029±0.00~ 0.019±0.002 <0.02 
Cadmium <0.02 <0.008 <0.04 <0.008 <0.06 <0.009 <0.005 <0.05 
Chromium 0.030±0.003 0.030±0.003 s0.01 <0.001 0.04±0.02 0.004±0.001 <0.03 0.015±0.004 

Copper 0.020±0.002 0.006±0.001 s0.01 <0.001 0.04±0.01 0.042±0.003 s0.01 0.02i0.01 
Lead 0.26±0.03 0.010±0.001 1.3±0.4 <0.003 0.16±0.04 0.071±0.006 <0.003 0.10±0.02 

Mercury <0.008 <0.003 <0.02 <0.003 1.1U.O <0.002 <0.002 <0.02 
Hickel 0.011±0.001 0.00610.001 <0.07 <0 .005 0.014±0.006 0. 0013±0. 0003 2.6±0.:S 0.008±0.002 

Selenium <0.002 <0.001 <0.01 <0. 001 <0.007 0.0026±0.0007 0.027±0.004 0.007±0.003 
Silver <0.02 <0.008 <0.04 <0.007 <0.06 <0.008 <0.004 <0.04 

Thallium HD ND ND ND ND <0.003 HD ND 
Zinc 0.17±0.02 0.026±0.002 0.11±0.06 <0.04 0 • .5±0.2 1.22±0.09 0.02±0.01 0.08±0.05 

1. All values are weight percent; each source profile is a mean of numerous samples or a "blend" of 
various individual profiles. Uncertainties are propagated values, not analytical uncertainties. 

2. The vehicle exhaust and coal combustion values are for PM2 • 5 • 
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ATMOSPHERIC TRANSPORT OF TOXIC CHEMICALS AND THEIR POTENTIAL 
IMPACTS ON TERRESTRIAL VEGETATION: AN OVERVIEW 

Thomas J. Moser1 , Jerry R. Barkerl, and David T. Tingey2 
NSI Technology Services Corporation1 

u.s. Environmental Protection Agency2 
u.s. EPA Environmental Research Laboratory 
Corvallis, Oregon 

Numerous anthropogenic sources emit a large variety and 
quantity of toxic chemicals into the atmosphere. Through the 
processes of atmospheric transport and deposition, toxic 
chemicals have found their way to remote environments far from 
emission sources. Recent data strongly suggests that the 
enriched concentrations of several contaminants detected in 
the air, water, soil and biota of rural and remote 
environments are the result of long-range atmospheric 
transport from sources located in temperate and sub-tropical 
latitudes of North America and Eurasia. Many of these 
chemials are persistent, bioaccumulate and remain biologically 
harmful for long periods of time. Although air taxies have 
been primarily considered an urban health problem, there is 
increasing concern among scientists that adverse ecological 
impacts may result from their deposition into terrestrial 
ecosystems and their subsequent. exposure of plants. The 
chronic exposure of vegetation to low concentrations of air 
taxies may result in sublethal effects such as decreased plant 
productivity and vigor, which may culminate in changes in 
plant communities and ecosystem structure, composition and 
function. This paper will present an overview of air taxies 
emissions, atmospheric transport and deposition, their 
potential effects on terrestrial vegetation, and recommend 
research needs. -
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Introduction 

Airborne pollutants can be broadly defined as any 
chemical occurring in the atmosphere that may pose a threat to 
human health or the environment. This broad definition 
includes an array of chemicals ranging from the well-studied 
criteria pollutants to the less-studied radiatively-important 
trace gases. However, to provide a more focused definition 
for this paper, air taxies refers to the following groups of 
airborne substances: (1) synthetic industrial organics, (2) 
agricultural pesticides, (3) trace metals, (4) organometallic 
compounds, and (5) non-metallic inorganics. 

Since the release of the Environmental Protection 
Agency's Toxic Release Inventory estimates for 19871, there 
has been a heightened concern over the nation's air quality. 
Primarily this concern has been directed at human health 
effects in industrial-urPan areas. The fact that many 
airborne chemicals pose hazards to human health is only one 
aspect of the problem. The continued deposition of airborne 
toxic chemicals on a regional to global scale will impact 
public welfare if it results in adverse impacts to the 
structure and function of sensitive terrestrial and aquatic 
ecosystems. Although airborne toxic chemicals pose threats to 
both terrestrial and aquatic ecosystems, this paper will limit 
its discussion to terrestrial vegetation. 

Emission Sources 

Airborne chemicals are emitted into the atmosphere from a 
large number and variety of point- and area-sources. 
Anthropogenic emissions emanate from industrial, urban and 
agricultural sources such as chemical, metal, plastic, and 
paperjpulp industries; fossil fuel processing plants; motor 
vehicles and aircraft; municipal waste incinerators; 
agricultural practices such as pesticide usage and field 
burning; and small businesses such as dry cleaners. Emissions 
of toxic chemicals into the atmosphere may occur directly by 
the deliberate or inadvertent releases from industrial or 
urban sources, or indirectly through volatilization following 
the deliberate or accidental discharge of chemicals into water 
or soil resources. Also, considerable amounts of taxies enter 
the atmosphere from wind drift and volatilization after 
agricultural chemical applications. 

Industry is probably the major anthropogenic source of 
airborne toxic chemicals. Approximate!~ 65,000 chemicals are 
used worldwide for industrial purposes. Many of these 
chemicals eventually are emitted into the atmosphere. The 
1987 Toxic Release Inventory (TRI) reported that industries 
within the United States emitted over 1.2 billion kilograms 
of toxic chemicals into the atmosphere.l The TRI 
underestimated the actual air emissions as it did not include 
air emissions from numerous area sources (e.g., agriculture, 
households, motor vehicles), industrial categories such as 
petroleum tank farms, companies with less than 10 employees, 
or urban businesses (e.g., dry cleaners). 
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A secondary source of airborne taxies is the application 
of pesticides. Atmospheric loads of pesticide residues 
resulting from wind drift, as well as volatilization from soil 
and plant surfaces after their application to agricultural, 
forest, industrial and household lands are likely significant. 
Over 455 million kilograms of pesticide active ingredients are 
used annually on 16% of the total land area of the United 
States. 3 Agricultural lands account: for approximately 75% of 
the pesticide usage in the United st~ates. The magnitude of 
pesticide active ingredients entering the atmosphere during 
and following application are poorly known, but are estimated 
to range between 30-55%.4 

Atmospheric Processes 

Once chemicals are airborne, they are subjected to the 
prevailing atmospheric conditions. Wind, precipitation, 
humidity, clouds, fog, solar irradiation, and tem~erature 
influence the environmental fate of air toxics. 2 ' The 
complex reactions within the atmosphere that are driven by 
chemical processes such as hydroxyl scavenging or solar 
irradience may result in the formation of products that can be 
as toxic or more so than the parent compounds. on the other 
hand, transformation reactions may also render a toxic 
substance harmless. 

The atmosphere is a major pathway for the transport and 
deposition of the air taxies from enlission sources to the 
terrestrial ecosystem receptors - vegetation and soil. 5 The 
prevailing meteorological conditionE; and the physio-chemical 
properties of the chemicals will dictate atmospheric residence 

·times and deposition velocities to the receptors. 2 
Atmospheric residence times depend on such characteristics as 
mode and rate of emission, atmospheric transformations, 
physical state (gas, solid, liquid), particle size and 
chemical reactivity. 2 Thus, airborne pollutants may be 
deposited close to their sources or be carried great distances 
before being deposited into remote ecosystems. 

The movement of airborne chemicals downwind from point 
sources has received a great amount of attention since the 
early 1900 1 s due to the damaging effects on vegetation that 
occurred within the plumes. 6 Durinq the last 10 to 20 years, 
however, the phenomenon of long-ran9e atmospheric transport 
has been implicated in the wide dis1:ribution of anthropogenic 
contaminants on regional and global scales. Industrial 
organic compounds, trace metals and pesticide residues have 
been detected in the vegetation of remote terrestrial 
ecosystems such as the Arctic, 7 Antarctic, 8 forests, 9 and 
peatlands. 10 

Environmental Partitioning and Vegetation Exposure 

Terrestrial plants are exposed to toxic chemicals through 
the environmental media of air, water and soil. The 
atmosphere, however, is of prime importance due to its 
potential for pollutant dispersal on a regional to global 
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scale, its ability to move pollutants rapidly, and its dynamic 
nature. After pollutant deposition to terrestrial ecosystems, 
the fate of the toxic compounds depends on their partitioning 
coefficients. 

The environmental partitioning of pollutants within 
ecosystems will dictate their potential ecological impact to 
vegetation and other biota. 11 For example, trace metals tend 
to accumulate on soil surfaces via their adsorbtion to organic 
matter. Trace metal accumulation may reduce plant growth and 
vigor through the disruption of nutrient uptake by the roots 
and decreased organic matter decomposition. Gaseous chemicals 
reside in the atmosphere with the potential to disrupt plant
leaf biochemical processes after absorption through the 
stomata or cuticle. Because of the lipophyllic nature of many 
synthetic organics, the waxy cuticle of vegetation may 
accumulate high levels of these substances. Transfer of toxic 
chemicals among ecosystem compartments will occur. Trace 
metals may be absorbed by plant roots or deposited onto the 
leaves and then transferred to the soil through deciduous 
tissue loss and decay. Contaminants may be passed along food 
chains through herbivory with the potential for 
biomagnification. The deposition of airborne toxic chemicals 
into agricultural ecosystems has the potential to contaminate 
human food resources. 

Impacts on Terrestrial vegetation 

Scientists have recognized that airborne pollutants can 
adversely impact agricultural and natural plant communities by 
reducing plant production and altering successional 
pathways. 11 , 12 Emissions of sulfur dioxide, hydrogen 
fluoride, trace metals and other toxics from pulp and paper 
mills, ore smelters, and power plants have severely reduced 
vegetation cover, biodiversity and ecosystem integrity 
downwind from point sources. 6 , 12 In addition to local plume 
effects, atmospheric pollutants can also cause regional damage 
to plant communities through exposure to chemical oxidants 
such as ozone and peroxyacetyl nitrates or acid 
precipitation. 12 , 13 

The potential biological effects of air taxies on 
terrestrial vegetation are numerous and mediated through 
individual plants to the community and ecosystem. 11 The type 
and magnitude of these effects will depend on the pattern of 
exposure (e.g., duration, concentration, frequency, season) 
individual plants receive, their sensitivity to the polluant, 
and the phytotoxicity of the chemical. When an airborne toxic 
chemical is introduced into a plant community some plants will 
be more affected than others depending on individual 
tolerances endowed by their genotype, as well as their 
phenology and various modifying microclimatic variables. The 
sensitive plants or species are no longer able to compete 
adequately with the tolerant plants or species and will be 
partially or completely replaced. Those plants that survive 
and persist in contaminated habitats are the result of their 
tolerance or microhabitat protection. 
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After pollutant absorption by the plants through the 
leaves or roots, biochemical processes are the first site of 
action. If enzymatic degradation detoxifies the pollutant 
then no injury will occur. However, if enzymatic action 
cannot render the pollutant or it.s metabolites harmless, then 
alterations in plant metabolism may result in foliar injury, 
altered carbohydrate and nutrient allocation, reduced growth 
and reproductive capability13 . The degree of impact to the 
plant will depend on the toxicity of the pollutant and its 
exposure pattern. Acute exposures usually cause observable 
morphological damage, such as leaf lesions, stunted growth or 
even death. Plant death resulting from acute exposure is 
usually localized when it does occur; resulting from an 
inordinate amount of toxic chemical exposure via an accidental 
release or pesticide wind drift. 

However, chronic, sub-lethal exposures may not induce 
observable morphological damage, but rather alter biochemical 
pathways which can result in decreased vigor and productivity, 
altered phenology, loss of tissue or reduced reproductive 
potential. Altered physiological processes will cause a loss 
of vigor and render the plant more susceptible to insect 
damage or disease. Decreased reproduction will impact the 
population through the loss of new recruitments to the plant 
community. With continual exposure, even at sublethal 
concentrations, sensitive plant populations may decrease in 
numbers allowing tolerant species to become dominant. Thus, 
shifts in plant community structure and composition could 
result in decreased biological diversity and altered ecosystem 
functions. 

Plant damage resulting from ac~te air toxic exposures are 
usually limited in time and space as a result of control 
technology and legislation. However, sublethal, long-term 
plant exposure to airborne pollutants may predispose 
vegetation to other natural stressors and induce damage or 
mortality. Even though air toxic damage may not cause 
permanent functional loss, the diversion of biochemical 
resources to repair the injury will inhibit normal plant 
functions. Thus, air toxic induced physiological stress may 
predispose a plant to other stressors such as frost, drought, 
insects, or disease. Some scientist propose that the 
widespread forest tree decline is not the result of a single 
agent but an interaction among chronic exposures of air 
pollutants and natural stresses. 

Air taxies may also pose indirect effects on vegetation 
by directly affecting other organisms which are critically 
associated with the plants. Soil microorganisms and 
invertebrates are critical in ecosystems for litter 
decomposition and nutrient cycling. An accumulation of trace 
metals within the non horizon of the soil may limit organic 
matter decomposition and nutrient availability to plants. 
Many plants rely on insects for pollination. Airborne 
pollutants from the use of insecticides can reduce non-target 
insect populations, resulting in inadequate flower pollination 
and subsequent seed set. 
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The effects caused by air toxics on vegetation can be 
extended to the animals within the ecosystem. Reduced plant 
cover and habitat quality will result in animals being more 
susceptible to predation and disease. Adequate birthing sites 
may be reduced because of changes in vegetation structure and 
cover. Animal forage that is contaminated may result in 
decreased population size or starvation. Toxic chemicals may 
be passed along food chains with the potential to reduce the 
health of herbivores or bioaccumulate within predators. 
Animal populations will respond to such habitat changes 
through decreased reproduction, emigration or mortality. Even 
though the populations of certain species may increase because 
of habitat changes that are favorable to them, the biological 
diversity of the overall ecosystem will still decrease. 

Research Needs 

Air toxic chemicals introduced into plant communities can 
cause effects ranging from the biochemical level to changes in 
plant community structure and composition. The effects of 
acute exposure to plants are well documented. However, a 
paucity of information exists on the effects of long-term, 
chronic exposures of air toxics to vegetation. Several areas 
of research would provide data to quantify vegetation 
responses to chronic air toxic exposure: 

1. Given the large number of toxic chemicals emitted into 
the atmosphere, research is required to identify and 
prioritize the most critical airborne contaminants 
and sensitive ecosystems. A comprehensive computer-
based system would be useful for conducting preliminary 
risk assessments of the numerous airborne toxic 
chemicals and their effects on vegetation and provide 
research guidance. 

2. Quantify and model the exposure, deposition velocity and 
absorption of air toxics to plants. 

3. Determine the biochemical and physiological responses of 
plants to chronic exposures to air toxic chemicals and 
develop exposure-response functions. This research then 
could be extended to quantify the response of plant 
populations and simulated plant communities. 

4. Initiate long-term studies to determine sensitive 
elements of plant community structure and function that 
would lead to significant change and degradation from 
air toxic exposure. This research would identify 
unacceptable change in plant communities and identify 
early warning signals. 
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FLUORIDE PHYTOTOXICITY: PAST, PRESENT AND FUTURE 

David C. MacLean 
Boyce Thompson Institute, Cornell University 
Ithaca, New York 14853 USA 

Fluoride is markedly more phytotoxic than any of the major air pollutants and its 
deleterious effects on crops, forests and other vegetation have been chronicled for more 
than a century. Plants can also serve as vectors for the transfer of fluoride from the 
atmosphere to animals. The accumulation of high concentrations of fluoride in foliar 
tissues may be hazardous if ingested by herbivores. During the past two decades, 
improvements in emission control technology have dramatically reduced the incidence 
and severity of fluoride-induced plant damage. These reductions have shifted the 
emphasis of environmental concerns from the direct to the indirect and subtle effects of 
fluoride on vegetation, plant communities and even ecosystems. This review, in addition 
to providing a summary of the direct and indirect effects of fluoride on plants, also 
includes information on the factors that alter the plant's responses to exposure. The aim 
of future research will be to provide the information necessary to establish realistic air 
quality guidelines or standards for atmospheric fluoride that will allow industry and 
agriculture/forestry to coexist. 
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INTRODUCTION 

Of the major air pollutants, fluoride is the most toxic to vegetation and its 
deleterious effects have been the subject of controversy and concern for more than a 
century. The extent and severity of the problems associated with atmospheric fluoride 
increased with industrialization, peaked during and after World War II, and then, with 
the imposition of governmental regulations and improvements in emission control 
technologies, diminished. Research efforts closely paralleled this progression and were 
largely responsible for the actions taken to cope with it. 

These investigations included: (i) vegetation surveys around sources where plant 
injury occurred; (ii) experimental exposures to atm:Jspheric fluoride to reproduce and 
validate the symptoms observed; (iii) development of methods to monitor fluoride in the 
air and measure its accumulation in plants; and (iv) controlled exposures to determine 
the relative susceptibility of various plant species, dose-response relationships, and the 
factors that can alter or modify the plant's respons·~ to fluoride. 1 

A synthesis of the historical aspects of the ,growth and diminution of the impacts 
of atmospheric fluoride on vegetation provides a w;eful example of how a major 
environmental problem can be dealt with. Thus a review of this kind serves two 
purposes. First, it sheds light on the fluoride-vegetation problem per se; the sequential 
events leading to plant responses and the consequences of these effects with respect to 
impacts on growth, quality and yield. Second, it illustrates how the joint contributions 
of science, technology, and policy can contribute towards the solution, at least in part, 
of a major environmental problem. 

THE PROBLE\1 

Toxicity 

Air pollutants such as ozone and other oxid<mts, sulfur dioxide, and oxides of 
nitrogen are more important than airborne fluoride with respect to their total economic 
effects on crops, forests and indigenous vegetation. Although fluoride is ranked lower 
in terms of economic losses, on a concentration basis it is one to three orders of 
magnitude more phytotoxic than any of those air pollutants? 

Plants are considerably more susceptible to fluoride than man or other mammals. 
For example, the OSHA standard for man in the w;,rkplace environment is 2.5 mg F m-
3 for eight hours daily, five days per week over the working lifetime of a healthy adult. 
At this level of exposure it is presumed that no deleterious effects on human health will 
occur. For plants, however, the limits are much lower and air quality standards or 
guidelines to protect vegetation have been adopted by several states in the U. S. and 
provinces in Canada. The units of measure for the:;e are not as 'mg', but as ·~g', and 
range from limits of less than 4 ~g F m-3 for 12 hours down to a mean concentration of 
less than 1 ~g F m-3 over 30 days. 

In addition to the direct phytotoxicity of fluoride, vegetation can also serve as the 
means for transferring fluoride from the atmosphere to animals. Plant foliage may 
accumulate atmospheric fluoride to concentrations tf.at may be injurious to livestock that 
·:onsume it. 3 

For these reasons, regulations to limit the hamful effects of fluoride usually 
consist of one or more of three approaches: (i) restrictions of emissions at the source, 
Oi) ceilings on the maximum allowable air concentrations or doses, and (iii) limits for 
::he concentrations of fluoride in vegetatio .. , c~pecially forages. 
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Sources 

Sources of fluoride for plant uptake are soils, water and air, and fluoride · 
phytotoxicity is usually ascribed to the airborne fraction.4 Soils and waters naturally 
contain fluoride to some degree, and this accounts for the concentrations found in plants 
grown where there are no atmospheric fluorides. Background concentrations are usually 
low (<20 ppm), but some plants are known to be "accumulators". Species of Camellia, 
Deutzia, and to a lesser degree Gossypium, Carya and CornuS'6 normally accumulate 
from the soil high concentrations of fluoride in their leaves (60-1370 ppm) while other 
plants in the same environment take up very little. These "natural" accumulations of 
fluoride rarely, if ever, affect the plant per se, but if sufficiently high they may be 
harmful when consumed by herbivores. Phytotoxic responses to more susceptible plants 
do occur, however, when elevated concentrations of fluoride in foliage are derived from 
exposures to fluoride in the atmosphere.4 

Natural sources of gaseous and particulate fluorides in the atmosphere include 
volcanoes and fumaroles7

, and these may cause serious damage to plants, animals and 
ecosystems. This review, however, will concentrate on airborne fluorides of 
anthropogenic origin. Essentially all industrial processes that utilize fluoride-containing 
substances as raw materials or as fluxes, catalysts, etc. are potential sources of emissions 
of fluoride to the atmosphere. Some examples are aluminum smelting, coal combustion, 
the manufacture of phosphoric acid, phosphate fertilizers and feeds, steel, glass and frit, 
and brick and ceramic products.4 The amount and composition of fluoride emissions 
from a source will depend on the kinds and amounts of material manufactured, 
processed or consumed and the efficiency of effluent controls. 

Historical 

The earliest reports of effects on vegetation, that have subsequently been ascribed 
to fluorides, were associated with volcanic activity in Iceland more than 1,000 years 
ago. More recent records from eruptions of Mt. Hekla in the 17th, 18th and 19th 
centuries describe catastrophic effects on plants, animals and entire ecosystems from the 
immediate effects of gaseous hydrogen fluoride (HF) and the lingering effects of fallout 
of fluoride-containing ash.7 

The main focus of this paper, however, is fluoride of anthropogenic origin. 
Confirmed cases of injury to vegetation from industrial emissions began to appear in 
Europe in the late 1800s. Copper smelters, superphosphate factories and glass works 
were the sources of these early incidents and the involvement of fluoride was confirmed 
initially by leaf analysis and later by experimental exposures to HF.8 In the United 
States significant problems were first detected during World War II with the rapid 
expansion of aluminum production to supply aircraft and other wartime needs; pollution 
control had low priority. Post-war growth of aluminum smelting and of the production 
of phosphate and superphosphate fertilizers increased fluoride emissions to the 
atmosphere~ but the increases were not proportional to production as the installation of 
scrubbing equipment was beginning to take hold. Nevertheless, the post-war period saw 
many complaints for damages to vegetation that resulted in significant and extended 
lawsuits. Evidence presented in the trials revealed that there was little reliable 
information about the effects of fluoride that either side could rely on. Both 
government and industry began to support investigations to meet these needs and by the 
late 1950s research programs were in place at several universities and institutions.9 

Several of these programs are still in existence, and some of the concepts revealed by 
research are summarized below. 
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DIRECf EFFECI'S ON VEGETATION 

Uptake 

All plant surfaces are capable of intercepting and adsorbing both gaseous and 
particulate fluorides. Gaseous forms readily enter lhe plant by diffusion through 
stomata. Forms resident on leaf surfaces may pen!!trate the cuticle, but this is a 
relatively slow process and its rate is dependent on the solubility of the adsorbed 
fluoride and the physical and chemical characteristics of the foliar surface.s.w A 
significant proportion of fluoride-containing particulate material deposited on leaves does 
not penetrate. 

Once fluoride has entered the leaf it dissolves in plant fluids and is translocated 
acropetally via the transpiration stream to the margins and tips of leaves where it 
accumulates and, as water is lost, concentrates. When toxic concentrations are achieved, 
injury occurs.s 

Progression of Effects 

The initial fluoride-induced changes that occur within cells include altered 
metabolism, distortions and disruptions of organelles, and breakdown of the tonoplast 
and other membranes. 11 Effects at each level of organization may affect the next higher 
level. For example, cellular changes lead to symptoms and reduced assimilatory 
capacity of leaves, and foliar injuries can result in effects on growth or reproduction of 
the entire plant.4 

Symptoms 

The most obvious effect of fluoride on the plant is foliar injury, which has long 
been used for diagnosis and evaluation in the field. Chlorosis from the direct effects of 
fluoride on chlorophyll synthesis, and necrosis from the death of groups of cells are the 
most common symptoms; 11 but deformations from uneven leaf growth are also associated 
with fluoride injury. The degree and pattern of leaf injuries are dependent on the 
relative susceptibility of the plant and how the fluoride was accumulated. Symptoms 
from chronic (long-term, low concentration) or recurrent exposures are quite different 
than those induced by acute (short-term, high concentration) exposures. For example, in 
chronic exposures where uptake and translocation are in balance, chlorosis and necrosis 
first appear in apical and marginal areas of young, expanding leaves. During acute 
exposures, which rarely occur in the field, uptake exceeds transport resulting in toxic 
concentrations in localized areas of the leaf where irregularly-shaped necrotic lesions 
develop. 1 

Growth and Yield 

Fluoride-induced chlorosis may result in altered growth through reductions in the 
rate or efficiency of photosynthesis. Foliar necrosi:i reduces the area of 
photosynthetically active tissue and consequently may affect growth and yield. 11

'
12 

However, reductions in foliar surface area from exposure to fluoride or even from 
clipping do not always affect growth and reduction:; in growth can occur without the 
concomitant appearance of foliar symptoms. 

The effects of fluoride on yield and on foliar injury are for some plants 
independent. Exposure to HF reduced fruiting of pole bean13 and the yield of wheari4 

and snap bean15 in plants that did not develop leaf symptoms. Disruptions in the 
processes of pollination or fertilization have been suggested to explain these 
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observations, but other factors may be involved as well (see below). 

The direct effects of fluoride on vegetation are considered to be damaging if the 
intended use of the plant is impaired. Foliar injuries or growth reductions that do not 
affect the plant's aesthetic, economic or ecologic value are often of little concern. 

INDIRECT EFFECfS ON VEGETATION 
Plants as Vectors 

Vegetation can serve as a vector for the transfer of fluoride from the atmosphere 
to other components of an ecosystem. Much of the fluoride accumulated in leaves 
subsequently enters the upper horizons of soil through litter decomposition. Foliar 
fluoride may also be transported to insects, livestock and other herbivores. Forage crops 
are of particular concern. The concentration of fluoride both on and in plant tissues can 
be important even when there are no effects on the plant per se. Consumption of 
forages by livestock containing elevated concentrations of fluoride may cause dental 
fluorosis or osteofluorosis. 3 

Insects and Diseases 

Alterations by fluoride of plant-insect and plant-pathogen relationships are 
examples of indirect effects that can affect yield or increase the costs of production. 
Research in these areas is limited, but has revealed a broad range of responses. For 
example, fluoride has stimulated the development of some diseases of plants and 
inhibited others through direct effects on the disease organism or indirectly by altering 
the host plant. 16 The effect of fluoride on plant-insect relationships may be through 
changes in the nutritive value of plants, modifications of chemical cues insects use to 
find food, or alterations in plant defense mechanisms against insect attack. 11 

Compared to direct effects, relatively little is known about these indirect effects 
of fluoride. It is likely, however, that they will become more important as the 
frequency and severity of direct effects diminishes. Attention will then be directed 
towards the more subtle, indirect effects. 

F ACfORS TIIA T MODIFY PLANT RESPONSE 

There is a sequence of events that must occur before fluoride effects occur in 
plants: uptake, translocation, and accumulation to a toxic concentration. Any external or 
internal factor that affects one or more of these events, directly or indirectly, can 
determine the kind of response, its magnitude, or even whether or not an effect will 
occur. 

Although these factors are interdependent, they can be separated into three 
groups: exposure properties, plant characteristics and environmental influences. Exposure 
properties include the chemical and physical forms of the pollutant, its concentration, the 
duration of exposure and whether it is continuous or intermittent, and the presence of 
other air pollutants in the atmosphere with fluoride. 18 

The biologic factors include genetic influences on the differential sensitivity of 
different species or even varieties of the same species. The age of tissues or organs and 
the developmental stage of the plant when exposed to fluoride are also biologic 
influences that alter plant responses. Environmental factors such as temperature, relative 
humidity, rainfall, soil moisture, and the quality or intensity of light exert their influence 
on the plant which in turn determines the degree of response to fluoride exposures. 
Examples of altered responses for all of these internal and external factors have been 
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reviewed elsewhere. 18 

FUTURE OUTLOOK 

Although relatively efficient controls for fluoride emissions to the atmosphere are 
available and regulatory safeguards are in place at most locations in the US, Canada and 
western Europe, there are still many uncontrolled or poorly controlled stationary sources, 
especia11y in the developing world. International cooperation (and possibly subsidies) 
will be necessary to resolve this gap and reduce the impact of fluoride-emitting 
industries on local ecosystems. In those areas where: controls are in place emissions 
have been reduced but not eliminated, and the occur:-ence and severity of obvious 
'·:ypical' fluoride injuries to plants have all but disappeared. As a result, greater 
attention is currently focused on the subtle or indirect effects that are likely to occur 
from chronic or intermittent exposures to relatively low concentrations of fluoride in the 
atmosphere. Future research needs to be directed at identifying those subtle effects and 
the dose-response relationships required to induce them. Results from these kinds of 
investigations will be necessary to establish realistic md fair air quality standards or 
guidelines that will permit industry to coexist with agriculture and forestry. 

l. 
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4. 
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The biogeochemical cycles of selected trace metals {Al, Cd, Cu, Fe, 
Mn, Ni, Pb, Zn) were studied at the Hubbard Brook Experimental Forest, NH. 
Mass balances and soil solution chemistry showed contrasting patterns of 
metal behavior. Atmospheric deposition of Cd, Cu and Pb greatly exceeded 
stream outflow, suggesting that the forest is a sink for these metals. 
Detailed studies of Pb have indicated that inputs of this metal largely 
accumulate in the forest floor. Soil solution concentrations of Pb 
declined with depth in the mineral soil, resulting in low concentrations in 
streamwater. There was a large net loss of Al and Mn from the ecosystem, 
indicating that the forest is a source of these elements. Soil solutions 
also exhibited elevated concentrations of potentially toxic inorganic 
monomeric Al. Atmospheric inputs of other metals were nearly balanced by 
outputs (Fe, Ni, Zn). The chemistry and transport of these metals is 
discussed. 
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Introduction 

There is concern over the effects of atmospheric deposition on the 
biogeochemistry of trace metals in forest ecosystems. Inputs of acidic 
atmospheric deposition to acid-sensitive (low base saturation) watersheds 
may result in the acidification of soil and drainage water1,2. This 
process can facilitate leaching of trace metals and may have adverse 
consequences on interconnected aquatic ecosytems3,4. Atmospheric 
deposition may also serve as an important pathway of trace metal influx to 
forest ecosystems5,6. 

A variety of biotic and abiotic processes can alter trace metal 
cycling within forest ecosystems. Trace metals can be immobilized within 
the forest floor by adsorption7,B,9. Conversely, soluble organic acids 
from leaf leachate or mineralization of soil organic matter may form 
aqueous complexes with trace metalsi facilitating transport'to the lower 
mineral soil or to surface waterlO, 1. The mineral soil may serve as a 
trace metal sink through adsorption and precipitation reactions or as a 
trace metal source through desorption and dissolution reactions12,13. 
Finally, forest vegetation may assimilate trace metals and facilitate 
cycling through canopy leaching, or decomposition of leaf and root 
litter5,15,16. 

Mass balances are an effective tool in understanding the transport of 
trace metals to and within forest ecosystems, and their effects on surface 
waters. The Hubbard Brook Experimental Forest in New Hampshire has been a 
site of element cycling studies since 1963. By monitoring precipitation 
inputs and stream outputs from small watersheds that are essentially free 
of deep seepage, it is possible to construct accurate element balances. 
The precipitation and stream monitoring program at Hubbard Brook has been 
supplemented by detailed studies of soil and soil solution chemistry, and 
forest floor and vegetation dynamics. The objective in this study was to 
compile and summarize available information on the biogeochemistry of 
selected trace metals for the Hubbard Brook Experimental Forest. 

Experimental Methods 

Study Site 

The Hubbard Brook Experimental Forest (HBEF) is located in the White 
Mountains of New Hampshire (43°56'N,71°45'W). This investigation was 
conducted in watershed 6 (w6), the biogeochemical reference watershed at 
Hubbard Brook (13.23 ha, elevation 546-791 mi· Figure 1). The watershed has 
a southeasterly aspect and a slope of 20-30% 6. Soils at the site are 
acidic, well-drained Spodosols (Haplorthods and Fragiothords) with a well 
drained organic layer (3-15 em}. They are underlain with variable depths of 
glacial till and impervious bedrock (Littleton formation; schist)l6. Soils 
are shallow at high elevations and increase in depth with decreasing 
elevation17. 

Climate at the HBEF is cool temperate, humid continental with mean 
July and January temperatures of 19°C and -9°C, respectively (at 450 m 
elevation). Mean annual precipitation is approximately 130 em, with 25-33% 
of the total occurring as snowl5,16. Mean annual streamflow from w6 is 80 
cml6 
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Northern hardwood vegetation dominates most of w6, consisting of 
American beech (Fagus grandifolia Ehrh.), yellow birch (Betula 
~tlleghaniensis Britt.} and sugar maple {Acer __ sac~-b~rum Marsh.), from 500-
DO m. Coniferous vegetation, consisting pr:Lmarily of red spruce (Picea 
rubens Sarg.) and balsam fir (Abies balsamea (L.) Mill} dominates 
elevations above 730 m. The HBEF was logged between 1909-1917, and there 
is no evidence of recent fire15. 

Data Analysis 

This paper is a summary of many trace metal studies that have been 
conducted at the HBEF. Data collected include fluxes and concentrations of 
trace metals in bulk precipitation, streams1f:,19i soil solutions13,20, 
forest floor18,21, mineral soil21 and vegetation 5. Details of sampling 
and analytical methods for these studies are provided elsewhere. Trace 
~etal biogeochemistry from these studies are summarized here through 
element budgets (Figure 2). Ecosystem eleme~t pools include: above and 
below ground biomass, the total forest floor content, exchangeable metals 
in E+Bh horizons, Bs1 horizon and Bs2 horizor. soil, and the total mineral 
soil pool {< 2mm size fraction). Ecosystem fluxes include bulk 
precipitation inputs, uptake by biomass, solution fluxes through the Oa, Bh 
and Bs horizons and stream outflow. Weathering fluxes are not determined 
directly but are calculated as differences in the mass balance. This 
calculation assumes that exchangeable element pools are at steady-state. 

Results and Discussion 

Element balances for the trace metals studied show distinct patterns 
{Table 1). Values of atmospheric deposition of trace metals at Hubbard 
Brook are high for a remote area, but are consistent with other studies of 
trace metal deposition in the northeastern United States5,6,22. 
Streamwater outputs are dominated by dissolved or fine particulate forms. 
This pattern is consistent with the low sediment transport from this 
undisturbed forest. Exceptions to this are evident for Al and Fe. These 
metals show 41% and 30% of their efflux associated with particulate matter. 
Mass balance calculations show three general classes of trace metals: 1) 
metals that are strongly retained within the ecosystem (Cd, Cu, Pb); 2) 
m~~tals that are strongly leached from the ecosystem (Al, Mn); and 3) metals 
that approximately balance between atmospheric deposition and stream losses 
(Fe, Ni, Zn). To illustrate differences in trace metal chemistry we 
present detailed budgets for Pb and Al. 

Lead Budget for the HBEF 

Smith and Siccama18 previously developed a Pb budget for Hubbard 
Brook. With additional data on soil21 and soil solution13 chemistry we are 
able to expand this budget (Figure 3a). Atmospheric deposition of Pb has 
been declining since Pb was added to the precipitation monitoring program 
in 197518,19_ This decline is consistent with the decreased use of leaded 
gasoline over the same period19,23_ 

The mineral soil and forest floor are the major pools of Pb in the 
ecosystem (Figure 3a). Mineral soil pools are generally the largest 
element pools for the HBEr16, however this includes relatively unreactive 
soil minerals. Deposition and accumulation of Pb in the forest floor has 
been the focus of a number of investigatlons6· 9•18 ,22. At Hubbard Brook 
m~ch of the Pb entering the ecosystem from the atmosphere appears to be 
retained in the forest floor. Concentrations and fluxes of Pb in bulk 
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precipitation are much greater than in Oa horizon leachate. Concentrations 
and fluxes of Ph decrease through the soil profile1 3 and losses in 
streamwater are low. Driscoll et al. 13 noted that there was a strong 
correlation between concentrations of Ph and dissolved organic carbon (DOC) 
in soil solutions and streamwater at Hubbard Brook. Moreover Smith and 
Siccama18 showed that acid extractable Ph concentrations were elevated in 
the forest floor (0.43 mmol/kg), low in the E horizon (0.025mmol/kg), 
intermediate in the B horizon (0.058 mmol/kg) and low in the C horizon 
(0.042 mmol/kg). This pattern is consistent with decomposition and release 
of DOC from the forest floor, transport through the E horizon and 
deposition in the B horizon which occurs as part of soil development (the 
podzolization process) . Mobilization and immobilization of Ph at Hubbard 
Brook appears to be associated with the dynamics of soil organic matter. 

Vegetation pools and uptake of Pb at Hubbard Brook are small. Lead 
is not a plant nutrient24 and therefore it is not surprising that 
assimilation is low. The calculated weathering input for Ph at Hubbard 
Brook is negative (-0.84 mol/ha-yr). This is likely due to changes in 
mineral soil Pb pools over the study period. Siccama25 has observed marked 
declines in the Ph content of the forest floor. This pattern is probably 
due to the recent decreases in precipitation inputs of Pb. 

There has been some concern over the effects of elevated inputs of Pb 
to forest ecosystems5,6,9,18. These potential effects include leaching of 
Pb to surface waters26 and mineralization of Pb in the forest floor and 
release following clearcutting disturbance1B. Results from long-term 
monitoring at Hubbard Brook suggests that streamwater concentrations are 
very low and not a water quality concernl3,18. In addition, a study of Pb 
in soil solutions and streamwater following a commercial whole-tree harvest 
at Hubbard Brook showed that Ph was not released to drainage waters from 
clearcutting activities27. 

Aluminum Budget for the HBEF 

The Al cycle is characterized by large soil pools and relatively 
small fluxes (Figure 3b). The Hubbard Brook Al budget shows that the 
watershed exhibits a large net release of Al, originating from dissolution 
of soil minerals. Studies from the HBEF have shown that soil and 
streamwaters are in apparent equilibrium with Al(OH) 3 solubility17,28,29. 
The solubility of aluminosilicate minerals is pH dependent and leaching of 
Al is elevated under acidic conditionsl,2. At Hubbard Brook drainage 
waters are acidic (pH < 5.0) due to elevated inputs of so4

2- and limited 
release of basic cations (Ca2+, Mg2+, Na+, K+). As a result leaching 
losses of Al are high relative to watersheds which are not impacted by 
strong acid inputs3 . 

An understanding of the biogeochemistry of Al at Hubbard Brook has 
been facilitated by examination of the speciation of aqueous Al. Solution 
Al is present as nonlabile monomeric Al, which is an estimate of alumino
organic complexes, and labile monomeric Al, which represents inorganic 
species of Al. The fractionation of Al can be used to assess the cycling 
of Al in forest soils as well as the potential ecological effects of 
elevated Al concentrations. Inorganic forms of Al are thought to be toxic 
to vegetation31 and aquatic organisms32 The speciation of monomeric Al in 
soil solutions draining three horizons {Oa, Bh, Bs) in three elevational 
zones {spruce-fir, 750 m; high elevation hardwood, 730 m; low elevation 
hardwood, 600 m; Figure 1) is shown in Figure 4. Organic horizon (Oa) 
leachate (which is characterized by elevated concentrations of DOc 13 ) has 
high concentrations of Al which is largely in an organic form. Deeper in 
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the mineral soil, DOC concentrations decre1se and Al shifts from 
predominantly an organic form to an inorganic form. Aluminum losses are 
most pronounced at high elevation sites wi:h shallow acidic soils. At 
lower elevations the thickness and base sa:uration of the mineral soil 
increases, which coincides with higher soil solution pH and lower 
concentrations of solution Al. 

There is concern over the ecological effects of elevated 
concentrations of inorganic monomeric Al. For example, surface water 
concentrations in excess of 7 umol/L are thought to be toxic to fish 33 . 
Also, high concentrations of Al are though·: to contribute to red spruce 
decline in the northeastern u.s. 34 Laboratory experiments suggest that 
100 umol/L inorganic monomeric Al is a tox:lc threshold for red spruce3 5. 
In addition, laboratory experiments have iJ1dicated that an Al/Ca molar 
ratio above 1 may impair red spruce growth 16. Soil solutions from the 
spruce fir zone at Hubbard Brook are well below the concentration threshold 
(average inorganic monomeric Al concentrat:.ons were 1 umol/L in Oa soil 
solutions and 22 umol/L in Bs soil so:.utions). The Al/Ca in Oa horizon 
solutions (0.04) is well below the cr:.tica:. value of 1, however the Al/Ca 
in the Bs horizon (1.6) is somewhat above this level. While there is no 
evidence of spruce decline at Hubbard Brool:, the effects of elevated 
concentrations of Al warrant further study. 
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Table 1. Trace Metal Input/Output Budgets for w6 at the HBEF {mol/ha-yr) 

Input Output Net 
dissolved particulate 

Aluminum (Al) 8 74 51 -117 

Cadmium ( Cd) 0.11 0.013 9xlo-5 +0.099 

Copper (Cu) 0.25 0.077 0.003 +0.17 

Iron (Fe) 8.3 7.3 3.2 -2.2 

Lead (Pb) 0.92 0.021 0.004 +0.89 

Manganese {Mn) 1.8 8.2 0.12 -6.6 

Nickel (Ni) 0.24 .17 0.003 +0.07 

Zinc (Zn) 2.1 2.2 0.02 -0.1 
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USE OF THE PHYTOTOX DATABASE TO ESTIMATE THE INFLUENCE OF 
HERBICIDE DRIFT ON NATURAL HABITA1'S IN AGROECOSYSTEMS 

James E. Nellessen and John S. Fletcher 
Dept. of Botany and Microbiology 
Univ. of Oklahoma 
Norman, OK 73019-0245 

It was shown that if the maximu1n amounts of trifluralin 
and alachlor known to volatilize from plowed fields are 
assumed to be wind blown onto adjacent vegetation in an oak
hickory plant community the growth of 8 different genera 
could be influenced. The most sensitive plant genera were 
Urtica and Cassia. The PHYTOTOX database provides a tool 
for estimating the influence of herbicide drift on the 
productivity and composition of na.tural plant communities. 

Introduction 

In agroecosystems, there exists a patchwork of row crops 
intermixed with pasture and natura.! plant communities. The 
extensive use of herbicides in various agroecosystems across 
the U.S. poses a potential threat to vegetation growing on 
adjacent land if chemicals applied to cropland inadvertently 
drift onto nontarget areas. Adverse consequences of such an 
event could be: reduced production of plant biomass (yield), 
andjor change in the species compcsition (diversity) of the 
nontarget plant community. Whether or not a plant community 
is effected in either or both of these ways is dependent on 
two factors: the nature of the exposure and the 
sensitivities of the plant species within the nontarget 
community. 
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Estimating chemical exposure of nontarget plants depends 
on several variables: the chemical gradient (concentration 
vs. distance) extending across the nontarget zone, duration 
of exposure, and frequency of exposure. The magnitude of 
each of these variables depends in turn on the chemical and 
physical properties of the compound, mode of application, 
and prevailing weather conditions. Since all of these 
parameters can be quantified the process of predicting the 
amount of drift and subsequent exposure of nontarget 
vegetation lends itself to mathematical modeling. A variety 
of distinctive models have been developed by various 
investigators to deal with different combinations of 
pesticide application (plane vs. tractor), chemical features 
(liquid vs. dust), and mode of drift (direct from applicator 
or indirect following volatilization from field). 

The response of nontarget vegetation to pesticide drift 
has received less attention than development of the drift 
models. Some models appear to have never been validated by 
biomonitoring1

, and others have only been validated by 
examining cultivated crops2

• There are only a few isolated 
reports on how herbicides influenced the ~roductivity or 
composition of native plant communi ties3

•
4

• •
6
,7. Only one of 

the reports was done in connection with drift modeling, one 
dealt with a tree community, and none considered the 
influence of indirect (field volatilization) drift. 

In the absence of such studies, an alternative is to use 
dose-response data taken from the literature for individual 
plant species which are known to be present in natural plant 
communities frequently found in pesticide treated 
agroecosystems. The dose-response data compiled in the 
PHYTOTOX database8 is ideally suited for predicting 
potential hazards posed by pesticide drift to nontarget 
vegetation. In this pilot study we used a portion of 
PHYTOTOX to predict the potential hazard posed by the 
volatilization and drift of trifluralin and alachlor on 
forest communities in Illinois. 

Materials and Methods 

The PHYTOTOX database is a computerized information 
resource that permits the rapid retrieval and comparison of 
data pertaining to the response of terrestrial plants to the 
application of organic chemicals8

• As of January 1, 1990, 
PHYTOTOX possessed information on approximately 8,000 
different chemicals, 2,000 species, and 50 plant responses. 
The data has been compiled from over 3,500 articles 
published between 1926 to 1988. The database has two files: 
a Bibliographic File and an Effects File. The Bibliographic 
File possesses information on each paper which has been used 
as a source of data for compiling effects records. The 
Effects File contains approximately 100,000 records. The 
Effects File differs from most biological databases, because 
it contains quantitative numerical data pertaining to 
chemical doses, plant responses and experimental parameters. 
Each record in the Effects File contains information 
concerning the effect(s) of one dose of a single chemical 
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applied to a particular plant specj.es as reported in one 
publication. The information associated with each record is 
organized under labels that may be sorted separately during 
computer searches. 

Trifluralin and alachlor were examined in this study, 
because of their high usage on cor~ and soybeans in 
Illinois9

, and their strong tendency to volatilize from the 
soil 10

• 
11

• Attention was focused on the oak-hickory community 
since small wood lots meeting t~his description are 
interdispersed among corn and soybean fields in Illinois12

• 
A hierarchal search of PHYTOTOX was conducted to recover 
data pertaining to oak-hickory conmunity plants treated with 
comparative doses (kgjha) of either trifluralin or alachlor. 

Results 

PHYTOTOX possessed information on 100 species which occur 
in oak-hickory communities. This number was reduced to 8 
when only records pertaining to trifluralin and alachlor 
were considered (Table I). The plant list was expanded to 
include data on an additional 10 species which are in the 
same genera as plants found in oak-hickory communities. 
Justification for expanding the list in this manner comes 
from previous analyses where it was shown that species 
within the same genus had a high correlation of response to 
the same chemical 13

• 

Examination of the data in Table I shows that different 
species vary widely in their sensitivities, and a single 
species will respond differently to different herbicides. 
For example, while Senecio vulgaris experienced 100% control 
(kill) when treated with 1.9 kgjha alachlor, it was not 
affected at all by a somewhat lower dose of trifluralin. 
This variable response by different plant species to 
chemicals has been capitalized on in selectively killing 
unwanted plants in cultivated fields. This feature also has 
the potential of eliminating biodiversity in nontarget areas 
if the amounts of drifting chemicals reach the inhibitory 
level for sensitive plants. 

Trifluralin is an extremely volatile herbicide. 
Glotfelty et al. have shown that 90% of the trifluralin 
applied to moist soil will be lost to the air in 2-7 days 
following application10

• These investigators established 
the maximum rate of volatilization to be 195 g(ha/h and 
measured air concentrations as high as 40 ~g;m (0.003 ppm) 
at 50 em above the soil surface. Based on these data it can 
be hypothesized that if 2.8 kgjha is applied to a cultivated 
field it is possible that moving air could transport 2.5 
kg/ha to adjacent nontarget plants over a 2-7 day period. 
When this level of exposure is compared to dose-response 
data in Table I it was found that 8 different genera (Acer, 
Cassia, Dioscorea, Ilex, Rhododendron, Solanum, Thuja, and 
Urtica) had sensitivities low enoug~ to be affected. Among 
these genera the species Urtica cha:naedryoides is on the 
Illinois endangered and threatened species list. 
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Alachlor has a lower field volatility than Trifluralin, 
but even at the reduced rate of 8.1 gjha/h it has been shown 
that 19% of applied doses {420 gjha) were lost in 21 days 11

• 

If weather conditions caused this amount of volatilized 
alachlor to be redeposited on vegetation adjacent to an 
applied field it could influence the growth of 3 genera 
listed in Table I. This level of alachlor exposure 
represents 25% of a dose giving 23% control (kill) of Cassia 
obtusifolia and 22% of a dose giving 100% control of Urtica 
urens and Senecio vulgaris (Table I). Two species of 
cassia, 3 of Senecio, and the aforementioned ~. 
chamaedryoides growing in Illinois woodlots could be 
affected. 

Conclusions 

A comparison between maximum drift values estimated from 
the literature with dose-response data taken from PHYTOTOX 
indicated that some nontarget species growing in oak-hickory 
communities could be influenced by the drift of trifluralin 
andjor alachlor. The most sensitive plants were Cassia and 
Urtica. Although we are not aware of any field measurements 
or biomonitoring data collected in native plant communities 
which would substantiate this prediction, there is a report 
by Behrens and Lueschen where 0.28 kgjha of dicamba applied 
to a corn field affected soybean growth 60 m downwind in an 
adjacent field14

• Such data certainly is cause for concern 
and suggests that herbicide drift may have a profound 
influence on the productivity and composition of natural 
plant communities. 

The biota of the U.S. has been described as havin~ 
approximately 116 different native plant communities 2

• The 
geographical location and species composition of each of 
these communities is known. Therefore it is possible to 
identify natural plant communities which are in association 
with various crops in different agroecosystems located 
throughout the u.s. In this pilot study with PHYTOTOX we 
considered only one plant community (the oak-hickory forest) 
and only two herbicides (trifluralin and alachlor) . Similar 
analyses could be conducted for all 116 plant communities in 
the u.s. and for an extended list of herbicides. 
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Table I. Dose-response data from PHYTOTOX for two herbicides commonly used in Illinois and taxa from 
genera known to occur in Illinois wood lots. 

---·~~-~-·~·-·~~ 

··-··-· Herbicide 
Plant Trifluralin Alachlor -

Soecies Common Name Dose ResQonseb Dose ResQonseb 
kgjha % kgjha % 

Acer palmatuma Japanese maple 3.1 20 injury 6.2 Injury 
Cassia obtusifoliaa Sickle-pod 0.9 81 control 1.7 23 control 
Dioscorea sp. Wild yam 0.2 3 DMD 
Euonymus fortuneia Wintercreeper 20.0 49 DMI 
!lex cornutaa Chinese holly 8.9 16 RT FMD 
llex crenataa Japanese holly 2.5 18 LF CHL 12.5 6 SZI 
Juniperus horizontalis Creeping cedar 13.6 None 
Pinus echinata Short-leaf pine 1.1 None 
Pinus strobus White pine 4.5 None 
Rhododendron obtusuma Kirishima azalea 2.5 35TRD 6.0 9 injury 
Sedum brevifoliuma Stonecrop 2.5 15 injury 
Senecio vulgarisa Common ragwort 1.1 None 1.9 100 control 
Solanum nigrum Black nightshade 0.6 15 control 
Solanum sp. Hairy nightshadea 0.6 35 control 
Thuja occidentalis White cedar 0.6 3TRD 13.6 None 
Urtica urensa Burning nettle 2.5 100 kill 1.9 100 control 

"Taxa which do not occur in Illinois woodlots but are members of genera that can be found in Illinois wood lots. 

bAll responses refer to whole plants unless indicated otherwise. Control - similar in meaning to plant kill, DMD -
dry mass decrease, DMI-dry mass increase, LF CHL-Ieaf chlorosis, RT FMD- root fresh mass decrease, SZI-size 
increase, TAD-transpiration decrease. 



DETECTING EFFECTS OF AIR TOXICS USING WILDLIFE 

R. Kent Schreiber and 
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Kearneysville, WV 25430 

James R. Newman 
KBN Engineering & Applied Sciences 
1034 Nmthwest 57th St. 
Gainesville, FL 32605 

Biologists and resource managers are interested in the impacts of air taxies on wildlife 
from two perspectives. First, animals can provide early detection of the presence of air taxies 
in the ecosystem. Their response can contribute to our knowledge of biological damage and 
of both human and animal health effects, as well as a:>sist with the establislunent of emission 
standards. Second, effective protection and management of wildlife requires information 
about any aspect of their environment that can direc1ly or indirectly impact their status and 
function in the ecosystem. Once an air toxic is detected in a species it must also be 
interpreted in terms of consequences to the indiv:.dual (e.g., mortality, reduced vigor), 
population (e.g., genetic loss), and ecosystem (e.g., change in energy transfer). Information 
about ecological effects exists for only a small number of the 308 chemicals classified as air 
taxies. Animals have an important role in the development of the risk assessment 
methodology associated with airborne contaminants. Many challenges remain in developing 
effective biomonitoring programs. No standards cunently exist for most air taxies and few 
protocols have been established for standardizing data collection and analyses. 
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INTRODUCilON 

The air resource provides the exchange of gases basic to life. It also serves as the 
pathway and transportation medium for a diversity of materials, including contaminants. 
Animals have long served as biological indicators and monitors of harmful chemicals in the 
air environment1

•
2

• The task of regulating these chemicals and their potential impacts to total 
ecosystems has been hindered, however, by inadequate development of concepts and methods 
that translate individual effects to populations and ultimately to the ecosystem leveP. 
Ecosystems may modify the transport, fate, and effect of the chemical (positive/negative 
interaction) or accumulate and magnify the effects (negative interaction). New ecosystem 
threats, including global warming, climate change, and increasing levels of volatile organics, 
offer additional challenges to both detection and measurement of effects. Animals have an 
important role in the development of associated risk assessment methodology. 

Definition of Air Toxics 

Air taxies are classified as all non-criteria pollutants as defined by Section 313 of the 
Superfund Amendments and Reauthorization Act (SARA) of 1986. They include 308 chemicals 
and 20 chemical categories. The chemicals include a large number of organics (e.g., benzene, 
ethylene, vinyl chloride) as well as pesticides (e.g., lindane and aldrin, and 2,4-D); inorganics 
(e.g., nitric acid, sulfuric acid); and metals (e.g., arsenic, mercury, cadmium). The 20 chemical 
categories are primarily metallic compounds along with PCBs, chlorophenols, and glycol 
ethers4

• EPA has published a list of industrial processes and sources that emit air taxies 
including chemical plants, chrome plating facilities, coal-fired power plants, dry cleaners, and 
non-point sources such as landfills, mines, and residential wood combustion areas5

• 

Legislation 

The laws currently regulating toxic substances include: (1) Clean Air Act (CAA) of 
1970, as amended 1977; (2) Federal Water Pollution Control Act (FWPCA) of 1972, as 
amended 1977 (also known as the Clean Water Act); (3) Federal Insecticide, Fungicide, and 
Rodenticide Act (FIFRA) of 1972, as amended in 1975 and the Federal Pesticide Act of 1978; 
(4) Safe Drinking Water Act (SDWA) of 1974; (S) Marine Protection Research and Sanctuaries 
Act of 1972 (Ocean Dumping Act); (6) Resource Conservation and Recovery Act of 1976 
(RCRA); (7) Toxic Substances Control Act (TSCA) of 1976; and (8) the Comprehensive 
Environmental Response, Compensation, and Liability Act ("Superfund") of 19806

• These laws 
are designed to safeguard human health and the environment, and animals are an important 
link in detecting, monitoring, and evaluating impacts. 

WILDLIFE AS INDICATORS 

Biological Considerations 

Biologists and resource managers are interested in the impacts of air taxies on wildlife 
from two perspectives. First, animals can provide early detection of air taxies in the ecosystem 
and their response can contribute to our knowledge of health effects and assist with the 
establishment of emission standards. Wildlife indicators may provide conservative estimates 
of pollutant effects on human populations. Second, effective protection and management of 
wildlife requires information on any aspect of their environment that can directly or indirectly 
impact their status and function in the ecosystem. Air taxies represent one of the major 
external threats to many of these natural systems7

• Once an air toxic is detected in a species 
it must additionally be interpreted in terms of consequences to the individual (e.g., mortality, 
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reduced vigor), population (e.g., genetic loss), and ecosystem (e.g., change in energy transfer). 
Wildlife in sub-optimal habitats may be more sensitive to air emissions than portions of the 
same population in more suitable parts of their habitats. This difference has implications 
especially for endangered and threatened species that may already be restricted to limited 
habitats. Federal land managers responsible for wilderness areas and Class I (clean air) lands 
are particularly interested in developing biomonitoring that can be implemented in remote 
areas with restricted access and with limitations f·n collecting air taxies information by 
conventional methods and equipmenrB. 

There is also a need to understand the synergism and antagonism that may exist with 
air taxies. When one air contaminant is a problem, invariably other contaminants occur with 
varying and conceivable opposing effects. The toxicity of airborne pollutants is influenced by 
a number of variables, including type and concentration of pollutant, prevailing winds, 
temperature, humidity, precipitation, topography, season, species, age, management and 
activity of animals, length of exposure, nutrition, genetics, and physiology". Taxies that affect 
a diversity of animals, persist for extended periods :n the environment, are mobile, have a 
high solubility in fat, and have high potential for bioaccumulation are of particular concern. 

Unfortunately information about ecological effects exists for only a small number of 
the 308 chemicals classified as air taxies. Substantial information exists on the ecological 
effects for most metals classified as air taxies. For some of these metals, such as arsenic, 
ecological effects have been reported for over 100 years 1• Except for pesticides classified as 
air taxies, very little information exists on the effect of most organic air taxies on free-living 
animals. 

Wildlife species have good potential as biological indicators of air taxies for several 
reasons: (1) they integrate all environmental conditions, both natural and man-made, in their 
responses; (2) they can show pathway points of accumulation and stress in natural and man
influenced ecosystems; and (3) they can be used as biological standards to verify the physical 
and chemical standards of air quality. 

Wildlife may be used to assess air taxies in three main ways. The most commonly 
used method is to monitor residues or tissue concentrations of chemicals that are not readily 
metabolized and excreted. This group of compounds includes most metals, fluoride, and lipid 
soluble organics. Second, sublethal responses of animals to air pollutants may be monitored. 
This bioindicator approach has been applied frequently in recent years, both for air and other 
sources of pollutants. Physiological responses, especially enzyme activities, have proven useful 
for some chemicals10

• However, many physiological responses are not specific for individual 
chemicals, and hence, is one of the drawbacks of this approach. Despite almost three decades 
of interest and research in wildlife toxicology, interpretive information for chemical residue 
data and physiological responses extends to only a few substances, and is further limited by 
species sensitivities and substrates (bone vs. blood, for example). Therefore, a third approach, 
assessment of effects on populations (although in reality it is often individuals), is being 
welcomed into the field. This approach, which generally examines recruitment and 
survivorship, is the most difficult, but perhaps the most meaningful, for wildlife populations. 

The routes of exposure of animals to air taxies can be either direct or indirect. 
Animals are directly influenced by inhalation of toxic gases, particulates, and aerosols. 
Indirectly, animals may be affected by ingestion of contaminated food and water. Herbivores 
are exposed when toxics are accumulated by vegetation from direct deposition on plant 
surfaces or through the soil. Nutritional value of the vegetation may also be reduced. 
Carnivores can be similarly affected by consumption of prey species that have bioaccumulated 
taxies. Indirect effects also include the loss of potential prey and habitat degradation from 
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the effects of the taxies. 

Although animals are routinely used in laboratory testing of new chemicals and to 
develop standards for human health, extrapolation of laboratory results to natural populations 
and ecosystems rarely occurs. In the natural environment, communities may be less 
susceptible than individuals to a particular stress because the more tolerant individuals may 
replace the most susceptible ones, providing continuity in the community trophic dynamics. 
Alternatively, communities may be more susceptible than individuals because of the loss of 
species (or individuals) causing a change in the functioning of the ecosystem, resulting in a 
pyramid of effects11

• 

Bioindicator Selection 

The use of animals as indicators of air pollutants, including air taxies, has been 
reviewed in a number of recent reports12

"
13

'
14

• Factors to be considered in selecting wildlife 
indicators are trophic level, food habits, sensitivity to chemicals, availability for sampling, 
population age structure (many substances, cadmium for example, show a strong tendency to 
accumulate with age), and species mobility (which correlates with time potentially spent in 
contaminated environments). For situations in which the air toxic accumulates on plant 
surfaces or is incorporated in plant material, herbivorous animals would be best suited for a 
monitoring program because larger quantities of an air toxic per unit body weight enter the 
body via ingestion as compared to inhalation. Capture, collection, and sampling methods are 
also important. Proper instruments and handling techniques need to be followed to avoid 
contamination of samples after they are collected. 

DISCUSSION 

Many challenges remain in developing effective wildlife biomonitoring programs. No 
standards exist for most of the air taxies and there is a critical need for information about 
biological and ecological effects. There is a general lack of ambient data and few protocols 
have been established for standardizing data collection and analyses. 

The ecological impact of atmospheric pollutants emitted from point-sources depends 
upon both meteorological and biological factors. Modeling may provide some help in 
assessing and interpreting these interactions. Dixon and Murphy proposed a discrete-event 
approach to predicting the effects of atmospheric pollutants on ...;rudlife populations15

• This 
approach provides recurrent exposure to short-term pulses of high concentration and can be 
correlated to seasonal variation in biological activity. Initial results of this type of model 
suggest that the biological response to varying concentrations of pollutants may differ from 
responses to chronic low-level exposures. Further work in this area is needed. 

National biomonitoring programs have been used to some extent and new initiatives 
are underway. The National Contaminant Biomonitoring Program has produced some broadly
seeped information on the relations between biological populations and certain environmental 
contaminants 16

• This program is currently restricted to collecting information on persistent 
organochlorines and some inorganic contaminants including arsenic, cadmium, copper, lead, 
mercury, selenium, and zinc. The Environmental Monitoring and Assessment Program (EMAP) 
proposed by the Environmental Protection Agency will establish standard procedures and an 
interagency network of ecological monitoring for a variety of materials (D. McKenzie, pers. 
comm.). Efforts are also underway by the Fish and Wildlife Service to develop a National 
Wildlife Refuge Monitoring Program focused on contaminants and wildlife. These types of 
efforts will be further assisted by research conducted by facilities such as the Institute of 
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Wildlife and Environmental Toxicology, which studies the use of chemicals as they affect 
wildlife 10

• 

Ecotoxicology is the emerging multidisciplinary field of science that mixes toxicology, 
which is concerned with effects at the level of the individual organisms, with environmental 
chemistry, which measures occurrence of chemicals in the environment and analyzes processes 
related to their distribution, and with ecology, which deals with the relations among species 
and their abiotic environment17

• Wildlife, as indicators and monitors, have an important 
function in the linkage of these fields. 

As new approaches are developed for detecting and monitoring air taxies, continuing 
attention should be given to those wildlife species that best serve as biological filters for 
selected taxies and for those sensitive species that occupy key positions in regulating important 
ecosystem functions. 
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EFFECTS OF AIR POLLUTANTS ON COLD-D~SERT CYANOBACTERIAL-LICHEN 
CRUSTS AND ROCK LICHENS: CHLOROPHYLL DEGRADATION, ELECTROLYTE 
LEAKAGE AND NITROGENASE ACTIVITY' 

Jayne Belnap 
Resource Management 
Canyonlands National Park 
125 West 200 South 
Moab, Utah 84532 

Exposure of cold-desert cyanobacterial-lichen crusts on three 
different substrates (sandstone, limestone and gypsum} to 
different pollution sources showed 1;hat while urban pollutants 
in the Los Angeles basin, especially particulates, significantly 
degraded chlorophyll on all three subBtrates, simulated acid rain 
(pH 3.5, 4.5, 5.5 and 6.5; 1:1 sulfuric and nitric acid) had an 
opposite, fertilizing effect on sandstone and limestone crusts. 
Studies around a coal-fired power plant, comparing sites 9 and 
12 km away from the plant with a control site 42 km away, showed 
the same fertilizing effect on surrounding sandstone crusts. 
However, less pH-buffered rock lichens had significantly 
increased electrolyte leakage and chlorophyll degradation at the 
nearer sites: nitrogenase activity in a crustal soil lichen was 
depressed as well. When exposed to power plant effluents or 
simulated acid rain, the degree of contact with the pH-buffering 
substrate was important: cyanobacte:ria, embedded in soils that 
buffered acidity, may use nitrates and sulfates as fertilizers. 
Rock and soil lichens, with less contact and less buffering, 
showed opposite effects. Chlorophyll degradation in crusts by 
urban pollutants, especially particulates, suggests that 
pollutants other than acid-producing or gaseous ones injure 
crusts as well. Combined, ·theso data suggest that the 
deleterious effects seen in this study from power plant emissions 
and simulated acid rain are caused by different agents than those 
injuries due to urban pollutants. 
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Introduction 

Many studies have demonstrated the usefulness of non
vascular plants for biomonitoring of air pollutants in humid 
environments. Much less work has been done on species located 
in semi-arid or arid regions. This study examined the effects 
of different types of air pollutants on cold desert 
cyanobacterial-lichen soil crusts and rock lichens from the 
Colorado Plateau, using chlorophyll degradation, electrolyte 
leakage and nitrogenase activity as indicators of stress. Study 
sites included a coal-fired power plant, dry deposition chambers 
in the Los Angeles Basin, California, and wet deposition chambers 
in Riverside, California. 

Methods 

The rock lichens Rhizoolaca melanophthalma, Lecanora 
araooholis and Xanthoparmelia taractica, a soil lichen, Collema 
tenax, and cyanobacterial crusts dominated by Microcoleus 
vaginatus and Scytonema sp. were used for this study. Samples 
around the power plant were collected along a transect running 
north-northeast from the Navajo Generating Station, with study 
plots located at increasing distances from the plant (6, 12, 21, 
and 42 krn). Plots were located within 150m of the shores of 
Lake Powell, and were accessed by boat. All plots were located 
on Navajo sandstone, at approximately the same elevation (1200 
m) and the same·exposures (north-northeast to north for rock 
lichens, flat areas for cyanobacterial crusts and soil lichens). 
Ten to 20 samples of each species was collected at each site. 
Samples used in the dry and wet fumigation studies were collected 
from Canyonlands National Park (sandstone-derived soils), Arches 
N.P (gypsiferous soils) and Bryce Canyon N.P. (limestone-derived 
soils) . 

Chlorophyll measurements were made using techniques outlined 
in Ronen and Galun1

• Absorption spectrums were measured in a 
Hewlett-Packard diode array spectrophotometer. Optical densities 
used for measurements were determined by scanning between 7 0 0 and 
400 nm both non-acidified and acidified (using 1N HCl) extracts. 
Peaks were found at 00435 (chlorophyll a) and 00415 (phaeophytin) 
for rock lichens; extracts of the cyanobacterial soil crusts 
showed peaks at 00398 (chlorophyll a) and 00362 (phaeophytin). 
Results were analyzed using analysis of variance (ANOVA) and 
Duncan's multiple range test. 

For nitrogenase activity, samples of the soil lichen Col lema 
tenax were incubated for 4 hours at 26 C in 2.5 em diameter, 
clear, gas-tight tubes with a 10% acetylene atmosphere. 
Incubation was in a chamber lighted with Chromo50 (5000 K) and 
cool white fluorescent bulbs; samples were analyzed on a Carle 
FID gas chromatography equipped with a 8 foot, 8% NaCl on alumina 
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column, using helium as carrier gas ( 30 ml/min). Injections were 
.25 ml. Replicates were generally 10 per site. 

Electrolyte leakage (membrane p4:rmeability) of the lichen 
·thalli was determined by methodB ou1:lined by Pearson2

• Lichen 
~halli analyzed were selected for similarity of surface area. 
~rhalli were humidified for 2 hours, rinsed for 3 seconds, and 
1:hen submersed in deionized water fo:r 5 minutes. Conductivity 
of the water was measured before and after immersion of the 
1:halli with a Fisher Scientific Conductivity Meter. Thalli were 
1:hen dried and weighed. 

Results 

Effects of Power Plani: Emissions 

The Navajo Generating Station in a coal-fired power plant 
located near Page, Arizona, that is surrounded by a calcium 
carbonate-rich sandy substrate. Effects of the plant on both 
cyanobacterial crusts and rock lichens in the vicinity were 
evaluated. Samples were collected at distances of 6, 12, 21 
and 42 km from the plant. Chlorophyll degradation and 
e~lectrolyte leakage were measured in rock lichens, while 
chlorophyll degradation and nitrogen.:Lse activity were measured 
for the soil crusts. Results for the rock lichens (Figure 1) 
showed greatest chlorophyll degradation in Leconora arqopholis 
at the 12 km site; values were significantly different from those 
at the 6 and 42 km sites. For Xanthoparmelia taractica, greater 
degradation was measured at site 12 as well, but the differences 
could not be shown to be statistically significant. Rhizoplaca 
gtelanophthalma showed significantly more chlorophyll degradation 
ctt the 6 and 12 km stations than at the 21 and 42 km sites. 
Ehizoplaca also showed significantly increased electrolyte 
leakage at the two nearer sites when compared to the two more 
distant sites (Figure 2). 

The pattern of chlorophyll degradation in the cyanobacterial 
crusts (dominated by Microcoleus vaqinatus) near the power plant 
w·as opposite that observed for rock lichens (Figure 3). There 
vJ"as significantly less chlorophyll de1;Jradation at 12 km than at 
the 6, 21, or 42 km sites on three of four sampling dates. On 
the fourth sampling date, there was significantly less 
degradation at the 21 Jan site. Chlorophyll degradation levels 
for the soil lichen Collema tena~ did not differ significantly 
among the sites. 

Nitrogenase activity was measured for Collema tenax in 1988, 
1989, and 1990 (Figure 4). At all sample dates, nitrogenase 
activity was depressed at sites 6, 9, 12 and 21 km from the plant 
relative to control sites at 42 and 225 km from the plant. When 
the 6, 9, 12 and 21 km sites were combined to make a basin 
average for the area surrounding the power plant, that mean was 
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statistically lower than that for the control site on four of the 
five sampling dates. 

Effects of Urban Air: Dry Deposition 

Cyanobacterial-lichen soil crusts on soils derived from 
three different substrates (sandstone, limestone and gypsum) and 
a rock lichen, Dermatocarpon moulinsii, were exposed to urban 
pollutants in the Los Angeles Basin using dry deposition chambers 
(Figure 5). In 1988, an eight week exposure resulted in 
significantly greater degradation of chlorophyll in crusts from 
limestone and sandstone-derived soils, relative to controls in 
filtered air chambers. Chlorophyll levels in mosses from all 
three soils was unaffected by dry deposition, while the rock 
lichen and crusts from gypsum soils showed significantly more 
chlorophyll in the unfiltered chambers. Crusts in which 
chlorophyll was degraded were dominated by cyanobacteria, while 
the gypsiferous crust was dominated by lichens with green algal 
phycobionts. The rock lichen tested also had green algal 
phycobionts. The data suggest that green algae may be more 
resistant to chlorophyll degradation from urban air pollutants 
than are cyanobacteria. These observation were supported by the 
1989 exposure of these organisms. In those trials, all crusts 
were cyanobacteria-dominated, including the gypsiferous crust, 
and all showed significant degradation of chlorophyll. 

Effects of Wet Deposition 

Cyanobacterial soil crusts were exposed to wet deposition 
as well {Figure 6). Simulated acid rain (pH 3.5, 4.5, 5.5 and 
6. 5; 1:1 sulfuric and nitric acid) resulted in a negative 
correlation between chlorophyll levels and pH (i.e. chlorophyll 
increased as pH decreased) in crusts from limestone and sandstone 
derived soils dominated by the cyanobacteria Microcoleus 
vaginatus. This difference was statistically significant for the 
sandstone soil crusts although statistical difference could not 
be shown for the limestone. Sandstone soil crusts with high 
levels of another cyanobacterial species, Scytonema sp., showed 
no significant effects. Gypsiferous soil crusts showed increases 
in chlorophyll from pH 6.5 to pH 4.5, but crusts exposed to rain 
of pH 3.5 showed a decrease in chlorophyll (p < 0.07). 

Conclusions 

The data suggest that the effects of power plant effluents 
and simulated acid rain are strongly modified by the degree to 
which organisms are intermingled with their pH-buffering 
substrate. Cyanobacteria, embedded in soils that buffer acidity, 
may use nitrates and sulfates washed out of the atmosphere as 
fertilizers. Rock and soil lichens that have less contact with 
the substrate are apparently less buffered and show opposite 
effects, including significantly increased electrolyte leakage, 
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increased chlorophyll degradation and decreased nitrogenase 
activity. Chlorophyll degradation in soil crusts exposed to 
urban pollutants, especially urban particulates, suggests that 
pollutants other than acid-producing effluents injure crusts as 
well. Combined, these data suggest that the deleterious effects 
seen in this study from power plant emissions and simulated acid 
rain are caused by different agents than those that cause 
injuries in urban air. Finally, cyanobacteria may be more 
susceptible to injury from urban sout"ces than green algae. 

References 

1. R. Ronen, M. Galun, "Pigment ext;ractions from lichens with 
dimethyl sulfoxide and estimation of chlorophyll degradation," 
Envir. Exp. Bot. 24:239-245. 

2. Pearson, L. c. "Air pollution damage to cell membranes in 
lichens: I. Development of a simple monitoring test," Atmospheric 
Environment 19: 209-212. 

665 



~ 
~ 
~ 

OD 436/415 
,----------

1.2 

1.1 

0.9 

0.8 

0.7 

0.8 
RHIZOPLACA LECANORA XANTHOPARMELIA 

-8KM ~12KM U21KM ~42KM 

Figure 1. Chlorophyll degradation ratios in three rock lichens near the Navajo 
Generating Station in Page, AZ (expressed by the spectrophotometric optical 
densities of 435/415, equal to chlorophyll !!Jphaeophytin). Letters a, b differ at 
p<0.05. 
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Figure 2. Chlorophyll degradation ratios in cyanobacterial crusts and the soil 
lichen Collema tenax near the Navajo Generating Station in Page, AZ. Letters a, 
b differ at p<O.OS. 
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Abstract 

Differential optical absorption spectrometer (DOAS) has been used 
by a number of investigators over the past 10 years to measure a wide 
range of gaseous air pollutants. Recently OPSIS AB, Lund, Sweden has 
developed and made commercially available a DOAS instrument which has a 
number of features which make the unit attractive for field monitoring 
studies in remote and urban areas. The DOAS is composed of a broadband 
light source (emission between 200-1000 nm) and a receiver-spectrometer 
assembly. The spectral signals from the spectrometer are processed in 
real time using a personal computer to calculate the concentrations of 
the pollutants programmed to be monitored by the system. The distance 
between the light source and receiver can range from 100 m to 2,000 m 
depending on the pollutant to be monitored and species concentrations. 
In September and October 1989 an OPSIS AB DOAS was operated in the 
Research Triangle Park, NC on the roofs of the two main EPA laboratories. 
The distance between the light source and receiver was 557 m and the 
pollutants monitored were S0 2 , N0 2 , 03 , HCHO and HN0 2 • Comparisons 
between the Federal Reference and Equivalent Methods measuring S0 2 , 03 
and N0 2 and simultaneous data derived from the DOAS showed excellent 
agreement with correlations typically greater than 0.90. 
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Introduction 

Since 1979 several studies 1
•

2 have been published describing the 
application of Differential Optical Absorption Spectrometer (DOAS) to 
measure over long paths, ambient concentrations of nitrous acid (HN0 2 ), 

ozone (0 3 ), sulfur dioxide (S0 2 ), nitrogen dioxide (N0 2 ), formaldehyde 
(HCHO), and nitrate radical (N0 3 ). Recently a commercial version of the 
DOAS system has been made available by OPSIS AB, Lund, Sweden. 3 This 
OPSIS ( DOAS) is composed of a 150 watt high pressure xenon lamp assembly, 
optical light receiver, fiber optic cable, spectrometer and personal 
computer (PC). The spectrometer and software signal processing system 
rapidly converts UV-visible light intensity signals at 10-60 second 
intervals into ug/m 3 concentrations of a large number of gaseous 
pollutants. 

In most urban areas of the United States, the Environmental 
Protection Agency (EPA) requires of a number of air pollutants (eg, S0 2 , 

N0 2 and 03 ), termed criteria pollutant.;;, to be monitored with EPA 
designated methods. These methods are typically based on instrumental 
continuous monitoring principles and once designated by EPA are approved 
as Federal Reference Methods (FRM's) or Equivalent Methods. These FRM's 
are operated at fixed site locations. The EPA has an interest in 
comparing FRM ambient pollutant monitoring procedures at fixed sites with 
methods that determine the average concentration of the criteria 
pollutants over an open path. Comparisons between FRM's and a system 
such as a DOAS would assist in determining the influence of atmospheric 
pollutant inhomogeneities on FRM measurements and also assess the 
possibility of using long path procedures as FRM's. 

In September and October 1989 a commercially available DOAS system 
was operated in the Research Triangle Park, NC. The system was 
programmed to measure S0 2 , N0 2 , 03 , HCHC and HN0 2 • During this same 
period FRM measurements of S0 2 , 0 3 and N0 2 were obtained at the same 
location as the DOAS spectrometer receiver for comparing fixed site and 
long path pollutant monitoring measurements. While all five of these 
pollutants were measured in this study, this report will focus on the 
DOAS and FRM measurements of S0 2 , 03 and ~0 2 • 

Experimental 

Federal Reference Methods. In this study sulfur dioxide measurements 
were made using a TECO Model 43 pulsed fluorescent S0 2 system ( EPA 
equivalent analyzer EQSA 0276-009). The N0 2 measurements were made with 
a Combustion Engineering NO-N0 2-NOx Model 8101-B, operating in the 0-
0.5 ppm range (EPA reference analyzer RF'NA 0479-038). The ozone was 
measured using a TECO Model 49 UV photome!tric 03 Analyzer operating in 
the 0-0.5 ppm range (EPA equivalent analyzer EQOA 0880-047). The FRM 
instruments were all calibrated at the beginning and the end of the study 
with standard calibration methods using dynamically generated gas 
mixtures. The ozone analyzer was calibrated with a TECO UV photometric 
03 calibrator model 49PS which was previously certified NBS traceable. 
Data from these reference methods were collected by a Campbell Model 21X 
data logger and hourly averages stored. Periodically data was retrieved 
from the data logger with a PC. 

The reference analyzers were operating from the 2nd floor of the EPA 
Annex in the RTP, NC as shown in Figure 1. Ambient air samples were 
drawn into the monitors through a 4 meter by 4 mm ID Teflon tube inlet. 
The inlet was extended through the ceiling above the analyzers to an 
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outside sampling rain shield on the roof of the Annex adjacent to the 
DOAS receiver. 

Description of Differential Optical Absorption Spectrometer. The DOAS 
light transmitter was positioned on the roof of the US EPA Environmental 
Research Center (ERC). The DOAS light receiver (Figure 1) was positioned 
on the roof of the EPA Annex adjacent to the inlets of the EPA reference 
analyzers. The light path was approximately 20m above ground and passed 
directly over a portion of Interstate 40. Visible and ultra violet light 
from a xenon lamp, collimated by a parabolic mirror, passed through the 
outside air over the 557 m path from the roof of the ERC to the roof of 
the Annex. On the roof of the Annex the light from the xenon lamp is 
recollimated in a receiver assembly and focused onto the entrance fitting 
coupled to a fiber optic cable. The fiber optic cable transmits the 
light to a spectrometer, composed of a mirror, grating, chopper and 
photomultiplier tube, located 4 meters below in an air conditioned room. 
The DOAS system used in this study was calibrated to measure S0 2 , N0 2 , 

03 , HCHO and HN0 2 • The calibration 3 of the DOAS is based on the use of 
reference gases introduced into special DOAS spectrophotometric cells of 
precise dimensions. The reference intensities and spectra are stored in 
the computer to statistically compare with ambient measurements to obtain 
concentration data. 3 

DOAS Measurements were performed by integrating for 1 minute the 
wavelength (selected windows from 260 to 460 nm) for each of the five 
pollutants in sequence. The computer processed the spectral absorption 
signal and displayed the updated concentrations for each pollutant every 
five minutes. Twelve one-minute readings were used to calculate the 
hourly average concentrations reported by the DOAS. 

Results 

Figures 2 and 3 are time series and correlation plots of DOAS and 
FRM measurements for S0 2 and 03 obtained in September and October 1989 
in the Research Triangle Park, NC.(similar plots were obtained for N0 2 ). 

These data show that in most instances the FRM's and DOAS measurements 
are in good agreement. As shown in Figure 3, during some short periods 
the DOAS 03 values were significantly lower than the FRM values. These 
variations between the DOAS and FRM's may be explained by atmospheric 
inhomogeneities produced by such factors as the diffusion of nitric oxide 
(NO) emissions from mobile source traffic on Interstate 40 into portions 
of the DOAS absorption path. The nitric oxide rapidly reacts with the 
03 thus reducing the 03 concentration in the open path compared to the 
FRM 03 measurements. Conversely the small variations in N0 2 measurements 
between the DOAS and FRM may also be explained by the higher 
concentrations of N0 2 over portions of the DOAS absorption path 
associated with the roadway emissions. 

During the study the S0 2 concentrations fell below the detection 
limit of the TECO pulsed fluorescence monitor. Also, the DOAS instrument 
appears to record S0 2 concentrations 2-3 ppb above the TECO instrument. 
The uncertainty in the calibration of the TECO S0 2 monitor is thought to 
be the source of this variation. The standards used to calibrate the S02 
instrument are no better than ± 2% at the 100 ppb level. 

During the study there were several periods when the DOAS signal 
dropped to zero. These periods were associated with heavy rain and high 
humidity. Addition of heating tape to the receiver optics eliminated the 
fogging of mirrors in the receiver, which was thought to be part of the 
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problem. However, during periods of very high humidity, rain and fog, 
the light from the xenon lamp was scattered enough to interfere with the 
DOAS absorption measurements. This occur:ced for a few hours during the 
one month study. 

The pollutants measured by DOAS are species that originate from a 
variety of sources in the troposphere. Since the monitoring was 
performed on the roofs of EPA facilities rather than at ground level, the 
influence of single vehicles or other point sources on the DOAS and FRM 
measurements was assumed to be minimal. The data from this study suggest 
this assumption was reasonable. 

Conclusions and Recommendations 

DOAS long path measurements for S0 2 , N0 2 and 03 in Research Triangle 
Park, NC were in excellent agreement with FRM instrumentation. The 
correlation coefficients between FRM and DOAS were very high (r >0.9) 
and showed no clusters of data. Some variations between the FRM's and 
DOAS instruments maybe associated with atmospheric inhomogeneities. The 
major advantages of the DOAS instrumentation are its low detection 
limits, (0.5 JJg/m3 for the 557 m absorption path for S0 2 , N0 2 , and 03 ), 

multiple pollutant monitoring capability, long term calibration stability 
and rapid response characteristics. 

A disadvantage of the DOAS system is the loss of signal during 
periods of fog associated with humid conditions. This maybe minimized 
by reducing open paths to 200-300 m. The DOAS system would be an 
excellent tool for measuring area concen~rations of air pollutants to 
determine the sources of pollutants that impact air quality. 

The DOAS instrument is capable of monitoring a number of gas phase 
air pollutants over different paths sim,Jltaneously. This multi-open 
path DOAS configuration will be evaluated this summer as part EPA's 
VOC/0 3 study in Atlanta. 
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Figure 1. Location of the FRM's and the path over which the DOAS data 
in the Research Triangle Park, NC were obtained. 
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Figure 2. Time series (top) and correlation (bottom) plots of DOAS and 
FRM measurements for S0 2 obtained in Research Triangle Park, NC from 
September 18 to October 4, 1989. The square of the correlation 
coefficient is 0.96 and the regression equation is: 

DOAS(S0 21 = 1.01 * FRM(S0 2 ) + 1.78 
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Environmental control using 
long path measurements 

Ronald Karlsson, Ph. D. 
OPSIS AB 
Ideon Research Park 
S-223 70 Lund, sweden 

INTRODUCTION 

Identifying, measuring and recordir.g the types and quanti
ties of molecules in a gaseous mixture has historically been 
very difficult. Gases comprise various types of molecules, 
and the problem has been to differentiate them in terms of 
qualitative and quantitative measurements. The technology 
known as differential optical absorption spectroscopy (DOAS) 
provides a solution to a large part of the problem. DOAS is 
a purely physical measurement method that is based on 
simple, well-known laws of physics. 

An effective system for analysis of air pollution on the 
basis of DOAS technology was developed at the Department of 
Atomic Physics at the Lund Institute! of Technology in Sweden 
by a group of research scientists that included Svante 
Wallin and Leif Uneus. 

On the basis of their experience, Wallin and Uneus estab-
1 ished the OPSIS company in 1985. Today, the company has 
more than 25 employees and is recruiting new personnel at an 
average rate of one per month. 

The following presentation describes the measurement prin
ciples applied in OPSIS technology as well as a number of 
typical applications. 
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OPSIS measurement technology 

The OPSIS system for analysis of pollutants in gaseous form 
measures the average value of pollutants in a beam of light 
between a transmitter and a receiver. An OPSIS system 
consist of the following units, as shown in Fig. 1: 

- Transmitter 
- Receiver 
- Power pack 
- Opto-analyzer 
- Modem. 

Measurements are based on optical absorption spectroscopy. 
Analysis of the parts of the spectra which are missing in 
the light received reveals the presence of various substan
ces. Measuring the quantity of light that is missing enables 
the concentrations of these substances to be determined. 

Quantitative determination is based on Lambert-Beer's law of 
absorption: 

where 

c = Log (I'o/!) 
(eL) 

c = concentration 
I'o = light intensity before differential absorption 
I = light intensity after absorption 
e = average differential absorption 
L = length of the absorption path. 

The light from the transmitter is generated by a high-pres
sure xenon lamp in the form of a concentrated beam of light 
that includes wavelengths from short-wave UV to long-wave 
IR. 

The receiver is trained on the transmitter, which captures 
the light and sends it over a fiber-optic cable to the opto
analyzer, the central unit in the system. 

The opto-analyzer comprises a spectrometer, electronics for 
collection and processing measurement values, a hard disk, a 
computer for presentation and communication, and a modem. 

As noted, light is sent from the receiver over a fiber-optic 
cable to the analyzer, in which it is broken up into spectra 
by a grating. This grating is mounted on a stepper motor 
that enables complete control of the wavelength interval. 
The spectrometer also contains a system of mirrors and a 50-
rom photomultiplier. In front of the photomultiplier is a 
rotating disc with 20 axially oriented slits about 0.2 wide. 
The disc rotates at about 5 revolutions per second. 
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This arrangement enables about 40 nm of wavelength interval 
to be scanned in 10 ms over about 1000 channels, with a 
resolution of about 0.2 nm and an overlap of 80%. 

The computer thus collects about 100 spectra per second of 
the wavelength in question. These spectra are converted to 
digital signals and stored in a nulti-channel memory. The 
computer then compares these spectra with a pre-calibrated 
reference spectrum, wavelength by v.ravelength. Comparison can 
cover up to 1000 wavelengths, each of which contributes to 
the determination of concentration. A proprietary calcula
tion program then computes the concentrations of the sub
stances which the computer is programmed to analyze. 

The program reports the margin of error for each measurement 
value and also reports on light transmission, i.e. it indi
cates how much of the light transmjtted actually reached the 
receiver. These values can be used to check the function of 
the system. 

The analyzer operates completely automatically. Measurement 
results are stored on the hard disk and can be presented on 
the VDU andjor a printer and can also be transmitted over 
the built-in modem to a host computer. The analyzer can also 
be remote-controlled through the modem. 

Calibration 

An OPSIS measurement instrument is calibrated by measuring a 
known quantity of a specific substance in the OPSIS labora
tory, under precisely controlled conditions of pressure and 
temperature. The solvent content iB determined on the basis 
of a table of steam-pressure data. 

The absorption curve is stored in digital form, after which 
the instrument is ready for use. Recalibration is required 
only in exceptional cases. 

An instrument which is often moved between measurement 
points should be zero-calibrated once a month using an OPSIS 
CA 075 calibration unit. Zero-calibration takes about 5 
minutes per gas. In some cases, it may be necessary to check 
system performance using standard gases. This is a simple 
procedure and involves specially designed measurement cells 
of a precise length, normally 5-10 rnm. The cell is connected 
with 2 fiber-optic cables between the analyzer and a trans
mitter fitted with the same type of lamp used in actual 
measurements. Gas is allowed to flow through the cell, and 
concentrations are recorded as in a normal measurement pro
cedure. Three to five consecutive measurements are usually 
made for each gas, and possible deviations between measured 
and theoretical concentrations are adjusted with the change 
span and offset programs in the analyzer. 
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ESTIMATION OF ERROR MARGINS 

Two types of error can arise during OPSIS measurements: 

1. Absolute errors resulting from calibration faults, incor
rect values for the measurement path, or incorrect values 
for temperature or pressure. 

2. Relative errors, depending on the measurement instrument. 

Absolute errors 

Errors relating to calibration of gas normally deviate from 
the "correct" value by a maximum of ±5%. The length of the 
measurement path can usually be determined to within ±1%. 
Temperature and pressure can normally be measured with an 
accuracy of ±1%. 

Relative errors 

The signal-to-noise ratio generates a maximum error of 
±0.5%. 

It can be seen that the total error during normal measure
ments amounts in the worst case to about ±8%. In most cases, 
measurement error is about ±5%. Under extreme conditions, 
measurement errors of 10-15% have occurred. 

MEASUREMENT 

The flexibility of the OPSIS measurement system enables it 
to be used for a wide range of applications. The system is 
currently used for the following types of operations: 

A. Monitoring of pollutants in ambient air 
B. Monitoring of flue-gas emissions 
C. Process control 
D. Analysis of air pollution in the working environ
ment. 

I shall now briefly describe typical systems for these app
lications. 

678 



Monitoring of pollutants in ambient air 

For surveillance of the air-pollution situation in a city, 
the transmitter and the receiver are normally positioned on 
rooftops, at distances of 100-2000 meters. The use of fiber
optic cable enables the analyzer to be installed in a shel
tered place. 

With a multiplexer connected, the analyzer can support up to 
12 pairs of transmitters/receivers, which means that a very 
large area can be monitored within the city. 

In Gothenburg, the second largest city in Sweden, four mea
surement stations have been positioned in areas with inten
sive pollution. Each measurement station includes 3-5 mea
surement paths of 200-2200 meters in length, for a total of 
16 paths, which in effect covers the entire city. See Fig. 
2. 

All measurement data from these stations are transmitted 
together with meteorological data to a central computer, in 
which a specially developed program based on a dispersion 
model generates precise determinations of pollution levels. 
The results are used for traffic planning, among other 
things. 

Almost 100 OPSIS systems have now been installed in Scandi
navia and the rest of Europe. 

Other applications for monitoring air pollution in ambient 
air include: 

- Measurement of pollution at street level 
- Monitoring of emissions from a factory 
- Measurement of background emissions. 

Fig. 3 shows a summary of the measurement parameters, measu
rement areas, detection limits and other factors which are 
relevant to the applications described. 

Monitoring of flue-gas emissions 

In terms of flue-gas monitoring, OPSIS has focused on 
systems for power plants, heating plants, co-generation 
plants and waste incineration facilities. 

Precise, cost-effective control of emissions is a vital 
aspect of operations at modern power or heating plants. 

OPSIS remote-controlled systems provide unique benefits for 
emission control. A single system can be used to measure 
so2 , NO, No 2 , NH3 , Hg, H2o and co2 at one or more measure
ment stations. A typical system configuration is shown in 
Fig. 4. 
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Emission control is also a very important activity in con
nection with incineration of household andjor industrial 
waste, particularly with reference to monitoring of HCl 
concentrations. 

OPSIS systems have proved very attractive to operators of 
waste-incineration plants, as the technology provides fast, 
accurate information on concentrations of NOx and Hg as well 
as other parameters. 

Configuration and installation of OPSIS systems for these 
applications is similar to those for power and heating 
plants. 

Process control 

The great flexibility of OPSIS technology has led to instal
lations for monitoring of a number of industrial processes 
throughout Europe, such as production of sulphuric acid. A 
single OPSIS system can be used to measure so2 concentra
tions, from strong gases with 10-15% so2 to residual gases 
where concentrations are measured in ppm. 

NEW DEVELOPMENT 

In terms of analysis, the OPSIS system has been expanded to 
cover sections of the infrared spectrum, up to about 1,800 
nrn. This involves fitting the analyzer with an extra grating 
and an IR-sensitive detector. A large number of hydrocarbons 
as well as a number of other substances can thus be detected 
and measured. 

A combined receiver/transmitter system has also been de
signed, both fixed and computerised. These units are com
bined with retroreflectors that enable the wavelength of the 
light to be doubled, and thus provide a 100% increase in 
sensitivity. The retroreflector does not have to be instal
led on a fixed foundation, which gives greater flexibility 
for choice of measurement paths. This type of transrni t
terjreceiver system can be mounted on a container or the 
roof of a car. 

680 



In conclusion, I would like to answer a question that is 
often asked, namely 11 How can we be sure that the values 
obtained are reliable?" 

As previously mentioned, OPSIS technology is based on simple 
physical laws that have been well-known for many years. 
However, the technology is new in a commercial sense and our 
measurements have been repeatedly compared with conventional 
technology both in outdoor air and in process plants. 

Figs. 5 and 6 show the results of several comparative tests. 

SUMMARY 

Feed-back from customers who have installed OPSIS equipment, 
from measurement assignments and from comparative tests has 
clearly shown that OPSIS measurememt technology is highly 
reliable and that is has a very promising future. The main 
benefits of OPSIS technology include: 

- No physical handling or preparation of samples 
- High sensitivity and accuracy 
- Large dynamic measurement area 
- Measurement paths from 0.1 to 2000 meters 
- Multipath measurements (12 per station) 
- Simultaneous or sequential measurement of different 

substances 
- On-site measurement and direct presentation of 

results 
- Minimal calibration requiremEmts 
- Easy installation, ready-to-run 
- Minimal maintenance requiremE:mts. 
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PERFORMANCE DATA 

Parameter: N0/NH1 NOJSO, o, 
o-:2000 C>-2000 C>-200( Measurement range: lli/m' !'&fm' l'&fm' 

Minimum detectable quantities: 2,.&/m' 1 l'&fm' 3~o<&fm' (Mo.n•tOo'•"'t Pltn ~00 m. ,.,...a.urem•m: l1tn1' !§ rTHnl 

Calibration CA075 CA075 CA07S lero-oo<nt Coallbr'IIUCt'l 

Other calibration %4;.ifm' %2;.1fm' !:6 ~lfm' Zerc~pq1nt •uo~~~ty IC)er rnotrtN 

Linearity ±1% :1:1% :1:1% 

Recommended length of 
10(1....200m 300-800 m 300-800 '11 monitoring path: 

Max1mum length of 
10m SOm 25m fiber-optic cable: 

Hardware requirements: -
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Two air monitoring techniques for atnospheric volatile organic 
compounds (VOCs) : long path FT-IR arrl wholE~-air canister GC/FID have been 
tested simultaneously and the data compared. The long path FT-IR 
spectrometer system is bein;:J' developed at Kansas State University to measure 
air taxies over varyinJ distances. 'Ihe whole--air canister GC/FID methcxi has 
be~en used for several years at the Univernity of Kansas for air taxies 
analysis and is an ideal system to test the p:rionnance of the FT-IR system. 

The experiment, which took place at the University of Kansas, has the 
tv.·o teclmiques set-up co-planar with and p~rpendicular to a controlled 
upwind point source. The path length bebTeen the FT-IR spectrometer and 
source was varied between 50 and 232 meters. Five or six collection 
canisters were then placed directly along the IR path, evenly spaced, 
pe::rpendicular to the wind-stack ph.nne center line. 'Ihe plume was generated 
from a 5 foot stack and allowed to drift unimpeded downwind to the co
monitoring systems. For these experiments the collected data were 
concurrent! y acquired. over 12 and 27 minute time p:rriods. D.rring this time 
pe:riod meteorological data was also acquired for the calculation of 
ccncentration in ppb. 

Many different parameters and compounds Here tested during these co
monitoring experiments. The monitoring SE!t-up, data analysis, various 
parameters of concern, and comparison of the two methods will be addressed. 
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A field transportable Fourier transfonn infrared (FT-IR) spectrometer 
system for IOC>ni toring volatile organic cx::trp::>Ul"rl (VOCs) in the atmosphere is 
presently mrlergoing rigourous testi.n;J. A testin;; an::i evaluation plan was 
devised by Jody Hudson U.S. - EPA Region VII an::i edi¥ by the Kansas State 
University (KSU) arrl University of Kansas (KU} groups. '!he three phases of 
this plan are the controlled releases at KU, the uncontrolled releases at a 
well characterized site arrl the uncontrolled releases at a complex VOC site 
where little or no pre-test characterization data have been acquired. 
During phase one testing, many modifications were made to the FT-IR 
spectrometer system including instrumentation, data collection and data 
analysis. Sane data have been accunru.lated in all of these phases, however 
the :rrajority of work to date has been with controlled releases at KU. 

Rlase one will be the focus of this paper an::i presentation. '!his phase 
is broken into six parts which have been completed over the last year. 
'Ihese six :parts were designed to fin:I the practical limitations of the FT-IR 
system. The six areas are qualitative and quantitative ~ts of 
single VOCs, qualitative and quantitative measurements of mixtures with 
similar and dissimilar VOCs, VOC detection limits, path length variations, 
meterological parameters incluqing humidity and wind velocity, and 
scattering by particulate :rratter. 

The collection of data from phase one is now completed, with the 
exception of testing at different vertical heights. '!he data are being 
interpreted by both groups at present an::i the analysis will be completed in 
the near future. Comparisons between the KSU and KU data, taken ~ the 
spring an::l fall of 1989, exhibited differences in quantitative results • In 
the most recent measurements we attemped to address these discrepancies. 
'!he recent an::l past work will be discussed along with modifications to the 
experimental design and data collection, that may alleviate these 
discrepancies. 

The spectra are collected using a Bomem DA02 FT-IR spectrometer, 
equipped with a gernanium on potassium bromide (GejKBr) beam splitter. 'Ihis 
spectrometer is equipped with a f/4 input collimator an:i a f/1 fast output 
optic to the detector. A broad band MCT (Mercury Cadmium Telluride) 
detector, 5000-500 cm-1, is operated at liquid nitrogen temperatures, 
approxi:rrately 77K. '!he instnnnent is purged with dry air from a portable 
air dryer. The collection optic is a 10 inch cassegrainian telescope with 
an effective focal length of 150 em, Figure 1. '!he pr.ilnary source optic is 
a 20 inch f/4 paraboloid with the appropriate elliptical flat secondary 
optic and both are gold coated front surface mirrors. The Dobson ian mount 
for the mirrors forms a Newtonian collimating telescope. The infrared 
source, which is located at the focal point of the Newtonian collimating 
telescope, is a high temperature Nernst glower operated at 2073 K. 'Ihe 
source is powered by a 1600 Watt portable generator. Distances between the 
source and instrument are measured accurately using electronic distance 
measuring equiptent. Mobility is provided by a Journey mobile horre designErl 
to house an::l transport the necessary measurement instnnnents an:i crew. 

Field Testing 

The phase one testing at KU inco:qx:>rated a single pass geometry with 
the IR source remotely place::i from the spectrometer. The infrared source 
was placed at the focal point of the remote telescope to produce the 
collimated beam which was then passed to the spectrometer, Figure 2. 
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Various path length measurements at KU have been carrie:::i out from 50 to 232 
n'k:!ters. Initial observations at different ilrlustrial sites involved various 
open path lerqths fran 40 to 600 meters. In P'lase one, the KU group placed 
a VOC plume generator upvirrl arrl perpendicular to the IR path, Figure 3 . 
Colocated alon:3' the IR path were 5 or 6 evacuated stainless steel canisters 
that were opena:1 durirg the IR data collection to collect whole-air samples, 
see Figure 2. The stainless steel canist:ers are 5hen analyzed usirg gas 
dm::matogra!ily 1 flame ionization detection (GC/FID). 

Proc.edure 

Modifications to the FT-IR spectrometE~r have been recently made to 
a.lleviate discrepancies between the KSU arrl UJ quantitative data. A silicon 
filter was placed just before the detector to mask the higher fl=fquency 
region (when not needed) and only pass frequencies belCM 1600 an . '!his 
filter was adde:::i to cut dONn on the detector nonlinearity at high quantum 
fluxes. By rnaskirg out the high frequency region :rrore lCM frequency energy 
may fall onto the detector arrl produce a better signal to noise ratio. The 
present scan parameters have been changed from our initial work arrl are 
corrpared in Table I. '!he spect.rareters quantitative ac:a.rracy was tested by 
acquiring a spectrum of a 50 micron polystyrene film as a pre-test after 
every new setup. Polystyrene placed at the aperture before the actual data 
collection should afford a reproducible spectnnn in frequency arrl intensity 
if the spect.rareter is functioning correctly. This test is simple because 
polystyrene can be slid in and out of the IR beam between the input 
telescope arrl the aperture arrl polystyrene has a number of IR barrls that can 
be readily measured. 

The actual data acquistion has changed slightly as well and is as 
follows: measure instrumental emission, measure a background (upwind if 
p::>ssible or when VOCs are not beirg released) and then measure the sample 
spectrum. '!he background arrl sarrple spectn.nn are corrected for instrumental 
emission and are then ratioed to produce the absorbance spectrum. 
Originally, instrumental emission was amittej due to the long analysis time 
a::rl what were believed to be small energy flux::es. Instrurrental emission is 
now being acquired and take into account to produce more correct 
absorbances. 

Analysis 

'!he resultant spectra are analyzed by interrogating the spectra by eye. 
The major absorbances from recognizable compounds are analyzed first, 
followed by major absorbances at unrecognized frequencies. The unknown 
frequencies are typed into a in-house frequency data base arrl are searc.hed. 
'Ihese components are then stripped out of the absorbance spectrum using 
calibration spectra, if available, to obtain qualitative data, to obtain 
quantitative data and to reveal residuals. 'Ihe residuals are then analyzed 
as previously mentione:i. 

The qualitative results frcm earlier KIJ work were very encourag~ to 
the authors; however, the quantitative results for this FI'-IR method seem tc 
bE~ consistently lower than those for the canister method by 20 to 50 
})E~t. 'Ihese discrepancies were addre..<?Sed and the system re-evaluated. 
The addition of the silicon filter for a decrease in saturation 
nonlinearities arrl the polystyrene as a standard test will afford us the 
ability to have the instrument perfonning tlle sam:! in the field as in the 
lcboratory calibrations. The very preliminary IR results from the recent KU 
project are seen in Table II. Nev~ calibration curves will be produced by 
UE:~ the new data acquisition method. 1,1,1--Trichloroethane was released 
at KU as a single component sample and the~ preliminary results frcm both 
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methods have been calculated. The whole-air canister data produced an 
average concentration over a 100 meter path len::Jth of 300 ~- 'Ihe FT-IR 
data analyzed this si.rgle component to be 175 :ppb. 'Ihis discrepancy could 
be a result of different vertical measuri.rg zones in the abnosphere. 'Ihe 
~er when placed on the present tripod has a viewing height of 
approximately six feet. 'Ihe stainless steel canisters were at a height of 
alxJut 3 feet. FUture testirx} at KU will address these height differences. 

Qualitative and quantitative results were obtained for single 
camponent sanples, for mixtures, for different IR path lengths, for varing 
meteorological corrlitions, arrl for particulate added pltnnes. None of these 
dlan3'es seemed to cause any degradation of the spectrometers performance. 
At longer IR path lengths hc:Mever, the absorbances due to water arrl carlxm 
dioxide can limit analysis in certain spectral regions. The mixtures 
tested at 100 meters had smoke added to the plume at the VOC generator as 
seen in Figure 3. 'Ihe smoke was added to see what problems particulate 
matter would cause in the collection of the infrared data. No major 
problems were noted, however the IR beam was slightly attenuated by the 
srroke. 

We believe that once the bias of the two data set techniques is within 
5 to 10 percent with respectable precision the system will be site ready. 
Further research at the University of Kansas may be necessary to address 
height profiles of the VOC plUire. Work is presently scheduled at a site in 
south central Kansas and other sites outside of Kansas. '!he Kansas site 
will include canister analysis to further help characterize the FT-IR 
systerrs capabilities. 

'!his work was supported by furrls from the U.s. Envirornnental Protection 
Agency, Quality Assurance Division, Environmental Monitoring Systems 
Laboratory, Las Vegas, Nevada, under cooperative agreement numbers, CR-
814059-01 I CR-814059-02, and CR-814059-03. 

A Phillips Petroleum research fellowship was awarded to Martin L. 
Spartz, which partially supported his fourth year graduate work salary. 
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Disclaimer 

Although the research described in this paper has been funded by the 
U.S. Environmental Protection lv:]e:rcy, it has not been subjected to H}en:::y 
review arrl, therefore, does not necessarily reflect the VieNS of the H;]ercy, 
and no official endorserrent shc:uld be inferred. Mention of trade nai'!eS or 
canmercial products does not constitute errlorsement or recommendation for 
use. 

Table I 

Paraneter 

Resolution: 
Scan Speed: 
Coadded Scans: 
Apodization: 
I..ow pass filter: 
~ical filter: 
r:ata Acquisition Tine: 

Initial 

0.1 an-1 

1.5 an,/sec 
256 scans 
Boxcar 
50 KHz 
none 
27 min 

Present 

0.5 cm-1 

1.5 an,/sec 
512 scans 
Hammi.rg 
10 KHz -1 
Si for <1600 em 
12 min 

rata may be taken at other paranete.rE. arrl still compared. This table 
is present to illustrate the variability of data aCXIU-isition. 

Table II 

Pl:e.liJD:ininy PI'-m nrta fral m liK:lrlt in April 1990 

CUtp;un:l Distance (m) FT-IR concentration (g::b} 
Mixture 1 Mixture 2 Mixture3 

1, 1, 1-Trichl.oroethane 50 56 138 38 
Methylene all.oride 50 136 31 106 
Methylethyl Ketone 50 52 151 107 
'lbluene 50 35 85 233 
t-Butanol 50 a a a 

1, 1, 1-Trichloroethane 100 b 35 75 18 
Methylene all.oride 100 b 80 31 63 
Methylethyl Ketone 100 b 32 56 80 
'lbluene 100 b 18 116 c 146 
t-Butanol 100 b a a a 

1, 1, 1-Trichloroethane 200 16 34 7 
Methylene Chloride 200 42 13 29 
Methylethyl Ketone 200 10 29 36 
'lbluene 200 20 c 30 42 
t-Butanol 200 a a a 

a calibration cmve on t-b..rtanol has not been produced. 

b Srroke was added to check the affect of ai.rlJorne particulates. 

c The major bands of toluene are strongly overlapped and ~t is 
difficult. 
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~ 1 Coplanar alignment of the FT-IR spectrometer system with the 
evacuated stainless steel canisters. 'Ibe IR source (not seen) is 
:positioned just outside the frame on the left hand side. 
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Figure 2 A picture of the inside back of the IT-IR mobile laboratory 
displaying the instrumental computer and spectrorreter controlling 
electronics. 'Ihe spect:raneter can be seen just outside the cargo 
door upon the tripod and movement stage. 
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~ 3 The University of Kansas plume generator, meterologica.l station 
and smoke tray. The smoke was added to ascertain whether 
particulate matter will affect the FT-IR perfo:riDai"Oa. 

Fi9Jre 4 An atmospheric mid infrared absorbance spectrum of a five 
component VOC mixture generated at the university of Kansas. '!he 
spectrum is of mixture 1 at J:PO meters . .:Jj:e compounds are 1, ! 11-
trichloroethane (726 c.!'l 1 1090 ~ ) , toluene (729 cm_1), 
methylene dlloride (749 em , 1~10 em ) 1 t-butanol (918 em ) , 
arrl methylethyl ketone (1174 em ) • 
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Analysis of Volatile Organic Compounds 
With An Ion Trap Mass Spectrometer 

David W. Berberich 
Jay M. Wendling 
Robert G. orth 
Monsanto Company 
Environmental Sciences Center 
st. Louis, MO 63167 

The analysis of ambient air for trace levels of organic 
compounds in the field requires instrumentation which is 
sensitive and versatile but is not complicated in operation. 
This, of course, is not fulfilled by any one device or method of 
analysis. The ion trap mass spectrJmeter (ITMS) appears to at 
least address some of the desirable points mentioned. Therefore, 
an evaluation of the ITMS for detection limits using a direct 
inlet system was undertaken for 10 organic compounds in air. The 
instrument was able to detect the organic compounds in a high 
background of phosphoric acid. The detection lirni ts for the 
compounds examined all appear to be in the mid ppb to low ppb 
regime. The detection limits for the aromatic compounds are 
conservative since these figures are based on 250 ppb standard. 
The overall detection limits are also conservative since the 
interface may still be improved. The ability to detect specific 
components in a complex mixture was evaluated using two air 
samples. The ITMS was able to determine a variety of components 
in these samples. The ITMS was able to confirm the 
identification of each of the components by mass 
spectrometry/mass spectrbmetry methods which yield a collision 
induced fragmentation spectrum characteristic of each component. 
Although this device is not commercially available for ambient 
air analysis these results suggest the instrument could fulfill 
many of the initial needs. 
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INTRODUCTION 

The accurate measurement and determination of volatile 
organic compounds in the field requires a device '.vhich is 
sensitive, versatile, and easily maintained. Additionally, the 
device should be able to provide real time monitoring of the air 
being analyzed. The use of such a device would allm1 for an 
analysis of ambient air with a fast response time (minutes). One 
instrument which meets many of the attributes is the TAGA 6000 
mobile MS/MS laboratory (1). 

An instrument that is not commercially available as an 
ambient air analysis device but does have many of the above 
mentioned attributes is based upon ion trap technology (2-3). 
A number of research groups are currently evaluating similar 
instrumentation for volatile organic compound analysis in ambient 
air (4-7). The ion trap may be operated in a variety of modes 
including mass-selective storage (8-9). This mode of operation 
can be thought of as compound-selective storage, since it allows 
the device to be used to trap ions from a specific compound (i.e. 
ions having one mjz ratio) from a complex mixture of coGpounds. 
This connotes that the ion trap may be used to obtain very low 
detection limits in complex mixtures. Another advantage of this 
device is that it can analyze the selected compound (ion) further 
by use of fragmentation (MS/MS) techniques. The fragmentation 
techniques involves colliding the compound (ion) of interest with 
neutral molecules (collisionally induced dissociation [CID]) 
resulting in the formation of collision induced ion fragments 
v1hich are characteristic of the compound and can be used to 
identify this compound in a mixture ( 10) . The second MS/f.!S 
method technique that could be used is selective reactions, which 
are analogous to acid-base chemistry in the liquid phase, except 
the reactions occur in the gas phase inside the device (9) 

R. G. Orth and coworkers presented a paper at the 19 8 9 
EPA/APCA symposium with preliminary data obtained using the ion 
trap mass spectrometer ( ITMS) for ambient air analysis ( ll) . 
This evaluation is an extension of the initial work utilizing 
different operational modes and interface. The evaluation 
included the determination of the detection limits of the ITMS 
for several compounds in calibrated mixtures sampled directly. 
A second evaluation of air samples was performed with the ITMS. 

EXPERIMENTAL 

Figure 1 shows a schematic cross section of the ITMS and the 
sample introduction system as utilized in this evaluation (3). 
The sample introduction system consisted of a fine metering valve 
and a heated transfer line. An uncoated megabore 0.83 urn (-3 
meter) gas chromatographic column is used as a transfer line. 
The samples were analyzed using two ionization modes electron 
impact (EI) and chemical ionization (CI). 

The samples were introduced through a fine metering valve, 
Vl, to control the flow rate into the devi~';.· The st::t tic 
pressure of air in the device was generally ~~10 tc~r while the 
total pressure in the ITMS was in the 10 _, torr range. The 
difference in total pressure was due to the addition of helium 
(added co-axially to the sample inlet stream). 
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The samples analyzed for this analysis include NBS standard: 
of a mixture containing benzene, toluene, chlorobenzene, anc 
bromobenzene at concentrations of 10 ppm and 250 ppb pel 
component in a bath gas of nitroge!n. Certified standards fror 
Scott Specialty Gas of a mixture containing acetonitrile, 1,3 -
butadiene, chloroform, carbon tetrachloride, and dichloromethane. 
The Scott standards were at concentrations of approximately : 
ppb, 10 ppb, 100 ppb, 1 ppm, and 10 ppm in a bath gas oJ 
nitrogen. Two air samples were collected in one liter summc: 
vessels and were analyzed. 

RESULTS AND DISCUSSION 

The a1r standard contain.inq carbon tetrachloride wa~ 
admitted directly into the rrMS via the sample introductior 
scheme in Figure 1. The maj ori t.y of the sample is N 2 . Since the 
ion trap can be thought of as a box filled with 1ons from the 
sample, the predominate ions contained in the box would be those 
arising from N2 . This makes it difficult to detect the ppm tc 
ppb level cons~ituents of interest, since the static pressure of 
the compounds of interest is on the order of Jxl0- 1 torr. Tc 
accomplish the detection at these trace levels, the device car 
remove the ions that arise from N2 and any other ions which arE 
not of interest (compound-selective storage) . 

Mass-selective storage provides a means for the minimizatior 
of interferences which originate at the trace level such a~ 
hydrocarbons. In the identification of carbon tetrachloride 
(CC1 4 ) for the standards, interferant ions present in the ITMS 
make the identification difficult. Figure 2a shows the result of 
combining the use of the ion trap in the mass-selective storage 
mode, i.e. selecting only mjz 117 to be stored in the trap and 
ejecting all other ions. The identification of mjz 117 as a 
characteristic ion from carbon tetrachloride can be accomplished 
by the use of MS/MS methods (10) (Figure 2b). 

The detection limit was based on the signal (provided by the 
analyte) to the noise (present in the background) as established 
by continuously monitoring mjz 82 (the fragment ion of mjz 117) 
at 1 ppb, 10 ppb, 100 ppb and 10 ppm levels. The detection limit 
was determined to be -500 ppb. This is a conservative detection 
limit since the interface for sampling was not maximized (i.e. 
the fine metering valve was unheated). The detection limits for 
both EI/MS and EI/MS/MS mode of operation are summarized in Table 
1. The detection limits for the aromatic compounds are very 
conservative and are based upon data obtained from the 250 ppb 
and 10 ppm standards. The detection limits for the aliphatic 
compounds are based upon data obtained from standards ranging in 
concentration from 1 ppb to 10 ppm. The detection limits for all 
the aromatic compounds examined should be able to be improved to 
the low ppb to sub ppb regime. Three compounds in the mixture 
were unable to be quantified using the current experimental 
arrangement. Future work will incluje heating the metering valve 
and optimization of the data systen which should allow for the 
quantifiable detection of all the component~. 

The second evaluation involved the analysis of t'.vo air 
samples collected using one liter Summa vessels. Sampl8 one 
contained chloroform, since this ~"a~; also used as a standard for 
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the earlier evaluation the concentration of chloroform :,.;as 
~alculated to be -100 ppb. Sample two was directly analyzed and 
the resulting electron ionization mass spectrum is very complex. 
rhe specificity of MS/MS is exemplified below using air sample 
two. This was done using collisional induced dissociation (CID) 
for each mjz ion which would represent a component in the summa 
vessel. 

In the identification of benzene (C6 H6 ) from air sample bm 1 

interferent compounds present make the mass spectrometric 
identification very difficult. The ions at mjz 77 can arise from 
a number of sources, but the ion at mjz 79 can arise from fewer 
sources such as protonated benzene or from hydrocarbons. Figure 
Ja shows the mass spectrum that results when the mjz ions 77-80 
have been selectively retained (compound-selective storage) . 
This is followed by kinetically exciting the mjz 79 ions and 
colliding them with He in the ion trap to yield the 
characteristic fragment ions of protonated benzene shown in 
Figure 3b. The fragments are typical for protonated benzene 
based upon knowledge of mass spectrometric fragmentation. Three 
components in sample two were identified by using EI/MS/HS 
analysis. This sample also contained ions associated with 
hydrocarbons which were not identified. 

CONCLUSIONS 

The ITMS from this evaluation has distinct promise as an 
analytical tool for the determination of trace organics in 
ambient air. The simple interface which samples air directly was 
shown to have detection limits in a complex background at the ppb 
to sub-ppb (carbon tetrachloride) levels for selected compounds. 
This limit is once again conservative and probably can be 
extended with improvements in the interface and data syster:1 
utilized for this evaluation. The ITMS was able to identify and 
confirm the components of standard mixtures to the ppb region 
using EI/MS/MS. The ITMS was also able to identify components in 
two air samples by use of EI/MS/MS analysis. The small size of 
devices based upon ion trap technology (ITD and ITS40) indicate 
that the device may be miniaturized to a size that would be 
easily transportable (approximately the size of a gas 
chromatography system). Although near real time analysis was 
realized with this study, it should be possible with a properly 
designed interface and data system to obtain real time analysis. 
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Table 1. EI/MS and EI/MS/MS Limits of Detection for Volatile 
Organic Compounds 

ComQOUDd (mLz) EI[MS LOD's EI[MS[MS LOO's 

Acetonitrile ( 42) NQ3. NQa 

1, 3 - Butadiene (54) NQa Nf 
Benzene (77) 60 ppb 60 ppb 

Benzene (78) 60 ppb 60 ppb 

Dichloromethane ( 8 3) 5 ppb 5 ppb 

Chloroform (84) 5 ppb 5 ppb 

T<)luene ( 91) 60 ppb 60 ppb 

c::11orobenzene (112) 125 ppb 125 ppb 

Carbon tetrachloride (117) 250 ppt: 500 ppt 

B:romobenzene (157) NQC! ~I) a 

a NQ - Not quantifiable with current E!Xperimental arrangement 
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EXPERIMENTAL ARRANGEMENT 
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Vl 
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Figure 1. 

Schematic of experimental 
arrangement for air sampling with 
the Ion Trap Mass Spectrometer. 
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Figure 2. 

a) Detection of carbon tetra
chloride in the 10 ppb standard 
using selected mass storage. 

b) The collisionally induced 
dissociation of mjz 117 which 
yields fragments characteristic 
of carbon tetrachloride. 
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a) The use of the ion trap to 
isolate mjz 77 to so where 79 
is believed to be due to the 
protonated benzene molecule. 

b) The collision induced 
dissociation of mjz 79 which 
yields fragments that 
represent protonated benzene. 
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Introduction 

Improved methods 1 in air monitoring technology which employ multi-layer sorbent tubes, 
followed by Thermal Desorption/Gas Chromatography /Mass Spectrophotometry (GCjMS) have been 
shown to be a more efficient method for the collection and analysis of volatile organic compounds 
(VOC's), than existing preconcentration techniques. Despiw its distinct advantages, the Thermal 
DesorptionjGCjMS analysis of multi-layer sorbent tubes, suffers from the disadvantage that it is not 
amenable to total automation. 

In an effort to automate the above mentioned "Improved Method," the Suffolk County 
Department of Health, working with Envirochem Inc. (Kembleville, PA) over a period of six months 
(12/88- 5/89) evaluated and helped develop the Model #8916 Mulitiple Tube Desorber Unit (MTD). 

This paper will discuss and evaluate an entire integrated air analysis system. The analytical 
system is composed of Envirochem's Model #8916 MTD, Envirochem's 810A Concentrator, Hewlett 
Packard Model 5890 GC and Model 5970 MSD. 

Incorporation of the MTD in the abovementioned system, is shown to provide the following: 

(1) Automation Features: 
(a) Increased productivity, unattended operation for the thermal desorption of 16 multi

layer sorbent tubes without the need for cryogenic focusing. 
(b) Ability to back load sorbent tubes, therefore permitting extended use of GCjMS 

equipment. 
(2) Improved ac·curacy and recoverv. particularly for more volatile compounds. 
(3) Improvement in overall Quality Assurance due to ability to run more standards and blanks. 
(4) Ease of Operation. 

Principle of Operation 

The MTD (see Figure 1.) employs an electronically controlled, air actuated 16 position multipart 
valve, to direct carrier gas flow through a preselected sorbent tube which is about to undergo a thermal 
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desorption cycle. 
The start of the thermal desorption cycle is normally controlled by a remote start signal, 

received from the GC/MS; however an automode (wjo remote start), and a manual advance button can 
also be used to initiate a cycle, and/or advance positions. 

A Typical MTD Cycle: 
(1) At the start of the thermal desorption cycle the MTD allows a 1 min purge of carrier gas, to 

free the sorbent tube and transfer lines of oxygen. This dry purge also acts as diluent and 
carrier for moisture in the analytical system. 

(2) Thermal desorption of sorbent tubes occurs with the aid of a sleeve heater at a flow of 
60mljmin helium at a preselected temperature, for a preselected time. 

(3) Through the use of a heated transfer line the VOC's are then transferred to the large bore 
trap of the concentrator. (see Figure 1.) 

(4) After allowing additional time and flow for proper transfer of organics, the large bore trap is 
rapidly heated and the VOC's are transferred onto a micro bore trap. 

(5) Similarly, the micro bore trap is ballistically heated and a discrete slug of concentrated 
organics is transferred to the capillary direct interface of the GCjMS analytical system. 

(6) The MTD is instructed to start a new cycle via contact closures on the GC/MS, once the 
analytical run is complete and equilibration temperatures are reached. 

Experimental 

Materials 
Envirochem ST -032 multi-layer sorbent tubes were utilized as the collection media. The 

air monitoring tubes were constructed of Pyrex glass (20cm long x 6mm OD and 4mm I D) and 
contained a glass frit, sequential layers of glass beads, Tenax, Ambersorb XE-340, and charcoal 
adsorbants. 

Analytical standards were obtained from Aldrich Chemicals (Milwaukee, WI), Chern 
Services f'Nest Chester, PA), and Scott Specialty Gases (Plumsteadville, PA). 

A Supelco (Bellefonte, PA) model2-3800 high capacity purifier, with an OM-1 indicating 
purifier was used to scrub ultra high purity helium of undesirable oxygen, moisture, CO, and 
C02. prior to entry into the analytical system. 

Standard Preparation /Storage 
Prior to use, air monitoring sorbent tubes are conditioned tor 20 min at 310°C, while 

being purged at 60mL/min with ultra high purity helium. Upon completion of the heating cycle, 
with the aid of continued purge flow, the sorbent tubes are allowed to cool to room 
temperature, and are then placed in individually labeled glass/teflon screw capped storage 
containers. 

After injection with an internal standard (4-bromofluorobenzene) the conditioned tubes 
are provided additional protection by storing dated batches of tubes in "Chain Of Custody" heat 
sealed 0.006 mil polyethylene bags. 

After completion of sampling, the glassjteflon protected tubes are once again batch 
heat sealed in the polyethylene bags, and refrigerated@ 4°C to await analysis. 

Standards were prepared using the EPA static dilution bottle method2. Additional 
check standards were also employed, utilizing a Scott Specialty Gases certified blend of target 
compounds, contained in a single compressed gas cylinder. 

All prepared gas standards were injected into conditioned sorbent tubes via septum in 
a pre-purged tee, which was housed in a oooc oven. A purge flow of 60mljmin was continued 
for 5 min to assure complete transfer of VOC's onto the sorbent air collection tubes. 

Analvtical Parameters 
M.T.D. -Temperature settings used were; valve compartment = 290°C, fitting 

compartment = 120°C, with all transfer lines set to 240°C. A complete 8 min cycle includes a 1 
min prepurge (no heat) followed by 1 min heating cycle to 200°C, and finally a holding 
temperature of 200°C for the remaining 6 min. 

Concentrator - After a 3 min secondary carrier flow time, the large bore trap was heated 
to 265°C in 22 seconds. A 3 min trap to trap transfer time was then used to translocate VOC's 
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to the micro bore trap. After the micro bore trap was heated to 275°C in 22 seconds, the total 
trap to column transfer and GC/MS run time was 52 min . 

.G..Q- A Restek (Port Matilda, PA) 60 meter, FITx Volatiles (crossbonded phenylmethy1 
polysiloxone), 0.25mm ID, custom made 1.5J.J. film tl"ickness, capillary column was used. The 
GC oven initial temperature was set to o•c with a 2 min hold, then programmed at a rate of 
2"C/min for 20 min, 4"Cjmin for 5 min, ?"Cjmin for 13 min, and 10"Cjmin for 7.9 min with a final 
hold time of 4.1 min (at the resultant 230"C temperature). The total run time was 52 min. 

MS - Autotuned every morning with perfluorotributylamine. Ran at autotuned settings. 
During analysis the MS was operated in full scan mode from 19 amu to 260 amu. 

Calibration is performed daily. System (MTD/CONC/GC/MS) analysis of a sorbent 
tube calibration standard which contained a 34 compound toxic VOC mix, is illustrated in Figure 
2. and listed in Table IV. 

l~esults & Discussion 
(Evaluation of Autosampler) 

Thirty-five volatile organic compounds (34 toxic VOC's and 1 internal standard) were utilized to 
13valuate the MTD in conjunction with the entire concentrator coupled/GC/MS analytical system. 
Advantages and shortcomings are listed below: 

(1) Elimination of Crvofocusing - Moisture based chromatographic problems have been 
reported3 in systems which employ a cryogenic based trapping system. Semi-permeable 
membrane tubing (i.e., Nation dryers) can be used on such systems to eliminate water, 
however such dryers also remove polar compounds. Therefore, one may be sacrificing the 
integrity of the original sample. Since the MTD cloes not employ the cryogenic principle, 
analytical difficulties associated with cryofocusing have been eliminated. 

(2) Increased Productivity- The labor intensive procedure of attended one-at-a-time desorption 
has been eliminated by allowing unattended sequential thermal desorption of 16 multi-layer 
sorbent tubes. Typically, before leaving for the Hvening, one "back loads" the MTD with 
additional air monitoring tubes; therefore, depending on analytical cycle time, 24 hour use 
of a GCjMS is now possible. 

During unattended operation, the unit can ba set into a dual remote start "safety mode", 
where, in the event of power failure occurrence, the maximum number of samples that can 
be lost is one (1). Once placed into the safety mode the MTD will not advance until the GC 
is "Ready" to accept samples. 

(3) Improved Precision and Accuracy- Individual "System Precision Checks" are listed for each 
of the target analytes in Table Ill. The mean imprecision for all 35 compounds was 4.9% 
A. S.D. (Relative Standard Deviation) which is lower than previously reported4,5 acceptable 
values obtained without the use of an MTD. 

Since the EPA "Static Dilution Bottle" method used to prepare our standards, lists an 
imprecision of ± 10%, we find the analytical system to be extremely precise. 

Improved accuracy, resulting from increased recovery of volatile organics (with a 
boiling point of less than so•C) has been observed, when utilizing the MTD. Low or erratic 
recoveries often occur when employing a stand alone Model 81 OA Concentrator. When a 
sorbent tube is placed into the thermal desorption chamber of the Concentrator a purge 
flow goes over the tube to the vent position. Since the desorption chamber is at a 
temperature of 40-45°C this causes losses of highly volatile organics, especially if the 
sample is not fired immediately. This condition cannot occur when utilizing the MTD, 
because each sorbent tube is dead ended with no purge flow until the desorption cycle 
starts. 

Results from our most recent EPA audit for Group V compounds are listed in Table V. 
With the exception of carbon tetrachloride quant.itation accuracy at the Sppb level was 
satisfactory (less than ±30% tolerance). Our poor results for carbon tetrachloride are 
currently under investigation. 

(4) Improved Quality Assurance- Ability to run morE! standards and blanks results in an overall 
improvement in quality assurance. For example, in a given 24 hour period, we have the 
ability to run a 5 point calibration curve, periodic check standards, field blanks, method 
blanks, and a post run standard, all appropriate!~ sequenced into a normal sample run. 
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Additional System Checks 

(5) Linearity - The analytical system was found to be linear in the 0-50nL range for each of the 
target analytes. Results obtained for a 5 point calibration curve in a 32 compound mix, 
resulted in individual compound correlation coefficients ranging from 0.969 to 1.000, with an 
average of 0.993. Figure 2. shows a typical calibration curve. 

(6) Storage - Acceptable storage of VOC's ranged from less than 1 week for few of the 
extremely volatile compounds, to greater than 5 months for less volatile compounds. 
Please refer to Table I for compound specific storage information. 

(7) Break Through Studies- Results from a "100 Liter- Dry Purge" break through study 
indicated satisfactory recoveries for 31 of the 34 target compounds, inconclusive results 
were obtained for Freon 12, vinyl chloride, and bromomethane. 

A similar break through study was conducted using a "100 Liters of 100% Humidified 
Q.!.!Illif' flow. The humidified study indicated a 40% breakthrough for Freon 11 , and a 50% 
breakthrough for methylene chloride. Inconclusive results were obtained for Freon 12. 
Freon 114, vinyl chloride and bromomethane. Recoveries for the remaining 28 compounds 
were satisfactory. Compound specific information is presented in Table II. 

CONCLUSION 

Use of the Multiple Tube Desorber (MTD) in the prescribed GCJMS system provides for 
automated analysis of air taxies without the need of cryofocusing. Improvements in productivity, 
precision, accuracy and overall quality assurance have been demonstrated. 
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TABLE I. STORAGE S'T'UDY 

I lT l 

I STORAGE TIME IN DAYS II I STORAGE TIME IN DAYS 
COMPOUND ~--------~------~1 COMPOUND 

I I <b) II I I <b) 
I ACCEPTABLE I INVALID II I ACCEPTABLE I INVALID 
I I II I . __ __ l 
I ---r----- I l 

I I II 
Freon 12 I 1 I 7 II Tetrachloroethylene I 150 

Freon 114 I 4 ! - II 1, 2-Dibrornoethane I 150 

Vinyl Chloride I 1 I 7 II Chlorobenzene I 150 
1,3-Butadiene I 4 I - II 1,1,1,2-Tetrachloroethane I 60 

Bromomethane I 1 I 7 II Ethylbenzene I 150 

Freon 11 I 7 I - ~ M-Xylene I 150 

Freon 113 I 7 I - II 0-Xylene I 150 

1,1-Dichloroethylene 

Methylene Chloride 

1,1-Dichloroethane 

Chloroform 
1,1,1-Trichloroethane 

Carbon Tetrachloride 

1,2-Dichloroethane 

Benzene 

Trichloroethylene 

1,2-Dichloropropane 

Toluene 

7 I 
7 I 
7 I 
7 I 

150 I 
150 I 
150 I 
150 I 

60 I 
150 I 
150 

I I 

-
-
-
-
-
-
-
-
-
-

Note: (b) Invalid -less than 70% recovery. 

1,1,2,2-Tetrachloroethane 

Int.Std./Bromofluorobenzene 

1,2,3-Trichloropropane 

1,3,5-Trimethylbenzene 

1,2,4-Trirnethylbenzene 

M-Dichlorobenzene 

P-Dichlorobenzene 

P-Diethylbenzene 

a-Dichlorobenzene 

Naphthalene 
" 

Dashes indicate intervals not yet established. 

i 60 

I 60 

I 60 

I 60 

I 60 

I 60 

I 60 

I 60 

I 60 

I 60 



TABLE II. BREAK THROUGH STUDY 

1100 Liter II 100 Literj100% 
I Dry Purge II Humidity Purge 

COMPOUND I (% Recovery) II ___ (l-%~R=e=c=o'-"v-"=e=-=r,__.y"-J_.) 
I Front I Back-Up II Front I Back-Up 

Tube Tube Tube Tube 

Freon 12 
___ I ___ I ___ I ___ I 

Freon 114 90% 10% 
___ I ___ I 

Vinyl Chloride 
___ I ___ I ___ r ___ I 

1,3-Butadiene 100% 0% 100% 0% 
Brornornethane 

___ I ___ I ___ I ___ I 

Freon 11 100% 0% 60% 40% 
Freon 113 100% 0% 80% 20% 
1,1-Dichloroethy1ene 100% 0% 83% 17% 
Methylene Chloride 96% 4% 50% 50% 
1,1-Dichloroethane 100% 0% 79% 21% 
Chloroform 100% 0% 86% 14% 
1,1,1-Trichloroethane 100% 0% 94% 6% 
carbon Tetrachloride 100% 0% 97% 3% 
1,2-Dichloroethane 100% 0% 98% 2% 
Benzene 100% 0% 100% 0% 
Trichloroethylene 100% 0% 100% 0% 
1,2-Dichloropropane 100% 0% 100% 0% 
Toluene 100% 0% 97% 3% 
Tetrachloroethylene 100% 0% 100% 0% 
1,2-Dibrornoethane 100% 0% 100% 0% 
Chlorobenzene 100% 0% 100% 0% 
1,1,1,2-Tetrachloroethane 100% 0% 100% 0% 
Ethylbenzene 100% 0% 100% 0% 
M-Xylene 95% 5% I 95% 5% 
0-Xylene 99% 1% 99% 1% 
1,1,2,2-Tetrachloroethane 100% 0% 100% 0% 
Int.Std./Brornofluorobenzene 100% 0% 100% 0% 
1,2,3-Trichloropropane 100% 0% 100% 0% 
1,3,5-Trimethylbenzene 100% 0% 100% 0% 
1,2,4-Trimethylbenzene 100% 0% 99% 1% 
M-Dichlorobenzene 100% 0% 100% 0% 
P-Diethylbenzene 100% 0% 100% 0% 
0-Dichlorobenzene 100% 0% 100% 0% 
Naphthalene 99% 1% 99% 1% 

Note: (I) Inconclusive results. Zero (0} or trace amounts 
only were found on the back-up tubes; however, less than 
expected amounts were found on the corresponding front 
end tube. Since sorbent tubes were prepared 7 days prior 
to analysis, reported storage problems may have caused or 
contributed to the low front tube recoveries. Further 
study is indicated. 
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COMPOUND 

Freon 12 

Freon 114 

Vinyl Chloride 

1,3-Butadiene 

Bromomethane 

Freon 11 

3 Freon 113 
U1 

1,1-Dichloroethylene 

Methylene Chloride 

1,1-Dichloroethane 

Chloroform 

1,1,1-Trichloroethane 

Carbon Tetrachloride 

1,2-Dichloroethane 

Benzene 

Trichloroethylene 

1,2-Dichloropropane 

Toluene 

TABLE III. SYSTEM PRECISION CHECKS 
-- I --- II ! I 

I AVG IN I REL. STD. II I AVG IN I 
I nL I DEV. II COMPOUND I nL I 
I < n=3 l I c% l II I c n=3 l I 
I I__ IL __ _L___ ___l 
T - I II I T 

24.14 

24.28 

22.72 

31.00 

22.05 

16.41 

4.65 

6.54 

9.11 

6.36 

6.97 

5.48 

5.57 

7.21 

7.76 

5.89 

5.77 

5.34 
I I 

4.0 

3.4 

9.7 

13.1 

12.9 

11.0 

3.7 

12.8 

4.2 

4.2 

2.6 

4.9 

5.0 

3.9 

11.9 

5.3 

3.5 

2.8 

II 
II Tetrachloroethylene 

II 1, 2-Dibromoethane 

II Chlorobenzene 

II 1, 1, 1, 2 -Tetrachloroethane 

II Ethylbenzene 

II M-Xylene 

II 0-Xylene 
1,1,2,2-Tetrachloroethane 

Int.Std./Bromofluorobenzene 

1,2,3-Trichloropropane 

1,3,5-Trimethylbenzene 

1,2,4-Trimethylbenzene 

M-Dichlorobenzene 

P-Dichlorobenzene 

P-Diethylbenzene 

a-Dichlorobenzene 

II Naphthalene 

II 

Mean for 35 compounds 

5.40 

6.62 

5.85 

5.28 

4.62 

4.73 

4.81 

5.98 

5.26 

5.60 

4.33 

4.24 

4.77 

6.36 

3.67 

5.43 

20.15 

REL. STD. 
DEV. 
(%) 

3.5 

2.4 

0.9 

3.0 

3.0 

2.1 

1.9 

3.0 

1.9 

1.6 

1.6 

1.7 

8.0 

3.9 

5.2 

3. 3 

6.0 

4.9% R.S.D. 
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Table IV. COMPOUND IDENTIFICATION 

CXlMPOUND CONC. RETEK'l'ION c~ 

nl. TIM!: 

Freon 12 50.72 36.71 T<>luene 
Freon 1.1~ 50.72 38. 3!i Tetraehloroetbylene 
Vinyl Chloride so.n 39.lli 1,2-Dtbrom<>ethane 
1.,3-Butadi.ne 50.72 

40.2~ Chlorobenzene 
BrOlDOCDO!than. 50.98 40.30 1,1,1,2-Tetraehlor<>ethane 
Freon 11 32.70 40.311 Ethyl benzene 
FreQI\ 113 9.70 40.57 M-Xylene 
1,1-DiehloroethyLene 15.38 41. !Ill o-Xylene 
Methylene Chloride 19.08 42.5ti 1,1,2,2-Tetraehloroethane 
1,1-Diehloroethane 13.H 42.8:. Int.Std./Bromofluorobenzene 
Chloroform 14.42 42.81i 1,2,3-Triehloropropane 
1,1,1-Trichloroethane 11.62 43. 4~1 1,3,5-Tr~thylben!ene 

Carbon Tetrachloride 11.70 44.30 1·,2, 4-Trimet.hylbenzene 
1,2-Dichloroethane 15.06 45.10 M-Diehlorobenzene 
Benzene 12.92 45. 7:! P-Dlet.hylbenzene 
Trichloroethylene 12.66 46. o:1 o-Diehlorobenaene 
1,2-Diehloropropane 12.10 49. 7ti Naphthalene 

-
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Stability/Instability of Gas Mixtures Containing 
1,3-Butadiene in Treated Aluminum Gas Cylinders 

George c. Rhoderick 

Gas and Particulate Science Division 
Center for Analytical Chemistry 
National Institute of Standards and Technology 
Gaithersburg, Maryland 20899 

The Gas Metrology Research Group of the National Institute of 
standards and Technology (NIST), formerly NBS, has been 
involved in research and dev1~lopnent of gas standards of 
volatile toxic organic compounds for many years. over thirty 
toxic organic compounds have been studied in gas mixtures 
contained in high pressure aluminum gas cylinders with 
specially treated interior surfaces. These mixtures, prepared 
using a microgravimetric techniquE~ developed at NIST, have 
been studied and tracked for many Y€!ars to determine long term 
compositional stability. Almost aL_ compounds studied to date 
have shown very good long term stability at the parts-per
billion (ppb, nanomolejmole) to parts-per-million (ppm, 
micromolejmole) range. One exception, 1,3-butadiene, is a 
compound that many scientists and policy makers are very 
interested in measuring in the environment. In this paper the 
I discuss data obtained over several years for gas mixtures 
of 1,3-butadiene in nitrogen, at concentrations of 2 ppm, 100 
ppb, and 10 ppb. The data demonstrctte that mixtures of 1, 3-
butadiene at the 2 ppm level have remained stable for over 
three years. However, gas mixtures of 1,3-butadiene at the 
10 ppb level have shown decreases in concentration of more 
than 70% over a two year period. Decreases in the 
concentration of 1,3-butadiene have been observed immediately 
after the preparation of the gas mixture in several cylinders. 
This work indicates that gas mixtures of 1,3-butadiene are not 
stable at the ppb levels and therefore are not reliable as 
accurate calibration standards. This suggests that fresh 
standards are needed to calibrate an instrument at the time 
of analysis and also that any "grab" samples containing this 
compound should be analyzed shortly after being taken. 
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Introduction 

Concern has risen in recent years over the occupational 
health hazard from exposure to 1,3-butadiene, in particular 
its carcinogenic potential <1>. EPA statistics show that there 
is an increased risk of cancer around several chemical 
facilities in the U.S., and that 1,3-butadiene is one of the 
compounds of concern< 2>. A recent set of EPA data revealed 
that cancer risks to persons around some industrial facilities 
in the U.S. could be as high as one in ten. Political 
campaigners are using this data, as well as other, to press 
for stronger emission control provisions in the Clean Air 
Act<3>. Studies have been done that compare the permitted 
chronic human exposure to the chronic dose rate that induces 
tumors in a proportion of laboratory animals; the results 
showed 1,3-butadiene to be one of the most hazardous 
substances<4 >. The current Threshold Limit Value (TLV) for 
1,3-butadiene is 10 parts-per-million (ppm, micromolejmole) 
in the USA<S> and also in the Netherlands<6 >. Concerns over 
whether to decrease the TLV have been expressed, and as a 
result, Norway significantly reduced the permitted levels in 
the workplace atmosphere for a number of chemicals, including 
1,3-butadiene, to 1 ppm<7>. 

To properly monitor 1, 3-butadiene levels in the workplace 
environment as well as the ambient atmosphere, accurate and 
stable calibration standards are needed. The Gas Metrology 
Research Group at· the National Institute of Standards and 
Technology (NIST) has been studying, with support from the 
EPA, the feasibility of producing gas standards of 1, 3-
butadiene and other compounds in treated aluminum gas 
cylinders. As a result of this research, NIST developed gas 
standards for EPA to use in its quality assurance programs for 
ambient air monitoring of volatile toxic organics. Two of the 
groups of standards for EPA, Groups 4 and 5, contain 1, 3-
butadiene as well as other organic compounds. 

Gravimetric standards have been prepared containing 1,3-
butadiene ranging in concentration from 2 ppm to 5 parts-per
billion (ppb, nanomolejmole) . These standards have been 
analyzed over time, with the introduction of new standards 
into the set at useful time intervals to determine the 
stability of the 1,3-butadiene gas mixtures. The results of 
these stability studies, and the feasibility of producing 
accurate, reliable, and stable standards containing 1,3-
butadiene, are discussed. 

Experimental 

The aluminum gas cylinders used for the mixtures were 
treated by Scott Specialty Gases of Plumsteadville, 
Pennsylvania, using a proprietary process called "Aculife" to 
deactivate the cylinder walls. Gas standards containing 1,3-
butadiene (and other organic compounds not common to every 
standard) in nitrogen were prepared in the aluminum gas 
cylinders using a micro-gravimetric procedure developed at 
NIST<8

•
9

•
10> Several standards were prepared at each of three 

concentration levels: nominally 2000, 100, and 10 ppb. 
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The standards were intei·compared using a gas 
chromatograph (GC) equipped with a flame-ionization detector 
(FID) . Several different packed and capillary chromatographic 
columns were used depending on the other compounds present in 
the standards. A stainless steel gas sampling valve with a 
carbon filled teflon rotor was used to collect and inject the 
gas sample onto the column. The gas sample valve was equipped 
with a 1.0 mL stainless steel sample loop for analysis of the 
2 ppm set of standards. A 10 mL loop was used for the 100 ppb 
standards. For analysis of the 10 ppb standards, an automatic 
cryogenic preconcentration system \alas used. The sample flow 
of 50 mLjmin into the trap was controlled by a mass flow 
controller. The sample was typically collected in the trap 
for 5 minutes. The sample trap was then electrically heated 
and the sample was injected onto the GC column. 

Since there is no absolute method to determine 
concentrations of organics at these levels, three methods were 
used to track the 1, 3-butadiene concentration. Method 1 
involved the correlation of the set of standards, at each 
level, using linear regression (a plot of gravimetric 
concentration versus GC area response). A concentration for 
each standard was then calculated from the linear regression 
fit. If the calculated concentration agreed with the 
gravimetric value, or the calculated value from previous 
analyses, then the compound was ::onsidered to be stable. 
Method 2 involved the preparation of' new standards at selected 
time intervals and intercomparison of the old to the new 
standards. A ratio was calculated using the GC area response 
of the old to the new standard and a concentration was then 
determined based on the gravimetric value of the new standard. 
If the concentration determined for the old standard agreed 
with previous values, then the compound was considered to be 
stable. Any continuous decrease in the concentration outside 
of the uncertainty limits of the gravimetric concentration of 
the compound would signify instability. Method 3 involved the 
presence of an internal stable gas, such as benzene, along 
with the 1,3-butadiene in the standard. The GC area response 
for 1, 3-butadiene was ratioed to the area response for the 
known stable compound. The standard was analyzed periodically 
by GC-FID and a ratio was determined. If the ratio changed 
in one direction continously, then the suspected compound was 
not stable in the gas mixture. 

Results and Discussion 

Table 1 shows the results for a set of five standards 
containing 1,3-butadiene at the 2 ppm level. The gravimetric 
concentration, followed by the uncertainty of that value 
calculated from the sources of error (weighing, purity of 
starting materials) in the preparation, is given for each 
standard. The first four standards were prepared within four 
months of each other. Method 1 was used to intercompare the 
standards in 9/86 and in 5/89. The calculated concentration 
was determined from the linear regression of the analytical 
data. The results of that plot show excellent agreement 
(r2=1. 0000) for the set of standards and thus showed no 
decrease in the concentration of 1,3-butadiene in the four 
standards. However, this did not ensure that. decreases were 
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not taking place. It was possible, although unlikely, that 
all the standards were changing at the same rate. To 
determine whether this was occurring, a new 2 ppm standard was 
prepared. Method 1 was used to intercompare two of the 
original four standards (the other two were not available) and 
the new standard. The linear regression, although only using 
three points, showed excellent agreement (r2=0.9995) between 
the new and old standards, as shown under the column heading 
9/89 in Table I. The calculated concentrations for these two 
original standards were identical to their gravimetric values 
determined in 1986. This data confirmed that the 1, 3-
butadiene in the gas mixtures at a nominal concentration of 
2 ppm was indeed stable, and had been so for a three year 
period. 

Only a few measurements of 1,3-butadiene stability were 
done at the 100 ppb level. Table II lists those standards 
that have been prepared and tracked for stability. Only 
method 2 has been used to measure the concentration of the 
1,3-butadiene at this level. Standard AAL-19246 was compared 
to a 2 ppm standard, AAL-15885, in 4/87. Subsequent 
measurements were made by intercomparing the older standards 
to a new one. The two oldest standards, AAL-19246 and AAL-
19249, decreased rapidly in concentration over six months and 
one month, respectively. Those two standards plus AAL-20701 
were analyzed against a new standard, x-138356, shortly after 
it was prepared in 1/90. A further decrease in concentration 
was observed in each of the three standards, with AAL-20701 
having decreased by an absolute amount of 19 ppb in one year. 
This represented the largest absolute decrease in 1,3-
butadiene observed for any of the standards studied. The 
uncertainty in the gravimetric concentrations listed in Table 
II are a factor of ten smaller than the amount of decrease 
observed. Therefore, the data for these standards show that 
1,3-butadiene is not stable in gas mixtures at the 100 ppb 
level, and one might predict similar results at the 10 ppb 
level. 

Much of the work involving 1, 3-butadiene in gas standards 
has been at the 10 ppb level. Many standards have been 
prepared and studied for stability. The data for a few of 
these standards are summarized in Table 3. The first four 
listed are the first standards prepared containing 1,3-
butadiene at the 10 ppb level. Method 1, using linear 
regression of a set of standards, was used on the data from 
the intercomparison of these four standards in 10/86 and 4/87. 
The results show that standard AAL-17535 had decreased in 1,3-
butadiene concentration from its preparation in 8/86 to 10/86 
when it was first measured. The analysis in 4/87 indicated 
further decrease in AAL-17535 and a border-line decrease in 
AAL-15940 {the uncertainty bar overlaps the two values) . Two 
of the standards, AAL-13377 and IL-3437, appeared to be stable 
for six months. Since the first four standards in Table 3 
were intercompared using linear regression in 10/86 and 4/87, 
if one were to assume that all four of the standards changed 
a little, then the calculated concentrations may not show the 
actual changes in concentration because they are compared on 
a relative basis. To determine if indeed the first four 
standards in Table III had changed, two new standards were 
prepared in 1/88 and intercompared to the first four standards 
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in 2/88. Method 2 was used, ratioing the GC area response for 
the first four standards to the new standards. The 1, 3-
butadiene concentration was then calculated for each of the 
first four standards from the gravimetric concentration of the 
new standards. The resulting concEmtrations determined from 
these ratios show that indeed the older standards were 
decreasing. These results also show that the rate of decrease 
of the 1,3-butadiene is different from cylinder to cylinder, 
and therefore a constant rate chang'~ cannot be determined and 
applied to all cylinders. 

Another set of standards are listed in Table IV. These 
standards, containing 1,3-butadiene at 10 ppb plus other 
organic compounds different from theose discussed in Table III, 
were prepared and monitored as a function of time. Since IL-
3437, from the original set, appeared to be stable for six 
months (see Table III, 4/87 analysis), it was intercompared 
with the five new standards prepared during 5/87. A response 
factor (GC area response divided by 9ravimetric concentration) 
was calculated for each of the standards. The response 
factors for standards IL-3437, AAL-19256 and AAL-19248 agreed 
within 1. 6% of each other. All the other standards had 
response factors much less than t.hese three. Therefore, 
method 1 was used to calculate the concentrations of the other 
standards listed in Table IV. The results show that the 1,3-
butadiene had decreased in AAL-19254, AAl-19255 and AAL-19253, 
only one month after their preparation. This decrease 
continued when some of the standards were analyzed in 6/87. 
Two new standards were prepared and intercompared to this set 
in 1/88, using method 2. All the old standards had markedly 
decreased in concentration over the six months between 
analyses. Further decreases were sE~en again when part of the 
set was analyzed against a new standard in 6/88. 

The results from these studies indicate that it is very 
difficult to determine what the actual concentration of the 
1,3-butadiene is in a gas standard or mixture, at any given 
time, without preparing new standards. Even then, it is 
difficult to ensure the actual concentration since the 1,3-
butadiene concentration might change between the time the 
standard is prepared and the time that it is first analyzed. 
To emphasize this point, and to follow the decrease of 1,3-
butadiene in a gas mixture from the very beginning, a standard 
was prepared and regularly analyzed. This standard also 
contained benzene and toluene as internal standards, as well 
as some other compounds. Method 3 WciS used to follow the 1, 3-
butadiene concentration with time. The GC area response for 
a known stable compound, toluene, was ratioed to that of 
benzene, another known stable compound, to make sure the 
toluene was behaving as expected. The concentrations of 1,3-
butadiene, toluene, and benzene were all nominal 10 ppb. At 
the same time, the GC area response for 1, 3-butadiene was 
ratioed to that of benzene. Table V shows data for the ratio 
of the 1,3-butadiene GC area response to that of benzene and 
for toluene to benzene. The ratios for toluene to benzene 
did not change throughout the study which covered a period of 
over two years. However, the rat.ios of 1, 3-butadiene to 
benzene show that there was a stectdy decrease of the 1, 3-
butadiene from the very beginning. 'rhe 1, 3-butadiene in this 
standard decreased by 72% relative, representing the largest 
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relative decrease observed for any standard or mixture over 
such a time period. Other mixtures have been prepared and 
analyzed in the same manner with the outcome being the same. 

The reason for the loss of 1,3-butadiene in the 100 and 
10 ppb standards is not known, and it can only be speculated. 
During the study periods, no new peaks were found in the 
chromatograms from the analysis of these standards. 
Therefore, the reaction and formation of other compounds is 
probably not occurring, unless these possible new compounds 
are being adsorbed onto the cylinder walls. Another 
possibility for the decrease in concentration could be that 
the 1,3-butadiene itself is being adsorbed onto the cylinder 
walls. Polymerization of the 1,3-butadiene at active sites on 
the cylinder walls is also a possibility. The loss of 1,3-
butadiene to heterogeneous polymerization would be minimal at 
these concentration levels since it depends on two molecules 
of 1,3-butadiene coming together at an active site on the 
cylinder wall. It would also be controlled by the number of 
active sites on the cylinder walls, which would vary from 
cylinder to cylinder. Since the 1,3-butadiene decreases in 
the 100 and 10 ppb mixtures, it may also be decreasing in 
those at the 2 ppm level. However, this same change in 
absolute concentration would not be as detectable in the 2 ppm 
standards because the analytical imprecision is on the same 
order as the observed decreases. 

Conclusions 

The research described here has shown that no degradation 
in concentration has been detected in gas mixtures containing 
1,3-butadiene at the 2 ppm level, with 0.03 ppm precision. 
The gas mixtures were contained in treated aluminum gas 
cylinders, over a period of three years. Longer term 
stability at this concentration level is probable. Reliable 
and accurate standards can be prepared at this level and used 
to calibrate instruments for measurement and monitoring of 
1, 3 -butadiene in the workplace environment. However, gas 
mixtures of 1,3-butadiene at the 100 and 10 ppb are not stable 
and are therefore unreliable even for short periods of time. 
The results in Table V show that 1, 3-butadiene starts to 
decrease in concentration immediately after its preparation, 
and other data show that the amount of decrease varies from 
cylinder to cylinder. The data also show that it is very 
difficult to determine the concentration of 1,3-butadiene in 
a gas mixture unless a new standard is prepared and the 
analysis performed immediately. Even then, the concentration 
determined may not be accurate because the 1, 3-butadiene 
concentration could decrease before the analysis can be 
performed. Anyone using stainless steel cannisters, or 
flasks made of other materials, should evaluate these 
containers for loss of 1,3-butadiene before using them for 
environmental or atmospheric sampling. 
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Table I. stability data for 2 :r;:pn 1, 3-b.rt:adiene in nit.rc:qen starrlards in 
trea:ta:l alumirum gas cylirrlers. 

rate sanple Grav:inetric calcul.ata:l Ccn:Jentration8 

Pxepare:i Nl.mbar O:::n::entratioo8 9/86 5/89 9/89 

5/86 Mlr-5921 1. 436±0. 004 1.439±(>.015 1. 434.±0. 015 
8/86 Mlr-15945 2.514.±0.008 2.515:±:.0.025 2. 514.±0. 025 
8/86 Mlr-15885 1. 76<>±0. 005 1. 759±_0.018 1. 762.±0.018 1. 767.±0. 018 
8/86 Mlr-15941 1. 65<>±0. 005 1.652.±0.016 1.646±<).016 1.645.±0.016 
9/89 x-138356 2.014.±0.006 2. 012.±0. 020 

a carr::entratians are in :r;:pn (micrarolejm:lle) ani the l.ID::E!.rtainties are 
expressed as two starrlard deviatians. 

Table II. stability data for 100 ~ 1,3-b.rt:adiene gas stan::1ards. 

rate Sanple Gravi.rretric calcul.ata:i Ccn:Jentration8 

Prepara:i Nurrber O:::n::entratic:na 4/8-f> 9/8T 10/87 1/90d 

4/87 Mlr-19246 97.4±1.0 98.0 93.2 90.9 88.0 
8/87 Mlr-19249 138 ±1 138 131 129 

12/88 Mlr-20701 113 ±1 94 
1/90 X-138366 106 ±1 

8C'c:nJeritratians are in IP=~ (nan:::arolejm:lle) • 'Ihe ~es for the 
calcul.ata:l cx:n:a1tratians are ±1. 0 Iti:J at tv.o starrlard deviatians. 
bC'c:nJeritratioo det.ermi.rm. by ratioi.rg to a 2 wn st:ardanl of 1,3-b.rt:.adi~, 
Mir-15885 (see table 1). 
cCI::n:a1tra.tirn det.ermi.rm. by ratioirg to Mlr-19249. 
~tioo det.ermi.rm. by ratioi.rg all the stan:lards to X-138366. 

Table III. stability data for 10 Iti:J 1,3-bJt.adi.~ gas st:arrlards. 

r:ate Sanple Grav:inetric calcul.ata:i a:n::entratirn8 

Prepara:i Nurrber a:n::entratioo8 10/86 4/87 2/88 

4/86 Mlr-13377 18.9±_0.4 19.0 19.0 13.8 
8/86 Mir-15940 11. 7.±0.2 11.8 10.2 6.8 
8/86 Mir-17535 22.1.±0.4 18.4 14.8 9.3 
9/86 II.r-3437 15.4_±0.3 15.0 15.4 10.8 
1/88 CAI.r11243 15.2_±0.2 15.2 
1/88 CAI.r11233 3.9_±0.1 4.0 

80n::entratians are in RD (:nan:::m::>lejrrole). 'Ihe l.ID::E!.rtainties for the 
calcul.ata:i cx:n:::entratians are ±1. 0 RD at tv.'o stard3rd deviations. 
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Table N. stability data for 10 JI:b 1,3-h.J:tadi~ gas st:arrlards. 

rate 5anple Grav:ilretric Cila.liated o:::n:ent.ratian8 

Prepared NLmber Cl::ln:::el rtraticn8 5L87 6L87 lL88 6L88 

9/86 II.r-3437 15.4±0.3 15.4 
4/87 AAI.r-19253 9.6±<J.2 7.9 7.9 5.0 4.2 
5/87 AAI.r-19254 13.2±0.2 11.9 11.4 8.1 
5/87 AAI.r-19255 12.3±<J.2 11..0 8.8 
5/87 AAI.r-19256 7.4±<J.2 7.3 7.1 4.6 3.6 
5/87 AAI.r-19248 4.8±<J.1 4.9 4.8 2.2 
1/88 CA!r-11243 15.2±0.3 15.2 14.8 
1/88 CA!r-11233 3.9±().5 3.7 3.6 
6/88 AAI.r-20699 14.Qt0.3 14.0 

8Q::n;entraticns are in };l:b (narx:m::>lejm::>le). 'll1e \IDJertainties for the 
cala.llata:l cx:n::entraticns are ±1. o };l:b at b~.U starrlai:d deviaticns. 

Table V. Ratics of GC area resp:nse of 10 };l:b 1, 3-h.rt:adiene to benzene ar 
toluene to benzene witll time shaillg instab:Uity in gas starrlani ML-19256. 

GC ArEa Pespc:l1se Ratics 
rate 

Analyze:i 1, 3-B.It.adiene/Benzene 'Ibluene;'Benzene 

5/18/87 0.667 1.23 
5/19/87 0.661 1.22 
5/20/87 0.659 1.22 
5/26/87 0.597 1.19 
5/27/87 0.585 1.20 
6/03/87 0.563 1.19 
6/19/87 0.525 1.23 
1/19/88 0.366 1.20 
6/07/88 0.328 1.21 
7/01/88 0.292 1.22 

10/05/88 0.250 1.23 
12/07/88 0.243 1.21 

1/10/89 0.237 1.22 
8/01/89 0.185 1.20 
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TOXIC ORGANIC GAS STANDARDS IN HIGH PRESSURE CYLINDERS 

STEPHEN B. MILLER, Ph.D., MANAGER OF RESEARCH AND DEVELOPMENT 
ROBERT B. DENYSZYN, Ph.D., TECHNICAL DIRECTOR 
MARKS. SIRINIDES, lAB MANAGER 
THOMAS E. SASSAMAN, 
ROBERT J. TYSON, 
Scott Specialty Gases, Inc. 
Route 611 
Plumsteadville, PA 18949 

The accuracy of low ppb toxic organic gas mixtures in high pressure cylinders has been 
evaluated for a number of components in complex gas mixtures. 

A review of the process taken to calculate the uncertainty will be described along with the 
experimental methods taken to minimize bias and improve precision. Results from such evaluation will 
be presented for several multi-component gas mixtures. Results from intercomparison of Scott 
standards with NIST standards will also be discussed. 
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1. INTRODUCTION 

Several years ago, Scott Specialty Gases began manufacturing low concentration toxic organic 
gas mixtures, in response to the demand for standards to support analyses at EPA Superfund sites. 
Since that time, there has been a rapid increase in conct!m over envirownental issues in general and 
significant improvement in analytical methods for low-level organics. The new Clean Air Act will 
mandate that more toxic organic measurements be made. Therefore, there is likely to be 
continuing demand for reliable standards covering an expanding list of compounds. 

The subject of this talk is the Group V toxic organic mixtures. Scott has manufactured a series 
of cylinders containing 5 ppb of each of the following eighteen compounds in a nitrogen balance 
gas: 

Bromomethane (Methyl Bromide) 
Dichloromethane (Methylene Chloride) 
Trichloromethane (Chloroform) 
Tetrachloromethane (Carbon Tetrachloride) 
Trichlorofluoromethane (Freon-11) 
Chloroethene (Vinyl Chloride) 
1,2-Dichloroethane 
1,2-Dibromoethane 
1,1,1-Trichloroethane 

Trichloroethylene 
Tetrachloroethylene 
1,2-Dichloropropane 
1,3-Butadiene 
Benzene 
Chlorobenzene 
Toluene 
1,2-Dimethylbenzene (o-X ylene) 
Ethylbenzene 

The Group V compounds are all important air taxies and are named on the EPA's target 
compound lists of extractable volatile organics. 

The objectives of this paper will be to describe tht! steps in the manufacturing process for the 
Group V toxic organic mixtures and to discuss some of the quality characteristics of these 
standards, including concentration uncertainties and batch variability. Statistical methods for 
uncertainty calculations will be reviewed and the overall uncertainties of Scott mixtures will be 
contrasted with those for the NIST SRM 1804. Topics will be presented in the following order: 

Pre-Blend Preparations 
Blending 
Reference Standards 
Analyses 
Statistical Uncertainty 
Scott I NIST Intercomparison 

2. EXPERIMENTAL 

Pre-blend Preparations 

The reagents which are used in these mixtures consist of organic materials and nitrogen balance 
gas. The organic reagents are purchased from commercial suppliers such as Aldrich and are 
assayed very thoroughly in our own laboratories by gas chromatography. The assay is important for 
two reasons. First, we need to detect any potential interferences (i.e., species that are present in 
one compound that will affect the concentration of another). Second, we need to know the overall 
purity of the material with some degree of certainty. 

Nitrogen, used as the balance gas, is Scott's own Research Grade nitrogen (99.9999% purity), 
and is also analyzed prior to use. It is by far the largest component of the mixture. Therefore, 
interferences, even at the ppm level, are extremely important. A typical assay for Research Grade 
nitrogen is shown below: 
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Hydrocarbons (as Methane) 
Halocarbons 
Carbon Monoxide 
Oxygen 
Water 
Other Impurities 

< 10 ppb 
< 2.0 ppb 
< 5.0 ppm 
< 5.0 ppm 
< 5.0 ppm 
< 1.0 ppm 

Analyses show less than 10 ppb non-methane hydrocarbons. The hydrocarbons present are 
mostly ethane and ethylene, and therefore, do not interfere with any of the components in the 
mixture. The other impurities in the nitrogen do affect the overall certainty of the mixture, but do 
not interfere with any of the organic reagents in the mixture. 

Cylinders are very carefully prepared prior to use. For mixtures of toxic organics, new 
aluminum cylinders of 30 liter capacity are purchased and equipped with a CGA 350 stainless steel 
packless valve. The cylinder is subjected to hydrostatic test to 3400 psi. Following the hydrostatic 
test, the cylinder is thoroughly dried and the valve/cylinder combination is then checked for gas 
leakage. 

The cylinder is then subjected to our Aculife IV treatment. The Aculife IV treatment is a 
three-step process consisting of 1), a thorough deionized water wash, 2), extended heating and 
evacuation, and 3), treatment in the gas phase with a chemical which reacts with chemisorbed and 
structural water on the metal surface. The Aculife IV treatment is key to the stability of Group V 
organic mixtures. 

The Aculife IV treatment has been able to produce stable mixtures of the compounds shown below: 

Acetone 
Acetonitrile 
Benzene 
Benzyl chloride 
Bromomethane 
1,3-Butadiene 
Carbon tetrachloride 
Chlorobenzene 
Chloroform 

1,2-Dibromomethane 
m-Dichlorobenzene 
1,3-Dichloroethane 
1,2-Dichloropropane 
1,4-Dioxane 
Ethyl benzene 
Freon 11 
Freon 113 
Freon 114 

Freon 12 
n-Hexane 
Methylene chloride 
Methylethyl ketone 
Perchloroethylene 
Toluene 
1, 1,1-Trichloroethane 
Vinyl chloride 
Vinylidene chloride 
o-Xylene 

At Scott, new cylinder treatments are evaluated continually, but no treatment has yet been 
identified which can stabilize the organic compounds shown below: 

Acrylonitrile 
Aniline 
Bromoform 
Ethylamine 
Ethylene oxide 

Formaldehyde 
Propylene oxide 
Pyridine 
Styrene 
trans-1,4-Dichloro-2-butene 

In general, compounds which are highly polar or which have strong hydrogen-bonding 
capability present stability problems. 

Cylinder handling and gas transfer operations are accomplished using a specialized blending 
manifold. A great deal of care is taken with the components of the blending manifold. Only 
bellows or diaphragm valves are used. Stainless steel or nickel tubing is used throughout, and 
connections are either orbital welded or made using VCR-type fittings. 

Blending 

Blending, the process by which the components are combined at the proper concentration, 
consists of five steps: 
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1. A master liquid blending mixture of the fourteen liquid components is prepared in a glass 
container gravimetrically. 

2. A master gas blending mixture is prepared by a tb:-ee-step process: 

• A small quantity of the master liquid blending mixture is introduced gravimetrically to 
an evacuated cylinder by the Microgravn" method. The MicrogravT"' method ts a 
variation of the glass capillary technique reported in the literature. 

• The four remaining gaseous components (Freon 11, vinyl chloride, bromomethane, 
and 1,3-butadiene) are introduced to the master gas blending cylinder gravimetrically. 

• Nitrogen balance gas is added gravimetrically. The fmal concentration of each of the 
eighteen components in the master gas blending mixture is 500 ppb. 

3. The eventual product cylinder is connected to the :Jlending manifold, evacuated and tared. 

4. An appropriate quantity of the master gas blending mixture ( eg, 50.0 g) is introduced to 
the product cylinder gravimetrically. 

5. Finally, nitrogen balance gas is added to the product cylinder ( eg, 5000 g) to achieve the 
fmal pressure and component concentrations. 

Since all operations are performed gravimetrically, very low blending uncertainties can be 
achieved. Cylinders can be weighed to ±0.1 g, yielding total uncertainties from 0.1 to 0.5%. 

Reference Standards 

Even though low blending uncertainties are re<:.dily achieved, adsorption/desorption 
phenomena can occur within the cylinder which change the blended concentrations of the organic 
components. Therefore, each cylinder must be analyzed and reference standards are required for 
the analysis. 

Two sets of reference standards are required for the Group V toxic organic mixtures. One set 
covers the FlO-responsive species (16 components) and the other covers the ECD-responsive 
species (Freon-11 and carbon tetrachloride). Standards at the appropriate concentration level are 
often not readily available for these mixtures, and therebre, it is necessary to generate our own 
reference standards. 

The steps required to produce the FID reference standard are similar to those used to 
produce the original mixtures: 

1. A second master liquid mixture of thirteen liquid components is prepared gravimetrically. 
This mixture is then diluted by a factor of 10,000 with a suitable solvent in order to give a 
weighable quantity of the liquid solution containing low concentrations of the organic 
components. 

2. The FID standard itself is prepared in a glass flask by a two-step process: 

• A small quantity of the master liquid standard mixture is introduced gravimetrically 
into the glass flask, which had been pre-treated and evacuated to assure minimum 
container effect. 

• The three remaining gaseous components (vinyl chloride, bromomethane, and 
1,3-butadiene) are introduced individually to the glass flask manometrically. 
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The glass flask mixture is used as a standard for gas chromatography analysis of the 
FID-responsive species. The glass flask is used to assign values to a secondary standard, a 
previously-prepared cylinder mixture (AAL 18488) of the eighteen components in nitrogen at 270 
ppb. Although not essential to the certification process, this procedure provides a relatively large 
supply of the secondary standard with known values for future use. 

Finally, a working FID reference standard at 10 ppb is prepared in a glass or stainless steel 
flask by diluting a small quantity of the 270 ppb standard by a factor of 27 using manometric 
techniques. The 10 ppb mixture is used as the standard for the analysis of the batch of Group V 
mixture cylinders. 

The process for preparing the ECD reference standard is similar. A glass flask, similar to that 
used for the FID standard, is prepared and the two gaseous halocarbon materials introduced 
manometrically. No intermediate (secondary) standard is prepared. 

Analyses 

At this point, a batch of cylinders of the 5 ppb Group V mixtures, and two reference standards, 
have been prepared. Each cylinder in the batch can now be analyzed. One cylinder is selected at 
random from the batch to be the batch master. Since we have only limited quantities of the two 
reference standards available, the reference standards are used to assign values to the batch master, 
and then the batch master is used to standardize the remaining cylinders. As a QC measure, 
analyses are mixed over the course of the analysis process. The batch master is analyzed, then two 
batch cylinders, the batch master again, two batch cylinders, and so on. This procedure yields 
statistics for the batch master and a measure of long-term drift during the course of the analysis. 

The conditions used for the gas chromatographic analyses are as follows: 

FID-Responsive Species (All Except F-11 and CC14) 

• HP 5890A FID 
• 30m x 0.53 mm DB-1 (Megabore) 
• 9 cc/min Helium 
• Temperature Program from 0°C to 165°C 

ECD-Responsive Species (F-11 and CC14) 

• Shimadzu Mini-2 ECD 
• 6ft x 1/8 in SP-1200 (packed) 
• 25 cc/min P-5 (Argon/Methane) 
• 80 °C Isothermal 

Quality 

The overall quality of these mixtures can be described by three key variables: 

1. Individual component uncertainty 
2. Individual component stability 
3. Batch variability 

Each of these key factors will be discussed separately. 

Virtually every operation in the process, whether it be mechanical or analytical, carries with it 
some level of uncertainty. Uncertainties can arise from three main sources: 
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1. Repeatability (the precision of the measurement process) 
2. Accuracy (the capability of the measurement device or technique) 
3. Purity (assay of the mixture materials) 

Uncertainties of all types are additive, ie, uncertamt1es accumulate as each succeeding 
operation is performed. The uncertainty of the final mixmre can be determined mathematically by 
estimating the accumulated errors using the propagation of errors technique. 

For any given operation, the incremental uncertainty can be calculated by taking the 
magnitude of the error associated with the operation, dividing it by the magnitude of the operation 
of itself, squaring that quantity, and then taking the squae root of that result. A 95% confidence 
level can be achieved by multiplying the result by 200. 

The overall uncertainty in the final mixture is the quadrature sum of the incremental 
uncertainties for all underlying operations, whether they :ue of the repeatability, accuracy, or purity 
type. 

Our experience has shown the level of performance to expect from each step of the operation. 
The table below summarizes key process steps and typical relative uncertainties for the step: 

SOURCE 

Raw Materials 
Blending 
Analysis 
Standards 

DOMINANT FACTOR ---

Purity 
Scale accuracy (mass dependent) 
GC Precision (component dependent) 
GC Precision (component dependent) 

CONTRIBUTION 

0.1% 
0.2-0.5% 
0.5- 10% 
0.5-10% 

Well-characterized, pure raw materials contribute very little to the uncertainty of the mixture, 
0.1% or less. For blending, usually performed gravimetrically, the relative uncertainty contribution 
is dependent on the capability of the balance being used <tnd on the absolute mass of material being 
weighed. Using a balance capable of ±0.1 g, even relatively small masses (eg, 50 g) can be 
measured with an incremental uncertainty of 0.2%. For rr.ulti-component mixtures, overall blending 
uncertainties range from 0.2 - 0.5%. For the analysis of the mixtures, the dominant performance 
factor is the repeatability of peak area in replicate GC analyses. For any given component, the 
incremental uncertainty contribution is dependent on tht: GC behavior of the component and can 
range from less than 1% to more than 10%. In gen,~ral, compounds which elute late in the 
chromatogram or exhibit bad peak shape give poor analytical precision, and therefore contribute 
the. highest amount of uncertainty in the fmal product. Total analytical uncertainties range from 2 -
10% for GC analysis, and this process step dominates the total uncertainty for the mixture. 

There are a large number of individual operations that occur during the blending and analysis 
of an eighteen component toxic organic mixture. The total propagation of error calculation is 
extremely laborious to do, so much so that it is impractical to perform for every cylinder produced. 
Rather than perform the exhaustive propagation of erron. calculation, Scott relies on a conservative 
estimate of 10% overall uncertainty for all components in a 5 ppb mixture. It is very unusual for a 
compound to exceed the 10% overall uncertainty criteria. 

3. RESULTS 

The ftrst quality variable to be discussed is component uncertainty, i.e., the uncertainty for a 
given component within one cylinder. If the anal}tical Vctlue determined for the given component, 
and its associated uncertainty, includes the gravimetric blending value for that component, and its 
uncertainty, then that component is within specifica:ion. For example, a component is 
gravimetrically blended at 5 ppb, with a 0.5% relative uncertainty (or ±0.025 ppb), and analytically 
deternHn.ed to be 4.95 ppb, with a 5% relative uncertaiuty (or ±0.25 ppb. The gravimetric value 
would be contained in the analytical value, and this result would meet Scott's criteria for component 
uncertainty. 
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The second major quality variable to be discussed is component stability. This variable is 
evaluated by performing replicate analyses over an extended period of time to observe 
concentration changes. A component is stable if the precision of replicate measurements made 
over the time period is within the 10% analytical tolerance. Stabilities for representative 
components studied over a nine month period are shown below. 

COMPONENT 2/20/87 11/9/87 %DELTA 

Chloroform 9.092 9.072 0.22 
Benzene 8.873 8.408 5.20 
Vinyl Chloride 9.644 9.905 2.70 
Toluene 9.114 9.057 0.63 
Bromomethane 9.815 9.374 4.50 

The third and final major quality variable is batch variability, or the variability of a given 
component within a lot of identical cylinders. For a given component, this parameter is evaluated 
by calculating the ratio of the analytical value in the batch master to the analytical value for that 
same component in another cylinder from the batch. The calculation is repeated for each cylinder 
in the batch and statistics are performed on the set of ratios. A component values are identical 
within the batch if the precision of the analytical value ratios is within the 10% analytical tolerance. 
As can be seen in the table below, certain of the Group V toxic organics (bromomethane and 
1,3-butadiene) exhibit unacceptable batch variation. NIST is unable to certify these components in 
the Group V mixtures for this reason. 

Freon 11 
Benzene 
Chloroform 
a-Xylene 
1,3-Butadiene 
Bromomethane 

1.6% 
2.2% 
2.4% 
3.2% 

13.2% 
15.6% 

The table below shows a comparison of Scott Group V toxic organic standards to the NIST 
Standard Reference Material 1804. The first three columns show the Scott gravimetric value, the 
Scott analytical value, and the Scott total uncertainty (based on the 10% analytical tolerance 
criteria). The final two columns show the NIST analytical value and the calculated tolerance or 
uncertainty. The Scott analytical value, with the 10% tolerance, includes both the NIST analytical 
value and the Scott gravimetric value for virtually every component. Further, the NIST analytical 
value, with its published tolerance, includes the Scott analytical value for most components. It can 
be concluded that the Scott cylinders and the NIST cylinders are essentially identical, except for the 
large estimated uncertainty associated with Scott values. 

SCOTT SCOTT SCOTT NIST NIST 
COMPOUND GRAV. ANAL. TOL. ANAL. TOL. 

Benzene 5.0 5.2 ±0.5 5.0 ± 0.1 
Bromomethane 5.0 5.2 ±0.5 5.4 
1,3-Butadicne 5.0 5.4 ±0.5 4.6 
Carbon Tetrachloride 5.0 4.6 ±0.5 5.0 ± 0.1 
Chlorobenzene 5.0 5.5 ±0.5 5.0 ±0.2 
Chloroform 5.0 5.0 ±0.5 4.9 ±0.2 
1,2-Dibromomethane 5.0 5.6 ±0.5 5.0 
1,2-Dichloroethane 5.0 5.2 ±0.5 5.0 ±0.2 
Dichloromethane 5.0 5.1 ±0.5 5.1 ± 0.3 
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SCOIT SCOIT SCOIT NIST NIST 
COMPOUND GRAV. ANAL. TOL. ANAL. TOL. 

1,2· Dichloropropane 5.0 5.2 ±0.5 5.0 ± 0.2 
Ethylbenzene 5.0 5.7 ±0.5 4.7 ±0.2 
Tetrachloroethylene 5.0 5.4 ±0.5 5.0 ±0.2 
Toluene 5.0 5.2 ±0.5 4.9 ±0.2 
1,1,1· Trichloroethane 5.0 5.3 ± 0.5 5.0 ±0.1 
Trichloroethylene 5.0 5.2 ±0.5 5.0 ±0.2 
Trichlorofluromethane 5.0 4.9 ±0.5 5.1 ± 0.1 
Vinyl Chloride 5.0 5.2 ±0.5 5.2 ± 0.2 
ortho-Xylene 5.0 6.0 ±0.5 5.1 ± 0.2 

4. CONCLUSION 

Scott Specialty Gases, therefore, represents a commercial source for reliable standards for 
toxic organic work with near-NlST quality. Many other mixtures of similar quality are also 
available. 
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HUMIDIFIED CANISTER STABILITY OF SELECTED VOC'S 

Rita~ Harrell, Richard E. Means, and Kenneth J. Caviston 
NSI Technology Services Corporation 
P.O. Box 12313 
Research Triangle Park, NC 27709 

William J. Mitchell, PhD 
U. S. EPA Environmental Monitoring Systems Laboratory 
Research Triangle Park, NC 27711 

ABSTRACT 

In the environmental monitoring field the need for 
reliable standards for auditing and documenting data is well 
established. An important factor to take into consideration 
when such standards are prepared in canisters is the 
stability of the VOC's for the duration of time that they are 
to be used. Stability studies involving SUMMA canisters from 
several different manufacturers will be described in detail. 

INTRODUCTION 

NSI Technology Services Corporation serves a contract 
laboratory for the preparation of VOC audit materials for the 
Environmental Protection Agency. A major portion of these 
materials are prepared in SUMMA canisters of the same type as 
are used for field sampling. VOC "shelf life~ is an 
important consideration for such canisters as they are often 
used as QA samples periodically during a extended period of 
time as well as being used immediately upon receipt. This 
report primarily focuses on 6 canisters loaded from the same 
VOC cylinder under identical conditions of humidity, etc. 
but from different manufacturers. 
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EXPERIMENTAL 

In order to compare the stability of selected VOC's in 
humidified SUMMA canisters, the same Group V cylinder was 
selected to pressurize canisters from several manufacturers 
to a undiluted final pressure of 40 psig. All canisters were 
humidified by the injection of the appropriate amount of 
boiled, ultrapure deionized water to provide 50% relative 
humidity. 

Following a 24 hour equilibration period, canisters were 
analyzed on a periodic basis using an HP 5890 GC/FID equipped 
with a cryoconcentrator and an HP-5 (crosslinked) 5% phenyl 
methyl silicone capillary column 30m X 0.55mm with a 0.88 urn 
film thickness. Sample sizes were approximately the same for 
all analyses. 

RESULTS 

For simplicity, the 18 compounds present in Group V 
cylinders were subdivided into 4 groups according to 
classes of compounds and representative compound used for 
graphing purposes. Manufacturers ar€! denoted by A, B, C(C1 & 
C2 are different types) , D, and E. 

Figure 1 represents the class of compounds which 
includes benzene, toluene, chlorobenzene, ethylbenzene, 
styrene and a-xylene. Stability data is well within 
acceptable limits for all canisters throughout an 38 week 
period with the exception of A and B. Both of these canisters 
show a dramatic drop in concentration at 18 weeks while the 
others continue to show good stability. 

Figure 2 represents the class of compounds which 
includes vinyl .chloride, trichloroethylene, and 
tetrachloroethylene. For this class of compounds, stability 
is good throughout a 38 week period for all canisters except 
B which again shows a large decrease in concentration 
starting a week 20 or 21. 

Figure 3 represents the compounds 1,1,1-trichloroethane, 
1,2-dichloroethane, and 1,2-dibromoethane. Stability data for 
these compounds show a similar trend as those represented in 
Figure 1. A and B begin dropping in concentration at week 21. 

Figure 4 represents bromomethane, freon-11, carbon 
tetrachloride, and chloroform. Again canisters A and B show 
differences from the other canisters with A dropping off at 
21 weeks and B at 23 weeks. 

CONCLUSION 

From the results obtained, it is apparent that for up to 
at least 18 weeks Group V VOC's are stable regardless of who 
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manufactured the canisters. However, after this point in time 
two of the canisters show a definite concentration drop which 
negates their usefulness as audit materials. Thus, careful 
consideration of VOC residence times in humidified SUMMA 
canisters should be a factor in the selection of canister 
vendors. 
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EVALUATION OF A CONTINUOUS SAMPLING ruND 
ANALYSIS SYSTEM FOR VOLATILE ORGANIC 
COMPOUNDS 

James M. Hazlett 
Robert E. Bailey 

Air Taxies Laboratory 
Louisiana Department of Environmental Quality 
Baton Rouge, Louisiana 

ABSTRACT 

The Louisiana Department of ~nvironmental Quality has 
completed a test project on a gas chromatograph based system 
to collect and analyze hourly ambient air samples for Volatile 
Organic Compounds. Most ambient sampling strategies for 
Volatile Organic Compounds revolve around time integrated 
samples collected in canisters or on solid adsorbents. While 
this type of sampling strategy can provide much useful 
information, it cannot provide detailed data such as diurnal 
patterns, daily maximum/minimum concentrations, etc. 

The analysis system tested is composed of a xonTech Model 
930 Organic Vapor Concentrator coupled to a Hewlett Packard 
Model 5890 Gas Chromatograph. The sample concentrator 
utilizes a dual Tenax trap system which permits sample 
collection on one trap while an analysis is being performed on 
the other. The gas chromatograph is fitted with a wide bore 
capillary column and FID/HECD Detectors. The system is 
programmed to operate 24 hours per day collecting a 56 minute 
sample every hour with subsequent: analysis. The system 
currently provides hourly data on 28 volatile Organic 
Compounds. 

This paper will include a presentation of ambient 
monitoring data, quality assuranc2 data, and an overall 
evaluation of the systems performanc(~ and reliability. 
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INTRODUCTION 

The Louisiana Department of Environmental Quality (LDEQ) 
has operated an Air Toxics Monitoring Station since 1984. This 
station, located near downtown Baton Rouge, has been one of the 
few monitoring sites in the country capable of providing round
the-clock monitoring data for airborne volatile organic 
compounds. The original system consisted of a computer 
controlled dual gas chromatograph and data acquisition system. 
During the five years this site was in operation the analytical 
system was able to produce a vast amount of monitoring data. 
However the site was also besieged with a number of problems. 
These problems included compound misidentification due to low 
chromatographic resolution, high maintenance costs, frequent 
breakdowns, and an inadequate data system. During the spring of 
1989 a search began for a replacement system. 

In order meet the goals of the LDEQ AIR Toxics monitoring 
program and address the problems experienced with the existing 
monitoring station the new equipment selected had to meet 
several requirements. 

Hourly Samples of at least 56 minute duration 
Concentrator must start GC and Data System 
Dual bed sorbent traps to enable capture 

hydrocarbons 
Dual detectors: 

Flame Ionization Detector 

C2-C10 

Electrolytic Conductivity Detector (Halogen mode) 
Detection levels down to 0.1 ppbv for selected compounds 
User selectable sample, zero, and calibration analyses 
Data reports at the end of each hourly run 
Storage of data in PC compatible files 
Ability to recover after a power failure 

In addition to the above requirements the replacement system had 
to be cost effective by providing a high volume of data with low 
costs for operation and maintenance. 

SYSTEM DESCRIPTION 

In July of 1989 the replacement system was selected and 
placed into operation. This system consists of the following 
three, sub-systems; 

1. XonTech Model 930 Organic Vapor Concentrator equipped 
with dual sorbent bed traps. 
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2. Hewlett Packard 5890 gas chromatograph equipped with a 
Flame Ionization Detector & an O.I. Electrolytic 
Conductivity Detector configured in the halogen mode. 

3. Dual Hewlett Packard Model 3396 programmable computing 
integrators equipped with HP-BASIC. 

In addition a GRID lap top MS-·DOS computer was purchased in 
order to extract the data from the ~ntegrators and transfer it 
to the agency database. 

The XonTech model 930 Organic ITapor Concentrator consists 
of two vertically mounted sorption traps which are alternately 
activated in order to provide continuous air sampling. The 
traps consist of a 1 I 8" o. d. x 12" long stainless steel tube 
packed with a 6" bed of Tenax TA tacked up with a 3" bed of 
Carboxen-564. This type of dual bed trap has been shown to 
provide excellent recoveries for a wide range of compounds. The 
sample flow rate is set at 10 CC/min providing a total sample 
volume of 560 CC. Each trap is heated and cooled separately for 
independent operation through the following 60 minute cycles: 

A. 56.0 minute sampling of ambient air 
4.0 minute Helium purge to remove air from sorbent tube 

B. 2.5 minute Desorption at 200'C to inject sample 
15.0·minute cleaning at 215'C 
42.5 minute cooling to ambient temperature 

During continuous operation when one trap is performing cycle 
A, the other trap is performing cycle B. At the end of the 60 
minute cycle the traps switch functions. At the beginning of 
each desorption cycle the concentrator sends a remote start 
signal to the GC and the integrator data system. The Organic 
Vapor Concentrator is connected to the Gas Chromatograph by 
means of a heated transfer line. 

The gas chromatograph is equipped with a sample splitter 
that divides the sample between two separate columns. A SPB-1 
capillary column 50 m x 0. 53 mm x :2. 65 urn is attached to the 
Flame Ionization Detector while a SPB-1 column 25m x 0.32 mm x 
0.52 urn is attached to the Electrolytic Conductivity Detector. 
This combination yields a split ratio of about 5:1 in favor of 
the FID. The GC is temperature programmed for an initial 
temperature of 30 degrees C. Three ninutes after the run start 
the temperature is increased at a rate of 2. 5 degrees C per 
minute up to a final temperature of 130 degrees C. The total GC 
run-time is 45 minutes. 
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The monitoring system is calibrated three times a week 
using compressed gas cylinders containing certified 
concentrations of the compounds of interest. The retention time 
of each compound is stored in the integrators along with an 
appropriate specific response factor. At the end of each 
subsequent analysis the integrators automatically execute a 
BASIC program which matches retention times to identify 
compounds and quantifies them by using the specific response 
factors determined during the calibration analyses. The total 
areas of all peaks including unknowns are summed for each 
detector. Total area on the Flame Ionization Detector is 
multiplied by the hexane response factor to yield a value for 
total hydrocarbons. Total area on the Electrolytic Conductivity 
Detector is multiplied by the ethylene dichloride response 
factor to yield a value for total chlorinated VOC. The data is 
then written to a daily data file in each integrator and stored 
under unique file names. At midnight each day a 24 hour summary 
report is printed. Each integrator has enough memory capacity 
to hold at least six days of data. Periodically the site 
operator will transfer the data files from the integrators to 
the lap top computer for editing and subsequent storage in the 
agency database. 

In addition to the analytical data, the monitoring site has 
a meteorological equipment tower which measures wind direction, 
wind speed, and ambient temperature. This data is gathered in 
the form of hourly averages and stored in the agency database 
along with each chromatographic analysis. 

Detection levels have been determined to be about 0.1 ppbv 
on the Flame Ionization Detector for most of the hydrocarbons 
and about 0.02 ppbv on the Electrolytic Conductivity Detector 
for the chlorinated VOC. 

OPERATIONAL RESULTS 

Since the monitoring system was placed in operation it has 
been able to sample and analyze around 700 ambient air samples 
per month. The equipment has been able to recover from most 
short term power failures resulting in little loss of data. 
There were a few problems initially with background noise on the 
Electrolytic Conductivity Detector. Once that problem was 
solved both detectors have subsequently performed quite well. 

The monitoring system was subjected to several tests in 
order to fully evaluate the precision and accuracy. A 
performance audit cylinder containing low ppbv levels of several 
volatile organic compounds was attached to the sampling manifold 
and subsequently analyzed. The results listed in ( Table 1 ) 
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show the monitoring system was ablt:! to measure most of the 
compounds within an accuracy of t/- 20%. In order to evaluate 
the precision and repeatability of the system, a gas mixture was 
sampled repea£edly over a eight hour period. The results show 
a slight difference ( +/- 5% ) in instrument response occurring 
on alternating runs. This effect is caused by slight 
differences in the trapping and/or desorption efficiency between 
the two sorbent traps. Since the •:::oncentrator unit has the 
capability of injecting an internal :3tandard with each sample, 
it is felt that the use of an internal standard calibration 
method will eliminate this minor problem. 

The monitoring system was co-located with a canister based, 
time integrated sampling system which was part of the Urban Air 
Taxies Monitoring Program. A comparison of data was made by 
taking the mean average of the 24 hourly samples on a given 
sample date, and comparing those averages to the results 
obtained from the canister analysis. The results contained in 
( Table 2 ) show the monitoring system is capable of producing 
data of nearly the same quality as th2 time integrated canister 
based sampling system . 

. AMBIE:NT DATA RESULTS 

Table 3 shows the mean average concentrations observed for 
the period January 1, 1990 through March 31, 1990. During this 
period of time the monitoring system collected and analyzed 2003 
samples. This represents a data capture of 92.7%. 

The most striking fact about the monitoring data gathered 
is that the levels of volatile organic compounds observed are 
highly variable. Often during any g~ven twenty four-four hour 
:?eriod the range of measured concentrations can be quite high. 
The diurnal pattern of concentrations can be observed by sorting 
·:he monitoring data by the hour of the day in which the samples 
were collected. As a result it can be seen that most of the 
~ydrocarbons generally reach their maximum concentrations during 
~he 6 - 9 am period and hit their lowest reading during the 12 -

3 pm period ( Figure 2 ) . No noticeable diurnal pattern was 
observed for the chlorinated volatile organic compounds. 

Another useful type of data anaJ.ysis involves sorting the 
data into groups according to the direction from which the wind 
1Nas blowing when the samples were collected. This kind of data 
analysis is valuable in pinpointins:· the effect local point 
sources can have on a monitoring stat.ion. The LDEQ monitoring 
station is located to the south of sev2ral petrochemical plants. 
Consequently when the wind is from a northerly direction a 
corresponding increase in the observed levels of volatile 
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organic compounds can be seen ( Figure 3 ) . 

CONCLUSIONS 

The continuous monitoring system established by LDEQ 
provides a useful alternative to the field collection and 
laboratory analysis of ambient air samples. Initial estimates 
of the precision and accuracy compare favorably with the 
precision and accuracy measured during the early development of 
other air taxies monitoring techniques. Improvements in the 
precision and accuracy are expected as the knowledge and 
understanding of the system operation grows. The overall 
performance of the system has been good enough that LDEQ has 
begun formulating plans to expand this type of monitoring 
program to several sites around the state. 
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TABLE I 

Performance Audit Results 
RTI Cylinder AAl. -21616 

Compound RTI Cone. PPB DEQ Analyafe PPB 

vinyl chloride 
methylene chloride 
chloroform 
1.2-dlchloroethane 
carbon tetrachloride 
trichloroethylene 
perohloroethylene 
benzene 
toluene 
ethyl benane 
o-xylene 

TABLE II 

5.27 3.21 
4.41 3.74 
4.86 4.88 
5.08 4.43 
5.08 4.78 
5.10 4.65 
5.24 5.08 
5.58 5.42 
5.18 5.04 
4.80 4.81 
5.28 5.00 

-a&. 'ttl 
-15.8~ 
+ 0.8~ 
-12.5~ 
-8-K 
-10.8~ 

- 2.8Yt 
- 2.8'l. 
- 2.8Y. 
• O.SY. 
- 5.5~ 

Data Comparison 
with Canister Based Sampler 

Date of Sample Benzene Toluene 
LDEQ - Canleter LDEQ - Canleter 

--------------------- -----------~--··----- -------------------
7/27/89 1.7 - 1.80 2.4 - 2.81 
8/08/89 2.1 - 2.12 3.1 - 2.30 
8/20/89 2.2 - 2.13 3.7 - 2.66 
9/01/89 0.8 - 0.88 1.0 - 0.96 
9/13/89 1.2 - 1.12 2.6 - 2.14 
9/26/89 1.3 - 0.79 1.1 - 0.88 

Oonoentratlon• In PPBV 
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( TABLE 3 ) 

AVERAGE CONCENTRATIONS MEASURED 

FID HYDROCARBONS - BATON ROUGE, LA. 

Compound Mean Average Concentration (PPBV) 

Propane 
Butane 
2-methylbutane 
Pentane 
2-methylpentane 
3-methylpentane 
Hexane 
Methylcyclopentane 
Benzene 
2-methylhexane 
2,2,4-trimethylpentane 
Heptane 
~ ~hylcyclohexane 

Tc.luene 
Octane 
Ethylbenzene 
m+p xylene 
o xylene 
Cumene 
1,2,4-trimethylbenzene 

Unknowns 
Total Hydrocarbons 

8. 4 
4.7 
3.7 
1.9 
1.0 
0. 6 
1.0 
0.5 
1.0 
0.2 
0.3 
0.2 
0.2 
1.6 
0.1 
0.2 
1.3 
0.6 
0.2 
1.2 

6.3 
35.2 

ELCD CHLORINATED VOC - BATON ROUGE, LA. 

Compound Mean Average Concentration (PPBV) 

Vinyl Chloride 
Methylene Chloride 
Chloroform 
Ethylene Dichloride 
Carbon Tetrachloride 
Trichloroethylene 
Perchloroethylene 

Unknowns 
Total Chlorinated VOC 
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0.4 
0.1 

<0.1 
0.5 
0.1 

<0.1 
0.1 

1.5 
2.5 



FIGURE I 

Diurnal Variation in Concentration 
Baton Rouge, Louisiana 
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FIGURE II 

Variation of Concentration with 
Change in Wind Direction 
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CANISTER BASED SAMPLING SYSTEMS -
A PERFORMANCE EVALUATION 

Dave-Paul Dayton 
Radian Corporation 

P.O. Box 13000 
Research Triangle Park, NC 277(1) 

David A. Brymer 
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Austin, TX 7871JJ 

Robert F. Jongleux 
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Research Triangle Park, NC 277CYJ 

Canister based sampling systems have gained wide acceptance for the collection of integrated 
whole ambient air samples containing volatile organic compounds. Utilization of this sample collection 
method has increased significantly. There are many different canister based sampling systems. The various 
sampling system incorporate diverse operating principles but always share one common element, a 
SUMMA ~-treated, stainless steel canister as the sample containment vessel. The technique and associated 
hardware used to time-integrate the sample is the primary difference between the various operating 
principles. Integration techniques include the use of several electronic and/or mechanical devices. These 
devices include pumps, variable orifices, fixed orifices, and mass flow controllers, either separately or in 
combination. Radian Corporation has designed, fabricated, and used canister based sampling systems, 
encompassing many of the various operating principles, during several large field sampling programs. A 
performance evaluation of several canister based sampling systems, addressing time-integration characteristics 
and reliability has been compiled. An estimate of sampler system associated bias is assessed, based on the 
suggested certification procedure detailed in Method T0-14, published by the U.S. Environmental Protection 
Agency. 
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INTRODUCTION 

Canister based sampling systems have gained wid(: acceptance for the collection of time
integrated whole ambient air samples containing volatile organic compounds. There are many canister based 
~ampling systems which incorporate diverse operating principles but always share one common element, a 
~tainless steel SUMMA*-treated canister as the sample containment vessel. 

The technique and associated hardware used to pt~rform time-integration of a canister sample is 
the primary difference among the various operating principles. Time-integration techniques generally involve 
the use of electronic and mechanical devices either separately or in combination. Several of these systems 
are commercially available while others are custom built for a specific application. 

Radian Corporation has gained vast experience with canister based sampling systems through the 
management and operation of the multiyear national Nonmetbane Organic Compound (NMOC) and Urban 
Air Taxies Monitoring Program (UATMP), under contuct to 1:he U.S. Environmental Protection Agency 
(U.S. EPA). Radian Corporation has also managed and operated extensive regional monitoring networks for 
private industry. The operation of these government and indw>try monitoring networks has involved the 
design, fabrication, certification, deployment, and operation of approximately 100 canister sampling systems 
encompassing many of the current principles of operation. Modification and repair of the sampling systems 
ae also an integral part of operating the monitoring networks. During the course of these programs 
2.pproximately 14,725 samples were collected at over 218 sites across the country during the past six years. 

The following performance evaluation of canister :;ampling systems is based on experience 
gained during the aforementioned programs. The evaluation addresses system associated bias, based on the 
certification procedure suggested in Method T0-14.1 In additiJn, time-integration characteristics and 
reliability are assessed. 

SAMPLING SYSTEM GROUPING 

Although the evaluated sampling systems incorporated various operating principles, they can be 
categorized into three basic groups. Systems in Group A use uegative pressure generated by a pump pulling 
a.gainst an orifice assembly to deliver an integrated sample intc the canister. Group A sampling systems can 
be used to collect a sample that has either a negative or a positive ftnal pressure. This is usually dependent 
upon the needs of the analytical methodology for which the sample is being collected. This paper addresses 
only negative final sample pressure collections. Systems in Group B use an electronic mass flow controller 
and the vacuum present in the canister to deliver a time-integrated sample into the canister. Systems in 
Group C use the vacuum present in the canister pulling agains: a vacuum regulation assembly to delivery an 
i:1tegrated sample into the canister. 

Group B and C systems can be used to collect negative final pressure samples only, unless a 
pump is also incorporated into the sampling system. None of 1he models of mass flow controlled or vacuum 
regulation sampling systems evaluated incorporated a pump. 

SAMPLING SYSTEM CERTIFICATION 

Procedure 

Sampling systems are subjected to a laboratory certification procedure to quantify any additive 
or subtractive biases the sampling systems may contribute to the samples they collect. The certification 
procedure, described in Method T0-14,1 involves determination of system specific compound recovery and 
contamination. A challenge sample of a blend of organic compounds at known concentrations in humidified 
air, is collected through the sampling system. Analysis of the challenge sample is performed and percent 
r:!coveries of the organic compounds are calculated. The calculated percent recoveries are used as a gauge 
of additive and/or subtractive bias on a system specific basis. A humidified zero air blank sample is then 
collected through the sampling systems to gauge further additive bias. 
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Results 

Twenty-two Group A sampling systems, representing three different models, received sampler 
certification. The three models included in Group A were the U.S. EPA NMOC Sampler, the Radian 
Corporation RCS Sampler, and the Scientific Instrumentation Specialists AGS-1/B Sampler. Thirty-four 
Group B sampling systems, representing three different models, also received sampler certification. The 
three models included in Group B were the U.S. EPA UATMP Sampler, the U.S. EPA Modified Type "L" 
Sampler, and the Radian Corporation RCS/M Sampler. Four Group C sampling systems, representing one 
model, received sampler certification. The model included in Group C was a Veriflow Vacuum Regulator. 
A blend of benzene, methylene chloride, toluene, vinyl chloride, and a-xylene, all at approximately 104 ppbv, 
was delivered to the Radian Certification System from a high pressure cylinder. Humidified zero air from 
the Radian Canister Cleaning System was also delivered to the certification system and mixed with the 
organic compounds to produce the desired challenge sample concentrations. 

Each of the Group A and Group B sampling systems collected a challenge sample from the 
Radian Certification System. The challenge samples were analyzed by multiple detector gas chromatograph 
and percent recovery for each compound tested was calculated on a sampler-specific basis. The individual 
percent recovery figures were then averaged on a compound-specific basis within the two sampling system 
categories. Table 1 presents the sampling systems challenge data. Average recoveries calculated for the 
Group A systems ranged from 94.8% for a-xylene to 108.7% for toluene, with an overall mean of 
102.8 percent. Standard deviations for the Group A systems ranged from 2.6% for methylene chloride to 
7.7% for toluene, with an overall mean standard deviation of 4.5 percent. Average recoveries calculated for 
the Group B systems ranged from 80.2% for vinyl chloride to 100.9% for a-xylene, with an overall mean of 
91.7 percent. Standard deviations for the Group B systems ranged from 2.1% for a-xylene to 22.2% for vinyl 
chloride, with an overall mean standard deviation of 11.2 percent. Average recoveries calculated for the 
Group C systems ranged from 91.7% for benzene to 108.0% for a-xylene, with an overall mean of 
98.2 percent. Standard deviations for the Group C systems ranged from 1.8% for methylene chloride to 
15.9% for a-xylene, with an overall mean of 10.7 percent. Comparing the means of the percent recoveries 
for the challenge samples shows there is an apparent difference at the 0.05 level of significance or a 95% 
probability between the Group A sampling systems and the Group B systems. There is also an apparent 
difference between Group A sampling systems and Group C systems. There is no apparent difference 
between Group B sampling systems and Group C systems. Not enough data is currently available to explain 
these differences. Although there is a statistical difference between the Group A and Group B and C 
recovery data, 92%, 103%, and 98% are generally considered to be reasonable and acceptable percent 
recoveries. 

When the collection of the challenge samples was completed, all the sampling systems were 
purged for 48 hours with zero air that had been humidified to 80% relative humidity in preparation for the 
system blank sample collections. The purpose of the system blank samples is to assess sampler cleanliness as 
a further gauge of additive bias. It is not a test of sample carryover. The acceptance criterion for sampling 
system cleanliness, as described in Method T0-14,1 is less than 0.2 ppbv of any target compound analytes. 
After the 48·hour purge, each of Group A, Group B, and Group C sampling systems collected a system 
blank sample. The system blank samples were analyzed by multiple detector gas chromatography. 

Ninety-one percent of the Group A systems and 75% of the Group C systems were able to meet 
the acceptance criterion after 48 hours of purge, while only 32% of the Group B systems were able to meet 
the criterion. This is not to say that the Group A and Group C systems are inherently cleaner, but rather 
that they can be cleaned faster. It is theorized, that this is due to the ability of the Group A and Group C 
systems to operate at a higher flow rate, typically 3 to 5 L/minute. The highest flowrate for the Group B 
systems is dictated by the range of the mass flow controller being utilized, typically 20 to 100 mL/minute. 
Invariably, all the sampling systems were able to meet the cleanliness criterion with additional purging. The 
maximum additional purge time required was 48 hours. 

An area that has been lacking in most canister sampling network programs is a method of 
performing some form of certification in the field, using humidified standards and humidified zero air. This 
in-the-field certification is recommended to be performed on a regular schedule throughout the period of 
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performance of the sampling effort and would. in fact, serve as a performance audit. Regularly administered 
audits would give insight into compound recovery variability and sample carryover. The U.S. EPA is 
developing a trial in-the-field canister sampling system audit procedure that will be evaluated during the 1990 
Urban Air Toxics Monitoring Program.2 

SAMPLING SYSTEM TIME-INTEGRATION CHARACTERIZATION 

F'rocedure 

A time-integrated canister sample is defmed as a sample that is collected at a constant flowrate 
throughout the sample collection period. If the collection floWI·ate varies during the collection period. the 
sample could be biased or not representative of the ambient air sampled. assuming the concentration of 
C•Jmpounds present in the ambient air changes throughout the :.ampling period. 

To perform time-integration characterizations, a system incorporating a calibrated mass flow 
meter and a strip chart recorder was used to measure any flowrate deviations that occurred during varied 
sampling conditions. The sampling system being characterized pulled humidified zero air through the 
calibrated mass flow meter and delivered it to the sample canister at a preset collection flowrate. The 
electronic output from the mass flow meter was recorded by th·:: strip chart recorder, and a real-time 
assessment of flowrate variation was made. An absolute pressure gauge was plumbed into the outlet transfer 
line between the sampling system and the sample canister. This allowed for the real-time assessment of 
pressure change within the sample canister in relation to the sample flowrate. 

Results 

Group A, Group B, and Group C sampling systems were setup to collect 24-hour samples of 
h:llDlidified zero air, through the time-integration assessment apparatus. Collection flowrates of 3.6 mL/min 
for the Group A systems and 33 mL/min for the Group B systems were used. These collection flowrates 
were determined to yield time-integrated samples with negative fmal sample pressures in evacuated six-Liter 
SUMMA a-treated canisters. The initial average measured pressure in the 6-L canisters was 29.92 inches Hg 
vacuum. 

A collection flowrate of 5.6 mL/min was used for the Group C systems. This flowrate 
r~:presents the extreme lower end of the range of flow attainabl•= with the Veriflow Vacuum Regulators. 
T!tis collection flowrate was determined to yield a time-integrat~d sample with a negative fmal sample 
pressure in evacuated l5L SUMMAa-treated canisters. The initial average measured pressure in the 15L 
canisters was 29.78 inches Hg vacuum. 

The Group A systems displayed very good time-intl!gration characteristics during the 24-hour, 
m:gative fmal sample pressure collections. They maintained a constant flowrate as long as the sample 
canister pressure remained negative. Group A systems set for an average sample flowrate of 3.6 mL/min 
maintained this flowrate during the 24-hour test period with no measurable flowrate change. The final 
measured sample pressure averaged 3.73 inches Hg vacuum. 1 his represents approximately 87% of the 6-L 
canister volume replaced with sample. 

The Group B systems evaluated displayed very good time-integration characteristics during the 
24-hour, negative final sample pressure collections. Group B sy,tems set for an average collection flowrate of 
3.3 mL/min maintained this flowrate during the 24-hour test period with no measurable flowrate change. 
TI1e fmal measured sample pressure averaged 6.1 inches Hg vacuum. This represents 79% of the canister 
volume replaced with sample. 

A pressure differential across mass flow controllers is required to enable them to maintain a set 
flowrate. The pressure difference required varies from model to model and also unit to unit within the same 
model type. The average required pressure difference observed during the Group B evaluation was 
1.8 inches Hg vacuum. Mass flow controllers intended for use in a vacuum mode should receive a negative 
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pressure calibration instead of the positive pressure calibration that is normally standard from most 
manufacturers. 

The Group C systems evaluated displayed good time-integration characteristics during the 24-
hour, negative final sample pressure collections. Group C systems set for an average collection flowrate of 
5.6 mL/min., maintained this flowrate during the 24-bour test period with no measurable flowrate change. 
The ftnal measured sample pressure averaged U.1 inches Hg vacuum. This represents 54% of the canister 
volume replaced with sample. 

A pressure differential across vacuum regulators is required to enable them to maintain a set 
flowrate. The pressure difference required varies from model to model and also unit to unit within the same 
model. The average required pressure difference observed during the Group C evaluation was 
12.1 inches Hg vacuum. 

Once an individual sampling systems time-integration characteristics are determined, they can be 
used as a quality control measure. Any specific sampling system operated at the same collection flowrate 
repeatedly should yield the same approximate final sample pressure repeatedly. Any deviation in final 
sample pressure greater than 15% is an indication that something abnonnal occurred which could impact 
sample validity. 

SAMPLING SYSTEM RELIABILITY 

In general, both Group A and Group B sampling systems operate reliably. Since 1984, Radian 
Corporation has collected or overseen the collection of approximately 13,609 samples using 68 Group A 
systems at approximately 179 sites across the country. Valid sample collections using the Group A systems 
occurred at an average rate of 93.4 percent. Radian Corporation bas also collected or overseen the collection 
of approximately 1116 samples using 27 Group B systems at approximately 40 sites across the country. Valid 
sample collections using the Group B systems occurred at an average rate of 95.0 percent. The reliability of 
Group C systems was not assessed because they are normally activated and deactivated manually. 

The sampling systems have proven to be mechanically durable. Procedural misoperation of the 
sampling systems by the site operators account for the bulk of failed sample collections. Mechanical failures 
account for only one-third of the 5.8% of failed collections. The majority of the mechanical problems 
involved improper activation or deactivation of the latching solenoid valves, pump failures, or system leaks. 
Leaks are considered to be a mechanical problem because they are usually caused by the vibration set up by 
the sampling and/or slipstream by-pass pump incorporated into systems. Improper operation of the sampling 
systems by site operators accounted for the remaining two-thirds of unsuccessful sample collections. The 
primary procedural problems causing unsuccessful sample collection were improper programming of the 
sampling system activation/deactivation timing device and failure of the operator to open or close the sample 
canister bellows valve either prior to or after sample collection. 

CONCLUSIONS 

When operated properly, Group A, Group B and Group C canister based sampling systems offer 
a reliable method for the coUect of representative whole ambient air samples containing volatile organic 
compounds. They exhibit good compound recovery characteristics for the compounds tested. They are 
acceptably nonbiasing. The area of sample carryover has not been researched in depth. More data to 
quantify sample carryover needs to be obtained. The sampling systems will perform time-integrated sample 
collections when operated within sampler specific parameters. Sampler specific time-integration 
characteristics can be used as a quality control measure to gauge sample validity. Successful sample 
collection using the sampling systems described averaged 94.2%, with most of the failures attributed to 
improper operation by the system operators. The Group C systems offer a viable sampling approach in 
applications where sources of electric power are not available or to accommodate cost considerations. 

There was no apparent overwhelming advantages in reliability, certifibility or time-integration 
characteristics between Group A and Group B systems. The amount of vacuum remaining in a sample 
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canister at the end of a Group C collection and the inability of Group C systems to use 6L canisters is a 
disadvantage. Although not specifically addressed in this papc:r, there is also no clear advantage in initial cost 
or cost to operate between pumped and mass flow controlled sampling systems. 
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TABLE I. SAMPLING SYSTEM CHALLENGE RESULTS 

Grouu A SY~tem~ Grouu B Snt~:ms Grouo C Svstems 
X 

Concentration X% Standard X% Standard X% Standard 
Compound (ppbv) Cases Recovery Deviation Cases Recovery Deviation Cases Recovery Deviation 

~ Benzene 12.7 22 104.0 3.7 34 94.5 5.3 4 91.7 12.9 ..,. 
~ 

Methylene chloride 13.4 22 101.5 2.6 34 91.2 18.6 4 102.7 1.8 

Toluene 12.4 22 108.7 7.7 34 91.5 7.7 4 90.4 14.0 

Vinyl chloride 12.9 22 104.8 5.4 34 80.2 22.1 4 98.1 9.1 

a-Xylene _ll] 22 .2ti _u 34 ...l.QQ.2 1..J. 4 108.0 ...!i2 

Mean 13.0 102.8 4.5 91.66 11.2 98.2 10.7 



MOBILE AMBIENT AIR SAMPLING AND ANALYSlS 
EXPERIENCE OF 1HE TEXAS AIR CON1ROL BOARD 

The Staff of the Texas Air Control Board 
Presentation by Mr. James L. Lindgren 
Sampling and Analysis Division 
6330 Highway 290 East 
Austin, Texas 

The content of this presentation will summarize the Texas Air Con t r o I 
Board's (TACB) past experience in sampling .1nd analyzing the ambient air for 
organic compounds in the vicinity of chemical and petrochemical complexes. 
The basis for and the philosophies of the sampling conducted, area and focused, 
will be discussed. 

The techniques and methods used for collecting and analyzing ambient air 
samples will be discussed. The presentation will include "real-time" methods and 
those which use a variety of solid absorbents. The TACB's thermal desorption 
experience using carbon molecular sieves will be emphasized. 

The process, from conception to final results of conducting a week-long 
and intensive mobile sampling effort, will be presented in detail. This 
presentation will include duplicate and audit results of the techniques used by 
the TACB in ambient air analyses. 
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Introduction 

The Texas Air Control Board (TACB) is the state regulatory agency whose 
legislative mandate is to protect the ambient air resources of the State of Texas. 
The T ACB operates under the Texas Clean Air Act. T ACB rules and regulations are 
aimed at maintaining an ambient air environment that is not a detriment to the 
welfare of the general public. Monitoring the ambient air is one of the ways 
that the T ACB can provide the general public with information concerning the 
quality of the ambient air environment to which they are exposed. Other means 
of controlling the ambient air are through the permitting process and regular 
in-plant inspections conducted by TACB staff. TACB regional investigators 
routinely collect ambient air samples in areas of concern to them and in 
response to citizen concerns and complaints. These samples are then analyzed 
by the central office laboratory. Such sampling and analysis often generates 
information which will result in a request for intensified ambient air sampling 
in an area of concern. Upon management approval, the Sampling and Analysis 
Division of the TACB will plan, coordinate and conduct five days of intensified 
sampling and analysis for potential organic ambient air poilu tants using its 
mobile analytical capabilities. It is the experiences of the mobile capability that 
this document will describe. 

Initial Efforts (305) 

The T ACB began mobile sampling in the late 1970's. The early efforts were 
conducted using a van outfitted with one or more gas chromatographs (GC) 
equipped with flame ionization detectors and selective detectors. In-the-field 
electrical power was provided by a gasoline-powered electrical generator. On 
occasion, sampling was conducted using instrumentation to detect sulfur dioxide 
and hydrogen sulfide. The sampling done with these, capabilities were point 
source oriented. Generally, only one or two compounds were sought and 
selective GC detectors and retention times were depended upon for identification. 
These early efforts generated the ideas that led to the mobile laboratory 
capabilities that the TACB now possesses. 

Mobile Laboratory Endeavors 

A decision to initiate a mobile laboratory trip is usually based on 
information supplied by regional investigators or upon ambient air modeling of 
a point source by T ACB engineers. The Sampling and Analysis Division, in 
consultation with Regional, Enforcement, Permitting and Health Effects 
personnel, select the sampling sites and compounds to be targeted during the 
sampling trip. Early mobile laboratory -trips could be described as those which 
involved "area sampling." In these instances, sampling was conducted around 
chemical complexes and in the adjacent neighborhoods with a "what's there and 
how much" approach. Financial and manpower resources have directed our 
mobile laboratory trips to a "focused sampling" concept. In the focused sampling 
concep"t, emission inventories are reviewed, individual compounds are 
prioritized based on their potential to cause adverse health effects and the 
sampling and analytical effort is designed to detect and quantify a target list of 
compounds. 

Mobile Laboratory. The TACB mobile laboratory is a 40-foot trailer that 
bas been outfitted to accept instrumentation necessary to accomplish the 
proposed sampling and analytical effort in an area of concern. A gas 
chromatograph/ion trap detector (GC/ITD) IS permanently mounted in the 
trailer. A fume hood and a glove box were initially installed because the type of 
sampling media being used required chemical desorption of the adsorbed air 
contaminants. 
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Historically, during these endeavors of intensified sampling, the samples 
were collected on gram quantities of activatec. purified charcoal using modified 
high-volume air samplers. Occasionally, other media would be placed after 
(before} the charcoal in order to produce a specialized collection technique. 
Generally, these samples were collected over a ten to 12 hour period. For short
time samples of one to three hours, OSHA-type charcoal tubes were employed. 
Methanol, methylene chloride, carbon disulfide and/or tetrahydrofuran were 
used as solvents to release the air contaminants from the adsorbing media. Thus, 
the fume hood and glove box were welcome ac·:.:essories to the mobile laboratory. 

The majority of the mobile sampling endeavors undertaken by the TACB 
have been near the coastline of Texas where relative humidities are frequently 
high. Experienced samplers and analysts can appreciate the problems that were 
encountered using activated charcoal as an adsorbing media. Moisture can 
preclude the adsorbance of air contaminants on activated charcoal. Moisture can 
also impede the chemical desorption of adsorbed contaminants by not being 
soluble in the desorbing chemical solvent. TACB analysts have experienced 
conditions where it was necessary to chemic<tlly desorb the activated charcoal 
with two solvents. analyze both extractions by GC/ITD, and sum the results 
without being confident that the adsorbed air contaminants had been efficiently 
recovered, due to the effects high humidity can produce. 

Current Procedures 

For a year 
(CMS) tubes to 
thermal desorption 
capilliary column. 

and one-half, the T ACB has been using carbon molecular sieve 
collect ambient air samples. Subsequent analysis involves 
of the collected contaminants onto a sub-ambient fused silica 

Collection of the samples is accomplished using an SKC Model 224-PCXR7 
pump. This pump has the capability of continuous or intermittent operation, and 
can be programmed to sample a set volume of ambient air over a time period of 
up to one week. The adsorbing media is Supelco's carbotrap 300 tube, which 
consists of carbotrap C/Carbotrap/Carbosieve III. This adsorbent is purported to 
work well with U.S. Environmental Protection Agency T0-1, T0-2 and T0-3 
methodology. Our experience has shown that ret~mmg 1 ,2-butadiene is a 
problem at parts per billion (ppb) concentrations. Fifty percent of the 1,3-
butadiene will "self desorb" in the first 24 hours and is not detectable after 48 
hours of storage when working with ppb concentrations. In addition, attempts to 

use the CMS tube to collect sulfur-containing compounds has not been 
productive. 

Thermal desorption is accomplished using a Dynatherm Model 850 tube 
desorber. Chromatography is usually accomplish-ed using a DB-1 or DB-5 column, 
30 meters in length, contained in a Varian 3400 GC. Identification and 
quantitation of the individual eluting compounds Is accomplished with a 
Finnigan Model 800 lTD. 

Typically, the thermal desorption is done at 325°C. The analytical column 
is held at -25°C for four minutes. It is then temperature-programmed at 
50°C/minute to 50°C and then at l0°C/minute to 250°C. Helium is used as the 
carrier gas, flowing through the CMS sample tuhe at seven cc/minute. Two cc or 
less of this total flow is split to the analytical column for analysis. Internal 
diameter and length of the analytical column will determine the upper limit of 
flow to the analytical column. Sampling only four liters of ambient air provides 
sufficient sample for the analytical scheme descibed here. With the lTD in full 
scan mode, 500 pptv of most of the compounds of interest are routinely identified 
and quantified. 
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Those of you who are familiar with the thermal desorption process have 
probably already noted several things in this analytical scheme. First, there is 
no re-focusing of the sample onto a second adsorber bed and there is no 
cryofocusing device. The whole column is held sub-ambient. Admittedly, the 
front end chromatography does not develop sharp peaks for the earlier eluting 
compounds. Fortunately, to date there have been few compounds of interest to 
the T ACB eluting in that portion of the chromatogram. Secondly, there is no 
flushing of the CMS sample tube to remove potentially collected water. The CMS 
tubes are advertised to be hydrophobic. If water is retained by the CMS tubes, the 
quantity is such that there has been no observed adverse effects in the operation 
of the lTD. 

When in the field, the mobile laboratory serves as the base of operations 
and support for the other sampling vans. Sampling is conducted 24 hours a day 
by two 12-hour shifts. Sampling begins on a Saturday evening and continues 
until the following Friday morning. During this time frame, 90-100 CMS tubes 
will be used to collect three-hour composite samples. In addition, approximately 
1200 real-time samples will be analyzed. The analysis of the CMS tubes is 
accomplished using the mobile laboratory lTD and a second lTD temporarily 
mounted in a sampling van. 

Typical field operations have the mobile laboratory with its lTD and a real
time GC. Wind speed and direction are monitored at the mobile laboratory. A van 
with one or two GC's and the second GC/ITD travel to appropriate sampling sites 
for the collection of composite samples and real-time samples in addition to 
analyzing CMS tubes by GC/ITD. A second van will be outfitted with one or two 
GC's, as appropriate, and travels to sampling sites to collect real-time samples and 
composite samples on CMS tubes. A third van is deployed to collect only 
composite samples. 

Real-time sampling provided an interesting observation during a recent 
sampling trip. Winds had been southeasterly for two to three days from a source 
of styrene. Due to a cold front, the wind changed 180 degrees. The observed level 
of styrene from real-time sampling remained constant for eight-ten hours. 
During the next four-six hours, the observed styrene concentrations went to a 
non-detectable level. This would infer that under the proper meteorological 
conditions that "a cloud of pollutant" could move in one direction, only to return 
with a reversal of wind direction. 

The focused approach type of sampling attempts to collect the highest 
concentration that a point source is emitting to the ambient air. Location of the 
samplers in relation to the emission source under a given set of meteorological 
conditions is very important, especially when the compound being sought has 
little or no odor at sub-ppm levels. The importance of sampler location was 
observed during a sampling exercise for 1 ,2-dichloroethane. Three-hour 
composite samples were being collected on CMS tubes. Under the meteorological 
conditions existing during that sampling period, one sample resulted in a three
hour average concentration of 24 ppbv, while the second sample, collected less 
than 150 yards away, resulted in a three-hour average concentration of 142 
ppbv. 

Quality assurance is accomplished by using NIST -traceable standards. To 
determine each instrument's response at the beginning of each shift, the GC's 
are calibrated with the appropriate gases. The lTD's are tuned using FC-43 as the 
reference compound. In addition, a CMS tube is loaded with the appropriate 
gaseous standards for analysis by each GC/ITD. One set of duplicate CMS tubes is 
collected each shift. This duplicate collection is rotated to a different van each 
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shift. Each shift, an audit CMS tube is prepared for each GC/ITD operator. 
Figure 1 depicts the results which can be achieved by this analytical scheme if 
attention is paid to detail. 

The report subsequent to the sampling and analytical activity tabulates 
the results. The real-time and the three-hour CMS composite results are 
formatted in a manner such that the sampling location and meteorological data 
are also available to the report reviewer. The final results are reviewed by 
Health Effects personnel to determine if any of the reported concentrations 
could be detrimental to the general public. [f substantial exceedances of the 
health effects levels are observed, the appropriate compliance and/or 
enforcement action is initiated. 
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Sample 
Identification 

Audit 2 
Audit 3 
Audit 4 
Audit 5 
Audit 6 
Audit 7 
Audit 8 

Sample 
Identification 

305-lA 
305-1AD 
650-2A 
650-2AD 
940-3A 
940-3AD 
305-4A 
305-4AD 
650-SB 
650-5BD 
305-7A 
305-7AD 
650-8A 
650-8AD 

AUDITS OF 
COMPOSITE SAMPLES 

(ppbv) 

Benzene 
True 

10 
10 
10 
10 
10 
10 
10 

DUPLICATES OF 
COMPOSITE SAMPLES 

(ppbv) 

Benzene 
5 
5 
1 
1 
5 
6 

22 
23 

3 
4 

80 
130 

10 
10 

Found 
14 
10 
14 
14 
10 
11 
12 

Styrene 
trace 
trace 

10 
10 
90 

100 
20 
20 
50 
50 

380 
400 
170 
160 

Figure 1. Results of Audit and Duplicate Samples 
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THE ESTABLISHMENT AND OPERATION OF AN NMOC 
AND ALDEHYDE MONITORING PROGRAM 
EXPERIENCE OF A STATE AGENCY 

Julian D. Chazin, Mark Allen and John Hillery 
Wisconsin Department of Natural Resources (WDNR) 
Madison, Wisconsin 53707 

ABSTRACT 

To meet the requirements of U.S. EPA's Po!;t-1987 ozone SIP strategy for 
southeastern Wisconsin, WDNR undertook ar NMOC and aldehyde monitoring 
program. Rather than invest in participation in the U.S. EPA national 
NMOC monitoring program, Wisconsin applied the funding to purchase of 
the equipment necessary to conduct the sampling and analysis on its own. 
In addition to the required NMOC monitoring, WDNR had a need for 
speciation as well as to conduct aerial sampling. A description of the 
equipment and procedures as well as the problems encountered and the 
solutions found over a three year period are presented. The quality 
assurance program which was devised is also presented. Special studies 
undertaken to deal with issues being addressed nationally are reported, 
i.e. , pressurized vs. non-pressurized canisters, 7- day vs. weekday 
sampling, and interferences in the methods. Results are presented on 
hydrocarbon speciation, their application to chemical kinetic mechanism 
parameters for photochemical grid models as well as the use of aldehyde 
moni taring data for such mechanism parameters. Data summaries are 
presented for NMOCs and compared with the national program, along with 
aldehyde and hydrocarbon speciation summaries. Finally, the results of 
the quality assurance measures, i.e., data completeness, internal 
audits, and interlaboratory comparisons are also presented. Based on 
Wisconsin's experience, it should be possible for other state or local 
agencies to conduct their own NMOC and aldehyde sampling and analysis 
programs. 
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INTRODUCTION 

Beginning in 1984, U.S. EPA began a program to measure concentrations of 
nonmethane organic compounds (NMOCs) in 39 urban areas in the United 
States (1), In September 1986, U.S. EPA announced an expanded effort to 
obtain NMOC concentrations in many more urban areas in the United States 
"in support of the ozone control program" (2). The U.S. EPA would 
supply the necessary sampling equipment, to be collected in passivated 
stainless steel canisters, and perform the analysis in its laboratories 
at Research Triangle Park, NC, at a cost of $19,000 per site. A minimum 
of two sites, one in the core, the other at the fringe of the central 
business district (CDB) of each urban area were recommended to measure 
ozone and the precursors, nitrogen oxides and NMOC. 

Rather than participate in the EPA program, Wisconsin decided to perform 
its own NMOG analysis. There were three reasons for Wisconsin's 
decision: the cost for EPA's program; the need for additional NMOC data 
not provided by U.S. EPA's program; and the need for speciation of the 
NMOC samples. 

We believed the incoming, upwind precursors (as well as transported 
ozone) to the Milwaukee urbanized area to be higher than the EKMA model 
assumed in its default values. This is due to upwind large urban 
sources to the south and southeast of the Kenosha to Milwaukee corridor. 
Therefore we decided we needed to obtain incoming precursor and ozone 
concentrations from the south and southeast, over Lake Michigan. This 
was accomplished through an aerial study performed in 1987. We will not 
discuss that study in this paper but two reports on this study are 
available upon request from the authors, one a detailed report on the 
equipment, procedures, and data obtained (3) and the other an analysis 
of the data (4). 

Interest in speciation resulted from our desire to develop canister 
techniques for air taxies and to provide the best inputs to the 
OZIPP/EKMA modeling effort which was required by the post-1987 ozone SIP 
strategy of U.S. EPA. We wanted to confirm that the Milwaukee species 
distribution and levels were at least similar to the default levels 
suggested for the EKMA modeling. 

EXPERIMENTAL 

Year 1 - 1987 

Equipment. The equipment used was based on U.S. EPA guidance 
provided in Method T012 for NMOCs by cryogenic PDFID ( 5) , i.e. , 
passivated stainless steel canisters (PSSCs), a sampling system, a 
canister cleaning system, and an NMOC lab analysis system. There were 
several differences which are discussed below. 

Procedures. Collect ambient air samples in canisters at two urban 
sites in Milwaukee, 6 to 9 a.m. CDT, seven days per week. The 
collection sites were multiple parameter air monitoring stations 
equipped with ozone and NOx analyzers. Canisters were returned to a 
field lab in Milwaukee daily for PDFID analysis for NMOC. Sixteen 
canisters were set aside for the U.S. EPA ASRL lab at Research Triangle 
Park, NC for gas chromatographic analysis with an FID detector for over 
100 species; ten canisters were sent to the Wisconsin State Lab of 
Hygiene (WSLOH) for total NMOC by GC analysis (sum-of-species). Collect 
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a second canister sample once every 14 days at each site (once per week 
at alternating sites) for determination of precision of the sampling 
method. 

Problems/Solutions. The initial PDJ'ID system included a small GC 
with a small oven that could not hold t·1e cryogenic trapping column. 
Instead the trapping column was placed outside the oven and heated with 
a hot water bath ( 6). Inside the GC ov1m a blank unpacked column (a 
bypass tube) connected the gas sampling valve to the flame ionization 
detector. The 6-port valve for switching gases was also outside the gas 
chromatographic oven. 

The EPA samplers, used in their national NMOC study, pressurized the 
canisters with a Metal Bellows MB-151 rump as an air mover with an 
appropriate valve. We were unable to get the MagnelatchTM valves in time 
for the study and instead used air operated bellows valves (NuproTM SS-
4BK-1C). We found that these valves worked well and that a small 
cylinder (80 cu ft) of compressed nitrogen was sufficient for our summer 
field study. Unlike the Magnelatch, no special circuit is required to 
prevent the valve from heating up. To reduce site visits we built 
samplers able to handle 3 canisters at one time (for weekends). 

The 1987 canister cleaning system followed the design in the U.S. EPA 
Method T012. While the canister system worked, the clean air system was 
not consistent in clean air production. The clean air system had no 
holding reservoir to store clean air and the direct air flow from the 
system was very slow. Canisters were hum:~dified by direct injection of 
HPLC-grade water. After the first year we evaluated the system and made 
some significant changes for the 1988 study. 

Year 2 - 1988 

Equipment and Procedures. The sampling and analysis set-up was 
similar to 1987 with the following exceptions: 

1) A heated valve compartment was added to the 6-port chromatographic 
valve to prevent cold spots; this improved the precision of the method. 

2) Cleaning system changes were made, as follows: a) replaced the zero 
air source with a commercial tank of z·~ro monitoring air, (a final 
liquid argon trap was retained); the tank supplied air of more 
consistent quality and allowed faster fLll rates which improved the 
cleaning system, doubling throughput from 6 canisters per day to 12 (a 
150 cubic foot cylinder of zero monitoring air supplied enough gas to 
clean over 80 canisters); b) humidification by direct injection of HPLC 
grade water was replaced with humidificat:~on of the zero air by passing 
it through a high pressure water bubbler (as now recommended in T0-12); 
this bubbler was constructed from a two-valve sampling canister; c) we 
replaced the critical orifice for zero ,?;as control with a mass flow 
controller to better regulate the gas flow and decrease the canister 
fill time. 

3) Aldehyde sampling was initiated. A sampler consisting of an oilless 
pump (Thomas - low volume, low pressure), a timer wit:h an elapsed time 
meter, a mass flow controller ( -1 ppm), two electrically operated 
solenoid valves, with appropriate tubing c~nnected to the glass sampling 
manifold used for NMOC analysis. A cartridge, prepared by the WSLOH by 
coating purified DNPH on a Waters Associates "SepPAK" silica gel 
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cartridge, was inserted for each sample. The timer was set to operate 
between 6 to 9 a.m. each day, collecting 180 liters of air. The 
cartridges were removed and sent to the Occupational Health Lab of the 
WSLOH for analysis utilizing U.S. EPA Method TOll (7). 

Year 3 - 1989 

In 1989 the only change made was that we brought on-line a standard 
laboratory GC (Hewlett Packard HP5890) in the PDFID analysis system in 
place of the HNU small GC, placing the cryogenic trapping loop inside 
the GC oven. This brought improved performance. Analysis time was 
reduced from 9 minutes to 5 minutes. The minimum detection limit was 
reduced from SO to 20ppbC. Precision was improved for propane working 
standards. In 1989, 79% of all samples were analyzed in a minimum of 
two runs with an average deviation of 5. 9% for all samples. The 
correlation of the new PDFID analysis system with the gas 
chromatographic analysis performed by the WSLOH improved from 0.904 to 
0.998. However, a 7-10% negative bias was noted for the new system 
compared with the old. 

Quality Assurance 

As with much of the NMOC program at the time, there was little available 
information about setting up a quality assurance program for this study. 
Drawing on our experience with other monitoring projects, we set up a 
program of our own. This included the writing of an EPA-approved 
quality assurance project plan as well as standard operating procedures 
for sampling and analysis. Specifics of the QA program included: 

Field. 1) Co-located canisters for precision (duplicate samples); 
2) pre- and post-season sampler audits; 3) co-location of sampling 
systems following the sampling season. 

Lab. 1) Daily calibration with working propane standards (900 
ppbC) certified against a National Institute for Standard SRM; 2) use of 
both propane and ambient-air control gases; 3) analysis of selected 
samples for total NMOC by gas chromatography conducted at the State 
Laboratory of Hygiene (sum-of-species method); and 4) interlaboratory 
exchange of samples with U.S. EPA laboratories (EMSL and ASRL). 

RESULTS AND DISCUSSION 

Pressurized vs. Non-Pressurized Canisters 

The Wisconsin program used the MB-151 pump to fill canisters to 30 psia 
or greater as described in U.S. EPA Method T012. We analyzed selected 
pressurized canisters, vented the canisters to atmospheric pressure and 
reanalyzed the canisters. The results showed a positive bias, with the 
NMOC concentration consistently higher ( average 12.3%; range <1% to 
25%) for the non-pressurized canister. The result of this study does 
not show that pressurized canisters are more accurate than non
pressurized but does show that results from the two methods can not be 
compared without some consideration of the bias. 

7-Day vs. 5-Day Sampling 

Wisconsin decided to collect 6-9 a.m. samples every day of the week 
while the U.S. EPA program has remained a 5 weekday program. A 
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comparison of the NMOC results for weekday vs. the weekend samples was 
made. The distribution of NMOC data shows that the weekend NMOC data 
are not significantly different than the weekday data. The 7-day means 
vs. the 5-day means were 0.324/0.338 f•)r the Civic Center Site and 
0.454/0.510 for the North site. U.~;. EPA's choice of weekday sampling 
was based on the theory that the heaviest vehicular traffic occurs in 
the early morning on working days in the central business district of 
urban areas. While it is true that for many urban areas there is 
little vehicular traffic in the central l)usiness district on weekends, 
that is not necessarily the case for Milwaukee. On weekends leisure 
time activities at the lake shore (which is adjacent to the central 
business district) attracts very large numbers of people (with their 
vehicles). This is confirmed by the results of our weekday vs. weekend 
comparison. 

Other Studies (of Potential Interferences) 

Fluorocarbon dusting spray. In 1988 an intermittent contamination 
problem developed with one brand of canisters. The problem was 
eventually traced to a fluorocarbon dusting spray used on the canister 
valves prior to analysis. The fluorocarbons became trapped in a small 
dead space on the valve and would leak out during analysis. We 
discontinued use of any dusting spray anj valves are now cleared by a 
momentary venting of canister contents. 

Aldehyde/Ozone Interactions. Recently Arnts and Tejada ( 8) 
reported ozone interference in the DNPH ciirtridge method for aldehydes. 
He reported that placement of a potassium iodide coated copper tubing 
inlet in front of the cartridge appears to eliminate the interference. 
We are currently experimenting with that procedures in advance of our 
1990 program. 

Hydrocarbon Species 

As stated in the introduction, we were Lnterested in determining the 
hydrocarbon species present in our NMOC canister samples. Time and cost 
consideration made it economically unfeasLble to quantitatively analyze 
for all compounds in all air samples. Dt:.ring the first year we worked 
to develop a list of 37 surrogate compounds to be identified and 
quantified in selected air samples based on data from a number of 
literature sources. Using data from the 1987 and 1988 field studies, 
the list of surrogate compounds was expar:ded to 50 compounds for 1989. 
The new surrogate list resulted in a reduction of the unidentified 
compounds from an average of 32.5% (3.2 to 79.5%) to an average of 19.6% 
(6. 5 to 33. 9%). Gas chromatographic analysis of air samples yielded 
concentrations that would be condensed in seven modeling parameters used 
for the CB-IV mechanism (9). 

A comparison of the computed modeling parameters determined using the 37 
surrogate compounds versus an extensive GC analysis provided by U.S. EPA 
(for over 100 species) (10) did show a difference in the modeling 
parameters calculated. For twelve samples, four of the modelling 
parameters - PAR, TOL, XYL, ALD2 - had percent differences greater than 
-25% and one modeling parameter - OLE - haj a percent difference greater 
than -50%. 
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Aldehydes 

While the CB-IV mechanism provides for the calculation of a surrogate 
aldehyde fraction from the hydrocarbon profile data the accuracy of that 
fraction is questionable. When modeling parameters were calculated from 
the sampling data the FORM and ALD2 fraction were found to be much less 
than the default values in the EKMA model. The U.S. EPA default value 
for FORM is 0. 021 and for ALD2 it is 0. 052. Reduction of our data 
yielded FORM fractions of 0. 000 in 1987 and 0. 002 in 1988 and ALD2 
fractions of 0.008 in 1987 and 0.010 in 1988. We attempted to compare 
fractions from the aldehyde analysis utilizing Method TOll with that 
calculated from the NMOC species. The comparison based on limited 
amount of data indicates the actual aldehydes were greater by two to 
eight times the computed values, closer to the default values. This 
comparison has raised concern and convinced us that the estimation of 
the aldehyde modeling parameters from NMOCs is inaccurate and that 
aldehyde sampling and analysis is required for accurate CB-IV 
computations. 

Data Summary 

NMOC Summary. A summary of Wisconsin NMOC data results is available 
upon request. As with the data reported by U.S. EPA ( 11) the NMOC 
concentrations are lognormally distributed. The geometric mean suggests 
that NMOC decreased at both sites from 1987 to 1988. A decrease is seen 
at the Civic Center site in 1989 but the North site changed little. 

NMOC Comparison. In 1987 the Wisconsin site mean was less than 
that reported for the U.S. EPA national study (12). Comparing the 
summary data, the UWCC site was 24/34 ranked by mean (21/34 by median) 
and the UWN sit;e was 26/34 by mean (29/34 by median). In 1988 the 
Wisconsin sites mean (0.365 ppmC) was much less than that reported by 
U.S. EPA (0.636 ppmC). The UWCC site would rank 33/40 (34/40 median) 
sites and the UWN site would rank 37/40 (36/40 by median) sites by mean. 

Aldehyde results. We collected three-hour aldehyde samples on 
forecast high ozone days. In 1988 for 37 samples, the mean formaldehyde 
was 6. 3 ppb and the mean acetaldehyde was 4. 2 ppb; in 1989 for 26 
samples, the mean formaldehyde was 3.7 ppb and the mean acetaldehyde was 
2.2. ppb. A complete data summary is available upon request. 

Speciation Results. A complete list of data from the GC analysis 
is available upon request. To summarize the 1988 data, the WSLOH 
analyzed 37 canisters for 39 surrogate compounds and the U.S. EPA - ASRL 
analyzed 11 of the 37 canister samples for over 100 compounds. Of the 
50 most common compounds found by ASRL, 29 were paraffins, 7 were 
olefins, and 14 were aromatic. The WSLOH found isobutane was the most 
common paraffin with a mean concentration of 33 ppbC. Acetylene and 
ethylene were the most common olefins and together with ethane had a 
mean concentration of 26 ppbC. Toluene was the most common aromatic 
with a mean concentration of 25 ppbC. ASRL found similar 
concentrations. 

Quality Assurance 

Data Completeness. The Wisconsin NMOC monitoring plan called for 
seven day sampling during the period from Memorial Day until Labor Day. 
Data completeness for 1987 was 92%, for 1988 was 96%, and for 1989 was 
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92%. All invalid samples were the resultf: of sampling problems, such as 
incorrectly set timer or canisters improperly attached to the sampler. 
This compares with the U.S. EPA reported i'i completeness of 95.0% in 1987 
and 93.4% in 1988 for the national study (11,12). 

Internal Audits. Both pre- season and post- season audits were 
performed in 1988 and 1989. These audit!> were devised in consultation 
with our Quality Assurance Coordinator. :lean canisters were connected 
to the samplers at the sampling site. Using a modified CSI 1700 gas 
phase titration unit, audit gases were prepared and connected to the 
sampler for a short sampling period. The canisters were removed and 
returned to the laboratory for analysis and the results were compared to 
the expected concentrations. Four NMOC: concentrations, including a 
blank, were collected at each sampler. Audit goals of ±25% for accuracy 
were met for most of the audits samples. There were some failures, 
believed to be due to auditing errors more than to system failures. 
Problems include incorrectly blending gases and carryover of higher 
concentration NMOCs. 

Interlaboratory comparison. We exchanged NMOC samples with two 
U.S. EPA laboratories located at Research Triangle Park, the EMSL-QA lab 
and the ASRL lab. The EMSL lab testing was a direct comparison of PDFID 
methods and agreement was quite good: correlation coefficients varied 
from 0.936 to 0.998 over three years. The ASRL comparisons, with sum
of-species, were less favorable. Lonneman (22) reported a "moderately 
high positive bias" for the PDFID compared with his GC sum-of-species 
method. He attributed this to oxygenat;'!d hydrocarbon species, which 
showed up on the chromatogram as broad tajling peaks. Those broad peaks 
are not integrated by the GC method but are incorporated in the NMOC 
peak detected by the PDFID method. By ·~onverting from the hot water 
bath to the GC oven for the PDFID method, we found better agreement with 
the WSLOH swn- of- species data for 1989, believed to be due to better 

resolution of the oxygenated species in the PDFID peak integration. We 
have not as yet received the 1989 speciat:ion data from the ASRL lab at 
U.S. EPA. 

CONCLUSION 

Based on Wisconsin's experience, it should be possible for other state 
or local agencies (or private consultants) to successfully establish, 
operate and maintain NMOC and aldehyde sampling and analysis programs. 
Techniques of quality assurance should be adapted such as: round-robin 
testing; blind audit samples; prec~s~~n (replicate sampling) and 
accuracy (analysis of standards); and external audits. Aldehyde 
sampling and analysis is also feasible so long as the ozone interference 
as reported by Arnts-Tejada (8) is removed (utilization of a potassium 
coated copper tubing ozone cutter). Speciation of hydrocarbon species 
is also possible but more difficult and expensive. A major pitfall in 
the NMOC analysis is possible interference by oxygenated species. The 
selection of appropriate surrogate species is also a consideration. 

We recommend that U.S. EPA, through t~1e Quality Assurance Office, 
formalize the interlaboratory testing program for NMOC analysis by 
PDFID, as well as for aldehydes, as more states develop their own 
programs. In addition, goals for precision and accuracy should be 
developed by U.S. EPA and audit gases mace available for state use. 
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DISCREPANCIES IN AMBIENT NON-METHANE HYDROCARBON 
MEASUREMENTS AMONG VARIOUS METHODS 

Joel Craig 
ABB Environmental Services, Inc. 
4765 Calle Quetzal 
Camarillo, CA 93010 

James Balders, Jan Clover, and Jim McElroy 
Monitoring and Technical Services 
Ventura County Air Pollution Control District 
800 South Victoria Avenue 
Ventura, CA 93009 

Previous studies have acknowledged a discrepancy in measurement of 
ambient Non-Methane Hydrocarbons (NMHC) be!tween continuous analyzers and 
manual methods such as the Pre-Concentration· Direct Flame Ionization 
Detection (PDFID) and ''sum of species" obtained by gas chromatography. 

The Ventura County Air Pollution Control District has been making 
comparison measurements between Combustion Engineering 8202A continuous 
NMHC analyzers and the PDFID technique since 1987, and additional 
comparison with C2-C10 speciation during 1989. Additionally, the EPA's 
"Non-Methane Organic Compound" Program made PDFID measurements at twelve 
locations ·in California where Combustion Engineering 8202A analyzers 
were making simultaneous measurements. These data as well as the data 
from other tests are presented and used to identify some of the factors 
that influence this difference in measured NMHC. 

These studies have significant irrplications in determining a 
representative method for ambient hydrocarbon measurement. 
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Introduction 

For some time persons involved with ambient hydrocarbon measurement 
have recognized discrepancies between various non-methane hydrocarbon 
monitoring methods. Data from continuous non-methane hydrocarbon (NMHC) 
analyzers have not only been shown to compare poorly with manual methods 
such as the Pre-Concentration Direct Flame Ionization Detection (PDFID) 
me thad. Also, two identical continuous analyzers produce quite 
different data when sampling side by side. 

Results of comparisons between Combustion Engineering 8202A 
continuous analyzers and three hour integrated samples analyzed by the 
PDFID method were presented at the 1988 International Symposium on 
Measurement of Toxic and Related Pollutants. That study demonstrated 
the poor agreement between the two methods, analysis of the data showed 
large sample to sample variation between the methods as well as a 
distinct difference between the two sites studied. 

These studies initiated by the Ventura County Air Pollution 
Control District in 1987 was continued during 1988 and 1989, providing 
many more comparisons. Additional data was obtained allowing 
comparisons between PDFID measurements made by EPA's Non-Methane Organic 
Compound Monitoring Program and data generated by the California Air 
Resources Board and various California local air pollution districts 
using the Combustion Engineering 8202A. An intensive comparative study, 
called "the El Rio Shootout", was performed by Ventura County in 1989 to 
try to answer some of the questions concerning the observed site to site 
differences as well as the sample to sample variations at one site. 
This paper reports the findings of these studies. 

Experimental Methods 

Ventura County A.P.C.D. Comparisons 
The PDFID sampling and analytical procedures and equipment as well 

as the operation of the Combustion Engineering 8202A's followed the 
procedures outlined in Reference 1. In 1989 the PDFID analytical system 
was modified by the addition of a Nutec automated cryogenic trap and 
other controlling hardware to allow for unattended automated analysis. 
Following 'this modification, inter-lab comparisons were performed with 
E.P.A.'s Quality Assurance Division as well as California Air Resources 
Board and Bay Area Air Quality Management District labs in order to 
confirm the continued accuracy of the Ventura County automated 
analytical system. Comparative measurements were made at Ventura County 
APCD's El Rio and Simi Valley monitoring sites. 

EPA PDFID/CARB 8202A Comparisons 
The procedures used in EPA's Non-Methane Organic Compound 

monitoring program for PDFID measurements are outlined in Reference 2. 
The 8202A measurements obtained from the California Air Resources Board 
(CARS) data bank were made by both CARB operated and local district 
operated 8202A's. The procedures used in operation these 8202A's follow 
either the CARB Quality Assurance Manual or the respective local 
district Quality Assurance Manual. It was assumed that these procedures 
were all based on the CARB operating procedures and similar. 
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The El Rio Shootout 
During the winter of 1989 an int:nsive comparative study was 

performed at Ventura County APCD' s El Rio Moni taring site. In this 
study, the 8202A used at the Simi Valley site for comparisons since 1988 
was brought to the El Rio site and co-located with the existing El Rio 
8202A which had been in place at El Rio since 1987. Three hour 
integrated samples were collected and analyzed by both PDFID and C2-C12 
speciation by capillary Gas Chromatography for comparison to the two 
8202A data sets. The speciation ana~ysis followed the procedure 
outlined in reference 3. During part of the study collocated integrated 
samples were collected and analyzed by PD?ID to allow for estimation of 
PDFID sampling precision. 

Results 

Ventura County APCD Comparisons 
The El Rio and Simi Valley comparis•Jns made in 1988 and 1989 are 

pres en ted in Figures 1 and 2 res pee t i vely. These comparisons show the 
same pattern as was seen in the aforementioned 1987 comparisons at these 
sites. At El Rio it was observed that at on September 10, 1988, when 
the full scale range of the 8202A was changed from 0-20 ppm to 0-10 ppm 
the sample to sample variability between the two methods decreased 
dramatically as can be seen in Figure 3. 

EPA PDFID/CARB 8202A C·Jmparisons 
Comparisons made in 1987 and 1988 are presenLed in Figures 4 and 5. 

Comparisons made at many sites (each with different 8202A's) reveal a 
significant site to site bias between :he two methods and raises a 
question as to whether the source of the bias is due to the site 
environment or to inherent differences between 8202A's. 

El Rio Shootolt 
Figure 6 presents data from the t~o~o 8202A' s as compared to the 

parallel PDFID measurement. Note that data from the 8202A which vas 
relocated from the Simi Valley site compares to the parallel PDFID 
measurement at El Rio just as it had when this same instrument was at 
the Simi Site. 

In order to see if the hydrocarbon mix was a influencing factor in 
differences between the two methods, the results of the speciated 
analyses were used to determine the percent light, medium and heavy 
hydrocarbon species in each sped a ted sample. Light hydrocarbons were 
defined as all species lighter than benzene. Medium vas defined as all 
lighter than toluene but heavier than b1~nzene. Heavy was defined as 
all species heavier than toluene. These subdivisions vere used because 
some people theorize that the 8202A's vould have the most difficult 
time detecting the heavier species. Therefore samples with higher 
percentages of heavy hydrocarbons ~auld be the samples most 
underestimated by the 8202A' s. Figure 7 and 8 present comparisons of 
the percent heavy and light species to t1e PDFID/8202A (PDFID measured 
value/8202A measured value) ratio of the sample. If there was any 
correlation between samples vith a high ~ercentage heavy species being 
most underestimated by the 8202A, then the samples vith high percentage 
heavy species would have the highest PDFID/8202A ratio. This analysis 
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showed no such correlation with the heavy species or the light species. 

The precision of both methods was estimated by comparison of the 
co-located or repeat analysis data. The 8202A precision was estimated 
by comparison of the co-located 8202A data during the entire study. 
PDFID analytical precision was determined by comparison of repeat PDFID 
analysis during the entire study. Total PDFID precision (analytical and 
sampling) was estimated by comparison of a limited number of co-located 
PDFID samples. A summary of the precision estimates is presented in 
Figure 9. 

Conclusion 
The "site specific" difference in comparisons between the 

Combustion Engineering 8202A and the PDFID measurement method appear to 
actually be "analyzer specific". Data from this study suggests that 
these observed differences are related to some factor(s) inherent to 
each individual analyzer. Furthermore, results of this study indicate 
that there is no correlation between changes in the ambient hydrocarbon 
mix and observed differences between the two monitoring methods. 

Using the lowest possible full scale range when operating a 
Combustion Engineering 8202A is extremely important. Data from this 
study suggests that operating on ranges greater than 0-10 ppm full scale 
results in extremely poor prec1s1on. Even when the 8202A is operated on 
0-10 ppm full scale, the precision of the 8202A is much less than that 
of the PDFID method. 
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MEASUREMENT OF ACID DEPOSITION COMPONENTS 
IN SOUTHERN COMMERCIAL FORESTS 

Robert L. Sutton and Eric R. Allen 
Environmental Engineering Sciences Department 
University of Florida 
Gainesville, FL 32611 

The role of acid deposition within rural areas of the southeastern 
United States in general, and commercial pine forests in particular, may be 
involved in the observed decline of forest productivity in the region. The 
University of Florida has established monitoring sites at three rural loca
tions --Duke Forest (near Durham, NC), Austin Cary Forest (near Gaines
ville, FL), and Stephen F. Austin Forest (near Nacogdoches, TX). This 
study, which is funded by the U.S. EPA, entails monitoring within a cleared 
area in conjunction with controlled artificial exposure studies of pine 
seedlings by forestry researchers. Of particular interest are the relative 
amounts of wet deposition components at these sites. Collection of wet 
deposition samples is performed by an automated wet-dry bucket collector. 
Samples are shipped to the Air Pollution program laboratories, Environmen
tal Engineering Sciences Department, University of Florida, for detailed 
analysis by ion chromatography and atomic absorption spectrophotometry. 
Comparisons between sites over the period of operation (minimum of 18 
months for each site) will be made, as well as observation of seasonal and 
annual variations at the sites. In addition, comparisons will be made 
between the Florida cleared site and an adjacent site within the forest 
canopy. 
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INTRODUCTION 

Awareness of the apparent effects of acidic deposition (primarily in 
the form of H~o4 and HN03) upon the forests of eastern North America has 
existed for the past two decades_l,2 However, the focus of attention has 
been limited primarily to the northeastern United States and eastern 
Canada. No comprehensive study to date has addressed the possible effects 
of acidic deposition upon commercial forests in the southeastern United 
States. The Southern Commercial Forests Research Cooperative (SCFRC) was 
established as part of the Forest Response Program (FRP), National Acid 
Precipitation Assessment Program (NAPAP), to thoroughly study commercial 
pine forests in regard to the possible effects of acidic deposition on 
various species of southern pines. 

EXPERIMENTAL 

Site Selection 

The location of three monitoring sites established by the University 
of Florida as part of the Atmospheric Exposure Cooperative (AEC) supporting 
the SCFRC program is shown in Figure 1. All sites are situated in cleared 

OILl.BOIIA 
UiliSAS 

Stephen F Austin Forest 

SOUTHERN CO~HERCIAL FOREST 
RESEARCH COOPERATIVE 

UNIVERSITY OF FLORIDA REtlOTE SITES 

Figure 1. SCFRC Monitoring Sites 

1 

areas within commercial loblolly, slash, and short leaf pine plantations 
located at Duke Forest, in north central North Carolina; Austin Cary 
Forest, in north central Florida and Stephen F. Austin Forest, in east 
central Texas, respectively (hereafter referred to as NC, FL, and TX). The 
periods of sampling for the data reported in this paper was from January 
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1988 to December 1989 for the NC site and from July 1988 to December 1989 
for the FL and TX sites.. In addition, sampling has been carried out at a 
site in the Integrated Forest Study network (hereafter referrea to as IFS). 
The latter site is located approximately 2 km northeast of the FL site but 
within the forest canopy. The period of sampling at the IFS site was from 
May 1988 to May 1989. 

Field Sampling 

Wet deposition samples are collected at all sites using Aerochem Met
rics Model 301 Automated Wet-Dry Deposi tior. Collectors (Bushnell, FL). 
Samples are analyzed at each site for pH ar.d conductivity using a Markson· 
Model 4603 Solution Analyzer (San Diego, CA). A 250 mL aliquot of each 
event (whenever possible) is shipped to the Air Pollution Analysis Laborat
ory in a cleaned HDPE bottle under refrigeration. Precipitation amounts 
are measured by a Climatronics tipping bucket rain gauge (Bohemia, NY) and 
recorded by an Odessa Model DSM-3260 Datalcgger (Austin, TX). At the IFS 
site, precipitation sample volumes of 500 rrL are collected from automated 
wet-dry deposition collectors, from stemflcw collectors and from open 
containers on the forest floor (throughfall). 

Laboratory Analysis 

Upon receipt of wet deposition samples, aliquots are taken for 
measurement of pH and conductivity. The remainder of the sample is 
filtered through a 0.45 micron Nalgene filter assembly and the filtrate 
stored in a separate, labelled 125 rnL HDPE bottle and refrigerated at 4 
degrees C for later analysis. The general methods and protocols for the 
detailed analysis of precipitation have been previously reported. 3 

Conductivity and pH measurements are performed with a Markson Model 4603 
Solution Analyzer, flame atomic absorption measurements are performed with 
a Perkin-Elmer Model 5100 Atomic Absorptior Spectrophotometer (Norwalk, CT) 
and ion chromatograph measurements are performed with a Dionex Model 4000i 
Ion Chromatograph with separate columns for separation and analysis of 
inorganic anions and monovalent cations (S1.mnyvale, CA). 

RESULTS AND DISCUSSION 

Annual precipitation amounts observed at the SCFRC sites for the 
years 1988 and 1989 are shown in Table 1. At the NC site, there was a 57 
percent increase in precipitation from calendar years 1988 to 1989. 
Because the FL and TX sites began operation at the start of the third 
quarter of 1988, comparison of annual precipitation amounts cannot be made. 
However, the amounts of precipitation at tt,e FL and TX sites during the 
last half of 1989 are lower than for the last half of 1988 by 29 percent 
and 23 percent, respectively. 

Table 1. Precipitation Amounts at SCFRC Monitoring Sites 

Site 

NC 
FL 
TX 

Amount in 19_88 (em) 

99.52 
88. 27* 
42.65* 

* - Last two quarters of 1988 only 
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Amount in 1989 (em) 

155.98 
109.25 
128.22 



pH and Conductivity 

Volume weighted averages for hydronium ion concentration and conduc
tivity at the SCFRC sites (shown as annual averages) are presented in 
Figure 2. It is apparent that the NC site has the most acidic precipita
tion of the three monitoring sites in the network. The FL and TX sites 
show nearly equivalent values for hydronium ion concentration and conduc
tivity on an annual basis. Typical weather patterns show an uptake in 
moisture from the Gulf of Mexico at these sites, while the NC site weather 
patterns indicate the possibility of long-range transport of acidic 
deposition precursors from inland areas. 

Comparison of pH values recorded at the sites and later at the Air 
Pollution Analysis Laboratory show a general increase in pH values (usually 
less than 0.1 pH units) during s.ample transit. It has been reported that 
an apparent increase in pH is likely due to microbes decomposing acetic and 
formic acids initially present in the sample. 4 ,5 

Major Inorganic Anions 

The project protocols require that only the major inorganic anions 
(Cl, N03, total so4 and HP04) are to be analyzed. The annual volume
weighted averages for these anions at the SCFRC sites are presented in 
Figure 2. The levels of so4 and N0 3 at the NC site are higher during the 
period of study, reflecting the increases in hydronium ion concentration 
and conductivity at this site. Elevated levels of so4 and No3 are also 
apparent for the FL and TX sites, although the concentrations on an annual 
basis are nearly identical. However, the Cl levels at the FL and TX sites 
are noticeably higher during the period of study, whereas the NC site 
showed no marked annual variation. Again, the apparent weather patterns 
for the uptake of water vapor involving the FL and TX sites might account 
for this unique variation. 

Major Cations 

The annual volume-weighted averages for the major cations at the 
SCFRC sites are presented in Figure 2. At the NC site, higher concentra
tions of Ca and NH4 are indicated for precipitation during 1988. All 
levels of cations at the NC site are higher in 1988 than in 1989 due 
probably to decreased precipitation amounts in 1988. At the FL and TX 
sites, the annual averages for the divalent cations (Ca and Mg) and K are 
nearly identical between years and sites. However, the annual average for 
Na is noticeably higher in 1988 at the TX site and in 1989 at the FL site. 
This may indicate the relative contribution of sea water uptake at these 
sites. 

SCFRC - IFS INTERSITE COMPARISON 

The IFS site utilizes three different types of wet deposition collec
tors: automated wet/dry deposition collectors in a cleared area and within 
the forest canopy (abbreviated as WF), stemflow collectors for measurement 
of deposition that runs down the exterior of the tree (abbreviated as SF) 
and throughfall collectors placed in specified areas on the forest floor 
within the canopy (abbreviated as TF). 

The data for the major components measured in wet deposition at the 
FL and the IFS sites are presented in Table 2. Comparison of hydronium ion 
volume-weighted concentration values shows that collection outside of or 
within the forest canopy is not a crucial factor. In addition, values for 
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most analytes are similar for the WF data from the IFS site and the FL 
SCFRC site. Samples gathered by SF and TF collectors show a large increase 
in the concentration of most analytes, which might be caused by leaching 
from the exterior surfaces of the trees or by washing off of particles dry 
deposited the tree surfaces. The only exceptions were for NH4 and for N03, 
which indicate that those components are preswnably utilized by the trees 
or other organisms during and after the precipitation event. 

Table 2. Statistical Surrunary of FL and IFS Wet Deposition Data 
(all concentrations in mLcromoles per liter) 

Site and Collector so4= .. ~- c l- HP04= H+ t<H4+ K+ Na+ Ca++ Mg++ 

FL 1988 13.34 10.05 11.69 0.72 25.50 5.88 0.84 18.34 11.99 5.67 
FL 1989 17.35 15.25 25.50 1.19 27.76 12.16 1.54 31.01 15.79 7.72 

IFS 'WF Col lectors 30.66 13.95 17.70 o.8:J 22.99 9.49 1.10 21.61 21.67 11.70 
I FS TF Col Lectors 44.72 18.24 44.96 1.31) 23.12 4.71 5.77 56.26 48.68 25.02 
IFS SF Collectors 180.70 11.24 210.45 2.39 211.40 2.38 16.65 136.24 161.82 80.53 

CONCLUSIONS 

It has been found that wet and dry depc•sition samples collected at 
the NC site contained higher levels of nearly all acidic deposition 
precursors than the FL or TX sites while samples obtained at the FL and TX 
sites are remarkably similar. One disturbin~; trend was found in the 
calculation of ion balances at all sites. Typically the anion budget in 
wet deposition (in microequivalents per lite1·) is lower than the cation 
budget by a factor of twenty to thirty percent. The likely cause of this 
deficit is the failure to preserve and immediately analyze samples for the 
weakly ionized organic and inorganic species. Earlier research has found 
that organic acid components in wet deposition may contribute between 15 to 
35 percent of the free acidity present. 4 •5 Currently field samples are 
being preserved by the addition of chloroform on site before shipment in 
order to analyze for these weakly acidic components. 
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PM-1 0 HI-VOL COLLECTION AND QUANTI
TAll ON OF SEMI-VOLATILE METHOXYLATED 
PHENOLS AS TRACERS OF WOOD SMOKE 
POLLUTION IN URBAN AIR 

Steven B. Hawthorne, David J. Miller, 
Mark S. Krieger, and John J. Langenfeld 

University of North Dakota 
Energy and Environmental Research Center 
Grand Forks, North Dakota 58202 

Methoxylated phenols, including guaiacol (2-methoxyphenol) and its 
derivatives have been shown to have consistent concentrations in the smoke from 
28 different wood stoves and fireplaces regardless of the type of wood burned or 
operating conditions, suggesting that they would be useful organic tracers of 
atmospheric wood smoke pollution. To test this hypothesis, a PM-10 Hi-Val was 
modified to utilize quartz filters backed by polyurethane foam sheets (PUF) to allow 
quantitative collection of the methoxylated phenols while maintaining the 40 cfm 
air flow required for a 1 0-um cutoff. Twenty-four winter Hi-Vol samples were 
collected in Minneapolis and Salt Lake City to represent air impacted by hardwood 
and softwood burning, respectively, and approximately 60 semi-volatile and 
particulate-associated organics including phenols, methoxylated phenols, alkanes, 
and PAHs have been quantitated in each filter and PUF extract. GC/MS analysis 
of the unfractionated extracts showed that phenols and methoxyphenols 
accounted for the largest quantity of the semi-volatile organics collected, while n
alkanes (C14 and larger) and PAHs (acenaphthylene and larger) accounted for an 
average total of only ca. one-third of the semivolatiles. All of the guaiacol 
derivatives (except formylguaiacol) had nearly identical relative concentrations in 
chimney smoke and in the urban air samples indicating that guaiacols have 
sufficiently long lifetimes to be useful as wood smoke tracers. 14C analysis was 
performed on each filter to determine "new" (assumed to be from wood smoke) 
versus "old" particulate carbon, and preliminary results show good correlation 
between guaiacol derivative concentrations and 14C analysis. 
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Introduction 

Methoxyphenols, including guaiacol 12-methoxyphenol) and its derivatives, 
may be useful tracers of atmospheric wood ~;make pollution because they are 
emitted at consistent concentrations from wood stoves and fireplaces regardless 
of the type of wood burned or operating conditions u. As pyrolysis products of 
wood lignin, methoxyphenols should be unique to wood smoke in winter urban air. 
In an attempt to validate the use of these or9anics as tracers of wood smoke 
pollution in urban air, comparisons between the concentration of the 
methoxyphenols and "new" and "old" carbon (based on 14C measurements) have 
been conducted on 24 winter Hi-Vol samples collected in Minneapolis (primarily 
hardwood burning) and Salt Lake City (primarily softwood burning). The PM-1 0 
sampler was modified to include polyurethane foam (PUF) sorbent sheets so that 
semi-volatile organics could be quantitatively collected under flow conditions 
needed to maintain the 1 0-um cut-off, and 60 of the most concentrated organics 
(including phenols, methoxylated phenols, PAHs, and n-alkanes) found in the 
unfractionated filter and PUF extracts were qu.antitated in each sample. 

Experimental Methods 

Three sites were chosen for each city to include residential with low vehicle 
traffic, residential with high vehicle traffic, and non-residential (e.g. downtown) 
locations. Both day and night air samples were collected at each location using 
a PM-1 0 Hi-Val sampler that was modified to utilize quartz filters backed by two 
7" X 9" X 2" polyurethane foam sheets (PUF). This modification allowed 
quantitative collection ofthe methoxyphenols and semi-volatile hydrocarbons under 
air flow conditions needed to maintain the 1 0-um cut-off. After a 1 2-hour sample 

collection {at 68 m3 /hr), the filters and PUF sheets were exhaustively extracted 
with acetone and the unfractionated extracts were analyzed by GC/MS. 
Approximately 60 individual phenols, methoxyphenols, n-alkanes, and polycyclic 
aromatic hydrocarbons (PAHs) were quantitated in each extract based on 
calibration curves generated from over 50 individual standard species. 

Results and Discussion 

The modified PM-1 0 Hi-Vol sampler allowed quantitative collection (based 
on the absence of significant species on the back-up PUF sorbent sheet) of phenol 
and alkylphenols, all of the methoxyphenols (including guaiacol and syringol 
derivatives), acenaphthylene (M = 152) and hi·gher molecular weight PAHs, and 
C14 and larger n-alkanes. As shown in Figure 1 by a GC/MS analysis of the 
unfractionated filter and PUF extracts from a typical Hi-Vol sample, the phenols 
and the majority of the guaiacol derivatives were collected on the PUF sheets, 
while the less volatile methoxyphenols were collected primarily on the filter. As 
would be expected, the largest percentage of the more volatile n-alkanes (C14 to 
C18} and PAHs (up to phenanthrene) also passed through the filter and were 
collected on the PUF. 
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The quantitative analyses of the unfractionated PUF and filter extracts from 
the urban air samples have yielded three major results: 

1) Phenols and methoxyphenols are among the most concentrated semivolatile 
organics in winter urban air. Of the species that were quantitated in the Hi-Val 
PUF and filter samples, phenols averaged 45% of the total (on a weight basis), 
methoxyphenols averaged 24%, n-alkanes averaged 20%, and semi-volatile PAHs 
(ranging from acenaphthylene to PAHs with M = 252, not including alkyl
substituted PAHs) averaged 11 %. As would be expected, the proportion of 
phenols and methoxylated phenols is higher in the residential samples (because of 
the higher influence of wood burning) than in the downtown samples. 

2) The relative proportions of the individual guaiacol tracers found in the Hi-Vol 
samples is similar to those previously reported for wood smoke samples collected 
from chimneys2

, with the notable exceptions of the 4-propenylguaiacol and 4-
formylguaiacol species (Figure 2). These results indicate that the majority of 
guaiacol derivatives emitted from wood burning have sufficiently long life-times in 
winter urban atmospheres to be useful tracers. 

3) Although not all.of the 14C results were available at the time of this report and 
only preliminary data analysis has been possible, the concentrations of guaiacol 
derivatives show good correlations with the percentage of "new" particulate 
carbon (assumed to be from wood smoke) determined by 14C analysis, indicating 
that the measurement of guaiacol derivatives could provide a reliable method for 
determining the relative contribution of residential wood burning to the inhalable 
particulate concentrations in urban air (Figure 3). 

Future work will focus on determining the best individual guaiacol tracers, 
and will investigate the relationship between n-alkane concentrations (assumed to 
be primarily from vehicle exhaust in winter air) and "old" (petroleum derived) 
particulate carbon. 
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Figure 1: GC/MS analysis of the unfractionated PUF (top) and filter (bottom) 
•9xtract from a 12 hour PM-1 0 Hi-Vol collection of urban air in a residential 
neighborhood. Although the total ion current chromatograms are complex, the 
:;elected ion chromatograms clearly show organic pollutants from vehicle exhaust 
(n-alkanes, n-alkylbenzenes, and PAHs) as well as organics from wood smoke 
including guaiacol and syringol derivatives. The numbers above the 
chromatographic peaks indicate the mass used for the selected ion plots. 
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SOLID SORBENT AIR SAMPLER FOR THE CHARACTERIZATION 
OF CONTAMINANTS IN SPACECRAFT ATMOSPHERES 

Thomas F. Limero 
KRUG International, 
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Theodore J. Galen 
Lockheed Engineering and Sciences 
2400 NASA Road 1 
Houston, Texas. 77058 

John T. James 
Biomedical Operations and Research Branch 
Mail Code: SD4 
NASA, Johnson Space Center 
Houston, Texas. 77058 

Assessment of air quality aboard the Shuttle during early missions was 
trusted to daily 300 ml. grab samples acquired with evacuated stainless 
steel cylinders. Additionally, a small sample of the charcoal used to 
scrub the cabin air as part of the Environmental Control and Life Support 
System (ECLSS) was analyzed by gas chromatography/mass spectrometry 
following thermal desorption and cryotrapping. 

In later missions the number of sample cylinders manifested was reduced 
such that daily grab samples were no longer possible. This, combined with 
the greater number of compounds detected in the charcoal samples, led to 
the development of the Solid Sorbent Air Sampler (SSAS) by the Biomedical 
Operations and Research Branch at the Johnson Space Center. 

This paper will present a detailed description of the SSAS which is 
capable of acquiring eight 24-hour composite samples with minimal crew 
involvement. The entire system, which is battery operated, is contained 
in a cylinder of only 4. 5" diameter x 8 " length. Furthermore, each of 
the eight Tenax sampling tubes can be desorbed without exposing the 
adsorbent to the laboratory atmosphere. Results from Shuttle missions 
will be presented to demonstrate the effectiveness of the SSAS in 
characterizing the internal cabin atmosphere. 
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Introduction 

The enclosed environment of a spacecraft, like any partially closed 
atmospheric system, is prone to the accumulation of volatile organic 
compounds (VOCs), Some of these volatile organic contaminants arise from 
the familiar terrestrial sources: human metabolic products, materials 
offgassing, leaks and/or spills of onboard chemicals, clothing, foods, 
hygiene products, thermodegradation of synthetic materials, and fire 
extinguishant. Sources of VOCs unique to spacecraft include: the 
Environmental Control and Life Suppo1:t System (ECLSS) and extravehicular 
activities (EVA). The analysis of charcoal taken from the ECLSS 
atmospheric scrubbing system during the hpollo flights demonstrated the 
presence of numerous VOCs in the spacecLaft atmosphere. 1 Although the 
concentrations of most VOCs were below 1 part per million (ppm), crew 
safety was still a concern given the physiological changes that occur in 
space and the uncertainties associated -..rith long-term exposure to low 
concentrations of VOCs. 

Efforts to define a sampling and analytical method capable of 
detecting sub ppm levels of volatile organic contaminants drew heavily 
from accepted air sampling methods of the time2 and led to the development 
of an atmospheric volatile concentrator for Skylab3 and the Air Sample 
Assembly (ASA) for Shuttle. Both systems employed Tenax-GC as a medium 
upon which VOCs were trapped from the s~~acecraft • s internal atmosphere 
during flight. These archival samples werH subsequently returned to Earth 
and analyzed. Cross-contamination of tubes, tube contamination during 
ground analysis, and excessive crew time for sampling were a few of the 
disadvantages of these devices which produced less than satisfactory 
results. 4 Complimenting the adsorbent·-based sampling technology on 
Shuttle was the collection of 300 ml grab samples in evacuated stainless 
steel cylinders each flight day. Increasing demands on payload volume and 
weight requirements have resulted in reducing the sampling protocols to a 
pre-flight sample and a single inflight sanple collected the last day of a 
mission. Additionally, the grab sample is a single point in time and 
space; therefore, it may not be a true n~presentation of the atmosphere 

over the entire mission. 

The development of a new sampling device, which eliminated the 
problems observed in previous efforts, culminated in the construction of 
the Solid Sorbent Air Sampler (SSAS). The SSAS is a compact, lightweight 
unit capable of collecting seven 24 h composite air samples. The eight 
air samples, each representing a volume o:: 3 liters pulled over Tenax-GC 
adsorbent, can be collected using 4 "·:::" cell alkaline batteries. 
Additionally, an entire sampling procedure, including laboratory analysis, 
can be completed without exposing t.he Tenax tubes to a contamination 
source. Furthermore, crew time required to obtain the samples is less 
than one minute per day. 

This paper -will describe the desi~rn and operation of the Solid 
Sorbent Air Sampler, and present results from data collected during 
Shuttle missions. The SSAS, being a compact, easy to operate, quiet 
sampler, can also be applied to studies of indoor air quality. 

Experimental Methods 

The success of the Solid Sorbent Air Sampler can be traced to its 
simplicity (Figure 1). The SSAS is housed in a metal cylinder (anodized 
aluminum) 4.5" in diameter and 9.5" in length with a total weight of 4.25 
lbs. It is composed of two subassemblies: an electronic assembly and a 
gas flow assembly. The electronic subassembly contains a battery pack, a 
diaphragm pump (model 11-0002, AeroVironm~mt, Inc., Pasadena, CA), and a 
timing circuit that pulses the pump, thus permitting a sampling rate of 
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approximately 3 liters/24 h. An ON/OFF switch is available to activate 
and deactivate the pump. The heart of the gas flow assembly is an 18-port 
(1/32" fittings) microvalve (Valco, Houston, Tx.) that connects the inlet 
and outlet of all eight glass-lined Tenax tubes, the sample inlet, and the 
pump. The sample inlet and the inlet/outlet ports of the Tenax tubes all 
have 1 mm screen filters to eliminate particulate clogging of the inlet 
and prevent loss of Tenax. Each 1/4" O.D. [.158" (4mm) I.D.] x 5.91" (15 
em) glass-lined tube (SGE, Inc., Austin, Tx.) contains 0.5 grams of Tenax
GC (All tech, Deerfield, IL.) . The valve rotates easily through eight 
positions indicated by the inscribed numbers (1-8) on the top of the unit. 
If the valve is pointing to fl, then the sample inlet, the inlet and 
outlet of tube fl, and the pump are in line; and, a sample of air is being 
pulled across the Tenax in tube f1 by the pump. When the valve is facing 
12, then tube f2 would likewise be in line and an air sample would be 
collected in that tube. 

The sampling procedure is brief and can easily be written on a small 
label attached to the unit and still leave space for recording sampling 
times. Since an "in line" Tenax tube is exposed to the environment even 
when the pump is deactivated, the valve is always positioned on Tube #8 
when the SSAS is not operating. Consequently, samples collected on Tube 
#8 will be of dubious value because of volatile organics diffusing in and 
out of the tube from the surrounding environment. The three steps 
required to initiate a seven day sampling cycle with the SSAS are: switch 
the unit "ON" to start the pump, turn the valve to the first sample tube 
(usually f1), and record the start time. At the end of a specified 
sampling period, the user manually switches the valve to the next Tenax 
tube and records the time. At the conclusion of the sampling operations, 
the valve is again switched to position f8, the time is recorded, and the 
SSAS is deactivated by switching the unit to "OFF". The SSAS unit can 
now be sent to a laboratory for analysis without further preparation since 
initial testing on the unit demonstrated no cross-contamination between 
tubes. 

Once the Solid Sorbent Air Sampler is received in the laboratory, 
the electronic subassembly is removed and a helium purge line is connected 
to the pump line. The sample inlet, with the filter removed, is attached 
to a valve on a gas chromatograph leading to a cryotrap, and the SSAS 
valve is positioned so that the tube to be desorbed is in line. The tube 

0 

is then heated to 200 C for 20 minutes with a 20 cc/min helium flow over 
the Tenax, while the cryotrap is held at liquid nitrogen temperature. A 
flow diagram of the gas chromatograph inlet system is shown in Figure 2. 
At the conclusion of the desorption process the cryotrap is heated and 
VOCs are transferred onto a GC column where subsequent GC/MS analyses are 
performed to obtain qualitative and quantitative data. Each tube is 
desorbed in a similar manner with a total run time of two hours per tube. 
Once the desorption process is completed, the SSAS unit is attached to 
another source of helium flowing at 10 cc/min and each tube is "cleaned" 

0 

for 24 hours at 250 C. Following this cleanup procedure, a blank is run 
on each tube, and, with satisfactory results the unit is again ready for 
use. It is noteworthy that the entire protocol is performed without 
removing the Tenax tubes from the SSAS unit; thereby, eliminating a 
potential contamination step. 

Results 

The Solid Sorbent Air Sampler has been restricted to Shuttle 
missions that either contain the Spacelab or involve the first flights of 
new or extensively refurbished vehicles. These restrictions have limited 
the inflight operation of the SSAS to seven missions over the past five 
years. Unfortunately, the archival samples collected have been analyzed 
on a variety of GC/MS instruments. However, some trends in the data do 
surface and with the SSAS manifested on several missions scheduled for the 
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near future, a more comprehensive characte::ization of the Shuttle internal 
atmosphere should be forthcoming. 

The results presented in Table I 5 ' 6 indicate that the total mass of 
volatile organic compounds collected is gtmerally in the range of 1. 5 to 
2.5 mg/m3. As noted, these data do not include the contributions from 
ethanol and 2-propanol because these compounds are introduced into the 
cabin atmosphere at inordinately high levels by hygiene and medical wipes 
respectively. The concentration of ethane:. rises dramatically, especially 
near the conclusion of mission, when housekeeping activities usually 
increase in anticipation of the return to Earth. The total mass of 
volatile organics collected on Tube f7 of STS 32 was 5.5 mg/m3; however, 
ethanol and 2-propanol contributed 3.6 mg/m3. Subtracting the 
contributions of the ethanol and 2-propanol leads to the observation that 
the concentration of VOCs appears to stabilize and rises only slightly 
with time during a mission. 

The data presented in Table II 7 illu~;trate several important points. 
First, the distribution of volatile organic compounds in the spacecraft 
atmosphere is substantially different from that typically found in an 
indoor environment on Earth. Terrestrial samples of indoor air usually 
contain as high as 80%-90% hydrocarbons (alkanes, alkenes, etc.). 8 As 
noted in Table II, the spacecraft atmosphere contains more oxygenated 
hydrocarbons and halogenated compounds than alkanes, alkenes, and 
aromatics. This composition may reflect careful materials selection and 
rigorous offgas testing applied to all nonmetallic substances under 
consideration for use in flight hardware. Although offgassing of 
materials in flight still occurs, the major contributors to the VOCs in 
the atmosphere seem to be from metabolic processes and utility chemicals. 
A second point to be ascertained from Tab:.e II is that this air sampling 
technique can indicate a problem has a occurred or the success of a 
correction effort. For example, the leve,ls of halogenated hydrocarbons 
which were fairly high in the pre-Cha.llenger era (3 flights with the 
SSAS), appear to have been reduced. Furthermore, in the post-Challenger 
era (4 flights with the SSAS) the level of silicone compounds would appear 
to be remarkably high; however, this can be traced to a anomaly on board a 
single mission (STS 28). Finally, in spite of different sampling devices, 
personnel, and analytical systems, the trends of VOC composition in 
spacecraft atmosphere appear to be consi3tent throughout the entire 17 
years since Skylab. 

Conclusion 

The Solid Sorbent Air Sampler has proven to be a valuable means of 
collecting volatile organic compounds from the Shuttle atmosphere for 
subsequent ground analysis. The ability to collect, analyze, and clean 
each tube without exposing the Tenax to the atmosphere is an important 
advantage of this device. The SSAS ha:3 provided information on the 
character of the volatile organics in the Shuttle atmosphere in both the 
ppm and sub ppm ranges. The analyses of the SSAS samples and appropriate 
trend analysis are tools that can be employed to identify anomalies or 
modifications in the Shuttle atmosphere. Facing the challenges presented 
by long duration missions, such as Space 3tation, necessitates exploring 
the potential of multi-sorbent tubes and automated valve switching to meet 
the demands of extended spaceflight. Additionally, studies comparing the 
SSAS with Passive Sampler Devices (PSDs) is a high priority in the search 
for sampling strategies for Space Station. Moreover, the design features 
of the SSAS for spaceflight (lightweight, compact, quiet, simple 
operation, and inexpensive) are the very same attributes required for a 
successful indoor air sampler intended for long-term, broad base studies 
on Earth. 
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TABLE I. TOTAL VOLATILE ORGANICS 
COLLECTED (mg/m3)* 

MISSION SOLID SORBENT AIR SAMPLER TUBE NUMBER 

1 2 3 4 5 6 7 

STS-51B 4.1 3.1 11 . 6 

STS-51] 1.4 1.4 1.3 1.7 1.2 1. 7 1.0 

I I I I 
I 

I STS-61A 2 q 1 q 2 0 2 4 2.2 I 

STS-26 0.6 0.4 .81 

STS-27 2.3 2.3 1.8 2.3 

STS-28 2.3 1.6 1.6 1. 8 1.2 

STS-32 1.0 0.8 1.5 1. 5 1.5 1 .5 1.9 

4 mg/m3 OF ETHANOL AND 2-PROPANOL ARE NOT INCLUDED 
IN THESE VALUES 

8 
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Table II. COMPARISON OF AVERAGES FOR VOLATILE 
ORGANIC COMPOUND CLASSES IN 
SPACECRAFT ATMOSPHERE BY ERA 

MISSIONS COMPOUND CLASS 

ALKANES KETONES SILICONE HALOGENATED 

ALKENES ALDEHYDES COMPOUNDS HYDROCARBONS 

AROMATICS ALCOHOLS 
ESTERS 

SKYLAB* 12 .5* * 42.5 3.0 32.5 

PRE-

CHALLENGER 8.4 41.3 2.9 47.4 

POST-

CHALLENGER 7.0 so .1 22.7 20.2 

* AN ESTIMATED AVERAGE **ALL VALUES ARE mg/m3 
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Figure 1. Schematic of the solid sorbent air sampler electronic and gas 
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SULFUR ON SURFACES OF ATMOSPHERIC :M.INERJ\LS 
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Research Triangle Park, NC 27711, USA 

Atmospheric particles were analyzed by electron microscopy to obtain 
direct evidence for s enrichment on minerals and spores in the 0.5 to 10 ~m 
diameter range. The particles were collected at Research Triangle Park for 
two weeks during summer, 1988, using dichotomous samplers that were modified 
for use with electron microscopy. One of the samplers was equipped with an 
annular denuder that removed acidic gases upstream of the filters to avoid 
artifact reactions on the filter between gases and particles. A comparison 
of X-ray spectra for atmospheric particles and locally collected soil and 
mushroom spores revealed significant S-emrichment of atmospheric silicates and 
spores. It was concluded that the S enrichments were caused by atmospheric 
reactions and not by sampling artifact. 
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Introduction 

The goal of this study is to obtain direct evidence for enrichment of 
sulfur on minerals and spores in the atmosphere as a function of diameter in 
the 0.5- to 10-~m range. To meet that goal, we compared ambient particles 
with locally collected soil particles and mushroom spores. To avoid confusion 
about whether some of the observed sulfur enrichment is caused by so2 reacting 
with particles on the filter during sampling, we analyzed samples from a 
second simultaneously operated dichotomous sampler that was equipped with an 
annular denuder that removed so2 upstream of the filters. Instead of using 
standard dichotomous samplers, which collect fine particles as multiple layers 
that are unsuitable for microscopy analysis, we used modified dichotomous 
samplers that collect fine and coarse particle samples that are suitable for 
both microscopy and bulk sample analysis 1 . We used X-ray fluorescence (XRF) 
to obtain the elemental content of the samples and scanning electron 
microscopy (SEM) with an energy dispersive X-ray (EDX) spectrometer to analyze 
individual fine (<2.5 ~m aerodynamic diameter) and coarse (2.5 to 10 ~m) 

particles. 

Methodology 

Ambient particles were collected simultaneously in two modified 
dichotomous samplers 1 , placed on the roof of EPA laboratory 10m above ground 
in Research Triangle Park, NC, for 10 consecutive 24-h periods between June 
28 and July 9, 1988. One of the samplers was equipped with an annular denuder2 

to remove so2 , HNo2 and HN03 . 
All of the Teflon filters (coarse and fine) were analyzed by gravimetry 

for mass and by XRF. Several coarse Teflon and fine Nuclepore filters were 
analyzed manually in a SEM equipped with an EDX spectrometer. Size, X-ray 
spectrum and morphology were recorded for several hundred particles. 

Soil and road dust, and fresh mushroom spores from the area were sampled 
on Teflon and Nuclepore filters. The Teflon filters were analyzed by 
gravimetry and XRF, the Nuclepore filters by SEM-EDX. 

Results and Discussion 

Source sample analysis 
Spores. The three major elements detected by XRF are P, S and K, and 

the S/P and S/K ratios are about 0.4 and 0.5, res~ectively. Such ratios for 
spores are similar to results reported for pollen . 

Figure 1 is a SEM micrograph and an X-ray spectrum of mushroom spores. 
The spores are quite uniform in size and shape. The spores contain P, K, and 
S with ratios of 0.3- 0.4 and 0.7-0.8 for S/P and S/K, respectively. 

Soil and Road Dust. SEM analysis of soil and road dust sample showed 
that particles were irregular in shape and composed mostly of silicate 
minerals. Sulfur was not associated with these minerals. Only few particles 
analyzed in the microscope had detectable amounts of s. 

XRF results for ambient samples 
The mass and the complete set of XRF data for fine and coarse particles 

led to the following findings: 
(a) The total particle mass concentration ranged from 20 to 50 ~g/m3 , and the 
ratio of fine to coarse mass concentrations ranged from 1.3 to 5.3. 
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(b) Sulfur, as ammonium sulfate, accounts for about 50% of the fine mass 
concentration. No other element (>5%) was measured by XRF. Sulfur was 
detected by XRF in the coarse fraction although the concentration was low. 
(c) Alumino-silicate minerals account for about 50% of the coarse mass. 
Volatile nitrates, spores, other organic ma~erial, and water can contribute 
to both size fractions but were not measured by XRF. 
(d) Day to day variations in mass and elemental concentrations are as large 
as a factor of 2 for consecutive samples. The relative changes in the coarse 
particle composition are not identical to those of the fine fraction. 
(e) Particle losses in the annular denuder were very small. 

Three cases were chosen for SEM-EDX analysis based on s in fine fraction 
and Si (minerals) in the coarse fraction: 

Case I (June 28): low fineS and nearly median Si, 
Case II (July 3): high fineS and lowest Si and 
Case III (July 5): lowest fine S and higl":. Si. 

Case II represents s concentrations that are typical of summertime conditions 
in the East and Midwest, and cases I and III represent conditions of unusually 
low s-concentrations in the eastern United States. 

SEM results for ambient samples 
Coarse particles, analyzed by SEM-EDX, were classified into categories 

according to morphology and X-ray spectrum1 • 4 . Table 1 shows particle counts 
in each category. For the above three cases particles consisted of 60 - 80% 
minerals, 10 - 30% spores and pollen, and 1 - 2% fly ash. 

Almost all fine particles smaller than 0.5 ~m were sulfates. The non
sulfate fine particles, 0.5 to 2.5 ~m, were 50-60% organics, 30-45% minerals, 
5-10% spores, and 0 - 3% fly ash. 

S enrichment in ambient samples 
Figure 2 show SEM-EDX X-ray spectra of atmospheric silicates and spores 

that appear to be enriched in s relative to the spore and mineral source 
samples. To systematically characterize partLcles according to s enrichment, 
coarse fraction silicates and spores were classified as follows: 

Ns < 150 no S enrichment 
150 s Ns < 350 some s enrichment 
350 s Ns high S enrichment 

'"'here Ns is the number of S X-ray counts acquired in a 30-s analysis. 
fraction silicates and spores were classified similarly except that the 
limits were 30% lower than those shown above. On the basis of 
definitions of s-enrichment, all the fresh spores and soil minerals 
:figure 1), are in the category of "no enrich;nent". 

Fine 
count 
these 

(see 

What is the cause of the s-enrichments in atmospheric particles? First, 
1..;e eliminate the possibility that so2 reacb::!d with particles on the filter 
during sampling because the denuder in one of the samplers removed so2 
upstream of the filter. The small differencee. between denuder and non-denuder 
data in Table 1 are due to counting statisticfl and cannot be attributed to the 
denuder. Second, our use of modified dichotomous samplers caused particles 
1:o be spaced far enough apart on the filter so that each X-ray spectrum are 
representative of only the particle being examined . Third, the silicates and 
Bpores in our source samples were not enr ich~~d in s. 

Thus, we conclude that the observed S-Emrichments are a consequence of 
J:eactions that occur in the atmosphere while particles are airborne. A 
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possible mechanism is that so2 and oxidants diffuse into and react in a water 
layer that forms on particles in clouds and at high humidity. 

Data in Table 1 indicate that s-enrichment occur in all three cases 
studied for coarse and fine particles. The amount of enrichment was greatest 
for case II, which represents typical summertime high fine s concentrations, 
and was least for cases I and III. 

Summary and Conclusions 

The main results are summarized in the following: 
(1) No significant difference in the s-content of atmospheric spores and 

silicates was obtained for samples collected with and without a denuder. 
Thus, there is no evidence for gas-particle reactions occurring on the filter 
during sampling. 

(2) The sources analyzed (soil and spores) were not enriched in s. 
Sulfur was not detected by XRF in the soil minerals. Sulfur was found in 
spores as part of their intrinsic composition but was always less than the 
amount of P and K in each spore studied. 

(3) All ambient samples that we analyzed by SEM-EDX contained silicates 
and spores that were enriched in S. Moreover, on July 3, a day when S 
concentrations were typical of Eastern summertime values, most of the 
silicates and spores were either enriched or highly enriched in S. The 
S-enr ichrnents were caused by atmospheric react ions. Although this study 
demonstrated that both fine and coarse fraction minerals and spores become 
enriched in s while airborne, it does not determine the mechanism by which 
this happens. 
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Table 1. Particle count by category for coa::se particles in the 1. 5- to 10-.um 
diameter range * 

Case I: June 28 

Silicates 
No S enrichment 

Some S enrichment 
High S enrichment 

Spores and pollen 
No S enrichment 

Some s enrichment 
High S enrichment 

Others # 

Total 

no 
denuder denuder 

30 
29 

4 

15 
11 
14 
17 

120 

37 
11 

6 

13 
12 
13 
25 

117 

Case III: July 5 

n::l 

denuder denuder 

67 
12 

5 

4 
4 
5 

16 

113 

45 
21 

7 

4 
2 
5 

23 

107 

Case II July 3 

no 
denuder denuder 

11 7 
24 24 
18 34 

3 4 
4 7 

16 11 
24 30 

100 117 

* The total area scanned in four fields wan 38000 .um2 per sample. 
# Include other minerals, fly ash, organicn, and metal rich particles. 
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Fig. 1. (A) Micrograph of mushroom spores at X5000 magnification. {B) x-ray 
spectrum of typical mushroom spore. Note that the Speak (abundance) is lower 
than that of P or K. 
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Fig. 2. X-ray spectra of coarse particles enriched inS (cursor line is 
on the S peak) in July 3 samples: (A) mineral (major peaks are Al, Si) 
and (B) spore (high background spectrum characterizes biological material) 
from sample with no denuder. 
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I 

The subchronic effects of ambient levels of acid aerosols has yet to be determined, due 
mainly to the highly reactive nature of these compounds. This paper explains the development of 
an acid aerosol exposure system for animals. The animal chambers are continuously monitored 
and maintained for the proper aerosol concentration, temperature, relative humidity, and air 
changes. The quality of aerosol delivered is determined by the aerosol generation system. The 
generation system was composed of a constant output atomizer (TSI, Inc.), which was linked to a 
diffusion dryer, aerosol neutralizer, and heat exchange tee. To maintain a uniform aerosol 
distribution, the Hazleton 2000 Inhalation Chamber was used to house the animals. Continuous 
monitoring was accomplished by use of a sulfur analyzer and a tapered element oscillating 
microbalance (TEOM)3 linked to each chamber. Aerosol species identification and 
characterization was determined by annular denuder samples analyzed by ion chromatography 
(IC). The aerosol particle size was determined by use of cascade impactors and particle-sizing 
instruments. Each chamber effluent was conditioned by a scrubber (Mystaire) for removal of acid 
aerosols and gases before being exhausted to the atmosphere. The design of these systems 
provides the operator with a high degree of freedom to accomplish routine analysis of chamber 
samples while continuously maintaining four inhalation exposures. 

Disclaimer 
This is an abstract of a proposed presentation and does not necessarily reflect EPA policy. 
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Introduction 

The term acid aerosols includes many acid species, including two sulfated species- H2S04 
and NH4 HS04, which are both droplets in ambient air. Although HN03 is considered an "acid 
gasH because of its ability to form a gas molecule frc1m aqueous solutions, in dilute aqueous 
sol uti on {0. 1 M), H N03 is strong, being about 93% dissociated 1. This indicates that an aerosol 
generator will deliver HN03 as an aerosol and gas mixture. 

The subchronic effects of ambient levels of acid ae•rosols (H2S04, NH4HS04, and HN03) have 
not been examined thoroughly using state-of-the~art measurement and exposure techniques. 
This paper describes the development of an acid aerosol inhalation exposure system for guinea 
pigs. The exposure chambers provide the animals with the proper temperature, relative 
humidity, and adequate ventilation. The exposure system was developed to deliver 
predetermined concentrations of acid aerosol within a specific particle size range (0.4 to 0.8 p.m 
mass median aerodynamic diameter [MMADJ); to minimize acid neutralization by NH3; measure 
the aerosol concentration continuously and quantitatE· the different chemical species present, 
and exhaust chamber effluents that are essentially acid free. 

Methods 

Generation 

The aerosol generation systems for each test m<tterial (H2S04, NH4HS04, and HN03) are 
described below. These systems provide stable, accurate test agent flow rates to the exposure 
chambers to provide target aerosol concentrations and aerosol particle size. 

The generation equipment is mounted on a 3 ft wide by 4 ft long by 2 in. thick platform 
mounted to the wall and ceiling 6 ft above the floor, and includes metering pumps, constant 
output atomizers, diffusion driers, and particle Mutrallzers. These items are available 
commercially. A solution of either H2S04, NH4HS04, Clr HN03 is metered into a nebulizer and 
atomized as a polydispersed aerosol, with the excess soh..tion being delivered to a waste reservoir. 
The aerosol becomes more uniformly sized by the removal of excessive moisture in the diffusion 
dryer. The mechanical action of generators can create highly charged aerosols2. These electrical 
charges are neutralized to a normal Boltzmann equilibrium by passing the aerosol through a 
particle neutralizer (2.0 mCi of 85Krl. Finally, the aerosol is delivered to the exposure chamber 
through a diluter tee to prevent aerosol loss and ensure proper mixing with the chamber supply 
air. The initial aerosol particle size is determined primarily by the acid solution concentration 
delivered to the nebulizer. Final aerosol particle size is influenced by chamber humidity and 
temperature. The exposure chamber concentration is controlled by the metering pump and 
chamber air flow rates. 

Monitoring and Control 

During operation of the acid aerosol exposure facility, all inhalation chambers are 
monitored continuously and have automatic control and alarm for tern perature (73 ± 3 °F), 
relative humidity (60 ± 1 0%), and chamber air flow (minimum 15 air changes/h). In addition, the 
exposure chambers are monitored continuously for contaminate flow rate (within 1% of actual 
flow rate}, chamber static pressures (between negat;ve 0.1 and 0.5 in. H20), and nominal 
concentrations ( ± 1 0%). These three parameters are controlled manually. 

The chamber NH3 levels are monitored on a routine basis before the start of every daily 
exposure. This procedure includes sampling every chamber by drawing a known volume of 
chamber atmosphere through an impinger and analyzin•;, the sample with an NH3 analyzer. Once 
the NH3 levels in each chamber are acceptable (less than 20% neutralization of target acid 
concentration), all exposures begin simultaneously. t1n NH3 probe is used to verify the NH3 
analyzer operation on a routine basis. 
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Acid aerosols generated are monitored in the exposure chambers for particle size 
distributions and total particle concentrations. To ensure complete aerosol size determinations, 
two instruments with overlapping particle size ranges are used to determine the aerosol particle 
distribution. An electrical aerosol analyzer ([EAA] TSI, Inc.) is dedicated to each exposure chamber 
and one optical particle analyzer {Ciimet, Inc.) is used for confirmation and quality assurance (QA) 
of each EAA Each exposure chamber will be monitored continuously for particle size 
distributions to ensure that uniform aerosols are generated during the entire exposure period. 
Aerosol mass concentrations will be analyzed by a tapered element oscillating microbalance 
(TEOM)3 ambient particulate monitor (Rupprecht & Patashnick Co, Inc.). This analyzer enables 
precise and accurate measurement of all aerosols in the chamber as on-line, real-time data. These 
data provide the operator information helpful for precise control of the generation system, as 
well as continuous aerosol mass concentration analysis. One analyzer will be dedicated to each 
exposure chamber to provide on-1 ine, real-time aerosol concentrations. 

The speciation determination during acid aerosol exposures is essential because of the 
highly reactive nature of these aerosols and trace NH3Ievels created continuously by the animals. 
EPA method IA09, using annular denuder system (ADS) followed by IC analysis, will be used to 
speciate the aerosol in the exposure chambers (EPA Method IA09, draft). This system was 
developed to measure reactive acidic and basic gases and particulate matter which are contained 
in indoor ambient air. The following chemical species can be measured by the ADS: gaseous 502, 

HN02, HN03, and NH3 and particulate 5042·, No3·, NH4 +,and H +. Other similar chemical species 
can be collected sucessfully with just a few simple modifications (i.e., changing the denuder 
coating solutions). Once collected, the species concentrations are quantified by IC analysis and/or 
NH3 analyzer. The ADS sampling is performed once a day on every exposure chamber to monitor 
for changes in chamber atmosphere species. All NH3 analyses were performed with an NH3 probe 
(Fisher Scientific) in 20 ml of deionized water. The samples were collected for 30 to 60 min with a 
midget impinger. 

The total sulfur in the exposure chambers also is determined using an on-line real-time 
total sulfur analyzer. This analyzer is multiplexed between all acid aerosol exposure chambers for 
quality control over sulfur species {S042·, 502). 

Chamber Systems 

Hazleton 20004.5 whole-body inhalation exposure chambers are used to conduct the 
animal exposures (Figures 1 and 2). The 2.0-m3 chambers are constructed of stainless steel and 
glass and are designed for animals to live in the chamberss. Each chamber contains six cage 
modules with integral food troughs and automatic watering. Catch pans are mounted below 
each cage module to collect the animal waste products. The animal caging capacity is 60 
guinea pigs per chamber. All chamber air is filtered first by a prefilter, then by a bed of 
activated carbon. The incoming air is then humidified to -60% RH and is passed through a bed of 
Type CA charcoal, two beds of Purafil®, and finally a high-efficiency particulate air (HEPA) filter. 
This has proven to be an effective method of removing ambient NH3. The supply then is 
dehumidified and rehumidified to -SO% RH. This conditioned supply air is delivered to a plenum 
maintained at 1.0 in. positive pressure which supplies all inhalation chambers. The exhaust air 
system has redundant exhaust blowers. When a mechanical failure occurs, the system 
automatically switches over to the backup blower without loss of exhaust air flow. 

The chambers are operated to minimize the neutralization of the H2S04 by NH 3 forming 
(NH4hS04 . This situation is addressed by maintaining strict cleanliness in the exposure 
chambers. To maintain the lowest NH3 levels possible, animals are exposed in one set of 
chambers for 4 h, then they are transferred to a second set of chambers (or filtered clean racks) 
for holding overnight. Exposure chambers are cleaned so as to remove the animal waste products 
splattered on the cages and chamber walls which are not removed by simply replacing the drop 
pans and cage boards after exposures. Preliminary data collected from the proposed exposure 
facility indicate that the above procedures are a necessary first defense in the effort to 
minimize the NH3 problem. The average NH3 concentrations for 30 rats in the Hazleton 2000 
chambers (15 air changes/h) with no control measures ranges from 0.2 to 1.0 ppm, depending on 
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the number of hours the animals are housed in the same chamber. The same analysis has been 
run for 30 guinea pigs, with the average NH3 ranging fror1 0.5 to 1.5 ppm. 

Aerosol Distribution 

Aerosol distribution of H2S04 in the Hazleton 2000 has been studied4. Additional 
distribution testing will be conducted in the exposure chambers prior to initiating the proposed 
animal exposures for toxicological evaluation. A TEOM will be used to monitor the concentration 
in the exposure chamber after the aerosol generator has stabilized. A reference position and 
several points will be selected that are located in the breathing zone of the test animals. The 
sample probe of the aerosol mass monitor will be rotated through the selected sampling 
positions allowing sufficient time for the sample to stabilize at each position. The data will be 
analyzed by a statistician for temporal and spatial varizbility. The aerosol distribution will be 
evaluated thoroughly at all dose levels, then spot checks will be performed on the remaining 
exposure chambers to verify the performance of each cha 11ber. 

Waste Disposal 

The removal of acid aerosol-laden atmospheres from the inhalation exposure chambers is 
accomplished with a wet scrubber (Mystaire, Heat Systems, Inc.). This device physically removes 
the aerosol particles from the air with water from a high-pressure nozzle sprayed on a nylon 
mesh. The water is recirculated through a 1 0-gal holding tank mounted beneath the pump. 
Acidified water is removed, neutralized, and replaced on a regular schedule. (Figure 2). 

Results 

Current research on the neutralization of NH 3, which is created by the test animals (rats 
and guinea pigs) and is present in ambient air, indicates a signficant problem with whole-body 
exposures. The reactive nature of NH 3 can only be controlled by complete neutralization of it as it 
is formed. 

The most significant sources of NH3 is the animals themselves, from action of urease 
bacteria from animal feces on the urea found in the urim!e, and from the expired air_7 The results 
of the NH3 1evels of rats vs. guinea pigs are shown m Table I. The current control methods include 
using chambers coated with 0.1 N H2S04 solution applied with an aerosol generator for 2 hand 
allowed to dry overnight before loading the animals. Ti"e use of neomycin-treated DAC paper in 
catch pans located under the guinea pigs and rats has greatly reduced NH3 1evels. 

Future research plans include the use of an NH3-neutralizing substance incorporated into 
disposable microencapsulated absorbancy pads, in place of the neomycin DAC paper. It is hoped 
that this procedure will give the control necessary for complete neutralization of NH3 generated 
by the animals. 

Ambient air is an additional source of NH3.8 This NH 3 must be removed from ambient air 
which supplies the chambers. The method for removal is discussed previously under chambers. 
This system is being modified to provide NH3-free air for the studies, and the preliminary results 
of chamber room air and chamber supply air monitoring are presented in Table II. 

The room air was sampled in the vicinity of the chamber, whereas Ports 3 and 41ocated on 
the middle tier in the Hazleton 2000 inhalation chamber (Port 3, right side, and Port 4, left side) 
sampled the chamber air (see Figure 1). The decrease in NH3 levels was due to in<reases in the 
supply air relative humidity. 

Future plans include using acid-soaked prefilters in the supply lines for bettter NH 3 
removal. If needed, a scrubber may be employed (such as the one in Figure 2) to remove NH3 to 
prevent the neutralization of generated acid aerosols. 
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TABLE I. AMMONIA LEVELS FOR RATS VS. GUINEA PIGS 

Rats Rats Guinea Pigs 
<ppb)* (ppb)** Cppb)** 
227.4 81.2 54.6 

210.2 77.3 30.0 

295.5 48.9 62.4 

236.6 66.7 37.6 

278.6 40.9 58.4 

249.1 22.7 56.0 

415.6 34.0 79.8 

259.7 56.0 

Mean= 271.6 Mean= 53.1 Mean= 54.4 

* Chamber air flow rate was 500 Um in (1 5 air changes/h) and the readings were taken over 4 h (30 rats). 
** Same chamber airflow with animals using neomycin-treated DAC paper and the chamber was coated with 0.1 N 

H2S04 solution generated as an aerosol (30 rats or 30 guinea pigs). 

TABLE II. AMBIENT LEVELS OF AMMONIA 

Room Chamber Port 4 Chamber Port 3 
<ppb) (ppb) (ppb) 

15.0 35.4 

15.4 11.2 

4.6 16.6 

6.9 3.4 

4.5 19.1 

4.2 6.4 

4.8 7.2 
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Figure 1. Acid Aerosol Exposure System- Front View. Acid aerosol will be generated from a 
@pressurized nebulizer fed with acid solution by a liquid metering pump. Electrical 
charges on the aerosol will be neutralized by a ® BSKr source,® diluted, and delivered 
to the@ exposure chamber. The acid aerosol is removed from the chamber exhaust by 
a@ water scrubber. The scrubbing liquid is re•circulated through a® reservoir. 

Figure 2. Acid Aerosol Exposure System- Side View. 
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Automobile emissions were irradiated in a 22.7-m3 environmental chamber. The hydrocarbons 
for the irradiated mixture was taken from the exhaust (50%), and from a seven-component surrogate 
mixture (50%), representative of evaporative emissions from automobiles. NO, came entirely from the 
exhaust and was brought to an initial concentration of 516 ppbv in the environmental chamber before the 
irradiation. The irradiation was conducted at an initial HC/NOx ratio of 15. The mutagenic activity of 
the mixtures were measured using a variant of the Ames test. In this procedure, the bacteria, Salmonella 
typhimurium, strain TA100, was exposed in individual exposure chambers to the irradiated and non
irradiated effluent. The results show that the gas-phase mutagenic activity of the products is significantly 
greater than that of the reactants with a doubling of the irradiated mixture (over background activity) after 
four hours of exposure. Collection of the particulate matter from the reactant or irradiated mixtures did 
not yield sufficient mass to obtain either chemical or mutagenicity data above background levels. 
Experiments at higher concentrations were thus conducted to obtain the mutagenic activity of the 
particulate phase components. The measured activities of the gas phase (43 revertants/h) and the 
particulate phase (0.6 revertants/J.Lg) were convened to activities per unit volume, that is, the mutagenic 
density which is the number of revertant/m3 of effluent. (The mutagenic density includes the potency of 
chemical mutagens in the mixture and the amount of these compounds present.) For the gas phase 
products the measured mutagenic density was 2730 revertants/m3; the mutagenic density for the particulate 
phase products was approximately 7 revertants/m3• The difference in mutagenic density for the two phases 
mostly represents the much higher mass of products present in the gas phase. 
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bttroduction 

Automobiles emit a significant fraction of the urban levels of hydrocarbons and NOr Automotive 
hydrocarbon emissions result from exhaust emissions, running losses, and other evaporative losses. In 
urban environments many emission sources, in addition 1:0 automobiles, contribute to the total 
hydrocarbon loading. On the other hand, automobiles generate a large fraction of the nitric oxide found 
in urban areas and on average accounts for around 60% of th·~ urban loading for oxides of nitrogen [1]. 
This is due in part to the fact that most control strategies for reducing urban ozone has focused more on 
alJtomotive hydrocarbon control than on NOx control. 

Several studies have been conducted to examine the effect automotive emissions have on the 
g·~neration of photochemical pollutants, particularly the production of ozone. These studies have generally 
involved experiments performed in photochemical smog chamb•!rs, with quantitative measurements for the 
removal of the reactants and the generation of products. \\'bile some of the information from these 
st.udies could be used in risk assessment models, the studies are generally not designed, and are certainly 
not optimized, for this purpose. 

In addition to ozone control, the biological effects of automobile exhaust are also of concern. 
Most current assessments of risk attributed to automobile <:xhaust are based on the composition of 
chemicals found in direct tailpipe emissions rather than the photochemical transformation products. 
However, evidence has accumulated to suggest that products generated from the photochemical trans
formation of the components of combustive emissions may .:::ontribute more significantly to potential 
health risk than do the direct emissions themselves [2]. 

Over the past few years research studies from several laboratories have examined mutagenic 
a•:tivities attributed to the photooxidation products of various atmospherically important hydrocarbons, 
particularly olefins and aromatics. The mutagenic activity of tht: gas-phase oxidation products of individual 
hydrocarbons (notably, propylene [3], and toluene [4,5]) have been measured and it has been 
determined that the gas-phase photooxidation product-, from these reactions can be significantly more 
mutagenic than are the initial reactants (i.e., notably the hydrocarbon, NO, and N02). In some of these 
st.udies extensive efforts have been made to identify the origin of the observed activity in terms of 
mutagenic contributions from individual oxidation products. While the approach has met with limited 
success, the results have generally indicated that a large fraction of the activity in the toluene and 
propylene oxidation systems is probably attributable to products (perhaps nitrogenated products) formed 
in low yields in the system. Experimentally measured compounds contributing to the observed activity 
included peroxyacetyl nitrate (PAN), the dicarbonyls-- glyoxal and methyl glyoxal, and several bifunctional 
organic nitrates [3]. 

This study has been conducted to evaluate potential mutagenicity from the components of 
alJtomobile exhaust and the associated photooxidation produCJ.s. The results of the study are expected to 
indicate the extent to which there are components in automobile exhaust which lead to the formation of 
mutagenic products by photooxidation processes. In addition, with current interest in alternate fuels and 
reformulated gasolines, the study will give baseline data from which to compare the impact these fuels and 
their oxidation products might have with respect to the generation of mutagenic compounds. 

Experimental Methods 

The main components of the apparatus include: (1) a portable dynamometer and associated 
dilution tunnel, (2) a photochemical reaction chamber, and (3) biological exposure chambers. Automobile 
exhaust was generated on-site by operating a light-duty passenger vehicle under load on a portable 
dynamometer. The dynamometer and accessory equipment necessary for its operation were mounted on 
a single flatbed trailer for turn-key operation at a remote site. A single automobile, a 1977 Ford Mustang 
'A-ith 40,000 miles, was employed for this study. The entire exllaust from the automobile passed through 
a heated, stainless-steel transfer line of 7.6-cm internal diameter which was connected to the dilution 
tunnel. The exhaust was diluted with ambient air that wa-, drawn through the tunnel using a 20m3/min 
turbine. Effluent from the tunnel then passed through a 7-m length of 3.2-cm Teflon tubing to reach the 
point where the dilute exhaust could be accurately metered ir~to the reaction chamber. 

The reaction vessel is a 22,700 L cylindrical chambt:r constructed of 5 mil Teflon film. The 
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reaction chamber is sealed to aluminum end plates that are coated with fluorocarbon paint. The radiation 
is generated by a combination of fluorescent sunlamps and blacklights that surround the chamber 
longitudinally. N02 photolysis rate, k1, as previously determined experimentally, was 0.22-0.24 min-1. 

Reactants introduced into the reaction chamber first passed through a 150 L inlet manifold where they 
were mixed with ultra-zero air. Dilution air added to the inlet manifold was supplied using a high volume 
clean air generator. 

Four 190 L, Teflon-coated biological exposure chambers were used for the exposure of the gas
phase test mixtures to the biological assay. The activity of irradiated gas-phase effluent was measured in 
an exposure chamber situated in close proximity to the reaction chamber to minimize transfer losses for 
reaction products of low volatility. The gas-phase mixture entering this exposure chamber was filtered 
with a 135 mm Teflon-impregnated glass fiber filter. The exhaust from this chamber was then fed into 
a second exposure chamber in series. This chamber, the carry-over chamber, was employed to determine 
the extent to which mutagenic compounds pass through the initial exposure chamber. Also included were 
chambers to measure the activity of the reactants and the background activity of clean air. All exposure 
chambers were operated at a flow of 14 L/min. 

The bacteria Salmonella typhimurium, strains TAlOO and T A98 were employed as the biological 
assay for this study. 45 ml of base agar (Difco) was poured into glass petri dishes. The plates were seeded 
with bacteria using 0.1 ml of the S. typhimurium culture containing 1 x lOS bacteria mixed in a 3 ml of an 
agar overlay. The overlay was poured at a temperature of 45 °C. In formulating these plates minimal 
histidine at the same final concentration as prescribed was placed in the base agar rather than in the top 
agar. Since only direct activity was determined in these experiments, metabolic activating substances such 
as S9 were not added to the active mixture. Colony counting of the expressed bacteria was performed 
using a Biotran III automatic colony counter. All other procedures using the biological assay followed 
those previously described [6]. 

The reacting hydrocarbons for this study derived from two sources, the automobile exhaust and 
a hydrocarbon surrogate mixture. The gasoline used to power the automobile in this study was a 
commercially available winter-grade unleaded fuel. The surrogate component was derived from a seven
component chemical mixture representative of vehicular evaporative losses. 

The experimental procedures generally followed those previously described for gas phase exposures 
of both simple hydrocarbons, as well as those for other complex mixtures. The procedures for these 
experiments were refined to address the constraints of this combustion source with respect to viable 
operation of the reaction chamber. Automobile exhaust and the surrogate hydrocarbon mixture were 
admitted into the chamber using the following procedure. The automobile was operated using a 23 
minute driving cycle followed by a ten minute idle. The automobile exhaust from the dilution tunnel, was 
mixed with zero air in the inlet manifold and injected into the reaction chamber at the requisite flow. The 
integrated HC/NOx ratio of the automobile exhaust over the complete 33 minute cycle was between 7 and 
8. The exhaust was metered into the inlet manifold at a rate necessary to yield an integrated NOx chamber 
concentration of approximately 500 ppbv. The total hydrocarbon contribution from the exhaust amounted 
to 3.75 ppmC, approximately 40% of which was generated during the driving cycle and 60% during the 
automobile's idling period. The remaining 3.75 ppmC was provided from the evaporative surrogate 
mixture by bubbling nitrogen at a flow of about 0.5 ml/min through the liquid surrogate mixture and 
feeding the headspace vapor simultaneously with the exhaust into the inlet manifold. 

The irradiation was conducted by bringing the reaction chamber up to the desired reactant 
concentrations with automobile exhaust and the surrogate mixture. The irradiation began by operating 
the chamber in a static mode to reach the desired extent of reaction. The initial mixture was irradiated 
until the ozone maximum was attained which required six to eight hours. When the ozone maximum 
concentration was reached, the operation mode for reaction chamber was changed from static to dynamic 
mode. This change required a short transition period (ca. 2 h.) for the effluent to reequilibrate to the 
exact conditions of the experiment. Following the transition period the biological exposure chambers were 
filled with approximately 25 plates each ofTAlOO and TA98. Also included were survivor plates for each 
exposure condition. These plates served as an initial screen to evaluate the degree to which the biological 
assay might experience toxicity from the test mixtures. The exposure chambers were flushed with the 
appropriate effluent until the concentrations in the exposure chambers reached a steady state value. The 
petri dish covers were then removed beginning the exposure. Predesignated groups of test and survivor 
plates were covered during the course of the exposure to generate a dose-response relationship. For 

804 



statistical purposes, 7-8 plates were employed for a single exposure. Before and during the exposure, 
chemical analyses of the components in the reaction chamber, exposure chambers, and mixing manifold 
were obtained at regular intervals. 

Results and Discussion 

Initial conditions for the photooxidation experiment are shown in Table I. An initial NO.~ 
concentration of 516 ppbv was used. This concentration lies at the upper end of ambient NO.~ 
concentrations which have been measured [7]. NO, generated in automobile combustion is largely 
composed of NO and in this experiment NO comprised 88% of the total NOv initially present. The 
values for NO and NO,~ were determined from a weighted mntribution of the reactant material present 
at the start of the static irradiation and that added during dynamic mode operation. Although the 
concentrations of added exhaust components were not constant with time, the car was operated on a 
driving cycle giving a cyclic and reproducible input of reactants. 

Table I also gives product information for the experiment before and following irradiation. The 
residence time of the mixture in the reaction chamber was 6.3 hours. The dominant products detected 
other than ozone were aldehydes and to a lesser extent peroxyacyl nitrates for which aldehydes are often 
the dominant precursors. Formaldehyde and acetaldehyde increased by at least an order of magnitude by 
the time steady-state was reached. Most of the other carbonyl and dicarbonyl compounds increased from 
below the detection limit to concentrations between 5 and 50 ppbv. PAN was present at a concentration 
of 88 ppbv. Peroxypropionyl nitrate (PPN) and peroxybutyryl nitrate (PBN) were also detected on the 
same chromatogram as was PAN. Although standards were not available for the calibration of PPN and 
PBN, their concentrations based on the instrumental sensitivity for PAN could be estimated. PPN 
amounted to approximately 9% of the PAN concentration and PBN to approximately 6%. 

The activity measured in TA100 for the reactant and product mixture is shown in Figure 1. The 
mutagenic activity of the reactants (dotted line) showed an activity of 8 revertants/h. although this activity 
was not reproducible in other measurements of the reactant mixture. The exposure of the photooxidation 
products to TA100 gave a substantial increase in the mutagenic activity above that of the reactants. As 
given in Figure 1, the slope of the dose-response curve (solid line) produced an activity of 43 revertants/h. 
The dashed line in Figure 1 represents the activity of the carry-over component of the effluent and gave 
a value of 21 revertants/h. 

The mutagenic activity of the gas phase can also be placed on an air volume basis, that is, the 
number of revertants generated from gas-phase mutagenic species per m3 of effluent. The calculation is 
made using the following relationship [8], 

Mgas (rev/m3
) = mgas (rev/plate-h) x :~ (plates) IV gas (m3/h) (I) 

where MgaJi is the mutagenic density of the gas phase, mgaJi is the mutagenic activity of the gas phase as 
given above, N is the total number of plates in the exposure chamber, and V gas is the volume of effluent 
passing through the chamber per hour of exposure. For the reactants with an activity of 8 rev/plate-h the 
calculated mutagenic density is 510 revertants/m3• For the effluent with an activity of 43 rev/plate-h, an 
activity of 2730 revertants/m3 is determined. 

The number and volume distributions for the particulate matter were measured before the 
irradiation and at the maximum in the ozone concentration. Before irradiation, the integrated number 
distribution (between 0.01 and 11-'m) was 1.3 x 1oJ particles/cc. This value rose following irradiation to 
1.1 x 104 panicles/cc and suggested the occurrence of secondary particle formation [4]. The total volume 
of the particles between 0.01 and ll'm increased by a factor of five following irradiation from 0.7 nUm3 

to 3.6 nl/m3. 

Particulate matter from the products collected on fD.ters during the exposures was insufficient to 
obtain reliable identifications of individual chemical components by GC/MS. (The particulate 
concentrations of the reactant mixtures were already extremely low.) This was indicated by filter weights 
and the total volume measurements of the EAA which is related to the total mass between 0.01 and 1.0 
,urn. An analogous problem was encountered for the biologi·:::al analysis. Given the low absolute amount 
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of sample collected and the statistical uncertainties using the Ames assay, the measured revertant levels 
were not statistically different from the background revertant levels. This occurred for both the reactants 
and effluent. However, an experiment was conducted using reactant concentrations an order of magnitude 
higher than that of the previous experiments. In this experiment the initial total hydrocarbon value was 
80 ppmC and the initial NOx value was 5 ppmv. Photooxidation of this mixture yielded values for the 
mutagenic activity of the reactants (1.1 rev/11-g) and products (0.6 rev/11-g). Given the approximate 
particulate concentrations in the effluent of 2p.g/m3 for the reactants and ll~J-g/m3 for the products, this 
lead to mutagenic densities for the particulate phase of 2.2 rev/m3 for the reactants and 6.6 rev/m3 for the 
product mixture. 

Thus, for the reactants and products in this experiment, the mutagenic density of the gas-phase 
components outweigh the contributions of the particulate-phase components. However, it must be 
recognized that this report represents a single experiment employing a single vehicle, using a single fuel 
and operated under a single driving cycle; any generalizations from the results of this study must take this 
into account and may not be applicable to different conditions. 

Disclaimer 

Although the research described in this article has been funded wholly or in part by the U.S. 
Environmental Protection Agency through Contract 68-02-4443, it has not been subject to the Agency's 
peer and policy review. Therefore, it does not necessarily reflect the views of the Agency, and no official 
endorsement should be inferred. 
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Table I. Concentrations of measured reactant and pwduct species from the photooxidation of 
automobile exhaust and evaporative surrogate mixture. 

Species Cone Species ~:one Species Cone 
(initial) (ppbv) (final) (ppbv) (final) (ppbv) 

NO 454 NO 0 CH3C(O)CH3 54 

NOx 516 NOx 375 MEK 25 

THC,ppmC 7.9 THC,ppmC 5.7 c;H7CHO 11 

HCHO 16 HCHO 176 C4~CHO 8 

CH3CHO 3.6 CH3CHO 89 C6H5CHO 2 

03 516 CHOCHO 11 

HC/NOx 15.3 PAN 88 CH3CHO 7 

Figure 1. TAlOO activity from automobile emissions and their irradiated products 
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VALIDATION OF METHODOLOGY FOR DIRECT BIOASSAY 
OF ATMOSPHERIC VOLATILE ORGANIC COMPOUNDS 

C. M. Sparacino*, T. J. Hughes, N. P. Castillo, J. Warner, C. Rawn 
Research Triangle Institute 
Research Triangle Park, NC 

C. Pietarinen 
New Jersey Department of Environmental Protection 
Division of Science and Research 
Trenton, NJ 

The Ames/Salmonella assay has been used to detect mutagenicity of 
organic extracts of ambient air particulate and this mutagenicity has been 
correlated with industrial activity. Little is known about the potential 
mutagenicity of volatile organic compounds (VOCs) because adequate bioassay 
techniques have not been available. A need therefore exists to directly 
assess the mutagenic activity of ambient air VOCs. Studies were conducted 
to validate methodology developed for the bioassay of ambient air VOCs as 
collected via Tenax cartridges. 

Tenax-based collection and chemical analysis of VOCs are well-estab
lished methods, and were used, with modifications, for this work. A large 
glass cartridge containing 12 g of Tenax was used in order to sample suffi
cient quantities of air for bioassay detection of ambient levels of most 
VOCs. A technique for measuring the mutagenic activity of volatile com
pounds was recently developed, and was validated with known quantities of 
specific target compounds. The two procedures, i.e. Tenax collection and 
VOC bioassay, were combined as a single technique that will permit direct 
assessment of the mutagenic potential of atmospheric samples. Four repre
sentative VOCs (halogenated and epoxy organics) were individually spiked 
into large cartridges and desorbed into the Tedlar bag bioassay system. 
Response curves were obtained for duplicate experiments for each compound. 
The results showed good correlation between spiked quantities and mutagenic 
response; acceptable precision was demonstrated for each VOC. Dose ranges 
for each VOC were at levels of several hundred micrograms, which can be 
accommodated by the cartridges used for this study. 
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Introduction 

Background 

The Ames Salmonella assay has been shown to detect animal genotoxic 
substances as mutagens in a cost- and time-efficient mannerl,2. The assay 
has been utilized to detect mutagenicity of organics from ambient air par
ticulate and the mutagenicity has been correlated with industrial acti
vity3. The literature contains many references on the use of the Ames 
assay for similar studies, but little is known about the potential mutage
nicity of volatile organic compounds (VOCs) because adequate bioassay tech
niques have not been available. The volatile component of ambient air 
pollutants represents a potentially greater human health risk than conden
sed phase materials since their atmospheric load is more than an order of 
magnitude greater4. Thus a means of collecting and testing VOCs using the 
same general Ames system that is used for other pollutant mixtures would 
provide a useful tool for assessing total mutagenicity/carcinogenicity of 
collected air samples. 

The interface of volatile (boiling point < N 130°C) and, in many cases, 
lipophilic compounds with an aqueous based assay conducted at elevated 
temperatures presents many problems. These problems were largely circum
vented following research efforts at the RTI and EPA laboratories some 
years ageS. An assay method was developed that utilized a closed system 
(Figure 1) wherein vapor phase substances were equilibrated and incubated 
with standard pour plates. The method uses a small Tedlar bag (N 500 mL) 
fitted with a septum-containing inlet, and containing one (or more) 
standard pour plate. 

To serve as a practical means of assessing mutagenicity of ambient air 
levels of VOCs, it is necessary to effect an interface with a VOC collec
tion method. One of the most effective of the many existing methods is the 
use of Tenax polymeric sorbent for entrapment of VOCs from air. This 
methodology was developed at RTI, and is well validated, having been used 
for the collection and analysis of several tens of thousands of samples. 
An obvious choice then for the overall methodology of collecting and deter
mining the mutagenic potential of ambient air VOCs involved a combination 
of Tenax based sampling and Tedlar bag bioassay. The validation of the 
combined techniques is the subject of this :nanuscript. 

Experimental Approach 

The general scheme for method validation involved loading Tenax 
cartridges with known amounts of representative VOCs, and thermally desorb
ing the VOCs into a Tedlar bag bioassay system. Mutagenic response was 
assessed by recording the number of revertants at several dose levels, and 
comparing these data with experiments involving direct injection of known 
quantities of VOCs into the Tedlar bags. The study was limited to VOCs 
that were known to yield linear responses in doses ranging from several 
hundred to over 1000 pg. These ranges were required by the sensitivity of 
the bioassay test system, which then also dictated the amount of Tenax 
needed for the study. To trap hundreds of ~icrograms of airborne VOCs 
requires the use of a large cartridge with a capacity of more than 10 g of 
Tenax. Optimization studies were conducted to establish effective trap
ping/desorbing/analysis conditions for the large cartridge system. 

Replicate experiments were conducted with each of four VOCs. Compounds 
studied to date include epichlorohydrin (EP:), ethylene dibromide (EDB), 
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propylene oxide (PO) and butylene oxide (BO). Recovery studies were 
carried out for two of these analytes. Precision and recovery data, and 
results from the comparison of the Tenax-introduced versus the direct 
injection methods, provided the requisite procedure validation. 

Experimental Methods 

Tenax Methodology 

The general methodology for Tenax sampling and analysis of ambient air 
has been described elsewhere, most recently by Pellizzari et al.6 All work 
detailed in this report for Tenax preparation, loading and desorption 
followed the published methods. Minor modifications were incorporated into 
the method because of the use of a larger cartridge, and to allow direct 
injection of desorbed VOC into a Tedlar bag. A schematic of the desorption 
system is shown in Figure 1. Glass cartridges were fabricated to contain 
N12 g of Tenax (35-60 mesh). Cartridges were 3 em wide, 21 em long, and 
contained tapered ends (to 1.5 em width) to accommodate existing connectors 
that are used routinely for analytical Tenax cartridge work. A thermal 
desorption unit was also fabricated to contain the larger cartridge; this 
unit is identical, with the exception of scale, to analytical cartridge 
units. A small bore access port was fashioned into the desorption chamber 
cap to allow direct injection (syringe) of test compounds for recovery 
studies. For introduction of desorbed/cryotrapped compounds into the 
Tedlar bag system, a short section of heated SS tubing (N 150 x 1 mm OD) 
was led from the valve (Figure 1) and coupled with a 5 em section of Teflon 
tubing. A SS needle (21 gauge) was inserted in the end of the Teflon 
tubing for injection of the VOC into the Tedlar bag. For desorption 
studies, ethanolic solutions of test compounds were spiked onto Tenax 
cartridges via a flash evaporation system. Routinely, 1-3 pL of solution 
were used for preparing all dose levels. 

Bioassay Method 

The methodology utilized for all Tedlar bag bioassay work has been 
described5. In order to maintain the integrity of the closed test system 
(Figure 2), each bag was sealed with tape, then leak-checked with a leak 
detector. Each bag, prior to the introduction of Tenax-desorbed compound, 
was physically compressed to remove as much internal air as possible. This 
allowed for the ready accommodation of 250-350 mL of vapors from the 
desorption system. For this study, only a single tester strain of bacteria 
(TA100) was used, without S9 activation. Positive controls consisted of 
propylene oxide (500 pg), 2-anthramine (2.5 pg) and sodium azide (2.5 pg). 
Blanks consisted of bacteria with and without ethanol. Bags were incubated 
for 48-56 hours in a 37°C incubator. Colonies were counted with an 
automatic colony counter. 

Results 

Optimization/Recovery Studies 

The general conditions for trapping and desorbing the smaller, analy
tical-scale Tenax cartridges were used as a starting point for establishing 
similar conditions for the large cartridges. Although a trap constructed 
from capillary tubing is used for analytical work, the larger quantities of 
desorbed components for this study led to the use of a large bore (2.1 mm 
ID) stainless steel trap. Several experiments were conducted to determine 
the optimum trap configuration. All such work utilized liquid nitrogen as 
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a coolant for the trap. Based on previous wcrk conducted at RTI and by 
ethers, glass beads were also used in the optimization studies. The trap 
geometry finally adopted for all validation work included a "U" shaped 
section of tubing, 30 em in length, containing a 10 em bed of glass beads 
(200 mesh). Although initial work utilized a boiling water bath for 
desorption of trap contents, a higher temperature was shown to be more 
effective. Final overall trapping/desorption conditions are shown in Table 
I; also included in the table are the GC conditions used in the recovery 
studies. 

Recovery data was generated for the first two compounds studied, 
epichlorohydrin (EPC) and ethylene dibromide (EDB). Desorbed compounds 
v;·ere diverted to a capillary GC system (Table I) for flame ionization 
detection and data acquisition. All recovery experiments were conducted by 
comparison of area counts for peaks associated with desorbed material from 
spiked cartridges, with area counts from similar quantities of material 
injected directly into the desorption chamber. For EPC, an initial experi
~snt was conducted at a single dose level (500 pg); for EDB, recoveries at 
three dose levels were determined. Experiments were conducted in tripli
cate or quadruplicate for the test compounds. Given the excellent preci
sion associated with direct injection for the EPC work, only single injec
tions were made for the EDB study. As shown, the recoveries were high 
(average N 83 %) and were virtually independent of compound type or dose 
level. 

Bioassay Studies 

Mutagenecity results for each of the four compounds studied are shown 
in summary form (Table III) and as plots (Figures 3 and 4) of response 
versus dose. Each plot contains data for results from directly injected 
and Tenax-introduced test compound. Dosing levels, response ranges, and 
pertinent statistical data are shown in Table III for all four compounds. 
Each figure shows two plots corresponding to each of two separate 
experiments. In general, linearity of response was quite good, although in 
some instances, e.g. EDB and BO, deviation from linearity at higher dose 
levels was evident. The mean correlation coefficient for all sixteen 
experiments was approximately 0.93, while overall precision (mean of %RSD 
for all data points for all sixteen runs) was less than 12 ZRSD. In all 
cases, mutagenicity for Tenax-introduced assays were less than for direct 
i::1.j ection assays. This is presumably due to simple differences in recovery 
fJr the two modes of introduction of test compound. The data reflect very 
aiequate responses and show acceptable levels of linearity and precision. 

CJnclusions 

The procedure for introduction of VOCs into a previously validated 
closed mutagenicity bioassay system using Tenax desorption techniques has 
b,~en shown to be effective, precise and reliable for recovery and detection 
of mutagenic VOCs. The successful results obtained for four mutagenic and 
valatile test compounds serves to validate the desorption/bag interface, 
a·:1.d thus represents a possible method for the direct assessment of mutage
nic potential of ambient or other types of at:nospheric samples. Field 
validation experiments using the combined tec:1.niques are in progress. 
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Table I. Final system operating conditions. 

Desorption Parameters GC Conditions 

Purge Gas Flow Rate: 50 mUmin 

Desorption Chamber Temperature: 270 oc 
Desorption Time: 15 min 

Trap Temperature (collection): -196 oc 
Trap Temperature (purge): 200 oc 
Purge Time: 5 min 

Trap Design: ss "U" tube, 300 x 2.1 mm 10, 
with 1 0 em bed of glass beads, 200 mesh 

Table II. 

--------------------
Column Type: Fused Silica, SE-54 

(30 m x 0.32 mm 10) 

Column Temp (background check): 
45 oc (5 min), 45 - 160 oc @ 40/min, 

160 oc (5 min) 

Column Temp (compound analysis): 45 oc 
Carrier Gas Flow Rate: 0.96 mUmin 

lnje<:tor Temp: 160 oc 
Detoctor: FlO 

Detoctor Temp: 300 o C 

Split Ratio: 47:1 

Recovery data. 

Peak Area Counts (x1 Oil) Recovery 
Compound (Amount) Cartridge Direct Injection (%) 

Epichlorohydrin 604.6 730.6 
(500 I!Q) 522.8 741.1 

.6..12...Q .l.3ti 
579.8 (8.5% RSD) 735.4 (0.7% RSD) 78.8 

Ethylene Dibromide 201.0 
(600 }LQ) 208.9 

183.7 
ll0.2 
196.0 (5.7% ASD) 227.4 86.2 

Ethylene Dibromide 285.6 
(840 }Lg) 276.7 

251.1 
2aQJl 
273.4 (5.6% RSD) . 326.7 83.7 

Ethylene Dibro~ide 368.5 
(1080 I!Q) 342.8 

336.0 
.3JM 
344.4 (4.9% RSD) ·417.6 82.5 
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Compound 

EPC 

EDB 

PO 

80 

Dose 
Range (J.tg) 

100-600 

500- 1080 

400- 960 

600- 1200 

Table III. Bioassay test data. 

Response 
Range (rev.) 

"'500 - 1400 

-300- 700 

-500- 1100 

-400- 800 

Linearitya 

0.933 

0.877 

0.944 

0.963 

Precisionb 

-11 o/o RSD (Dir. lnj.) 
-13°/o RSD (Tenax) 

-7°/o RSD (Dir. lnj.) 
-12°/o RSD (Tenax) 

-11 °/o RSD (Dir. lnj.) 
-9°/o RSD (Tenax) 

-5°/o RSD (Dir. lnj.) 
-15°/o RSD (Tenax) 

aAverage correlation coefficient from least squares regression for all 4 
runs. 

bAverage of all response values for the two Dir. lnj. experiments and the 
two Tenax experiments. 
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ISOLATION OF MUTAGENS IN AMBIENT AIR PARTICULATE EXTRACTS USING BIOASSAY
DIRECTED FRACTIONATION 

Daniel J. Thompson 
NSI Technology Services Corp. 
Research Triangle Park, NC 

Ron Williams, Lance Brooks 
EHRT 
Durham, NC 

Douglas A. Bell 
National Research Council, U.S. EPA 
Research Triangle Park, NC 

Marcia G. Nishioka 
Battelle Columbus Division 
Columbus, OH 

The bioassay-directed fractionation of mutagens in Boise, ID ambient air 
particulate extracts was initiated using two levels of fractionation. 
First, two composite samples, a wood smoke composite (WSC) and a mobile 
source composite (MSC), were fractionated using nonaqueous anion solid 
phase extraction (anion-SPE). In five runs, recoveries of mass and 
mutagenicity from both samples were consistently good with ca. 85% to 95% 
of the mass and ca. 85% to 100% of the mutagenicity being recovered. A 
standard mixture containing basic, neutral and acidic compounds was also 
fractionated to verify acid/neutral-base separation. The anion-SPE strong 
acid fraction was chosen for further component separation using normal 
phase cyanopropyl HPLC (CN-HPLC). In the second level fractionation, 
quantitative recoveries of both mass and mutagenicities were recorded. The 
preliminary data describing the distribution of mass and mutagenicity 
between fractions in both levels of fractionation are described. 

Introduction 

Isolation and identification of potential cancer causing compounds from 
the innumerable components of ambient air complex mixtures is, at best, a 
formidable task. However, by using the process of bioassay-directed 
fractionation, mutagens may be isolated from the non-mutagens by developing 
methods that target those sample fractions that exhibit the greatest 
mutagenicity. 1 The general approach is to initiate a multi-level 
fractionation based upon the broad chemical properties of the sample 
components. In each successive level, the most mutagenically potent 
fractions are chosen for additional, more selective fractionation. The 
principal goals for all developed methods are quantitative mass and 
mutagenicity recoveries, isolation of mutagen enriched fractions, and the 
subsequent identification of the mutagenic compounds. 

We initiated our fractionation scheme in two distinct fractionation 
levels that separate sample components based on ionic character and 
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polarity (Figure 1). For the first level we developed a method similar to 
that reported by Bell et al. 2 for isolating acidic sample components from 
neutral and basic components. For the second level, we developed a 
fractionation procedure that separated the sample into nonpolar, moderately 
polar and polar fractions. Reported here are the preliminary data on the 
fractionation of two ambient air particulate extract composite samples and 
a standard mixture. 

Experimental 

Reagent~: 

All solvents, methanol (MeOH), dichloromethane (DCM) and hexane, were 
obtained from Burdick and Jackson (Muskegon, Mi). The anion exchange 
resin, AG MP-1, was obtained from Bio-Rad (Richmond, CA). The 
trifluoroacetic acid (TFA) was obtained ft:om Aldrich (Milwaukee, WI) and 
the C02 was obtained from National Specialty Gases (Raleigh,NC). 

Samples 

Standard mixture. The standard mixture (STD), in DCM, was composed of 
pyrene (1.81 mg/mL), 1-naphthol (1.47 mg/mL), benzoic acid (0.57 mg/mL), 
7,8-benzoquinoline (1.46 mgjmL), 2-nitrobEonzoic acid (1.57 mg/mL), and 4-
nitrophenol (1. 37 mg/mL), all obtained fr<•m Aldrich (Milwaukee, WI). The 
mixture also contained 1-nitronaphthalene (1.61 mg/mL) from Chern Service 
(West Chester, PA). 

Composite Samples. 3 The composite samples were prepared from the 
extractable organic matter (EOM) of 100 Bc·ise, ID, Elm Grove Park (EGP) and 
Fire Station samples (50 each divided between daytime and nighttime). A 
single element tracer multi-linear regresEion (MLR) model was applied to 
the EOM mass of each sample using soil corrected fine particle potassium 
and fine particle bromine as tracers for ;..·ood combustion and mobile 
sources, respectively. Samples showing tl-.e greatest wood smoke impact were 
combined until a total of ca. 2. 5 grams h&.d been gathered to form the wood 
smoke composite (WSC) sample. The mobile source composite (MSC) sample was 
prepared in the same manner using samples more heavily impacted with mobile 
source combustion. Based upon trace modeling, the percent wood smoke 
contribution to the final two composite s.smples were ca. 89% for the WSC 
and ca. 64% for the MSC. 

Level 1: Nonaqueous Anion Solid Phase Extraction (Anion-SPE) 

Resin Preparation. The AG MP-1 resin (100 - 200 mesh) was prepared for 
use by washing 200-300 mL resin with 300 rrL 1% TFA/MeOH for 10 min, then 
500 mL MeOH for 10 min, followed by 500 mL 0.10 M KOH/MeOH solution for 10 
min, then another 10 min MeOH wash and finally rinsed with copious amounts 
of deionized water. The resin was then Soxhlet extracted sequentially in 
500 mL MeOH for 16 hours, 850 mL DCM for 24 hours and finally 850 mL MeOH 
for 24 hours. A portion of the clean resin (15 mL) was then placed into a 
30 cc syringe plugged with silane treated glass wool. The syringes were 
then placed onto a Baker solid-phase extraction vacuum manifold (SPE 10 
system). 

Fractionation Procedure. Samples, ca. 20 to 30 mg in DCM, were 
concentrated and placed directly onto the resin in 250 uL aliquots per 
column. The five collected fractions were each eluted with 24 mL aliquots 
of the respective solvent. The elution order was DCM, MeOH, C02/MeOH 
(prepared by bubbling C02 in methanol for 30 min), 2% TFA/MeOH and for runs 
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3 through 5 an additional 10% TFA/MeOH fraction was eluted. The DCM, MeOH 
and C02/Me0H fractions were rota-evaporated to ca. 2 mL. To ensure adequate 
removal of the TFA, we took advantage of the TFA/MeOH azeotrope; the 2% and 
10% TFA/MeOH fractions were diluted to ca. 50 mL with MeOH, rota-evaporated 
to ca. 5 mL, rediluted to ca. 50 mL and concentrated to a final volume of 
ca. 2 mL. Finally, all samples were quantitatively transferred to a 10 mL 
volumetric flask and diluted to volume with DCM. 

Reversed Phase HPLC. The HPLC experiments were performed with a 
Hewlett Packard Model 1090 instrument in conjunction with a Valco 
Instruments six-port HPLC valve and a Waters Model 440 UV detector (254 
nm). A DuPont (Wilmington, DE) Zorbax ODS reversed-phase HPLC column 
(0.46 x 25 em; 10 ~m particles) was used. The distribution of the standard 
mixture components between the fractions was determined using a linear 
gradient of 50% to 100% MeOH/H20 in 10 min at 2.0 mL/min. 

Microbial Mutagenicity Methods. The collected fractions were assayed 
for mutagenicity toward Salmonella typhimurium strain TA98 with and without 
exogenous metabolic activation (+or - S9, respectively) using the Ames 
plate incorporation assay. 4 The fractions were tested with duplicate plates 
at four to five dose levels (5 ug- 200 ug), depending on the availability 
of sample mass. Mutagenic potency was defined as the slope of the dose
response data, calculated by simple linear regression on the first four 
dose levels for each sample. 

Level 2: Cyanopropyl HPLC (CN-HPLC) 

CN-HPLC. The HPLC experiments were performed with a Varian Model 5000 
instrument in conjunction with a Valco Instruments six-port HPLC valve and 
a ISCO Model 1840 UV detector. A Keystone Scientific (State College, PA) 
Deltabond cyanopropyl (CN) HPLC column (0.46 x 25 em; 5 ~m particles) was 
used. The CN-HPLC fractionations of the strong acids from the anion-SPE 
experiments were performed in three 25 min steps of 100% hexane, 100% DCM 
and 100% MeOH, respectively at 2.0 mL/min. Three minute gradients were 
used to progress from one step to the next. The collected fractions were 
then concentrated to a final volume of 1.0 mL. 

Results 

Level 1: Nonaqueous Anion Solid Phase Extraction (Anion-SPE) 

To characterize the nonaqueous anion-SPE method, five fractionations of 
each sample (WSC, MSC, and STD) were performed with corresponding blank 
runs. The mutagenicity and mass recoveries were calculated for each run 
and averaged for each sample (Table I). The anion-SPE fractions of the 
standard mixture were analyzed by reversed phase HPLC and the percent 
distribution of the individual standards between fractions determined 
(Table II). As shown in Figure 2, both the DCM and TFA fractions 
demonstrated the greatest mutagenic potencies. Although both samples would 
eventually be used in the second level fractionation, we chose the TFA/MeOH 
fractions for the continuation of this study. 

Level 2: Normal Phase Cyanopropyl HPLC 

Two TFA/MeOH samples were used in the second level normal phase HPLC. 
Sample #l was prepared from the TFA/MeOH fractions of two anion-SPE runs 
that were performed on old AG MP-1 which caused slightly anomalous results; 
most of the mass in the TFA/MeOH fractions eluted in the 2% TFA/MeOH 
fraction rather than an even distribution between the 10% and 2% TFA/MeOH 
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fractions. Although the exact nature of sample #l was somewhat ambiguous, 
the sample proved useful in the initial st.3.ges of level 2 methods 
development. Sample #2 was composed of th·~ residual mass in the TFA/MeOH 
fractions of three anion-SPE runs discussed above. To characterize the GN
HPLG method, three runs were made using sample #l (ca. 0. 70 mg, 1. 23 mg, 
and 2.23 mg injections) and two runs made using sample #2 (ca. 870 j.J.g 
injections) . The mass and mutagenicity re•::overies are reported in Table 
III. A comparison of the percent mass distribution between fractions of 
sample #l and #2 (all runs) are shown in Flgure 3 along with the mutagenic 
potencies of each fraction. 

Conclusion 

Although the data presented here is preliminary, the results are very 
prom~s~ng. We have achieved consistently high recoveries of both mass and 
mutagenicity. In addition, the level 2 HPLC experiments have yielded a 
nonpolar acid fraction which contains ca. ,+5% of the sample mutagenicity 
while containing only ca. 20% of the total sample mass. This novel, 
mutagenically potent fraction is in the process of being analyzed using 
GC/MS in hopes of identifying some of the components. Because of the 
limited mass available for GG/MS analysis, we have only been able to 
tentatively identify what appears to be a hydroxylated nitro compound. We 
are also in the process of characterizing a new anion-SPE protocol which 
differs from the original procedure in three principal ways. We are now 
using only 1.5 mg of resin for the same sample mass and collecting the 
strong acids in only one 15 mL fraction of 10% TFA. In addition, we are 
testing the use of the AG MP-1 resin without the extensive soxhlet 
extraction pretreatment. 

Acknowledgements 

We thank Gwendolyn Belk, Virginia Houk and Maria Taylor for their 
invaluable assistance in this research. We also thank Roy B. Zweidinger 
and Joellen Lewtas of the U.S. EPA and William Ellenson of NSI-ES for their 
critical conunents and helpful suggestions throughout this project. We also 
thank the U.S. EPA Integrated Air Cancer Project for funding this research 
through contracts #68-02-4443 to NSI and #68-02-4456 to EHRT. 

Although the research described in this article has been funded wholly 
or in part by the U.S. EPA, it has not been subjected to Agency review and 
therefore does not necessarily reflect the views of the Agency. Mention of 
trade names or conunercial products does no: constitute endorsement or 
recommendation for use. 

References 

1. D. Schuetzle, J. Lewtas, "Bioassay-directed chemical analysis in 
environmental research" Analytical Chemistry 58: 1060 (1986). 

2. D.A. Bell, H. Karam, R.M. Kamens, "A nonaqueous ion exchange separation 
technique for use in bioassay-directed ::ractionation of complex 
mixtures: application to wood smoke pan:icle extracts." Envir. Sci. 
Technol. in press (1990). 

3. R. Zweidinger, Personal communication. 

4. D. Maron and B. N. Ames, "Revised methods for the Salmonella 
mutagenicity test" Mutat. Res. 113: 173 (1983) 

821 



Table I. Level 1: anion-SPE 
average mass and mutagenicity 
recovery. 

!! ass Mutagenicity 

!ElCEIT Recovery Reconstituted 

Sample Recovery ( + /- l S9 ( t I · l s 9 

MSC 91\ 95%/lOH 151\/131% 

(RSD) ( ' 0 5 ) (.14/.10) (.12/.17) 

wsc SH SH/88% 117\/112% 

( R S D) ( . 0 6 ) ( . 1/ , 0 B ) (.10/.14) 

STD 99t 
(RSD) ( . 2 2) 

Table III. Level 2: CN-HPLC 
recovery of mass and mutagenicity. 

SAMPLE 1 

MASS Mutagenicity 

RUN ll Recovery Recovery 

1 1 5 4 % 1 1 0 % 

2 1 1 9 % 1 0 8 % 

3 9 7 % 9 0 % 

SAMPLE 2 

MASS Mbtagenicity 

RUN 8 Recovery Recovery 

1 1 0 5 % 1 3 9 % 

2 1 0 7 % 1 2 7 % 

Table II. 
standards. 

Level 1: anion-SPE distribution of individual 

STANDARD DCM 

7 ,B-BENZOQUINOLINE 1 0 0 % 

PYRENE 1 0 0 % 

l·NITRONAPHTHALENE 1 0 0 % 

1- NAPHTHOL 

4·NITROPHENOL 

BENZOIC ACID 

2-NITROBENZOIC ACID 

BIOASSAY DIRRC!RO FRACTIO"ATION 

~ 
i 

LEV IL 1 
I Anion·SPE I 

L J l i 

I DCM I I M. 0 H I C02/MeOH TFA/MeOP. 

~ 
LEVEL z Normal-Phase 

Cyanopropyl HPLC 

I 
IH ex a n e I I DC I! I I M. 0 H I 

Figure 1. Schematic diagram of 
Bioassay Directed Fractionation. 
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Figure 2. Average mutagenic 
potency from 5 anion-SPE runs. 
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LEVEL 2 HPLC 
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APPLICABILITY OF GC/MS INSTRUMENTATION FOR THE ANALYSIS 
OF UNDRIED AIR TOXIC SAMPLES 

L.D. Ogle. R.B. White, D.A. Brymer. and M.C. Shepherd 
Radian Corporation 
P.O. Box 9948 
Austin, Texas 78766 

Increased demand for Volatile Organic Compound (VOC) analyses of 
ambient air samples by Gas Chromatography/Mass Spectrometry (GC/MS) has led 
to the use of a variety of analytical instruments. The desire to analyze 
ambient samples containing polar organics such as alcohols, ketones, 
aldehydes, nitriles and esters can lead to the injection of a relatively 
large amount of water onto the analytical system. Water in the samples can 
cause some instruments to shut down due to pressure increases or degrade 
the performance of the system such that the necessary sensitivities cannot 
be obtained. Pleil, et.al. (1), reported the use of a Megabore column and 
a mass selective detector for the analysis of polar compounds, but also 
observed a loss of sensitivity due to peak spreading. The poor peak shape 
was a result of a slow temperature program to avoid an overpressure fault 
in the MS caused by water. 

Sample moisture can be removed prior to cryogenic concentration 
by the use of a Nafion~ dryer. Removal of moisture using a Nafion membrane 
does not affect the recovery of nonpolar compounds, but will restrict the 
analytes which can be observed (2,3). EPA Compendium Method T0-14 reports 
the use of a Nafion drier with a Hewlett Packard Model HP-5970 mass 
selective detector (4). However, this method reports that water and other 
light, polar compounds permeate the walls of the dryer into a dry air purge 
stream flowing through the annular space between the Nafion and the outer 
tubing. Cox and Earp (5) reported low recoveries of ketones and zero 
recovery of low molecular weight alcohols through Nafion membranes. They 
determined that other drying agents, such as potassium carbonate, also 
remove organic compounds. 

Therefore, the analysis of polar compounds generally requires an 
analytical system which can tolerate a concentrated volume of water. The 
volume of water injected onto the system is dependent upon sample humidity 
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and load volume. A typical VOC analysis of a 250 mL volume of undiluted 
sample with 70% relative humidity results in 2 to 3 milligrams of water 
being introduced into the system. This amount of water is approximately 
1000 times the mass of the target analytes in a typical ambient sample. 

Use of turbomolecular pumped GC/HS systems with limited pumping 
capacity, such as the Hewlett Packard 5970 MSD, for the analysis of polar 
compounds in humid samples is not generally considered a viable option 
without the use of a jet separator and even then performance may be 
questionable. These systems are incapable of handling the pressure 
increases caused by the injection of even ~:mall amounts of water. Such 
systems turn themselves off when such a riE;e in pressure is detected. 
Therefore. only differentially pumped syst£~s were considered for analysis 
of polar compounds. This paper discusses t:he use of two such systems, a 
Finnigan Model 4500 and a Hewlett Packard ~1odel 5988. for the analysis of 
undried samples. The effect of moisture on detector sensitivity and 
reproducibility will be discussed. Other variables, such as the type of 
cryogenic focusing hardware, instrument configuration, and desorption time 
will also be discussed. 

EXPERIMENTAL METHODS 

Two approaches can be taken for the analysis of polar VOCs by 
GC/MS. A wide (0.32 mmid) bore column can be used with the effluent 
directed into the source of the mass spectrometer or a Megabore (0.53 mm or 
larger i. d.) column and jet separator can be utilized. The wide bore 
column approach can suffer from the column plugging with ice causing 
shifting retention times, but provides better resolution. The Megabore 
column approach requires the use of a jet E:eparator and has poorer 
resolution than the narrow bore. but does not have the ice blockage problem 
associated with the wide bore column and provides higher loading 
capacities. 

Radian uses the Megabore column with a jet separator when 
analyzing samples for the Urban Air Taxies Program for the USEPA. A 
Finnigan 4500 GC/MS is used to analyze the humid samples for 38 non-polar 
compounds. A 0.125 inch o. d. stainless ste,el trap packed with silanized 
glass beads is used to cryotrap organic compounds from the ambient pressure 
samples. The sensitivity and resolution wss not adversely affected by the 
70% relative humidity in this standard. Re,producible retention times and 
correlation coefficients of greater than 0.995 are routinely obtained for 
these relatively nonpolar compounds. 

Analysis of polar compounds has also been accomplished on this 
system without the use of a drier. These compounds include acetone. 
several alcohols, diethyl ether. 1,4-dioxane and 2-methyl-1,3-dioxolane. 
These compounds exhibit excellent peak shape. sensitivity and 
reproducibility. Using SIM techniques, estimated detection limits for 
1.4-dioxane and 2-methyl-1.3-dioxolane approaching 0.5 ppbv could be 
obtained for both compounds. Estimated detection limits obtained in the 
full scan mode were much higher, on the order of 10 to 15 ppbv. 

A similar GC/MS system was configured with a wide bore column 
(0.32 mm i.d •• 1.0 urn DB-1) to provide confirmational analysis for air 
samples analyzed on Radian's gas chromatography systems with multidetectors 
(GC/MD). The interface used on this system loaded from pressurized 
canisters using mass flow controllers and utilized a 0.0625 inch o.d. 
nickel cryotrap packed with silanized glass beads. This cryotrap is 
similar to the one described in Method T0-14. The column was placed 
directly into the source and a jet separator was not used. Excellent 
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reproducibility was obtained from low humidity samples. A relative 
standard deviation of less than 5% was obtained for one internal standard. 
toluene-dB. over a series of 15 analyses. Peak shape and resolution were 
very good for most compounds. with the exception of acetone which tailed on 
the DB-1 methyl silicone column (Figure 1). 

Subsequent analyses of higher humidity samples on this analytical 
system resulted in ice plugs restricting flow through the small diameter 
trap. Coinciding with the ice blockage was an increased variability in 
internal standard response. Loading a smaller volume of sample solved the 
problem and allowed analysis to continue. though sacrificing sensitivity. 
High humidity standards formed ice plugs in the cryotrap. but did not 
affect peak shape or resolution (Figure 2). However. a drop in the nominal 
area counts for toluene-dB from 25000 (30% RH) to 19000 occurred. 
Restricted sample flow through the trap corresponded with increased 
analytical variablility. 

For comparison. the interface with the small cryotrap was moved 
to a Hewlett Packard Model 59BB GC/MS system. Analysis of a dry standard 
gave excellent peak shapes and reproducibility. However. calibration with 
the Urban Air Taxies list of compounds at 30% relative humidity resulted in 
very large relative standard deviations in the response for individual 
compounds. as shown in Table 1. The reason for the variability in the 
analytes and internal standards was not understood as dry standards worked 
well. 

Water was suspected as the cause of the problem. so mass 18 was 
monitored during analysis of humid samples. Figure 3 presents an elution 
profile of water from a 75% relative humidity sample. At 30% relative 
humidity. the response of toluene-dB is reduced by 10 to 20 percent. At 
75% relative humidity. the internal standard does not respond at all. The 
elution time of toluene-dB coincides with the maximum of the water peak. 

To prove water diminishes the detector response and the cryogenic 
interface is not involved in this phenomenon. a toluene-dB standard was 
prepared in water and in methylene chloride so direct liquid injections 
could be made into the instrument. The relative standard deviation of 
dB-toluene in methylene chloride was 6.1% for four replicates and 64% for 
three replicates in water. Lowering the instrument source temperature from 
250° C to 150° C did not significantly effect the variability caused by 
water. 

Numerous attempts were made to limit the amount of water going 
into the mass spectrometer so the effects of water could be minimized. The 
interface desorption time was reduced in an attempt to limit the amount of 
water transferred to the GC/MS. This attempt reduced the volume of water 
going into the mass spectrometer. but was not adequate to obtain 
reproducibility at higher relative humidities. An inlet splitter was 
installed to divert a portion of the water before it reached the column. 
Limited success was obtained using this technology. A plug in the HP 
system used to increase the pressure during CI mode operation was removed 
from the source to try opening up the source so more of the water could be 
removed. This attempt was not successful. In addition. the filament 
emission current was increased from 300 uA to 400 uA in an attempt to 
increase ionization efficiency. This attempt also was not successful. 

A jet separator was then added to the Hewlett Packard instrument 
so a majority of the water could be removed before being transfered into 
the mass spectrometer source. Monitoring for water during the analysis of 
a wet standard resulted in very little water being observed. as shown in 
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Figure 4. The relative standard deviation c·f repetitive analyses was 6.1% 
for toluene-d8 and 2.6% for bromofluorbenzere for a 65% relative humidity 
standard on a VOCOL 0.75 mm i.d. large bore column. However. use of the 
jet separator has resulted in a net loss of 20 to 50% in sensitivity 
(compound dependent). 

The internal diameter of the cryotrap was also increased from 
0.254 mm i.d. to 1.35 mm i.d. Increasing the internal diameter of the trap 
and leaving the first inch of the trap unpacked increased maximum load 
volume for water saturated standards from less than 100 mL to more than 
250 mL of undiluted sample before ice in the trap started to restrict 
sample flow. Larger sample volumes can be concentrated using an interface 
similar to the one utilized on the UATMP project which loads using a vacuum 
source to pull the sample through the cryotrap. Load rate drops as the 
sample volume is increased. but does not effect the measurement of sample 
volume as it is determined by differences in pressure and not by a constant 
flow rate. 

CONCLUSIONS 

Analysis of undried ambient samples is best performed on GC/MS 
instrumentation utilizing a jet separator for the removal of water to 
maximize analytical reproducibility. Undried samples can be analyzed using 
a column placed directly into the source of the Finnigan 4500. but sample 
volumes must be limited if reproducibility is to be achieved. Lower sample 
volumes result in higher detection limits and somewhat more variable 
results due to fact that response may be closer to the noise level of the 
instrument. Large amounts of water cannot be tolerated by either 
instrument and a separator must be used to obtain reproducible results. 

Trap design also plays an important role in the analysis of 
undried samples. Cryogenic concentration of samples containing 70% or more 
relative humidity requires a trap with an internal diameter of 1.35 mm or 
greater to concentrate 250 mL of sample when using an interface design 
based upon a consistent load rate. After this point. restricted flow 
results in lower load rates and irreproducible sample volumes. Use of an 
interface designed to load on pressure differentials allows even larger 
sample volumes to be concentrated. 
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Table I. Relative Standard Deviations of Response Factors for Selected 
Compounds from Wet Standards on the HP 5988 

Compound RSD of RF (Percent) 

Vinyl Chloride 19 

1,3-Butadiene 5.1 

Methylene Chloride 64 

Bromochloromethane 72 

Benzene 77 

Cyclohexane 48 

Cis-1,3-Dichloropropene 14 

Chlorobenzene 102 

o-Xylene 2.6 

1,2-Dichlorobenzene 30 
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LABORATORY EVALUATION OF MICROSENSOR 
TECHNOLOGY GAS ANALYZER 

Joseph S. C. Chang, Sydney M. Gordon 
IIT Research Institute 
Chicago, IL 60616-3799 

Richard E. Berkley 
U.S. Environmental Protection Agency 
Research Triangle Park, NC 27711 

A Microsensor Technology M200 dual-column gas analyzer was evaluated 
for specific identification and quantitative analysis of simple and complex 
mixtures of organic vapors at low concentrations to assess its suitability 
for analysis of trace pollutants in air. Independent and simultaneous 
analyses were performed on nonpolar and moderately polar narrow-bore 
columns. Detection limits below 1 ppmv for trichloromethane, tetrachloro
methane, tetrachloroethylene, benzene, and toluene were found. Relative 
standard deviations of retention times were less than 0.1%, but attempts to 
correlate data from the two columns were hampered by column bleed from one 
of them and by software constraints on run time. 

Introduction 

The measurement of volatile organic compounds (VOCs) in air is 
usually carried out by collecting samples at a field site and returning 
them to a laboratory for analysis. These samples normally have to be 
preconcentrated before analysis, because the typical levels of VOCs in air 
are too low for direct detection. This approach often results in a loss of 
components or inadvertent contamination of the sample. 

Portable gas chromatographs (GCs) are capable of producing immediate 
results, with or without preconcentration, and can therefore avoid many of 
the difficulties associated with batch analytical approaches in a central 
laboratory. 1 • 2 Two commercially-available GCs in this category are the 
Photovac 10S-series and the Microsensor Technology M200. The Photovacs use 
wide-bore wall-coated open tubular columns and extremely sensitive 
photoionization detectors that make sample preconcentration unnecessary. 
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These instruments have been evaluated by BElrkley, 1 • 2 who showed that the 
manufacturer's claim of a detection limit below about 0.1 part per billion 
(ppbv) for benzene and similar compounds i~; reasonable. 

The Microsensor Technology M200 microchip GC contains two narrow-bore 
(4 m x 0.1 mm ID) fused silica columns, each of which is coated with a 
different stationary phase for improved selectivity. 3 •4 The instrument also 
includes a miniature sampling pump and injE1ctor, as well as two independent 
miniature high-performance thermal conductivity detectors. The two high 
resolution capillary columns can simultaneously analyze air samples with 
total run times of about 1 minute. 4 Because the M200 gas analyzer was 
originally intended for industrial hygiene work, we undertook a study to 
evaluate its potential usefulness for ambiE!nt air monitoring, including its 
ability to identify and quantify toxic organic vapors in complex mixtures. 
This paper summarizes the results of this ·nvestigation. 

Experimental Methods 

The portable M200 gas analyzer conta1ns two completely independent GC 
modules, each with its own miniature sample injector (injection volume 25-
250 nL}, column, column heater, and therma' conductivity detector (dead 
volume 2 nl). 3 The modules share the M200's electronics and front panel 
controls. Method parameters, such as column temperature, injection time, 
and detector sensitivity can be controlled quite simply from the front 
panel of the instrument. The system has an automatic sampling mode which 
can also be activated from the front panel. For our evaluation, the M200 
was configured with two 4 m x 0.1 mm ID fused silica columns: nonpolar 
OV-73 and moderately polar OV-1701 stationary phase coating. The different 
phases, and the fact that samples can be analyzed either simultaneously or 
independently of each other, provide a system with considerable analytical 
flexibility. 

Besides offering control from the front panel with detector output to 
an integrating strip chart recorder, the instrument also offers operation 
via a personal computer using the EZChrom t:OO software package supplied by 
the manufacturer. The program, which was developed to control, acquire, 
and process data from the M200, runs in the Microsoft WindowsTM environment. 

To evaluate the M200 GC, standard gas mixtures containing benzene, 
toluene, trichloromethane, tetrachloromethane, and tetrachloroethylene were 
prepared in static glass dilution flasks at five nominal concentrations 
over a range from 1 to 50 parts per million (ppmv) for each compound. 
Besides these standards, stainless steel canisters containing 41 different 
VOCs at known concentrations were obtained from the Atmospheric Research & 
Exposure Assessment Laboratory, EPA (Research Triangle Park, NC). Three of 
the canisters contained all of the compounds present in the fourth canister 
at concentrations of about 10 ppmv. The levels of the 41 compounds in the 
fourth canister were between 2.3 and 4.1 p~~v. 

Samples were injected into the M200 unit using either the manual or 
autosampler injection modes. For autosampler injection, fixed volumes of 
the standards were injected repetitively by connecting one end of a Teflon 
tube to the sample injector port and the other end to a Swagelok connector 
that screwed into the neck of the static dilution flask or canister. 
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Results And Djscussjon 

The effect of column temperature on retention time and resolution was 
studied by injecting fixed amounts of the five-component standard onto the 
columns and varying the temperature from 3o·c to 12o·c. The plots in 
Figure 1 for the nonpolar column show a marked decrease in the retention 
times of the components as the column temperature is increased. The plots 
also illustrate the high speed of analysis achievable with the M200, 
especially at the higher temperatures used. Benzene and tetrachloromethane 
in the standard co-elute at all temperatures between 30"C and 120"C on this 
column but are fully resolved from one another on the moderately polar 
column at temperatures below so·c. These results clearly demonstrate the 
usefulness of having two columns of differing polarity available in the 
M200 for making positive identifications of unknown VOCs. 

The retention time and peak area stability of the instrument were 
assessed by performing replicate injections of the five-component standard 
mixture on both columns in the manual injection mode and the autosampling 
mode under computer control. As an example, Table 1 lists the retention 
times and peak areas obtained for the nonpolar column at 70"C. The 
relative standard deviations for the retention times are less than 0.1% at 
all analyte concentrations. The peak area precision is not as good but is 
generally satisfactory at higher concentrations, especially for the more 
volatile compounds such as trichloromethane, tetrachloromethane, and 
benzene. Despite higher background levels, the moderately polar column 
gives comparable results for retention time and peak area precision. 

Detection limits were estimated by measuring peak heights of the 
standards as a function of concentration at different temperatures, and 
performing linear regression analysis. The detection limits, defined as 
the signal corresponding to three times the standard deviation of the 
baseline noise level divided by the slope of the best-fit curve, were 
determined for both columns and are summarized in Table 2. The results 
indicate that the detection limits decrease as the column temperature 
increases. In addition, they are about an order of magnitude lower on the 
nonpolar column than on the moderately polar column, due to the higher 
column bleed from the latter. 

To assess the suitability of the instrument for the analysis of 
organic pollutants in air, we prepared static dilution flasks of three 
calibration standards of the five-component mixture (at 1, 6, and 10 ppmv) 
as well as two mixtures (at 4 and 8 ppmv) to serve as "unknowns". 
Calibration curves were prepared and used to generate peak tables, 
calibration tables, and timed events for the two columns at 70"C, using the 
EZChrom 200 data system. Then, the two "unknown" mixtures were analyzed 
separately on each column under the same operating conditions. 

The results obtained are summarized in Tables 3 and 4. It is clear 
that, on the basis of retention times, positive identifications of the five 
"unknown" compounds can be performed with a high degree of reliability, 
using the calibration libraries defined by the EZChrom 200 software. There 
is also close agreement between measured and actual concentrations, 
especially at 8 ppmv. At the 4 ppmv level, the average measured values for 
the nonpolar column lie between 3.3 and 3.7 ppmv with relative standard 
deviations (RSDs) of 8-14%. For the moderately polar column, the average 
measured concentrations are between 3.7 and 4.3 ppmv with RSDs of 11-44%. 
The relatively large scatter noted here is due to the much higher 
background noise levels and baseline drift observed with this column than 
with the nonpolar column. 
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Attempts to extend this approach to the analysis of a complex 
multicomponent mixture were less successful. Three canisters containing 41 
different VOCs at concentrations of about 10 ppmv each were used to 
generate calibration libraries for the two columns at 30", 70", go·, and 
110"C. This was followed by the analysis of the contents of the fourth 
canister, which contained all of the compounds present in the other 
canisters. In running these samples, we were limited by constraints on the 
run time imposed by the EZChrom 200 software. The maximum run time is 
limited by the software to 100 seconds, whereas it can be extended to 255 
seconds in the manual mode. The short run time prevents the detection of 
later eluting peaks, especially at the lower column temperatures used. 
Raising the temperature to 90"C resulted in the elution of all components 
within the 100-second time limit, but caused a significant loss of 
resolution. The sample was re-run in the manual mode at 70"C and with a 
maximum run time of 255 seconds. This permitted the identification of 
several more peaks but, even under these conditions, there was considerable 
peak overlap, making identification and quantification of most constituents 
of the mixture practically impossible. 

Conclusions 

The Microsensor Technology M200 dual-column gas analyzer is a truly 
portable and useful rapid screening device that can produce valuable 
information about organic vapors in air. The instrument can provide 
independent or simultaneous analyses using narrow bore columns of different 
polarity and yields detection limits of less than 1 ppmv. It can be 
operated manually or under the control of a sophisticated, user-friendly 
software program. The latter, however, limits the maximum analytical run 
time to 100 seconds, which hampers efforts to analyze complex air mixtures 
of environmental interest. Work currently in progress in our laboratory is 
directed toward evaluating an alternative approach to improving overall 
sensitivity and compound specificity, based on coupling the M200 GC to an 
ion trap mass spectrometer. 
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Table 1. Reproducibility of retention times and peak areas for 
nonpolar column1 using EZChrom 200 data system 

Concn. 
Compound ppmv Ave. Ret. Time (s) Ave. Peak Area 

Trichloromethane 1 20.43 ± 0.01 (0. 04) 2 1041 ± 24 (2.3) 
6 20.46 ± 0.01 (0.05) 2183 ± 77 (3.5) 

10 20.46 ± 0.01 (0.05) 3071 ± 72 (2.3) 

Tetrachloromethane + 1 24.99 ± 0.01 (0.04) 1652 ± 106 (6.4) 
Benzene 6 25.04 ± 0.01 (0.04) 3430 ± 36 ( 1. 0) 

10 25.03 ± 0.01 (0.05) 4844 ± 103 (2 .1) 

Toluene 1 43.32 ± 0.02 (0.04) 478 ± 92 (19) 
6 43.40 ± 0.03 (0.08) 1231 ± 49 (4.0) 

10 43.37 ± 0.02 (0.05) 1705 ± 23 ( 1. 3) 

Tetrachloroethylene 1 56.03 ± 0.03 (0.05) 655 ± 65 (9.9) 
6 56.14 ± 0.04 (0.08) 1506 ± 116 (7. 7) 

10 56. 12 ± 0.02 (0.03) 2134 ± 107 (5.0) 

1 Column temperature 70"C; 2 Average of 5 measurements ± SO (%RSD) 

Table 2. Limits of detection (ppmv) for five-component standard mixture 

NONPOLAR COLUMN MODERATELY POLAR COLUMN 

Compound 3o·c so·c 3o·c 40"C so·c 

Trichloromethane 0.2 0.2 2.5 2.2 

Trichloromethane + 1.1 
Tetrachloromethane 

Tetrachloromethane 2.4 1.9 

Tetrachloromethane + 0. 1 0. 1 
Benzene 

Benzene 3.3 2.6 2.2 

Toluene 0.8 0.5 9.4 6.8 4.8 

Tetrachloroethylene 0.8 0.4 nd 1 5.4 4.0 

1 nd=not detected; retention time exceeded maximum run time 
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Table 3. Measurement of target compounds in "unknown" gas mixtures for 
nonpolar column1 using EZChrom :~oo data system. 

Ret. Time (s) Concentration (ppmv) 

Compound Ca 1 1 b. Measured2 Actual Measured2 

Trichloromethane 20.45 20.43 ± 0.01 4 3.4 ± 0.3 
20.46 ± 0.01 8 8.2 ± 0.4 

Tetrachloromethane + 25.02 25.00 ± 0.01 4 3.3 ± 0.4 
Benzene 25.04 ± 0.01 8 8.4 ± 0.6 

Toluene 43.36 43.33 ± 0.02 4 3.4 ± 0.3 
43.38 ± 0.02 8 7.9 ± 0.8 

Tetrachloroethylene 56.10 56.05 ± 0.02 4 3.7 ± 0.5 
56. 14 ± 0.03 8 8.4 ± 0.2 

1 Column temperature 1o·c; 2 Average of 5 measurements ±so 

Table 4. Measurement of target compounds in "unknown" gas mixtures for 
moderately polar column 1 using EZChrom 200 data system. 

Compound 

Trichloromethane + 
Tetrachloromethane 

Benzene 

Toluene 

Tetrachloroethylene 

1 Column temperature 

Qi> 
E 

90 

70 

50 

30 

Ret. Time (s;) Concentration (ppmv) 

Ca 1 i b. Measured2 Actual Measured2 

24.26 24.24 ± o. 01 4 3.9 ± 0.5 
24.27 ± 0.00 8 8.3 ± 0.3 

27. 15 27.14 ± 0.02 4 4.3 ± 1. 9 
27.18 ± 0.01 8 8.1 ± 0.7 

49.13 49.10 ± 0.02 4 3.7 ± 0.9 
49.17 ± 0.02 8 7.9 ± 0.5 

56.24 56.21 ± 0.02 4 3.8 ± 0.4 
56.29 ± 0.04 8 8.2 ± 0.5 

1o·c; 2 Average of 5 measurements ± so 

o-o CHCI3 
e-e CCI 4 + CsHs 
b..-.6. C7H8 
£-£ C2CI4 

10+------r----~r-----~-----+------~----~~ 
10 .30 50 70 90 11 0 130 

Temperature (t>C) 

Figure 1. Effect of temperature on retEmtion time for nonpolar column. 
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A REAL-TIME MONITOR FOR CHLORINATED ORGANICS IN WATER 

Joseph R. Stetter 
Transducer Research, Inc. 
1228 Olympus Drive 
Naperville, IL 60540 

Zhuang Cao 
Illinois Institute of Technology 
Department of Chemistry 
Chicago, IL 60616 

A low-power and portable solid-state gas sensor with a 
selective response to chlorinated hydrocarbons has been 
combined with a simple tubular silicone rubber permeator. The 
permeator and sensor combination have been tested in a way that 
simulates the on-line analysis of chlorinated hydrocarbons in 
water. The detection system can provide information on whether 
or not the sampled stream contains chlorinated hydrocarbons as 
well as the quantitation of the chlorinated hydrocarbon in the 
sample. The selective gas sensor and permeation apparatus 
offers a new and convenient method to analyze the contents of 
an aqueous sample. It is important to note that the approach 
allows the use of a gas sensor to analyze a liquid stream in 
near real-time. Since many more types of gas sensors are 
available than liquid sensors, this approach may be more 
generally useful if other gas sensors are interfaced to the 
liquid sampling system by means of semi-permeable membrane 
technology. 

This analytical method combines a selective permeator and 
a portable gas sensor. The new approach may find use in field 
screening of mud, water, or other complex sample matrices for 
volatile halogenated organic compounds. 
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INTRODUCTION 

Chlorinated hydrocarbons are potentially toxic vapors 
that commonly occur in the workplace~, environment, and process 
stream. Recently, the Environmental Protection Agency has added 
25 organic chemicals to the list of compounds regulated as 
toxic in wastes under the Resource Conservation & Recovery 
Act 1

• sixteen of these organic chemicals are chlorinated 
hydrocarbons and are illustrated in Table I. It is important 
and useful to develop a real-time, inexpensive analytical 
method for the determination of chlorinated hydrocarbons in 
waste water. 

Chemical sensor technology is playing an increasing role 
in analytical science. It not only provides real-time, on-site 
information about the presence and concentration of chemicals 
in a given environment, but also is a less expensive alterna
tive to large analytical instruments. Unwin and Walsh2 have 
described a sensitive chlorinated hydrocarbon sensor which is 
based on the electrical conductivity change effected by the 
adsorption of chlorine, produced by decomposition of the 
chlorinated hydrocarbon over a heated platinum coil, on films 
of lead phthalocyanine. This paper describes a rare-earth 
sensor that is selective for chlorinated hydrocarbons. 

Membrane technology is developing significant uses in the 
analytical sampling systems. It not only can be used to extract 
or separate organic vapors from an aqueous sample matrix, but 
also offers a technique for continuous sampling. Hellgeth and 
Taylor3 have described a membrane based method for on-line 
high-performance liquid chromatography/Fourier transform 
infrared spectrometry. This method involved the detection of 
the organics in an aqueousjorganic segmented stream through a 
flow cell which is constructed by using multiple layers of 
Teflon membrane. Blanchard and Hardy• introduced a separation 
method based on the permeation of volatile organic compounds 
through a silicone polycarbonate membrane from an aqueous 
sample matrix into an inert gas stream. A portion of this 
stream was then injected into a capillary gas chromatograph. 
Melcher5 developed a silicone membrane flow injection system 
for the determination of trace organic compounds in aqueous 
samples. Recently, Lauritsen6 reported using a silicone 
membrane for on-line monitoring of dissolved, volatile organic 
compounds with mass spectrometry. 

Combining membranes and.chemical sensors will allow the 
development of new in situ detection and quantification methods 
for pollutants and trace chemicals in waste water. Our previous 
paper7 presented the possibility of the use of a rugged 
permeation membrane in combination with a low cost, small, 
selective gas sensor for on-line and near real-time analysis 
of chlorinated hydrocarbons in an aqueous phase. This paper 
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will focus on the feasibility of this real-time monitor for 
the determination of chlorinated hydrocarbons such as chlorob
enzene, 1,1,1-trichloroethane, chloroform in water. 

EXPERIMENTAL METHODS 

Sensor 

A schematic diagram of the sensor is shown in Fig. 1. A 
de potential of about 4 V across the electrodes is maintained 
and the conductance is measured using Ohm's law and~he voltage 
drop across a known resistor. In absence of a chlorinated 
hydrocarbon vapor, a high resistance is observed and the 
conduction between terminals 1 and 6 is very small. But in the 
presence of a chlorinated hydrocarbon vapor, the resistance 
decreases significantly and this increases the current flow 
between the terminals. The magnitude of the sensor background 
current at constant de bias voltage is very sensitive to the 
presence of chlorinated hydrocarbon vapors in the atmosphere 
surrounding the sensor since these gases alter the conductance 
of the semiconductor surface. This conductance change in the 
presence of chlorinated hydrocarbon vapors is the analytical 
"signal" from this sensor, i.e., the conductance is a function 
of the concentration of the chlorinated vapor present. The 
sensor is insensitive to many hydrocarbon contaminants such as 
benzene, hexane ·and can be operated in air. 

Permeator 

Since the chlorinated hydrocarbon sensor is a gas sensor, 
it is a necessary to convert the aqueous sample containing the 
analyte into a vapor sample suitable for analyses by the gas 
sensor. The permeation cell has been described7 and consists of 
thin wall permeable tubing (Silastic Medical-Grade Tubing, 
0.012 in. i.d. x 0.025 in. o.d. manufacture by Dow Corning) 
that is submerged in the aqueous sample. Silicone materials 
preferentially allow organic compounds to permeate while 
rejecting water and other highly polar molecules. 

Instrumentation 

The experimental system schematic is given in Fig. 2. The 
microprocessor was used to record the experimental data and to 
control the sensor and the sample exposure time. The collected 
data are analyzed by the PC computer to provide a graphic 
display of the results. In order to measure the net response 
for organic compounds we used two permeation cells. One is sub
merged in clear water for the sensor baseline. The other is in 
water containing the organic compound at a low concentration. 
The two permeation cells were purged with the same flow of air 
carrier gas and connected to a three-way solenoid valve that 
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was placed in front of the gas sensor inlet. The solenoid valve 
is controlled by a microprocessor. By switching the valve it 
was possible to make a very fast change of air flow over the 
sensor from pure water to sample. The flow rate was maintained 
constant at 170 cc;min during the e>~periments. 

RESULTS 

At constant temperature the conductivity of sensor bead 
changes with the partial pressure of the analyte7

• This 
pressure dependence of conductivity of takes the form 

afao = k p" (1) 

for chemisoption on a transition-metal-oxide system, where a 
is the conductivity, P is the partial pressure (or gas con
centration) of the reacting gas, k and m are constants. Since 
the ratio of the conductivities, aja1 , is equal to the ratio of 
the conductances, C/C0 , equation (1) can be written as 

ln C/C0 = ln k + rn ln P ( 2) 

In this paper, we use the ratio of the conductance of air 
containing sample to that of clean air, C/Ca, as the sensor 
signal. The sensitivity of the chlorinated hydrocarbon sensor 
is highly dependent upon the sensor temperature and gas flow 
rate7

• 

A series of different low concentrations (0.5-10 ppm) of 
chloroform in water were prepared, and the signals are given 
in Fig. 3. Three different chlorinated hydrocarbons, chlorofo
rm, chlorobenzene 1 and 1 1 1, 1-tr ichloroethane, in water were 
(individually) analyzed by using this monitor (see Fig. 4). The 
responses at different low aqueous concentrations (0.5-10 ppm) 
were recorded by using an amplifier with a gain of 100 to boost 
the signal. There is a good linear relationship between the 
response for all three chlorinated compounds and the concentra
tion and the results of the regressive analysis is given in 
Table II. This linear response was obtained using the simple 
silicone tube permeator and the entire benchtop instrument 
system. 

Fig. 5 presents the selectivity of the chlorinated 
hydrocarbon sensor. Three chemicals, chlorobenzene, benzene, 
and hexane with the same concentration (100 ppm in a gas phase 
air mixture) were detected by the same sensor. There is a great 
difference in sensor response between chlorinated and un
chlorinated hydrocarbons. We estimate that the response to 
chlorinated hydrocarbons is at least 103 and perhaps 105 times 
greater than for hydrocarbons. The origin of this unusual 
selectivity is not completely understood at this time. 
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The lifetime of this sensor is suitable for practical 
application (see Fig. 6). The life of this small inexpensive 
sensor is over 20 days with continuous exposure to high 
concentrations of chlorobenzene vapor. This is more than 2,000 
sample analyses at high concentration. The stability of sensor 
response can be found in Fig. 7 and sensor is quite stable over 
a day with variations of about 10% and stable over its entire 
lifetime with variation in sensitivity of less than 50%. The 
lifetime appears to be a function of the concentration exposure 
history of the sensor and, perhaps, would be greatly improved 
if used at lower levels of sample. 

CONCLUSIONS 

The chlorinated hydrocarbon sensor and permeator system 
has high sensitivity and selectivity and can used for the 
determination of chlorinated hydrocarbons in aqueous samples. 
We have examined concentrations between 500 ppb and 10 ppm. 
Lower levels may be possible with a higher gain amplifier. 
Using a semipermeable membrane allows the application of 
relatively inexpensive gas sensors to the analysis of liquid 
samples. The relatively low cost, small, and rugged equipment 
needed for this analysis has the potential for continuous on
line analysis of aqueous streams as well as the field screening 
of water samples. The sensor is quite stable over its entire 
lifetime. The simple silicone permeation tube is rugged, 
resistant to many chemicals, and easily inserted into a 
concentrated (acid, base, etc) water stream and can provide the 
analyte to the gas sensor in a form suitable for quantitative 
analysis. 

Further work will be focused upon understanding the 
sensor mechanism. In addition, optimum geometry for the 
permeation system will be investigated to improve the analyti
cal performance of the sampling system. The characterization 
of the analytical method will be extended by using field 
samples as well as laboratory standards. 
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Table I. These organics in wastes will be regulated as 
hazardous by EPA. 

Samples 

Benzene 
Carbon tetrachloride 
Chlordane 
Chlorobenzene 
Chloroform 
a-Cresol 
m-Cresol 
p-Cresol 
1,4-Dich1orobenzene 
1,2-Dichloroethane 
1,1-Dichloroethylene 
2,4-Dinitrotoluene 
Heptachlor 
Hexachlorobenzene 
Hexachloro-1,3-butadiene 
Hexachloroethane 
Methyl ethyl ketone 
Nitrobenzene 
Pentachlorophenol 
Pyridine 
Tetrachloroethylene 
Trichloroethylene 
2,4,5-Trichlorophenol 
2,4,6-Trichlorophenol 
Vinyl chloride 
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Regulatory level 
(mg per L) 

0.5 
0.5 
0.03 

100.0 
6.0 

200.0 
200.0 
200.0 

7.5 
0.5 
0.7 
0.13 
0.008 
0.13 
0.5 
3.0 

200.0 
2.0 

100.0 
5.0 
0.7 
0.5 

400.0 
2.0 
0.2 



Table II. Least-Square Regression Results from Fig. 4. 

samples slope y int R2 

chloroform 0.5379 0.5043 0.997 

chlorobenzene 0.5814 0.6280 0.988 

1,1,1-trichloroethane 0.7226 0.6890 0.993 

~ Gas in 

Rare eart.h 

6 

I K ohm Recorder 

+ 4 v 
(Bias voltage) 

Fiqura 1. Schematic diagram of sensor and conductance measure
ment circuit. 
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Figure 2. Schematic functional diagram of the experimental 
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PERFORMANCE OPTM!ZAT!ON OF PHOTOVAC 
10570 PORTABLE GAS CHROMATOGRAPH 

R. E. Berkley, Environmental Protection Agency, Atmospheric Research and 
Exposure Assessment Labor-atory, Research Triangle Park, NC 27711. 

Keith ~:ronmiller and Karen Oliver, NSJ Technology Services Corporation. 
2 Triangle Drive, Research Triangle Park, NC 27709 

Photovac portable gas chromatographs \PGCJ are designed to automatic
a! ly sample ambient air for industrial hygiene analyses in which typical 
analvte concentrations are a few parts-per-mil lion cvolume/volumeJ. How
ever. the photoionization detectors used are extremely sensitive to benzene 
and its homologues, to ethylene and its ho[ologues, and to their halogen
substituted derivatives. Such compounds can be detected by PGC's at low 
part-per-billion levels without preconcentration. To do this successfully. 
operating procedures which are suitable at higher concentrations must be 
modified. These modifications, rationales for them, and examples of their 
application are discussed. 

Introduction 
Photovac portable gas chromatographs (PGCJ use phutoionization detec

tors that are extremely sensitive to compoLnds which have ionization poten
tials lower than 10.6 electron-volts and are volatile enough to elute tram 

an isothermal column at SO•C or below. Included are benzene, ethylene. 
their homologues, and their halogen-scbstituted deriva~ives, all commonly
occuning toxic air pollutants il-3l. Prec:oncentration is not required to 
detect these compounds at part-per-billion (volume/volume! levels. so man~, 

sampling errors which might affect preconc~ntration-based methods can be 

avoided. Data are obtained in near real-time, which facilitates rapid 
screening of emission sources. HowevE•r, these PGC's were originall:' 
intended for industrial hygiene analyses ir, which analyte concentrations 
t y p i ::a l 1 y e x e; e e de d one par t p e 1 m i I I i c' n . ll s i n g t hem a t one p a r t p e r 
bill ion or less requires modified operatinf procedures which are discussed 
herein. 
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Experimental 
Two Photovac Model 10570 PGC's equipped with constant-temperature 

column accessories were used. A 0.53 millimeter inside diameter X 10 meter 
long methylsilicone-coated open-tubular column was used to analyze com
pounds of intermediate-to-low volatility. A KCI/Alumina porous-layer open
tubular column of the same size was used to analyze more volatile com
pounds. Ultrazero air (less than 0.1 part per mil lion carbon) was used as 
carrier gas. and high-purity helium was used to clean columns. A sample 
inlet probe consisting of 2 mil lirneter inside diameter X 9 meter long 
stainless steel tubing was extended from the "SAMPLE lN" port of the PGC 
through a vehicle window to a point at least 2 meters above ground. Calib
ration standards prepared by flow-dilution of commercial 10 part per mil
lion mixtures of organic compounds in nitrogen <Scott Specialty Gases) were 
pumped into 6-liter passivated canisters to a positive pressure of about 
100 kiloPaschals <25 pounds per square inch gauge) using a metal-bel lows 
pump. Data were stored on disk by IBM-compatible laptop computers using 
Photovac DAND[ (~ata ~cquisition a~d ~isk Lnterface) software. 

Results and Discussion 
Power Requirements 

Photovac PGC's were originally powered by an internal 12 volt battery 
which recharged automatically when the unit was connected to 110 volt 
mains. An auxiliary 12 volt battery could be connected to extend operation 
time. Twelve ampere-hour gel-eel I battery packs CGlobe Battery Division, 
Johnson Controlsl lasted about 6 hours, provided they were in good con
dition and fully charged at start-up. The constant-temperature column 
accessory increased power consumption significantly, so that 12 ampere-hour 
gel-eel Is discharged much sooner. Although gel-eel Is may be recharged many 
times, a single deep discharge can ruin them, and such damage is not immed
iately apparent. A panel volt-meter attached to the power lead is recom
mended for monitoring battery performance, since external battery voltage 
is not otherwise displayed, and much time could be lost by trying to oper
ate with a dead external battery. Larger gel-cells (80 ampere-hoursl last 
more than 24 hours and consequently are more reliable. Marine batteries 
C100 ampere-hours), which are tolerant of deep discharge, may also be used. 
Gel-eel Is can be shipped by air, but marine batteries cannot. 

Column and Valve Contamination 
Operating at high gain <typically 200 or higher) to detect ambient 

bac~ground levels of pollutants results in a split-level baseline because 
trace contaminants bleed from solenoid valves when they are energized. 
When the valves de-energize to resume backflush the baseline falls to its 
original level. This disruption lasts about a minute, during which eluting 
peaks cannot be quantitated, so the time when backf lush resumes must not be 
too near retention times of target compounds. Also, if backflush resumes 
too early, late-eluting compounds may be partially lost and not detected. 
Because of this, the backflush portion of the sampling cycle must generally 
be too short to clear Jess-volatile compounds from the precolumn or to pre
vent their breaking through into the analytical column. As a result, col
umn bleed gradually increases until visible baseline drift appears. Even
tually the baseline buckles as backflush resumes, and finally it drops 
below zero at that point and disappears from the strip chart. Usually it 
will have returned to a positive value by the end of the chromatogram, so 
it has a large positive slope between resumption of backflush and the end 
of the chromatogram. Incorrect placement of integration baselines by the 
microprocessor is more likely to occur with a sloping baseline, especially 
if the slope is positive. The only remedy for such ~bad integrations" is 
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to retrieve chromatograms stored on disk and correct them manually, using 
the "BASELINES" feature of DANDI, a tedious procedure which requires saving 
the corrected chromatogram to a separate file. Large volumes of data can 
be damaged in this way, and for a long time the cause of the problem was 
believed to be failure of solenoid valves. We have found it effective to 
bake columns in a drying oven at 90ac for 4 hours while backflushing with 
helium, but drying ovens are not field-portable. One of us (Kronmillerl, 
after conferring with Photovac, designed and built a portable column heater 
which uses a strip of heating tape around the outside edge of the column to 
heat it. Four temperature sensors, built into the column assembly. are 
used to control thermal output. The unit is powered by 110 volt mains, 
and it is about half the size and weight of a briefcase. 

Detection Limits 
An analytical detection limit is usually taken to be the quantity ot a 

compound which produces a signal just large enough to be distinguished from 
baseline noise. Criteria for this distinction are not widely agreed upon, 
but the microprocessors in Photovac PGC's don't process peaks smaller than 
5 millivolt-seconds. This clearly defines a theoretical detection limit 
for each compound at each gain level. It is the quantity sufficient to 

produce a peak with 5 millivolt-second area. However, the real detection 
limit could be higher because the microprocessor does not reliably notice 
small peaks when the baseline is not level. 

Data Handling 
Mobile monitoring in a vehicle is an important use for PGC's, but they 

generally produce more data of higher quality by stationary autosampling. 
Sampling at 15-minute intervals round the clock produces large volumes of 
data which must be validated and tabulated. Sample files can be copied 
from floppy disk to a virtual disk in computer memory to facilitate rapid 
screening for improper integrations and other problems using the ~LIST AUTO 
VIEW" feature of DANDI. Quantitation lists can be printed for manual data 
tabulation, or data can be copied directly from the computer screen or 
plotter tape to a table, but it is safer not to risk scrambling data by 
passing them through a human brain. The DANDI ~EXPORT TO TEXT" feature can 
be used to output from each sample file an ASCI I text file which can later 
be imported to a Lotus 123 spreadsheet. Individual sample files must be 
manually retrieved and assigned filenames :o accomplish this. Once impor
ted into Lotus. they can be edited and saved as worksheet files. One of us 
(Berkley! has written a Lotus macro which automatically imports ASCI l files 
one-by-one from a filename list, removes unneeded portions. transposes from 
linear to columnar format, and saves them as Lotus worksheet files. Macros 
for combining a list of these worksheet files into tables of concentrations 
or retention times were also written. These macros require Lotus 123, Ver
sion 2.01 or higher. They can be modified to suit the needs of individual 
users. They are not protected by copyright, and interested parties may re
quesc copies of them. 

Calibration Libraries 
New operating conditions were de>ised to expand calibration libraries 

to maximum capability of the PGC. The methylsilicone column at 40°C. 6 
milliliters per minute, and gain 200, was used for compounds of intermedi
ate volatility. The same column at 5C>oC, 17.7 milliliters per minute, and 
gain 500, was used to analyze less-volatile compounds, including isomers of 
trimethylbenzene and dichlorobenzene. The KCl/Alumina column at 40"C. 12 
milliliters per minute, and gain 1000 can te used to analyze highly vola
tile compounds such as vinyl chloride and \inylidene chloride. 
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Low Temperature Operation 
The extent to which winter temperatures might tax battery capacity or 

impair column temperature stability was investigated. No difficulty was 
found during al !-day operation above O•C when equipment was taken outdoors 
and energized while stilI warm. However, responses to airborne compounds 
of intermediate-to-low volatility began to diminish near 10•c, apparently 
due to sample condensation on the inlet tube. Concurrent canister samples, 
taken for comparison, did not pass through an inlet tube. Data in TABLE 1 
show results of concurrent PGC and canister sampling at different tempera
tures. At 7•C the PGC found less of each compound than did the canisters. 
At higher temperatures the two methods were in better agreement. lt should 
be remembered that canister and PGC samples are not equivalent, because the 
PGC analyzes one of seventy milliliters of air which enter the sampling 
probe, while a representative sample is analyzed from the entire six liters 
which enter the canister during the same period. Usually canister and PGC 
samples resemble each other closely, but concentrations in air downwind of 
a point source <such as a dry cleaning plant) may be nonhomogeneous and can 
lead to significant discrepancies, as seen in TABLE 1. Concurrent PGC and 
canister samples for less-volatile compounds are shown in TABLE 2. The PGC 
apparently responded to an unknown compound which coeluted with m,p-dichlo
robenzene and 1,2,4-trimethylbenzene. 

Retention Time Precision 
We have previously shown, for a single series of runs, that the cons

tant-temperature column accessory can reduce relative standard deviations 
of retention times at constant carrier flow by an order of magnitude to 
about 1% (4J. However, rotameters were inadequate for duplicating carrier 
flow rates from one series of runs to another. A digital bubble meter, 
which can measure flows to within 0.1 milliliter per minute, worked much 
better. It also revealed that a rotameter attached to the chromatograph 
can cause fluctuations in carrier flow. The rotameter balI remained per
fectly steady while carrier flow varied continuously over a range of half a 
milliliter per minute. Removal of the rotameter reduced fluctuation to 
Jess than 0.1 milliliter per minute. Setting a preselected flow accurately 
{within 0.1 milliliter/minutel is still difficult because the 3 needle 
valves which control it perform erratically, but patience can be rewarded 
by day-to-day retention times of good precision. TABLE 3 shows 5 series of 
sampling runs during a month in late winter. The data came from two PGC's 
equipped with simi Jar columns. Such precision makes it possible to inter
change libraries. A library saved to disk from one PGC can be used in an
other, a useful option in case of emergency, but not a recommended proce
dure for routine operation. 

Conclusions 
Photovac portable photoionlzation gas chromatographs produce valid 

results which compare reasonably wei 1 with other methods when adequate 
operating procedures are followed. To get good results, battery power must 
be sufficient, columns must be clean, flow rates must be properly set, the 
sample intake line must be clean and reasonably warm, and accurate calib
ration standards must be used. 
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TABLE 1. CONCURRENT PGC AND CANISTER SAMPLES 
AT SEVERAL AMBIENT TEMPERATURES 

Tri Tetra-
chloro- chloro- Chloro- Ethyl-

Benzene ethene Toluene ethene benzene benzene 

Monday February 26. 1990. fcC .. Ma II below parking deck. 
PGC 1. 29 ND ND 0.56 ND ND 
Canister 2. 10 ND 2.90 .3.90 0.50 0.60 

Monday February 26. 1990. 18° c. Drv ·:lear: in g plant. 
PGC ND ND ND 29.05 ND ND 
Canister o.so ND 0. 5,0 9.40 ['J[J ND 

Friday r·ia r· ch .?b, 1990. 28.3,C. Dry cleaning pI ant. 
FG: ND N[1 ND 1. .'t 1 ND ND 
Canister 0.68 ND 0.56 3 .. 38 ~~ D 0.20 
PGC ND ND ND 4.09 ND ~JD 

Canister (J, 76 ND 0.62 3. 15 < 0.20 ( 0.20 
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m,p- o-
Xylene Xylene 

0. 78 ND 
1. 20 0. 70 

ND ND 
0. 30 NC' 

ND ND 
0.35 0.20 

ND ND 
0.29 ' ( 1 • 21) 



TABLE 2. CONCURRENT PGC AND CANISTER SAMPLES 
OF LESS-VOLATILE COMPOUNDS 

Monday March 12, 1990. 20<>C, Mall below parking deck. 

m,p-Dichloro
benzene 

or 
1,3,5-Tri- 1,2,4-Trimethyl-

methyl benzene benzene 
or or o-Dichloro-

o-Xylene Bromobenzene 4-Ethyltoluene Benzylchloride benzene 

PGC 0. 10 0.01 0.04 13. 17 ND 
Canister 0.35 ND ND <.0. 20 ND 

PGC 0.03 0.03 0.37 11.07 NC1 

Canister 0.25 ND ND 0.29 ND 

PGC 0.22 ND 0. 72 10.51 ND 
Canister 0.45 ND <0.20 0.68 ND 

TABLE 3. RETENTION TIME STABILITY DURING FIVE DAYS OF SAMPLlNG 
BETWEEN FEBRUARY 22 AND MARCH 23, 1990. 

Ambient Temperature Range 7 - 30"C. 

Trichloro- Chloro- Ethy 1-
Benzene Ethene benzene benzene m,p-Xylene Styrene o-Xylene 

Runs 32 32 32 32 32 32 32 

Peaks 13 4 6 12 22 3 13 
Mean 128.7 165. 1 489.6 567.2 606.1 688.5 735.0 
SDEV 2.3 3.5 16.4 19. 1 18.5 5.5 18.8 
%SDEV 1.8 2. 1 3.4 3.4 3. 1 0.8 :2.6 
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COMPUTER SOFTWARE FOR GAS CHROMATOGRAPHY IN THE FIELD 

C. F. Steele, J. J. Stout, K. R. Carney and E. B. Overton 
Institute for Environmental Studies 
42 Atkinson Hall 
Louisiana State University 
Baton Rouge, La 70803 

The availability of small, portable gas chromatographs makes their 
use at or near the site of sample collection an attractive prospect. Such 
systems can be used for real-time diagnostic purposes, for sample screening 
or a combination of both. 

The computer hardware requirements of data acquisition and processing 
~ave long been in the range satisfied by off-the-shelf desk-top and lap-top 
computers. The state of the art in chromatography software, however, is 
r..ot so advanced. Commercially available software packages are designed to 
operate in a laboratory and require considerable support and supervision 
from the laboratory staff. Under field conditions, the time of the 
~ualified staff available is too valuable to be allocated except where 
r..ecessary and may be unavailable altogether. The authors have developed 
and are currently testing a software package that minimizes its need for 
the supervision of qualified analytical staff. 

The three areas of most concern in chromatography software are the 
peak-picker/integrator, the analyzer and the calibrator. In the case of 
the integrator, most of the need for supervision has been eliminated by 
~sing improved algorithms. The two most troublesome aspects of user 
supervision in chromatographic integration, integrator events and slope 
sensitivity settings are entirely dispensed with. Identification is 
accomplished by game-playing to make optimal, feasible identifications 
based upon elution time on two columns, relative peak size and known 
elution order. Where possible, coelution is accounted for. The calibrator 
reduces the calibration process to a relativ:=ly intuitive "point-and-click" 
process and supports both single-point and mJlti-point calibration in a 
logically consistent manner. 
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Introduction. 

The cost of laboratory analysis, in terms of both dollar cost and 
turn-around time make field analysis, where possible, an attractive 
alternative. It may be that the general character of a site can be 
assessed more quickly and efficiently using field methods and, once that is 
known, a more efficient sampling strategy may be established to collect the 
samples that need be sent to a contract laboratory. Even in cases where 
preliminary analysis is not used, ~t may still be efficacious to screen 
collected samples in order to determine which ones should be sent to a 
contract laboratory. Where volatile organics are of concern, gas 
chromatography is often the method of choice. Accomplishing 
chromatography in the field means that a chromatograph and its associated 
data system are operated outside the laboratory environment for which which 
most chromatographs and data systems were designed. The absence of 
laboratory support necessitates changes to both the gas chromatograph and 
its data system hardware and software. 

The necessary hardware changes have already been accomplished by 
chromatograph and computer manufacturers. There are several portable or 
transportable gas chromatographs such as those manufactured by PhotoVac and 
by Microsensor Technologies. Portable and transportable computers have 
been in use since the late 1970's and simple MS/DOS-based machines are now 
under 5 pounds. Advanced systems that are being used as gas 
chromatographic and mass spectral data systems, such as the Toshiba 3200 
and Macintosh Portable are under 18 pounds. 

Gas chromatographic data system software, however, has not changed 
significantly since the late 1970's. It has not had to change, being well 
suited to its target environment, an analytical laboratory. The main 
aspect of this environment from a programmer's point of view is that there 
are staff available whose job it is to see that their equipment, both 
hardware and software, work properly, including providing the software with 
whatever data that it needs to function. In the case of gas 
chromatography, this includes partial descriptions of the chromatograms, 
such as integrator events and peak detection thresholds, as well as data 
pertaining to internal and external standards for the purposes of peak 
identification and quantitation. The availability of these data from 
external sources makes a programmer's job much easier. He (or She) need 
only provide some rudimentary form-entry mechanism to acquire the needed 
data. 

In the field, things may be quite different. It is appropriate to 
minimize the reliance of the data system on the the available personnel in 
order to reduce the cost of operating it. The more the data system can 
"figure out for itself", the more it matches the ideal case of a black box 
that unobtrusively provides answers rather than creating additional demands 
upon the available staff. Of course, the answers must be sufficiently 
reliable to be useful. In an attempt to address the reliance/reliability 
issue, a gas chromatographic software package,"M2001", has been developed 
at the Institute for Environmental Studies, Louisiana State University 
under contract with the National Oceanographic and Atmospheric 
Administration in cooperation with the U.S. Environmental Protection 
Agency. Reliance upon external data sources has been minimized while 
preserving the reliability of the data provided to the field staff. 

Software Design. 

The software described here (Figure 1) runs on Apple Macintosh 
computers and is designed to acquire and analyze dual-column chromatograms 
from a Microsensor Technologies M200 or P200 chromatograph. The main 
design criteria were ease of use, achieving improved peak identification by 
using elution patterns from both columns and minimizing operator input 
while maintaining credible output. This has resulted in significant 
improvements to the integrator, calibration system and analyzer as compared 
to standard chromatographic software. 
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The IntegratQ.t_._ 

The integrator requires almost no Oferator input. It does not use 
integrator events, nor peak detection thresholds. The main uses of 
integrator events, establishing baselines and tangent skimming are handled 
automatically. The need for peak detecticn thresholds is avoided by 
avoiding first and second derivative tests for peak start and end 
detection. Although when necessary, the cperator can graphically edit the 
integration by changing peak starts and ends, locating missed peaks and 
removing false peaks, the goal of the design of the integrator is to remove 
completely the need of such remedies. 

Peak starts are located by the "Increasing Tangent" method of Woerlee 
and Mol 1 • In this method, the start of a ?eak is deemed to have occurred 
when the tangents of the angles between a point and each of the four 
succeeding points increase. This method requires no threshold and 
therefore no operator input. 

The ends of peaks are detected quite differently. A peak is deemed 
to have ended when a line drawn from the start of the peak merges with the 
chromatogram. This also requires no threshold setting and, hence, no 
operator input. 

The scan for starts of peaks begins at the start of the chromatogram 
and proceeds until one has been found. After the apex of the peak has been 
found, both peak starts and peak ends are acceptable, allowing the start of 
one peak to occur on the tail of another (i.e. before the proper end of the 
first peak has been found) . 

When all the peaks have been located, it is generally the case that 
groups of them will share common domains (often, a common end point) . Such 
clusters of peaks are initially treated as if they each were tangent 
skimmed from the immediately previous peak in the cluster. The clusters 
are then post-processed to locate cases of incorrect tangent skimming and 
to convert such cases to merged peaks. 

Libraries 

The calibration and peak identification process require at 
least the names of the compounds that may be identified. Each 
compound may be thought of as having a distribution of peak pairs 
(one from each of the two columns) existing in a two-dimensional 
detection space. When both the names and the statistical 
descriptions of the detection space distributions of the detectable 
compounds are known, the detection space is said to be characterized 
and identification is largely a matter of :natching observed peak 
pairs with the known distributions. The d3ta pertaining to the 
distributions of the possible eluents and their names are stored in 
separate files called libraries. 

The Ca lib rat·:u:_._ 

Before further analysis can be accomplished, it is necessary to 
provide data on the state of the chromat.ogcaph being used. This is loosely 
termed "calibration" and pertains to both quantitation and qualitation. 
Quantitative calibration consists of providing the data necessary for the 
program to build a function that maps peak areas into concentration or 
amounts. Qualitative calibration provides the program with the data 
necessary to calculate the expected retention time of a compound of 
interest under the current instrumental co:1ditions. Although qualitative 
and quantitative calibration are mathematically separate operations, each 
requiring its own independent data and proGedures, they come together at 
two fundamentally important places; when the operator provides the 
calibration, both qualitative and quantita·:ive data will be available and 
when the final output is calculated, both qualitative and quantitative 
results will be expected. In our software. both qualitative and 
quantitative calibration are carried out a~: the same time. 
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Quantitative calibration is multi-point with single-point calibration 
supported as a special case via a calibration editor (Figure 2) . From one 
or more previously acquired and integrated chromatograms, the operator 
chooses peaks with known identities and concentrations by first selecting 
to the name of the compound from the current library, then entering the 
known concentration and then pointing to the peaks that are due to that 
compound. This process may be repeated for as many different chromatograms 
or compounds as appropriate. When all the relevant peaks have been pointed 
out, the calibrator builds a quantitative calibration for each compound 
involved and a qualitative calibration for each column. It is assumed that 
all the calibration chromatograms represent the same instrument at the same 
conditions. 

For quantitative calibration a regression is calculated from all the 
observed area/concentration pairs of each compound, the calibration 
function for any specific compound is simply 

( 1) 

where 

[ c l is the concentration of compound c 
Ac is the intercept of the line of regression 

Be is the slope of the line of regression 
areac is the area of a peak supposedly due to compound c 

Qualitative calibration consists of the results of two regression 
analyses, one performed upon peaks from each column. Guardino's method2 is 
used to estimate the mathematical dead time and the slope and intercept of 
the line of regression so that 

( 2) 

where 

I is the retention index of a peak at retention time T 
A is the intercept of the line of regression 
B is the slope of the line of regression 

Trn is the mathematical dead time that minimizes 

This equation is rearranged to 

T = Trn+ 10 (I-A) /B ( 3) 

which is used to compute the expected retention time of every compound in 
the library. 

The Analyzer. 

The purpose of the analyzer is to compute the contents of two 
different sorts of windows (Figure 3) . The upper window in Figure 8 is an 
inventory window displaying the contents of a sample. If the software and 
analytical procedure were totally reliable, this is the only result needed. 
The rest is only necessary when human intellect must be used in place of 
mere computation. Inventory windows contain (from left to right) the 
substance name, the certainty factor of the identification (1000 => a 
prefect match, 0 =>not a match), the number of peaks upon which the 
identification is based, the natural log of the peak size ratio and the 
amount represented by the smallest peak in the identification. The lower 
window is one of the two peak list windows, there being one for each 
column. It contains the retention time, index, area, amount, and 
identifications of each peak detected on a column. The last three columns 
pertain to the identification. The column labeled "CF" contains the 
certainty factor of each identified component. It is possible to have a 
single peak result in two different identifications if there is evidence of 
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coelution as in the case of the peak at 11.28 seconds. The column 
immediately to the left the certainty facto:: contains the percent of the 
peak accounted for by the specific identification. It is the size of the 
peak implied by the amount given in the inventory window divided by the 
total size of the peak. If the percentages for a given peak add up to less 
than 100%, there may be an unidentifiable coeluent. It is, of course, 
possible for a peak to be completely unidentifiable as in the cases of the 
peaks at 39.52 and 43.60 seconds. 

The analyzer uses a newly developed procedure to convert the 
identification process for peaks from multiple chromatographs to a game 
and, thence to a zero-one integer (mathematical) program3 , the details of 
which are beyond the scope of this paper. Briefly, each possible 
:ombination of peaks chosen from each column together with a possible 
identity chosen from the library is considered an hypothesis that must be 
~ested. Each hypothesis (Figure 4) is characterized (from left to right) 
:Jy the numbers of a peak from column A, the number of a peak from column B, 
a certainty factor, the natural log of the peak size ratio and a possible 
identity. An hypothesis may be interpreted as a statement that a specific 
:Jeak from column A and a specific peak from column B were both caused by 
~he elution of a specific substance. The certainty factor and log size 
ratio are used to assess the validity of that statement. The analyzer 
accepts those hypotheses that are mutually consistent and have the largest 
.3um of certainty factors while preferring tr.ose that involve matching 
similarly sized peaks (low log size ratio). 

After having performed this task, it may, at the operator's 
discretion, analyze the accepted peak pair identifications to see if any 
involve matching peaks that do not have similar sizes. If this is the 
case, the larger peak is mathematically split into a peak that perfectly 
matches the smaller and a left-over peak. The identification is then 
recomputed taking account of the left-over peaks which allow the program to 
identify some cases of coeluted peaks. 

(;onclusion. 

The authors have developed a relatively easy-to-use software package 
(M2001) for doing gas chromatography in the field. Unlike standard 
laboratory packages, M2001 requires little or no user input for integration 
and is capable of identifying chemical substances even when standards are 
hard to come by. 
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variability in Elution Time Data frpm Microchip Goo Chrgmatogrophs: 
Ramificotigns for Sample Component Identification 

K.R. Carney, E.B. Overton, C.F. Steele and R.L. Wong 
Louisiana State University, Baton Rouge, LA 

The introduction of the microchip gas chromatograph in 1975 was an 
early application of photolithography to 1:he construction of analytical 
instrumentation1 . The result was the "gc on a chip", a complete gas 
chromatqgraph on a silicon wafer the size of a microscope slide. 
Technical difficulties at the time, namely etching a good, symmetrical 
column into the silicon wafer, precluded large scale development. The 
technology was, however, successfully used to fabricate small injection 
systems and small thermal conductivity detectors. This was an excellent 
and timely complement to the evolving technology for production of good 
microbore capillary columns. The Michrom•)nitor 500 and the newer M200 
portable gas chromatographs are the descendants of these two 
technologies. The M200 uses micromachi.ned injector assemblies and 
detectors with two 4-meter, 0.100 mm columns and thus provides the 
capability for chromatographic analyses of volatile organic compounds in 
under 2 minutes. In addition to short an.!lysis times this combination 
provides for excellent ShOrt term and lOD':J term Stability, evident in 
retention times and in detector response. The use of two columns with 
differing stationary phases also greatly ·~nhances the analytical power 
of the system over a single column system. Clearly, the M200 has unique 
capabilities with respect to both qualita:ive and quantitative analysis. 

The "M2001" software, written at Lo~isiana State University, takes 
advantage of the multidimensional nature ·)f the information in the 
output of the M200. The two chromatogram:~ are searched for peak pairs 
corresponding to compounds that may be in the sample. The possible 
compounds are distributed in a multidimen.3ional space as points 
described by their retention times on each of the two columns. From the 
list of possible constituents the softwar~ uses an optimization 
procedure to select the most likely compo,;~ition of the sample. The 
details of this identification procedure have been described elsewhere2. 

Theory 
Of primary importance in the use of the M2001 identification 

procedure is the availability of a reliable database from which a list 
of possible constituents.can be drawn. This database must contain 
information about the retention of each c()mpound on each column and also 
information about the expected variations due to random error. This 
paper will focus on the generation of such a database or "library" and 
will discuss important sources of error and ways of avoiding them. 

The quality of this datab~se can be addressed in terms of its 
accuracy and precision. The accuracy of the database or "library of 
compounds" can be assessed by ho1.; \·tell tho values in the library predict 
experimentally determined retention times. The variable nature of 
retention times is well known and, althouqh the M200 generally yields 
very reproducible retention times, the likelihood of obtaining the same 
retention times on different instruments or even on a single instrument 
over an extended length of time is small. The use of a retention index 
system for removing the effect of small changes in operating conditions 
has been used since the Kovats3 system. ~hus the library of Kovats 
retention indices was created for a numbel: of volatile organic 
compounds .. Because r~tention indices were known to vary, to a small 
degree, with time4 a unique second normalization step was added to the 
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procedure. Prior to analysis a "qualitative calibration" is performed 
in which the retention index library is essentially recalculated as 
retention times based on the retention times for a mixture of known 
compounds. The use of the resulting "pseudo-retention indices"for 
component identification is made possible by the high degree of 
consistency in retention times obtained with the M200. 

Because the identification algorithm uses a statistically based 
optimization procedure, accurate estimates for the expected variability 
in observed retention times are important. The standard deviations 
given in the library for each compound will affect the statistical 
weight of the various mixtures proposed by the software. Incorrect 
standard deviations can thus lead to misidentifications by, generally, 
discriminating against including compounds for which the standard 
deviation is underestimated and in favor of including those for which 
the standard deviation.is overestimated It is important to note that 
this requirement is for accurate standard deviation estimates rather 
than small standard deviations ~ ~. The latter is required for what 
might be called "qualitative resolution", the ability of the software to 
meaningfully distinguish between different but similar compounds. It is 
an instrumental requirement well met by the M200 but not what is meant 
here.. Accurate estimates of the standard deviation, whether large or 
small, are required in order to prevent systematic bias in favor of 
choosing particular compounds in the library. 

The retention index library was based on the Kovats system, using 
the homologous series of n-alkanes as reference compounds. The 
retention index (I) for each compound was calculated on the basis of the 
log-linear relationship betwee~ adjusted retention time and number of 
carbon atoms in n-alkane molecules 

ln(t-tol = ai + b ( 1) 

where I=number of carbon atoms times 100, t=absolute retention time, 
to=column dead time, and a and b are the slope and y-intercept 
respectively of the line. The column dead time was estimated by 

iterative linear regression of ln(t-to) on I as per Guardino et al. 4 

Incorrect estimates for to result in curvature in the ln(t-to) vs. I 
relationship. The curve is concave upward if to is underestimated and 
concave downward if it is overestimated. The relationship is linear 
only if the proper value is chosen for to. Thus to was adjusted to 
maximize the correlation coefficient for the linear regression and the 
values so obtained for a and b were used to calculate I for the compound 
of interest. 

Experimental 
Headspace vapors of 35 compounds were individually mixed with 

nitrogen containing 100 pprr1 each of butane, pentane, hexane, heptane and 
octane. Concentrations of the 35 compounds were kept between 100 and 
1000 ppm to prevent colu~n ove~loading. Compounds that eluted near one 
of the n-alkanes were diluteci ~ith ambient air rather than the alkane 
mixture to avoid interferencr" ~rom unresolved peaks. Samples were 
initially run at column ·cempe,,a~t:re'3 of· 60°C using mean carrier gas 
velocities of 45 to 50 em/sec (0. 21 to 0. 23 ml/minute). Zero grade 
helium was used as the carri':'l gas throughout. Each of the 35 compounds 
was run in duplicate. Approxirately 3 days were required to complete 
the 35 samples. After ~n approximately 7 day interim, the 35 compounds 
were again analyzed in duplisate over a three day period. The analysis 
sequence was scrarr.bled to reduce the effect of possible time dependent 
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changes. The entire analysis was repeated a third time again after a 7 
day interval. Thus three sets of data were available for calculating 
retention indices at 60°C. 

After obtaining the 60° retention data, the process was repeated 
at temperatures of S0°, 50°, 40°, and 70°. The colu!TU1 head pressure was 
not changed so the analyses were actcally performed with slightly 
different carrier gas flows due to the temperature dependence of the 
carrier gas viscosity. This amounted to cl variation of about 5% between 
the flow at 40° and that at S0°. Each conpound was again run in 
duplicate but the entire sequence of compounds was only performed once 
at each·of these other temperatures. 

Results 
The retention times of the n-alkane~ proved to be highly 

reproducible. The sequence chart in Figure 1 shows both the short term 
variability in the retention times as wel~ as their general stability 
over a period of several l·ceeks. . The relative standard deviations of the 
alkane retention times were well under 0. ~i% over the course of each 
three day period. Furthermore, the x·etent.ion times showed no 
significant difference between three day periods if the instrument was 
left running. The 7 day periods sepc.rating each three day series are 
represented by solid vertical rules in Fi~rure 1. The instrument was 
shut down and the gas flo~ was turned off for several days between the 
first and second series but the column ter~erature gas flow was 
maintained during the week between the sec:ond and third series. The 
retention times show a considerable changE! between the first and second 
series while those in the second and third series are essentially the 
same. The important featu~e here is that if the conditions are 
unchanged then the retention times are remarkably stable . 

. Because of the highly stable nature of the alkane retention times, 
the linear regression estimate of equatiorl (1) could be obtained using 
the average retention time of each alka~e over the approximately 70 runs 
in the relevant three day period. Tr.is mPthod had two advantages. 
First, the confidence intervals for the average alkane retention times 
were much smaller; they pccovic!ec! an c·rder of magnitude improvement in 
precision over a single obse~vecl valc:.e. ~iecondly, by using the average 
values for the entire series as reference retention times retention 
indices for all compounds are calculated on the same basis rather than 
using internal references :or some ccmpounds and external references for 
those that coelute with o::e of then-alkanes. A small portion of the 
library calculated on the basis of the retention times in Figure 1 is 
shown in Table I. They correspond tc the first, second and third series 
in Figure 1. The important feature to not.e here is that the retention 
times are reproduced very '.·:ell even though there is a definite shift in 
absolute retention times tetwccn the first and second series. 

Regardless of its stabillty Hith time, the library is of limited 
use if it is not transportable to differer:t instruments. As an initial 
test of library portability, some litrary compounds were run on new M200 
columns. The library Has ·created on an ir.strument that has been in 
continuous service for ap:Jc:oxunately 18 mc•nths. The carrier flow on the 
new colu!TU1s was adjusted t..' that at v:hich the library was originally 
created and a sequence of :!-alkanes '"as ar.alyzed at 4 temperatures. The 
results are summarized in -=-ubles II and IJI by the deviations from a 
reference chromatogram ob:ained at tte san~ time on the M200 used to 
create the library. Also i:icluded are re~ults from a chromatogram 
obtained S weeks previous:_~, ·,·;h'._ch had actL.ally been used in creating the 
original library. It appe:!cJ fro:-:-: the avE,rage deviations, shown in 
Table II, that one must lc··:c:r the ter;1perature to 59° in order to 
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reproduce the results from the reference M200. Looking at the 
deviations in terms of per cent deviation (Table III), a different 
conclusion may be drawn. While the 58° result still provides the lowest 
total deviation, the 60° result provides an essentially constant 
relative deviation from the reference chromatogram. Upon the 
logarithmic transformation used in both the the retention index 
calculations, relative errors are transformed into absolute errors. 
Thua a constant relative error of 5% becomes a constant absolute error 
of 0.05 in the logarithmic data. This is exactly the type of error that 
is wel+ treated by retention index comparison, In other words, even 
though the 58° result appears to more closely match the reference data 
in ter.ma of absolute deviations, the deviations in the 60° data will be 
essentially eliminated as a constant offset value in the logarithmically 
based library. This is demonstrated by the summary in Table IV. The 
nominal results are those in which the new M200 columns were set at the 
same flow rate anti temperature as the reference M200 (i.e. 60°C}, The 
tuned results were obtained by adjusting the column conditions until the 
n-aikane retention times most closely approximated those obtained with 
the reference instrument (i.e. 58°C). This is somewhat like physical 
creating a retention index system, These results parallel those for the 
n-alkanes above; while the retention times were forced into a much 
better agreement by adjusting the column conditions, deviations were 

. adequately handled by the mathematical retention index system. 
Ideally one should be able to use this retention index library 

without regard to temperature. Unfortunately, the temperature 
dependence of Kovats retention indices is well known and may, in fact, 
contain some useful qualitative information. The results from the 
several temperatures at which the compounds were run clearly show a 
correlation between temperature calculated retention index. For most 
compounds in this library, the variation was less than 8 retention index 
units•for a 40° swing in temperature. This can be a significant problem 
for early eluters for which a change of 8 retention index units can 
correspond to quite a large difference in the retention predicted by the 
software. For later eluters the problem may be less significant. 
Furthermore, the nature of the correlation between I and temperature is 
clearly structure related; all compounds which showed a negative 
correlation were oxygen containing compounds such as ketones, esters and 
alcohols. All other compounds, including those with some polarity (e.g. 
chlorofo~ and ethyl bromide) as well as nonpolar compounds and 
aromatics exhibited negative cor~elations. While the extent of these 
variations has not been well cha~acterized at present it seems likely 
that one would be able, under some circumstances, to use the library at 
temperatures other that that at which it was created, albeit with a loss 
of reliability in the resulting identifications. If, however, the 
general class of compounds one expects to find in the sample are known 
(e.q. halocarbons), then using compounds of that class as standards in 
the qualitative calibration would allow use of the library over a range 
of temperatures without such a loss in reliability for those compounds. 
Reliability for compounds not in that class would, of course be severely 
compromised. 

Summtry 
A retention index lib~a~y containing a number of volatile organic 

compounds has been created for use with a statistically based 
identification algorithm. The high reproducibility of retention times 
obtained from the M200 allo~1s the use of external retention index 
standards. These external standards can be used to "calibrate'' the 
library thus allowing the library to be used with slightly different 
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column conditions or with different M200 instruments. This calibration 
creates "pseudo-retention indices" based ::m observed retention times of 
the standards and entries contained in the main retention index library 
presented here. The standnrds need not be, and occasionally should not 
be, the normal alkanes required under the true Kovats system. An 
observed temperature dependence limits the use of this particular 
library to temperatures quite near 60°. Given the fact that many 
compound show similar types 0f correlation between I and temperature, 
the usable temperature range may be increased for a similar class of 
compounds by using members of that class as qualtitative standards. 
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TABLE I 
Retention indices determined at 1 week intervals 

Compound Index #1 Index #2 Index #3 

vinyl acetate 586.6 585.6 585.3 
hexane 600.9 600.0 599.8 
methylethyl ketone 604.7 604.7 604.4 
ethyl acetate 620.6 620.1 620.2 
chloroform 623.7 623.7 623.7 
benzene 669.6 669.3 669.4 
cyclohexane 669.4 669.8 669.7 
carbon tetrachloride 669.8 669.8 670.1 

866 

IJll 

200. 

S.d. 

0.75 
0.67 
0.19 
0.30 
0.03 
0.14 
0.21 
0.19 



TABLE II 
Absolute deviation (seconds}from reference M200 retention 

times 

Reference M200 
8 weeks 
previous 6 0 ° 59 ° 5 8° 55 ° 

n-pentane 0.15 -0.52 -0.44 -0.32 -0.04 
n-hexane 0.15 -0.88 -0.60 -0.24 0.68 
n-heptane 0.13 -1.45 -0.65 0.31 3.03 
n-Q!::tane Q,Q1 -2.2~ -Q,Q8 2.56 9.96 
AVERAGE 0.116 -1.272 -0.442 0.578 3.408 

TABLE I II 
Per cent relative deviation from reference M200 retention 

times 

Reference M200 
8 weeks 
previous 60° 5 go 58 ° 55 ° 

n-pentane 1. 08 -4.06 -3.42 -2.46 -0.30 
n-hexane 0.75 -4.62 -3.11 -1.22 3.30 
n-heptane 0.37 -4.32 -1.89 0.88 7.96 
ll.=.Q.Ctane 0,06 -3.33 -0,12 3.55 12.52 
AVERAGE 0.56 -4.08 -2.13 0.19 5.87 

TABLE IV 
Relative standard deviations between instruments 

Substance 

Acetone 

Methylethylketone 

Dichlorobromomethane 

Dibromochloromethane 

Rent.entio 
Nominal 

6.70 

7.17 

8.85 

8.17 

n TimE 

Tuned 

0.9C 

0. 64 

0.01 

0.14 
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A FRACTIONAL (FRACTAL> BROWNIAN MOTION MODEL 
OF ATMOSPHERIC DIFFUSION 

F. A. Gifford 
109 Gorgas Lane 
Oak Ridge, TN 37830 

Present atmospheric diffusion models assume, directly or implicitly, 
that atmospheric turbulence motions are of the classical Brownian type. A 
nineteen-month series of 12-hour averaged values of Kr8~ concentrations 
measured at Murray Hill, NJ, 1050 km downwind from the source near Aiken SC 
has been analyzed using a method of fractal geometry, the R/S <renormal
ized-range) statistic. The result achieves a high degree of organization of 
the initially extremely variable time-series of observed air concentration 
values. The slope of the R/S curve indicates that large-scale atmospheric 
diffusion is controlled by large-scale, random air motions that are quali
tatively different from the usual assumption of Brownian motion. Real atmo
spheric motions at large scales are richer in high-frequency components than 
their Brownian counterpart, and exhibit correlation at all scales. The frac
tal nature of this scale of turbulent atmospheric motions, and a computer 
algorithm for generating the appropriate fractal Brownian motion for use in 
diffusion models, are briefly discussed. 
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INTRODUCTION 

In very general terms, turbulent tropospheri~ motions appear to be a miK
ture of two rather distin~t kinds; large, quasi-horizontal, essentially two
dimensional motions of s~ales greater than several hundred kilometersJ and 
smaller, three-dimensional eddy motions. The former ~ascade eddy enstrophy 
<mean-squared random vorticity) from the very large scales of eddy kinetic
energy generation <several thousand km> to scales of a few hundred km. The 
latter dissipate this random vorticity by rapidly attenuating, distorting and 
concentrating it and cascading the eddy kinetic •nergy to the very small <<1 
em) scale of viscous dissipation (6ifford11). This view of the nature of 
atmospheric turbulence is supported by the extensive measurements of eddy
energy spectra reported by Nastrom and Gage19 and by the atmospheric dif
fusion data summarized by Gifford7,8 and Barr and Gifford2. 

A cloud or plume of contaminant material diffusing in such a field of 
random eddies is in effect sampling the turbulence structure through an ever
increasing volume of the atmosphere. At first, in the energy-cascade region, 
spreading is rapid because, as was pointed out by Batchelor3, the range 
of eddy sizes present always includes those that are just the size of the 
plume. Later, after many hours of downwind travel, the cloud expands into 
the enstrophy-cascade range of eddy sizes. This range (Gifford ~t a1,12, 
Gifford11) is characterized by rapid cloud distortion due to the large 
'eddies, accompanied by diffusion at a slower rate. Large clouds quickly 
develop very irregular outlines, as shown by the long volcano plumes studied 
l~y Gifford13 and the evolution of the Chernobyl plume discussed by 
~3mith20, Although it has so far always been ignored in (short-range) 
·&tudies of atmospheric diffusion of clouds and plumes, the lan;3e outer 
time-scale of turbulence, about 104 sec, implied by this two-range 
view of atmospheric turbulence structure (Gifford9,11,12) has been shown 
also to influence diffusion at smaller scales <GiffordlO), 

FRACTAL DIMENSION OF POLLUTANT CLOUDS 

The observed shapes of energy spectra in the earth's troposphere, es
pecially the eKtensive GASP spectra19, strongly suggest a large-scale, 
ltnstrophy-cascade range and a smaller-scale, energy-cascade range of turbu
lent atmospheric motions. The eddy dynamics of each range are governed, re
!spectively, by random enstrophy and energy t~ansfer and ~an be assumed to be 
quantitatively described solely in terms of the corresponding similarity 
parameters <Giffordll), It follows that passive scalar functions of the 
i:urbulence, such as pollutant concentration, will exhibit self similarity. 
That is, changes in concentration must depend on time in such a way that 
Ln a statistical sense, for any two times t1 and t2, 

(1) 

-he similarity constant H, known as the Hurst exponent, is in the case of 
a time series related to the fractal dimension, D, by 

(2) 

The idea of fractal dimension was introduced by Mandelbrot18 to ac-
count for the fact that natural shApes, including cloud outlines And turbu
lence among many other atmospheric phenomena, are not measured by the Euclid
ean metric that applies to smooth, regular, qeometrical objects. The fractal 
dimension, which exceeds the Euclidean dimension (and is usually fractional) 
is in effect an index of an object's irregularity. Lovejoy17 showed that 
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the fractal dimension, D, of the parimet•r• of cloud• and rainbands and by 
inference of atmospheric turbulent eddies, equals 1.35 ever a bread range 
of eddy ~cales. Gifford13 showed that this applies up to linear scales 
of about 300-400 km, or time scales of a few times 104 seconds, but that 
at larger scales, in the enstrophy-cascade region, 0Z1.8, indicating turbu
lence of a markedly different type. 

Squaring equation (1) and averaging gives the variance 

(3) 

8C is the concentration increment over the time lag, 8t=t2-t1. Also 
from Eq. (1), the so-called 11 renormalized-range" statistic (Mandelbrot18) 
can be written as 

(4) 

where R is the range and S <=rc) is the standard deviation of C during 
the time interval T=tt-to. The slopes of logarithmic plots of either 
<sc2>1/2 vs. St, or of R/S vs. T should contain broad, linear ranges 
if atmospheric turbulent motions are self-similar. Atmospheric values of the 
similarity exponent H, and of the fractal dimension D of atmospheric turbu
lence, follow directly from these slopes. 

FRACTIONAL BROWNIAN MOTION IN ATMOSPHERIC DIFFUSION MODELING 

All atmospheric -diffusion models assume that turbulence can be simulated 
by Brownian motion. This is done either directly, as in models of the 
Lagrangian particle motion <e.g. Hanna14; Gifford6) or indirectly, 
through the assumption of Gaussian turbulence statistics in plume models or 
by the use of K-theory. The turbulent velocity v<t>, and consequently the 
position of a pollutant particle, can be expressed as 

v < t +8t ) = v < t > + r < t > (5} 

<Hanna14), where r<tl is a random velocity with Gaussian statistics; r<t) 
is the integral of a random acceleration, a(t), which has Brownian motion 
<white noise) statistics, 

( 6) 

The quantity r is called the trace of the Brownian motion process, a. Such a 
Gaussian random process has the well-known properties, <r<t>-r<t0 >>=0, and 

where< •• > represents ensemble averaging. 

Mandelbrot18 proposed the following generalization of the classical 
Brownian motion model; 

<[r(t) - r(t 0 )]2) a t2H (8) 

where O<H<l. From Eq. <7>, His equal to 1/2 for ordinary Brownian motion. In 
nature H is not usually equal to 1/2; natural noise signals ara not ordi-
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narily white. By fitting various kinds of long, natural time-series <river 
discharges, tree ring data, varves, etc.) to Eq. (4), it has been found 
(Feder5) that often H ~ 0.7-0.8. The assumption that atmospheric turbu
lence is of the Brownian motion type, implying that H = 1/2, is known to re
sult in fairly good estimates of atmospheric diffusion (cf. Gifford6, for 
example) which is, of course, why it is a staple of diffusion modeling. Yet 
!systematic departures are known to occur and should be of concern to model
ers. Theoretical arguments, for instance by Hentschel and Procaccia16, in 
terms of fractal geometry for the case of fu~ly-developed homogeneous turbu
lence indicate that H should be about 1/3. 

Fractal Brownian motion (fBm> curves for various values of H are quali
tatively quite different in shape. For H-values of 0.7-0.8, corresponding 
to the river-discharge, varve, and tree-ring data, high-frequency spikes 
nre small and the fBm curve is relatively smnoth. For H=l/2, the white-noise 
of ordinary Brownian motion, all frequencies are equally represented and 
the curve is uniformly rough. For small values of H, closest to the case of 
atmospheric turbulence, the fBm curve is decjdedly rougher at all scales. 

The physical meaning of H is perhaps most readily conveyed by relating 
fBm to the more familiar power-spectrum representation. In a similarity 
region of the spectrum, the slope is equal to 1/fA, f being frequency. 
The fractal dimension of the spectrum equals <Mandelbrot18) 

D • E + 1 - H = E + <3-Bl/2 (9) 

\'lhere E is the spectrum's Euclidean dimension. For time spectra E=1 and 
0=2-H. Since O<H<1, the following values are found: 

H: 0 1/3 1/2 1 
B: 1 5/3 2 3 
0: 2 5/3 3/2 1 

H=l/3 is the theoretical value for a Kolmogoroff fBm, i. e. an inertial
range spectrum. H=l/2 gives the well known lif2 spectrum of the trace of 
c'rdinary Brownian motion. The character of the autocorrelation curve is also 
governed by H. For H=l/2 the fBm is uncorrel~ted; the future is completely 
independent of the past. For H>112 the fBm exhibits persistence; de
partures from the mean tend to be followed by even larger departures. In the 
limit of large time, the correlation remains positive. For H<l/2 the limit
ing value of the correlation is negative, inoicating antipersistence; large 
departures tend to be followed by a return toward the central value. 

Until the development of fractal geometry there has been no way to 
take such subtle and pervasive differences ir the detailed shapes of tur
bulence functions into account in models and, indeed, little by way of a 
quantitative perception of their existence. Clearly it is desirable, at 
the very least, to undertake studies to find out how H behaves in the atmo
sphere and how to include it in diffusion models. The following example 
illustrates something of what can be done alcng this line. 

ANALYSIS OF CONCENTRATION-TIME SERIES 

Heffter15, et al., monitored Kr85 concentrations at five sites 
northeast of the Savannah River plant in Aiken, SC, the most distant (1058 
km) being that at Murray Hill, NJ. Twelve-hour averaged values of ground
level Kr85 concentration were recorded for a period of 19 months. Figure 
1, a plot of the Murray Hill data, illustrates their extreme variability. 
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Values of the statistic R/S, Eq.(4), were calculated for time intervals 
ranging from 30 to 1158 half-days from the start of measurement. The result
ing curve, Figure 2 <open circles>, is quite interesting; it contains three, 
roughly linear segments, each having about the same slope but separated from 
its neighbor by a sharp jump in R/S. Inspection of the concentration ob
servations shows this to be due to the presence of two sharp spikes in the 
Murray Hill data; these may have been caused by Kr85 from the Oyster Creek 
<NJ) reactor, the only nearby source capable of producing such features. The 
two spikes were removed by a linear interpolation between adjacent concen
tration points, a minor adjustment of 4 data values. The resulting modifi
cation to the R/S values is shown as the dotted curve (2) in Fig.2. The ex
traordinarily high degree of organization produced by this simple transfor
mation of the initially random data of Fig.1 has no parallel in the writer's 
experience of atmpospheric turbulence data and argues strongly for the frac
tal nature of atmospheric turbulence at these large ()300-400km) scales. 

A straight line fitted to the log-log plot of the adjusted R/S-curve 
points produces the value Hm0.36, corresponding to the fractal dimension D• 
1.64. It is much too early to draw final conclusions about the general sig
nificance of this value, except that it certainly agrees with both the theo
retical results by Hentschel and Procaccia16 for the fractal dimension of 
large-scale relative diffusion, and with the observed value for agueous 
clouds spreading in the enstrophy-cascade range found by Gifford13, It 
appears, from the result, that atmospheric turbulence is not in general 
characterized by H•l/2, as usually assumed. At least at larger scales it has 
an H-value on the order of 1/3. Fortunately, the metnodology for introducing 
fBm with proper H-values already exists, naving been developed in connection 
with the seemingly unrelated problem of the video-simulation of natural 
landscapes and clouds (Mandelbrot18; see also Feder5 and Barnsley li 
tiLl). Computer algorithms for generating the fBm curves discussed in 
the last two references are based on the following generalization of Eq. (6), 

rltl • [1/rlH + ~ll J!~- t•)H-~ drlt'l , l10l 

which is seen to reduce to <6> when Hml/2. 

CONCLUSION 

The possibility of introducing realistic fBm into atmospheric diffusion 
models is one of the most attractive applications of the fractal geometry 
methodology and distinguishes it sharply from the usual similarity theory of 
turbulence spectra, to which it is related by Eq. (9). Verifying that Hzl/3 
for large-scale motions, and finding its value at other atmospheric scales, 
are urgent research goals. This approach has the potential to free diffusion 
modelers from the need to make an assumption about the nature of atmospheric 
turbulence that now appears to be unrealistic. 
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Figure 1 Successive 12-hour average values of Kr85 air concentrations 
measured at Murray Hill, NJ, for 19 months beginning March, 1982. Down
arrows indicate zeros and up-arrows indicate points above 25 pC/m3, 
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Figure 2 Renormalized range, RIS, vs. time interval, T, for Murray Hill 
Kr85 data, based on Eq. (4). Open circles, curve <1>, are based on the 
1158 unmodified data points of Fig.1. Small, solid dots, curve <2>, show 
the effect of smoothing the two highest data peaks (4 data points). 

874 



Numerical Simulations of the Mountain Iron Tracer Data 

Tetsuji Yamada and Susan S. Bunker 
Los A I amos I\ at ional Laboratory 
Los Alamos, ~ew Tvlexico 

Extensive field experiments were conducted during 1965 and 1966 near Van
denberg Air Force Base. The experiments inducled wind speed and wind direction 
measurements at several towers, upper air soundi n.gs by radiosondes, and fluorescent 
particle releases to characterize the diffusion processes. 

Tht> data provide a unique opportmtity to test numerical models under re

alistic boundary conditions: land-sea contrast and complex topography. We used 
HOTI-.IAC (High Order Turbulence Model for Air Circulations\, a three-dimensional 
mesoscale model based on simplified turbulence-closure equations tu simulate tem
poral and spatial variations of wind, temperature, mixing ratio of water vapor, and 
turbulence distributions. 

Surface concentrations were computed bv llsing a three-dimensional transport 
and diffusion model RAPTAD (Random Puff Transport and Diffusion). RAPTAD 
is a Lagrangian puff code based on the :-.Jonte Carlo statistical diffusion process. 
The center location and standard deviation of concentration distribution for each 
puff are computed by using wind and turbulence modeled by HOT:-.U.C. Then, the 
concentration at any !oration is computed by summing concentrations contributed 
b~r all the puffs. 
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Introduction 

The purpose of this study is to simulate the transport and dispersion of at
mospheric pollutants in the complex terrain surroundings at Vandenberg Air Force 
Base (V AFB) by using the Los Alamos National Laboratory (LANL) atmospheric 
models HOTMAC and RAPT AD .1 

HOTMAC is a prognostic model and solves a set of time-dependent physi
cal equations such as conservation equations of momentum, internal energy, and 
mixing ratio of water vapor. Prognostic models can forecast three-dimensional dis
tributions of wind speed, wind direction, temperature, mixing ratio of water vapor, 
and turbulence variables. 

HOTMAC provides RAPTAD both mean and turbulence variables to simu
late transport and diffusion processes of airborne materials. Only a few mesoscale 
atmospheric models can forecast three-dimensional variations of atmospheric turbu
lence. Therefore, HOTMAC and RAPTAD offer a considerable improvement over 
the current emergency response management models at VAFB that are extremely 
simple. 

The Mountain Iron Diffusion Experiments 

The Mountain Iron (MI) diffusion experiments2 were conducted at VAFB 
during 1965 and 1966 to establish quantitative diffusion predictions for use as range 
safety tools in the "South Vandenberg" (SV) ballistic and space vehicle operations. 

The experimental site, SV, is located along the California coast approximately 
160 km west-northwest of Los Angeles. The coastline is oriented in approximately 
a north-south direction along the western side of SV, but changes abruptly at Point 
Arguello to an east-west direction. The coastline gradually changes to a north
south direction down to Point Conception and then changes again to an east-west 
direction. The Santa Y nez Mountains form an east-west barrier along the coastline 
far south of SV. 

Fluorescent pigment zinc sulfide particles with a geometric mean of 2.5 microns 
in diameter were released to understand transport and diffusion processes and derive 
an empirical formula for the pollutant concentration distribution in the SV area. 
The effective release height was 2 to 6 meters above ground. The primary sampler 
used was a membrane filter inserted in a disposable polyethylene holder. The bulk 
samples from the field were assayed by use of the Rankin counter, which uses an 
alpha emitter to activate the fluorescent pigment deposited on the membrane filter. 3 
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Figure 1. Modeled horizontal wind 
vectors at 6m above the ground at 
1300 1st, June 13, 1966. Terrain 
is contoured by solid lines with an 
increment of 200 m. Dashed lines 
indicate contours halfway between 
the solid contours. 
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Figure 2. Same as in Figure 1 except 
observed wind vectors in the surface 
layer are shown. 
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Figure 3. Vertical profiles of the modeled wind speed, direction, and potential 
temperature at 1300 lst, June 13, 1966 at B22. Solid circles indicate observations. 
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Results and Discussions 

A total of 113 tracer releases was made from which we selected the Ml87, Ml90 
and Ml91 cases to evaluate the performance of HOTMAC and RAPTAD. Only the 
results from the Ml87 simulations are reported here. 

The initial potential temperature profile was determined by averaging the 
four upper air soundings at 1300 local standard time (1st) in SV. The, potential 
temperature lapse rate was approximately 0.044° C/m from the sea surface to 460 m 
mean sea level (msl), 0.0142° C/m between 460 m and 960 m, and 0.0045° C/m 
above 960 m msl. Wind speed and direction were determined by examining five 
upper air soundings (four locations mentioned above plus VIP-1) at 1300 1st. lntial 
upper air wind speed and wind direction were estimated to be 2m/sand 225 degrees, 
respectively. 

The computational domain is 40 x 48 km2 with a horizontal grid spacing of 
1 km. To resolve the details of topography in the vicinity of the release site, we 
decided to nest a fine resolution grid 15 x 16 km2 with horizontal grid spacing of 
0.5 km. 

Integration started at 0500 1st, June 13, 1966 and continued for over 12 hours. 
The plume was released at 1310 1st for 30 minutes as was done in the experiment. 
The plume was followed for 4 hours in the model computation. By that time the 
plume was transported far away from the sampling areas. 

Figure 1 shows the modeled horizontal wind vectors in the inner computational 
grid at 6 m above the ground at 1300 1st, June 13 (Julian day 164). Although the 
upper air wind direction is 225 degrees (southwest), upslope flows develop in the 
surface layer due to heating at the sloped surfaces. 

The modeled wind distribution (Figure 1) is in good agreement with the ob
servation (Figure 2). The observed winds show much more variations in space than 
the modeled winds. Observations adjacent to each other show considerable varia
tions in direction and magnitude. On the other hand, the modeled wind field varies 
more slowly in space than the observed since the model neglects subgrid scale vari
ations of the surface (the grid resolution is 500 m). Nevertheless the simulation 
successfully reproduced many features observed. 

Less satisfactory results are obtained in comparison of the vertical profiles of 
the modeled wind speed. and wind direction with observations (Figure 3). Wind 
speed and wind direction become highly variable in space and time when the pre
vailing wind speed is small. It is noted that the observations were instantaneous 
values whereas the modeled results are ensemble averages. On the other hand, po
tential temperature is relatively stationary unless synoptic scale disturbance such 
as fronts pass through the measurement area. 

Significant changes in the modeled wind direction occurred at around 600 m 
above the ground. This is caused by the mass conservation constraint to compensate 
the divergence and convergence of the wind distributions in the boundary layer 
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(Figure 3). Observed wind direction profiles appear to support such variations 
but the changes appear to occur at heights much closer to the ground than those 
modeled. 

Figure 4 shows the modeled ground level concentration contours and Figure 5 
shows the corresponding observation. Figure 5 also shows the observed wind speeds 
and wind directions at the ground stations. T::1e observed wind direction close to 
the release site is west-southwesterly, but changes to westerly at the station slightly 
north of the release site. Our simulation (Figure 1) indicates that the wind direction 
is close to westerly at the release site. The obs€~rved plume apparently transported 
to the east-northeast direction despite the fact that wind directions measured at 
the ground stations suggest the plume should be transported to the east-southeast 
which is the case for the modeled plume. 

3838. 
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.X ._... 

3828. 

utrnx (krn) 

Figure 4. Modeled ground level con
centration (accumulated). 

~~---~----~~~ 
715 720 725 730 

X (km) 

Figure 5. Observed ground level con
centration (accumulated). 

Although the modeled plume direction did not match the observed one, the 
modeled ground level concentration along the plume axis are in good agreement 
with observations as shown in Table I. It is not known why the observation at 
3310 m from the source shows the largest valuo: among the observations. 
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Table I: Normalized Concentrations 

Modeled Observed 

Distance from Distances from 
the source the Source 

(m) Concentration (m) Concentration 

716 8.04 x w-6 720 3.97 x w-6 

1253 2.55 x w-6 1260 1.os x w-6 

3312 9.06 x 10- 7 3310 5.39 x w-6 

4403 7.08 x w-7 4400 3.02 x lo-7 
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THE INCLUSION OF POLLUTANT REMOVAL PROCESSES 
IN URBAN AIR QUALITY MODELS 

K. Shankar Rao 
Atmospheric Turbulence and Diffusion Division 
Air Resources Laboratory, NOAA 
Oak Ridge, Tennessee 

and 
James M. Godowitch* 
Atmospheric Research and Exposure Assessment Laboratory 
U.S. Environmental Protection Agency 
Research Triangle Park, North Carolina 

Gaseous and particulate pollutants emitted into the atmosphere are removed by 
several natural processes. Important among them are the dry deposition of pollutants 
at the earth's surface, and chemical transformation in the atmosphere. These removal 
mechanisms affect the pollutant concentrations a.nd residence times in the atmosphere 
and, therefore, it is necessary to account for them in air quality models. This is 
particularly important for urban air quality models, which are often used to assess 
the risk associated with chronic exposure of population to toxic air contaminants. 

This paper describes a methodology for including dry deposition and a first
order chemical transformation in urban air pollution models based on the Gaussian
diffusion framework. The concentration algorithms for point sources are derived from 
analytical solutions of a gradient-transfer model. In the limit, when deposition and 
settling velocities and the chemical transformation rate are zero, these expressions 
for various stability and mixing conditions redw:e to the familiar Gaussian plume 
diffusion algorithms without the removal processes. The point-source algorithms 
are integrated to obtain the concentrations due to emissions from distributed urban 
area sources. A new mathematical approach, based on mass budget considerations, 
is outlined to derive simple expressions for ground-level concentrations. The 
concentration and deposition flux formulations described in this paper are currently 
used in several of EPA's air quality models. 

* On assignment from the National Oceanic and Atmospheric Administration (NOAA). 
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Introduction 

Pollutant gases and particles released into the atmosphere are transported by the 
wind, diffused and diluted by turbulence, and removed by several natural processes. 
Among the important removal mechanisms are chemical transformation in the 
atmosphere, and dry deposition of pollutants at the earth's surface by gravitational 
settling, turbulent transfer, chemical adsorption, and other effects. Depletion of 
airborne pollutant material by these physical processes affects its concentrations and 
residence times in the atmosphere. Surface deposition of pollutants may adversely 
impact on human health, local ecology, structures, and monuments. It is necessary, 
therefore, to consider the removal processes in air quality models in order to obtain 
reliable estimates of the concentrations and surface deposition fluxes. 

This paper describes a methodology for incorporating the dry deposition and 
first-order chemical transformation of gaseous or particulate pollutants in urban air 
pollution models based on Gaussian plume-diffusion assumptions. The concentration 
algorithms are derived from analytical solutions of a gradient-transfer modeP •2 • 

Model Formulations 

We consider the steady state form of the three-dimensional atmospheric 
advection-diffusion equation (see Rao2

) for the concentration C of the pollutant: 

Here, x, y, and z are the horizontal downwind, crosswind, and vertical coordinates, 
respectively; U is the constant average wind speed, Ky and Kz are the eddy 
diffusivity coefficients, W is the gravitational settling velocity of the pollutant, and 
Tc _ 1/ kt is the time scale associated with the chemical transformation which 
proceeds at a known rate kt. For a continuous point source, which emits pollutant at 
a rate Q from (x = 0, y = 0, z =H), the initial and boundary conditions are given by 

C(O, y, z) = QjU. !J(y). 8(z- H) 

C(x,±oo,z) = 0 

[Kz 8Cj8z + W C] = [Vd C] at z=O 

C(x,y,oo) = 0 

(lb) 

(lc) 

(ld) 

(le) 

where 6 is the Dirac delta function. Equation ld states that, at ground-level, the sum 
of the turbulent flux of pollutant and its downward settling flux due to the particles' 
weight is equal to the net flux of pollutant to the ground, resulting from an exchange 
between the atmosphere and the surface. The deposition velocity Vd characterizes this 
exchange. When deposition occurs, the turbulent flux of the pollutant at the surface 
(z = O)isgiven,fromEquationld,by-wc = Kz8Cj8z = (Vd-W)C ~ 0 
which implies that Vd ~ W ~ 0. The deposition boundary condition (Equation 1d), 
suggested by Monin2 and Calder3

, was discussed by Rao1
. 

The exact analytical solution of Equation 1 can be written (see Rao1 •2 ) as 

C(x,y,z) = Q/U. 91(x,y)jLy. g;(x,z)/Lz (2) 
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where 9 1 and 9; are nondimensional functions, and Ly and Lz are length scales 
characterizing the plume diffusion. In order to facilitate the practical application of 
this solution, we express K y and I< z as 

Ky = 0.5 U da~/ dx }- 21 lz = 0.5 U daz dx 

where a y and a z are the widely used Gaussian plume dispersion parameters. This 
will permit utilization of the empirical data on th~·se parameters for a variety of 
meteorological and terrain conditions. 

Parameterization of Concentration 

In order to parameterize and simplify the exr:·ressions for concentration, we 
::lefine, following Rao1 •2 , the following nondimensic•nal "capped" quantities: 

Using Equations 3 and 4, we can now expres;; Equation 2 as 

(3) 

( 4a) 

C(i:,y,i) = Q/U. g1 (:1:,iJ)/Ey. g~(x,i)/Lz (.Sa) 

g1 (x,y) = exp(-y2
), f) = yjhay, Ly = y'2; ay (5b) 

g;(:c,i) = exp(-/32
- i/ic) [e-r + e- 8

• (1 - a)], Lz = ..J2; (Jz (5c) 

where 
a = 4y'Jr Vi X ee erfc(O, rt = :nvx(i- H) + (vVi) 2 

r=(z-H) 2
, s=(z+H)2

, (=i+H+2Vlx (5d) 

Equation 5 clearly shows that the concentration depends on the dimensionless 
ratios Vd/U, W/U, and x/(Urc)· The effect of deposition can be seen as a 
multiplication of the contribution of the image source term, e- 8

, by a factor (1 - a). 
The concentration at a ground-level receptor can l: e obtained by setting i = 0. Other 
simplifications are possible, e.g., by setting fl :::: 0 for ground-level sources, and 
lV = 0 for gases and small particles with negligible settling. When deposition and 
chemical transformation are negligible (Vd = 0, W = 0, fc = cx:o), Equation 5 reduces 
to the well-known Gaussian plume model with g; == 92 = e-r + e-s. Note that the 
horizontal crosswind diffusion is not affected by tho~ removal processes. 

Under unstable or neutral atmospheric conditions, when the plume travels 
:;:ufficiently far away from the source, the pollutant is generally well-mixed by 
atmospheric turbulence, resulting in a uniform venical concentration profile between 
the ground and the stable layer aloft at a height L. This concentration, which is 
independent of the source height as well as the receptor height, can be calculated 
""s the average concentration in a mixed layer of depth L. Thus, the pollutant 
concentration in the well-mixed region can be expressed as follows 2

: 

C(i,y,z) = Q/U. 9l(i,y)/Ly. 9~(i)/L 
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where g~(x) = f0
00 [g~j Lz]H=O dz. For gases or small particles (Vd -=/= W), this 

integration yields 

where ~ = 2V1x and {3 = Wx. The expression for large particles (Vd = W) is 

where e = Vdx = w X. When deposition and chemical loss are negligible, Equation 
6 reduces to the familiar Gaussian plume model with g~ = g4 = 1. The plume 
is generally considered to be well-mixed for x 2: 2xm , where Xm is the downwind 
distance x at which 2.15a-z(x) = L. 

In the region x m < x < 2x m, where the plume is considered to be trapped 
between the ground and the stable layer aloft, the mixing depth L should be explicitly 
included in the concentration algorithms. This can be done by writing the equation 
for g~(x, z) following Rao1

, incorporating multiple reflections of the plume from both 
the ground and the stable layer. Alternately, the ground-level concentrations in this 
region can be estimated by linearly interpolating between the concentration values at 
Xm and 2xm on a log-log plot of concentration versus downwind distance. 

Once the ground-level concentration is determined, the surface deposition flux of 
the pollutant can be calculated directly from D(x,y) = Vd C(x,y,O), where D gives 
the amount of pollutant deposited per unit time per unit surface area. 

Area Sources 

The urban area-source emission inventory is developed by dividing the city into 
equal-sized grid cells, each typically a square of 2-5 km side, and representing the 
total of all low-level emissions of the pollutant in each grid cell by an equivalent area
source emission. The concentration from an area source is generally calculated by 
integrating the point-source algorithms over the area. We consider two equal grid 
squares (see Figure la), one of them containing the area-source emissions Q, assumed 
to be located at the center of the square, and the other containing a ground-level 
receptor Rat its center. The wind U blows along the line from Q to R as shown. 
Then the surface concentration C A at R due to the area source Q is given by Rao5 

as 

(7) 

where x 1 and x2 are the distances from the receptor R to the downwind and upwind 
edges, respectively, of the emission grid square. Since the two grid squares are equal 
in size, these distances can also be measured from Q to the upwind and downwind 
edges, respectively, of the receptor grid sqaure, as shown in Figure la. 

If deposition and chemical transformation are neglected, and if the urban area
source emissions are assumed to occur at ground-level (H = 0), then Equation 7 
reduces to 

CA = ~ (Q/U) 1x2 

dx/az 
Xi 

(8) 

In the ATDL urban air pollution model, Gifford and Hanna6 used this equation 
with the assumption O"z = axb, where a and bare constants depending only on the 
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atmospheric stability, to derive simple algorithms for the concentrations from area 
sources. 

Equation 7 can be easily adapted to account for distributed urban area sources 
and multiple receptors2 •5 . Assuming that 0" ~ = a xb and H = 0 in Equation 7, 
Rao2 outlined an elegant new mathematical app ~oach, based on mass budget 
considerations, to derive a simple expression for ground-level concentration from area
source emissions. This is schematically illustrated in Figure 1 b. For each receptor 
grid square box formed by the ground surface and two imaginary vertical planes at 
x = ~r 1 and x = x 2 , the pollutant mass budget c<Ln be written as 

Incoming flux - outgoing flux :±: flux gain/loss due to chemical 
transformation ::= surface deposition flux. 

Substitution for the various terms above leads to the final expression 2 for C A: 

where g~(x) is the point-source algorithm (Equation 6) in the well-mixed region. 
Equation 9 is computationally efficient 2

•
7 becaus~~ it permits one to use the same 

subroutine for both point and area sources. 

(9) 

All of the equations given above for C A ignore horizontal diffusion. This is 
justified on the basis of Gifford's narrow plume hypothesis6

, which postulates that the 
concentration at a receptor is influenced only by the distributed area sources located 
in a fairly narrow, plume-shaped upwind sector. The concentration downwind of the 
center of the emission grid is then the same as that if the area source were infinitely 
wide in the crosswind direction. 

Condusions 

In this paper, we have briefly described a re:~.listic methodology for including 
deposition, gravitational settling, and first-order ::hemical transformation in applied 
urban air pollution models. The concentration e>:pressions given here can be thought 
of as analytical extensions of the familiar Gaussicm plume dispersion algorithms 
to include these removal processes. Empirical values of deposition velocities for a 
wide variety of pollutants and surface and atmospheric conditions can be found in 
the literature. Some guidance is provided in Rao l •2 for specifying the deposition 
and settling velocities in the concentration algorithms. These algorithms are now 
optionally available in EPA's air quality models, MPTER-DS, PAL-DS, INPUFF-2, 
and PAL-2. 

'Frequently, the product of a chemical reaction may be the pollutant of primary 
concern, rather than the reactant itself. A well-known example is the atmospheric 
transport and transformation of S02 to sulfate. In general, the secondary (product) 
pollutant will have deposition and settling velocities which are different from those 
of the reactant species, and it may also be directly emitted from the sources. The 
concentration algorithms for such coupled pollutant species, which are also derived 
by Ra.o2 from the gradient-transfer model, are considerably more complex than 
those given here. These algorithms are used in the EPA's multi-source urban air 
quality model PEM-2 (see Rao5

), which is designed to predict short term (1 to 24 
hr) ground-level concentrations and deposition fluxes of two gaseous or particulate 
pollutants, with or without the chemical coupling, at multiple receptors. 
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Figure 1. Schematic diagram for area-source algorithms showing (a) an emission 
grid square and a receptor grid square, and the distances; (b) a cross-section of the 
receptor grid square, and the incoming and outgoing normalized fluxes of pollutant. 
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ABSTRACT 

Uncertainties of several classes of air pollution dispersion models are 
estimated using comparisons with field data for continuous sources in the 
boundary layer. Source scenarios include ground level point sources, tall 
power plant stack plumes, dense gas releases, and releases from offshore oil 
platforms. Model predictions of maximum concentration (independent of 
p~sition) show typical mean biases of ± 10 to 40% for the best-performing 
mJdels. Typical root-mean-square errors are about 60% of the mean value, with 
a range from 30% to 100% for the best models. 

The model uncertainties are partly due to measurement uncertainties in 
i:1.put data and in observed concentrations. For example, the wind speed is 
seldom known within ± 10%. Monte Carlo methojs of estimating the influence 
o:f these measurement uncertainties on the model predictions are reviewed. 

INTRODUCTION 

The past decade has seen a growth in interest concerning the uncertainty 
in air pollution dispersion models [1,2,3,4]. The old rule of thumb was that 
d~[spersion models carried a "factor of two" u1eertainty. Recent model 
development programs have had the objective of significantly reducing this 
uncertainty, but researchers have discovered that there is a large amount of 
irreducible uncertainty due to stochastic processes in the atmosphere and due 
to the limitations of measurements. The purpose of this paper is to provide 
several examples of the magnitude of the uncertainty associated with air 
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pollution dispersion models, using results from a variety of sites, source 
emission scenarios, and models. Methods of quantifying measurement 
uncertainties and accounting for their effects on model predictions shall be 
outlined. 

EXAMPLES OF UNCERTAINTIES ASSOCIATED WITH AIR QUALITY MODEL PERFORMANCE 

We have recently been involved in a broad range of air quality model 
development and evaluation exercises, involving the use of field data from 
eight independent full-scale experiments [5,6,7]. The sources in all 
experiments are continuous point sources within the lowest 100 m of the 
boundary layer. An overview of the results of each of these studies is given 
below. 

Prairie Grass Exoeriment: The 1956 Prairie Grass experiment resulted in a 
comprehensive dataset containing 44 separate runs, where so

2 
was released 

from a near-surface continuous point source over flat terra1n, and detailed 
supporting meteorological data were taken. This dataset has been analyzed by 
dozens of researchers and used as the basis for the development and 
evaluation of numerous dispersion models over the past 30 years. It 
represents the optimum research-grade field experiment for which data 
uncertainties are minimized. We used multiple linear regression procedures 
to fit a simple model to these data, and the resulting model predictions are 
plotted versus observations in Figure 1 (where concentration, C, is normalized 
by source emission rate, Q). Maximum concentrations on five downwind 
monitoring arcs (SO m to 800 m) are included. The model explains about 93% of 
the variance in the observations, and the rmse or scatter of the predicted C/Q 
about the best-fit line at any observed C/Q averages about 20 to 30%. 

Dense Gas Jet Experiments: Pressurized ammonia and hydrogen fluoride were 
released continuously from a pipe near the ground, resulting in a dense 
aerosol jet. Seven separate runs·were made (4 for NH3 and 3 for HF) in which 
concentrations were observed at downwind distances ranging from 100 m to 
3000 m. The performance of 14 hazardous gas models was evaluated with this 
dataset [5), and the results are summarized in Figure 2. The relative mean 
bias, (C - C )/O.S(C + C ), is plotted on the abscissa, and the relative 

0 p 0 p 
2 --mean square error, (C - C ) /C C , is plotted on the ordinate. It is seen 

0 p 0 p 
that some models perform very poorly, with a relative bias of± 1.0 (i.e., 
100%) and a relative mse of 2 or 3 {i.e., 200 or 300%). However, there is a 
cluster of 8 models that perform relatively well with relative biases of about 
0.0 to 0.4 (i.e., 0 to 40%), and relative mse of about 0.2s 1 7~ 0.50 (i.e., 
25 to SO%). The relative rmse, which equals (relative mse) , is therefore 
about 50 to 70% for these eight models. 

Overwater Tracer Experiments: The Offshore and Coastal Dispersion (OCD) 
model was developed to estimate the on-shore impact of pollutants released 
from offshore oil platforms. The OCD model was evaluated using 101 individual 
runs from field experiments at four separate locations [6]. Tracer gas was 
released at elevations of 10 to 20 m above the water, at distances 1 to 15 km 
from the shoreline, and concentrations were observed by lines of monitors at 
the shoreline. Table 1 contains the results of the model evaluation exercise 
at the four sites, where two or three independent sets of experiments were 
conducted at each site. The ratio of the means, C IC, ranges from 0.65 
(i.e., a 35% underprediction) to 2.13 (i.e., a 113~ o?erprediction) over all 
the experiments, with a median of 1.07. The relative rmse ranges from 0.42 to 
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Table 1. Comparisons of OCD Model Predicted Concentrations with Observed 
Concentrations during Overwater Tracer Experiments at Four Locations. 

Number of Data Ratio of Relative RMSE 

Experiment 

Cameron - Winter 
Cameron - Summer 
Carpinteria - SF

6 Carpinteria - Fumigation 
Carpinteria - CF

3
Br 

Pismo - Winter 
Pismo - Summer 
Ventura - Winter 
Ventura - Fall 

Points Means 
n E A~ CCC c J2;E E )112 

17 
9 

18 
9 

10 
15 
16 

8 
9 

p _o ____________ ~P _____ o _____ o~p~------

O.B5 
O.BO 
2. :.3 
0.65 
1. 07 
1. 49 
1. 94 
1. ~~3 
0.68 

0.60 
0.72 
1. 17 
0.98 
0.65 
0.94 
0.90 
0.42 
0.60 

1.17 (i.e., 42 to 117%) from site to site. a is interesting how the model 
\\rill underpredict at one site and overpr-edict at another, suggesting that model 
biases obtained at a single site should not he extrapolated to other sites, anc 
that one should not jump to conclusions if data from only one or two sites are 
analyzed. 

Experiments with Stack Plumes in Urban Areas: For the final example in this 
Eection, we present results for the urban Hybrid Plume Dispersion Model 
(urban-HPDM), which was developed and evaluated using about 80 hours of 
tracer data from the buoyant plume from an 8:1 m power plant stack in 
Indianapolis. Maximum predicted and observed concentrations on downwind arcs 
ranging from 0.25 to 12 km were considered for a wide range of stability 
conditions [7). It was found that the ratio of the means, E /C , equaled 
1.08 (i.e., a 7% overprediction), and the relative rmse was galgulated to be 
0.35 (i.e., 35%}. There is little variation of the ratio C IC with wind speed 
stability, mixing height, and hour, implying that the modelpgeRerally satisfieE 
the requirement that model errors should. be r·andomly scattered and should not 
be functions of any input variables. We emphasize that the same data were used 
to both develop and evaluate the model. In the next few months, the model will 
be evaluated with about 80 hours of "indepencent" data from the same 
experiment, which have been reserved especially for the final evaluation 
exercise. 

UNCERTAINTIES IN METEOROLOGICAL MEASUREMENTS 

Part of the uncertainty in air pollution dispersion model predictions is due to 
uncertainties in input parameters, such as wind speed and stability [8]. We 
have surveyed a large number of reports and journal articles in order to 
estimate the meteorological data uncertainties listed in Table 2. It is 
assumed that typical averaging times of 10 tc 60 minutes are used. 
Furthermore, it is recognized that there are two classes of instruments in 
operation: research-grade and routine, where recommended QA/QC procedures are 
followed in all cases. In general, remote scunders are found to provide 
adequate estimates of mean wind speed and direction, but do not yield 
satisfactory observations of the turbulence components, u and u [9]. Routine 
wind sensors are subject to large errors when the wind sp~ed dro~s below the 
threshold (0.5 to 1.0 m/s), and mixing depth observations become inadequate at 
values less than about 200 m. 
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Table 2. Typical Uncertainty in Meteorological Measurements (10-60 min avg.) 

Parameter Instrument Uncertainty 

Wind Speed Sonic 0.1 ~s (threshold < 0. 1 m/s) 
Cups, Props, 0.3 ~s (threshold 0.5- 1.0 ~s) 
Remote Sounders 1.0 m/s 

0 

Wind Direction Research-Grade 2 
0 

Routine 5 
0 

Remote Sounders 10 
Lateral Turbulence Research Grade 0. 1 m/s 

(~ ) Remote Sounder 0.5 m/s 
VerticaY Turbulence Research Grade 0. 1 ws 

c~ l Remote Sounder 0.5 m/s 
~T 

w Research Grade 0. 1 K 

Routine 0.4 K 
Mixing Depth Radiosonde 100 m 

Remote Sounder 100 m (minimum 50 m) 

ESTIMATING THE EFFECTS OF MEASUREMENT UNCERTAINTIES 

There are two methods for estimating the effects of uncertainties in 
meteorological observations on dispersion model predictions: (1) an analytical 
method based on differentiation of the model equations and (2) a Monte Carlo 
method where the model is run many times for randomized input data [10]. The 
first method is practical only if the data uncertainties are small (< 10%) and 
if the model equations are relatively simple and can be easily differentiated. 
Because it is possible to run most models on a computer in minimal time, the 
Monte Carlo method (2) is the choice in most uncertainty analyses. In order to 
apply this method, it is necessary to estimate the means and variances for each 
input meteorological parameter. To be strictly correct, known correlations 
among meteorological variables (e.g., very strong stable conditions cannot 
occur with high winds) should be accounted for when the random variables are 
selected. However, in most applications of the Monte Carlo method, these 
correlations are ignored. 

A simpler alternative is to run the models for only two extreme values 
of each input parameter, rather than hundreds, in order to bracket the 
solution, or determine the sensitivity of the solution to variations in the 
parameter. To demonstrate this procedure we have applied the SLAB dense gas 
model to an area source emission of chlorine gas, where Q = 5 kg/s, source 
radius = 5 m, source duration = 5 min, and concentration averaging time = 
5 min. The base calculation is made for a wind speed u of 5 m/s, a surface 
roughness z of 0.10 m, and a Monin-Obukhov length L of oo m (i.e., neutral 
stabilities9. The model was then run for u = 4 m/s and 6 m/s, z 0.05 and 
0. 15 m, and L = -100 m and 100 m, where only one input parameter0 at a time is 
varied. These variations in L represent uncertainties in stability of about 
one Pasquill-Gifford class. Resulting centerline concentration predictions at 
downwind distances of 100, 800, and 2800 m are listed in Table 3. It is seen a 
~ 20% variation in wind speed causes a ~ 20% variation in predicted 
concentration. The variation in predicted concentrations is about ± 30 to 50% 
for the stated variation in stability class, and is about ± 15 to 25% for the 
stated variation in roughness length. If these input parameters are not known 
with any better accuracy, then it can be concluded that errors in model 
predictions of at least 50% are possible. 
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Table 3. Sensitivity Runs of SLAB Model for Chlorine Pool. 

u z L Concentration (ppm) at Downwind Distances 
(m/s) (g) (m) Comment :oo m 800 m 2800 m 

4 0. 10 co Low Wind ~~010 46.6 3.84 
5 0. 10 100 Stable ~~180 53.6 4.66 
5 0.05 co Less Rough ~~130 46.3 3.84 
5 0. 10 co Base Case 1660 37. 1 3. 14 
5 0. 15 co More Rough 1420 31. 9 2.75 
5 0. 10 -100 Unstable 1190 24.0 2.00 
6 0.10 co High Wind 1390 30. 7 2.69 
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. . . 

Figure 1. Comparison of observed C/Q at the Prairie Grass site with values 
predicted by multiple linear regression procedure. 93% of the 
variance in the observed C/Q is accounted for by the predictions. 
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Wind-tunnel experiments and a theoretical model concerning the flow structure and 
pollutant diffusion over two-dimensional valleys of varying aspect ratio are described 
and compared. Three model valleys were used, having small, medium, and steep slopes. 
Measurements of mean and turbulent velocity fields were made upstream, within and 
downwind of each of these valleys. Concentration distributions were measured downwind 
of tracer sources placed at an array of locations within each of the valleys. The data 
are displayed as maps of terrain amplification factors, defined as the ratios of maximum 
!Jround-level concentrations in the presence of the 'lalleys to the maxima observed from 
sources of the same height located in flat terrain. Maps are also provided showing the 
distance to locations of the maximum ground-level concentrations. The concentration 
patterns are interpreted in terms of the detailed flow structure measured in the 
valleys. These data . were also compared with results of a mathematical model for 
treating flow and dispersion over two-dimensional complex terrain. This model used the 
wind-tunnel measurements to generate mean flow fields and eddy diffusivities, and these 
were applied in the numerical solution of t1e diffusion equation. Measured 
concentration fields were predicted reasonably well by this model for the valley of 
small slope and somewhat less well for the valley of medium slope. Because flow 
separation was observed within the steepest valley, the model was not applied in this 
case. 
,. 
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Introduction 

This report presents results of the Joint Soviet-American Work Program for studying 
air flows and dispersion of pollutants within valleys 

1
. It is a natural complement to 

earlier work
2 

wherein similar measurements were made over two-dimensional hills. An 
extensive data set was collected in a wind tunnel on the flow structure and 
concentration fields resulting from sources placed within valleys with different 
width-to-depth ratios. In addition to furthering basic understanding, one of the main 
purposes of the experiments was to test the performance of a diffusion model for 
calculating ground-level concentrations (glcs) resulting from point sources placed 
within the valleys. 

The primary results are presented in terms of terrain amplification factors (T AFs), 
defined as the ratios of maximum ground-level concentrations in the presence of the 
valleys to the maxima from sources of the same height in flat terrain. This definition 
does not involve the locations of the maximum glcs, which will generally occur at very 
different downwind distances in the two situations. We present the primary results as 
contour plots of constant TAF. This allows the further introduction of "windows" of 
excess concentration. If a source is far enough upstream of the valley and the 
pollutant is released at low level, the maximum glc will occur upstream of the valley, 
so that the effect of the valley will be negligible. If the source is tall enough, the 
maximum glc will occur downstream of the valley, so that, again, the effect of the 
valley will be negligible. If pollutants are released within the valley, the TAF will 
generally exceed unity, and its value will depend upon the source location within the 
valley. Hence, a ''window" will exist such that pollutants emitted within that window 
will result in "excessive" glcs. 

Lawson et a/. 
3 

have presented "windows" of excess concentration (for typical shapes 
of two- and three-dimensional hills) that extended as far as 1 0 to 15 hill heights 
upstream and downstream of the hills. The purpose of the current study was to determine 
to what extent valleys might influence maximum glcs, that is, to establish windows of 
excess concentration for typical valley shapes. The shapes chosen were two-dimensional, 
with three different aspect ratios, n=a/h=3, 5, and 8, where a is the valley half-width, 
and h is the valley depth. These shapes were chosen to represent a fairly typical range 
of realistic valley shapes. The maximum slopes were 10° (valley 8), 16° (valley 5), and 
26° (valley 3). The flow structure in these valleys differed dramatically from one 
another. In valley 8, the flow did not separate and, to some extent, resembled 
potential flow. In valley 3, the flow clearly separated on the upstream slope, and a 
mean recirculation region was formed inside the valley. In valley 5, the separation 
might be described as incipient; the mean flow was downstream everywhere, but 
instantaneous flow reversals were commonly observed. Thus, pollutants emitted within 
this flow were frequently wafted back and forth before being transported downstream. 

Concurrently with the measurement program, a theoretical model
4 

was used to 
calculate terrain amplification factors for sources located within the valleys. This 
model used wind-tunnel data on the flow structure as input for numerical solution of the 
turbulent diffusion equation. The model provided quite reasonable predictions of T AFs 
for the valley of intermediate slope and somewhat better predictions for the 
gently-sloped valley. Because the model cannot handle separated flows, it was not 
applied to the steep-sloped valley. 

Apparatus, Instrumentation, and Measurement Techniques 

The model valleys were placed within the EPA Meteorological Wind Tunnel, which has 
a test section 3. 7 m wide, 2.1 m high and 18.3 m long. The approach flow was a 
simulated atmospheric boundary layer. Extensive measurements of both the flat-terrain 
boundary layer and the flow structure within the valleys were made using hot-wire and 
pulsed-wire anemometry. Ethane gas, used as a tracer, was released from numerous 
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positions within each valley through a perforated sphere to simulate a neutrally buoyant 
point source. Concentration measurements were made downstream using flame-ionization 
detectors. More extensive descriptions of the ex~~erimental apparatus and measurement 
techniques may be found in Snyder et a/. 

5 
or Khurshudyan et a/. 

1
. 

Presentation and Discussion of Experimental Results 

The pulsed-wire anemometer proved to be quite useful within the very highly 
turbulent, separated flows within the valley~;, beGause it can sense flow reversals. 
Probability density distributions of longitudinal V13locity fluctuations were constructed 
from the pulsed-wire measurements. They showed that at the lowest levels within valley 
5, mean velocities were quite small, but instantaneous flow reversals were very common 
(up to 40% of the time). In valley 3, mean velocities were negative below h/4, very 
close to zero at h/2, and some reversals occurred •:wen at the valley top h. In spite of 
the flow reversals and very large turbulence i:1tensities (up to 170%), for many 
practical purposes, the distributions were closely Gaussian in character 

Mean streamlines were calculated from the mean velocity measurements within the 
valleys (Figure 1). At first glance, the streamline pattern over valley 8 is 
reminiscent of potential flow; but closer examina1ion reveals it is asymmetrical, with 
the lower streamlines being slightly closer to the surface on the downwind slope than on 
the upwind one. The streamline pattern over valley 5 is clearly asymmetrical, and 
because the streamlines diverge strongly away from the surface, it is clear that the 
velocity is reduced markedly at the valley center; indeed, it appears that a stagnation 
region exists in the valley bottom. In valley 3, the streamline pattern clearly shows a 
recirculation region, with separation occurring a short distance down the upwind slope 
and reattachment occurring about halfway up the downwind slope. The three valley shapes 
thus result in three fundamentally different flow patterns. These basic flow structures 
are fairly typical and cover the range of patterns to be observed at full scale, albeit 
in neutral stratification. 

Figure 2 illustrates some typical comparisons between surface concentration 
profiles measured from sources placed above the valley centers and that from a source of 
the same height in flat terrain. In all cases, the stack height Hs was equal to 
one-half the valley depth h. ><s denotes the distance from the source. The increased 
concentrations caused by the valleys are dramatic and the TAFs range from about 2.5 in 
valley 8 to about 12 in valley 3. As the concentration increases, the distance to the 
maximum decreases. The location of the maximum for valley 3 was actually slightly 
upwind of the source. For valley 5, the location of the maximum glc was downstream, but 
very close -- about 2 stack heights away -- and the TAF is about 6. 

Measurements such as these were made at an array of source locations and heights in 
the vicinity of · each of the valleys, and the TAF~; were determined for each location. 
Maps of these TAFs are shown in Figure 3, where isopleths of constant TAF have been 
drawn. The first impression is that the patterns are symmetrical about the vertical 
centerline, but closer examination reveals some asymmetry. Nevertheless, the 
near-symmetry and the overall similarity in shape amongst the three valleys is quite 
surpnstng in view of the very different flow patterns observed. In contrast, the 
magnitudes of the maximum TAFs differ widely, from 2.5 in valley 8 to 17 in valley 3. 
These differences, of course, reflect the effects of the different flow structures. 

Contours with TAF values of 1.4, 2, 4, etc., have been drawn where appropriate. 
Note that these contours form ''windows" within whi:::h the maximum glc exceeds the glc 
that occurs in flat terrain by 40%, 1 00%, 300%, etc. The longitudinal extent of the 
window of 40% excess concentration extends over approximately 60% of the width of valley 
8, 80% of the width of valley 5, and more than 90% of the width of valley 3. The 
vertical extent of the 40% window is 1.5, 2.0, and 2.5 valley heights above the valley 
top for valleys 8, 5, and 3, respectively. 
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Application of the data in Figure 3 is straightforward. Let us consider a source 
which is located in the center of a rather broad valley, say one similar in shape to 
valley 8; and the height of the source is half the valley height. Figure 3c suggests 
that the maximum glc would be about 2.5 times that expected from a source of the same 
height but located in flat terrain. On the other hand, if the valley were considerably 
narrower, say close to valley 5, Figure 3b suggests the maximum glc would be about 7 
times as large. Although precise interpolation of these results for valleys 
intermediate in shape to those examined here may be difficult, the results allow us to 
place some useful limits on the effects of valleys of intermediate shape. 

Figure 4 shows the loci of source positions leading to the same locations of 
maximum glc. These loci have been identified by marking them with the position of the 
maximum glc (in valley heights from the centers of the valleys). Note that the 
"undisturbed" or flat-terrain loci (dotted lines) are simply parallel, nearly straight, 
diagonal lines. Within the valley, these loci are distorted, as shown by the solid 
lines. The diagrams may be used as follows: for any given source position, we may plot 
that position on the diagram, then follow the locus to the ground; the intersection of 
that locus with the ground is, of course, the location of the maximum glc. Conversely, 
from a knowledge of the location of the maximum glc, we may use these diagrams to 
determine the line along which the source was positioned. These loci become highly 
distorted near the valley centers, and the steeper the valley, the higher the 
distortion. As the distance (both longitudinal and vertical) from the valley center 
increases, these loci gradually relax to their undisturbed or flat-terrain values. 

Numerical Model and Comparisons with Experimental Results 

One of the main purposes of the experimental study described above was to test the 
applicability of a diffusion model for the evaluation of maximum glcs resulting from 
elevated continuous point sources placed in a curvilinear neutral atmospheric boundary 
layer. The model used data from the wind-tunnel measurements of wind velocities and 
turbulence characteristics as input parameters to calculate two-dimensional, 
mass-consistent flow fields. These flow fields were then applied in the numerical 
solution of the diffusion equation. Such a model was developed

3 
primarily for 

evaluation of pollutant dispersion in complex terrain. The present version of the model 
does not incorporate a longitudinal diffusion term, and therefore does not calculate the 
spread of pollutants in separated flows. Thus, no attempt was made to apply the model 
to valley 3, and calculations were made only for valleys 5 and 8. 

Contour maps of constant TAF as predicted by the model are shown in Figure 5. 
These are to be compared with the measurements shown in Figure 3. The maps for valley 8 
show generally similar overall patterns, but they differ in several details. The 
vertical extent of the 40%-excess window (the TAF = 1.4 contour) extends to about 1.5 h 
based on the measurements, but to only 1.25 h based on the model predictions. The 
horizontal extent of the measured window is larger than that of the model-predicted 
window. The model-predicted window is shifted slightly upstream and, whereas the 
resolution of the grid used for the experimental measurements was rather coarse, a hint 
of an upstream shift is also observed there. The model generally predicts larger TAFs 
to occur at lower elevations, whereas the measurements show elevated maxima. Both 
predicted and observed TAFs were less than unity when the source was at the upstream or 
downstream edge of the valley. Maximum TAF values are quite close to one another. 
Similar statements may be made when comparing the calculated and observed T />..F maps for 
valley 5, but the differences are somewhat larger. 

Conclusions 

The model valleys cover the range of a majority of valleys to be found at full 
scale, at least in terms of the basic classes of flow structure that may be observed. 
Valley 8 was rather gentle in slope, and the flow over it may be characterized as 
relatively smooth and well-behaved. Valley 5, being steeper in slope, caused the flow 
to separate Intermittently, but not in the mean. In valley 3, the steepest, the flow 
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clearly separated a short distance from the upstream edge, and a recirculating flow was 
formed within the valley. Pollutants released at the same relative locations within 
each of these valleys behave very differently from one another, and the resulting 
surface concentration patterns are dramatically different. 

The overall effects of the valleys on surface concentrations are characterized in 
terms of terrain amplification factors (TAFs). Maps of these TAFs are provided for each 
valley. Also provided are maps detailing the distances to locations where the maximum 
ground-level concentrations occur. These maps allow a practitioner to quickly and 
easily assess the likely impact of a source located In a valley and to identify the 
location where that maximum impact will occur. 

A two-dimensional theoretical model that uses a variational analysis technique was 
applied to the wind-tunnel measurements to produce mass-consistent mean wind fields. 
Measurements of the turbulent fluctuating velocities were also used to calculate 
vertical and crosswind eddy diffusivltles. The diffusion equation was then solved 
numerically to obtain maximum ground-level concentrations from elevated point sources of 
various heights near valleys 8 and 5, as well as over flat terrain. Comparison of 
calculated and measured T Afs for valley 8 showed satisfactory agreement. Valley 5 
exhibited more severe streamline distortion and a stagnation region with large 
fluctuating velocities near the bottom of the valley, and therefore the differences 
between calculated and measured TAFs were significant in some cases. 
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WIND-TUNNEL MODELING OF THE DISPERSION 
OF ODORANTS AND TOXIC FUMES ABOUT HOSPITALS 
AND HEALTH CENTERS 

Robert N. Meroney and Thomas Z. Tan 
Fluid Mechanics and Wind Engineering Pt·ogran 
Colorado State University 
Fort Collins, Colorado 

Abstract. This paper presents results from wind-tunnel dispersion 
studies performed around a hospital health center. Large research and 
teaching hospitals or health centers frequently include animal laboratories, 
contagious disease wards, incinerators, diagnostic laboratories, and 
radiological treatment facilities. The resulting building complex thus 
includes chemical fume hoods, exhaust ducts and short stacks distributed 
almost randomly over the building roofs and walls. Such activities are 
sources for odorants, air-borne bacteria or viruses, exotic and often toxic 
chemicals, and radioactive gases. Wind-tunnel simulations of the resulting 
transport of toxic or odorous scalar products are often needed to optimize 
the placement of air handling units or mitigate existing re-entrainment 
conditions. 

Introduction 

The concentration field produced by a source located on or near a 
hospital complex can be significantly modified from that predicted by 
conventional diffusion formulae. Such formulae contain the implicit 
assumptions that the flow field has straight parallel streamlines, modest 
velocity gradients, and distribution of turbulence energy and length scales 
which result from surface features that remain unchanged over long distances. 
Near large hospital buildings the flow field becomes highly complex. Curved 
streamlines, sharp velocity discontinu-ities, and non-homogeneous turbulence 
disperse effluents in a complicated manner uniquely related to source 
configuration and building geometry. Research and teaching hospitals or 
health centers in particular often contain laboratories, disease wards, 
incinerators, and radiological treatment facilities which can release 
particularly noxious odorants and toxic gase;. These facilities tend to grow 
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and add extensions, wings or entire buildings which complicate the placement 
of air handling units intended to mitigate re-entrainment of effluents. 

Some general guidance exists about the flow field around building 
complexes in the ASHRAE Handbook and Product Directory, and monograph 
chapters on turbulent diffusion near buildings. 1

•
2

•
3 If concentrations 

predicted by such methods are marginal or the building configuration is 
unique then field or laboratory (wind tunnel) sampling at critical locations 
are proposed. This paper presents the results of case studies of ventilation 
problems associated with such a health center. 

Cases studies to be considered include a) dispersion from fume hoods 
and exhausts of the University of Colorado Health Sciences Center (UCHSC), 
Denver, and b) transport of traffic exhaust into air handlers for the 
proposed Biological Research Center (BRC), University of Colorado, Denver. 4

•
5 

Fluid Modeling Criteria 

Successful fluid modeling requires simulation of the characteristic 
turbulent scales of the atmospheric boundary layer and the replication of 
scaled flow around hospital buildings. Similarity criteria and wind-tunnel 
metrology are reviewed by Snyder (1981), Plate (1982), and Meroney (1986). 6

•
7

•
8 

Critical to accurate estimation of isolated plume dispersion will be the 
reproduction of approach wind and turbulence profiles as characterized by 
friction velocity, u., and roughness length, Z

0
, or velocity profile power

law exponent, a. 

Often atmospheric turbulence may cause only weak effects compared to 
the turbulence generated by a hospital complex and local terrain. Yet the 
magnitude of the building induced perturbations depends upon the incident 
flow turbulence scale and intensity, details of the hospital shape and 
surface roughness, and size of the hospital compared to the boundary layer 
depth. Geometrical scaling implies that the ratio of the hospital building 
height to 1 ength scale must be matched and, of course, that all other 
building length scales be reduced to this same ratio. 

Golden (1961) measured the concentration patterns above the roof of 
model cubes in a wind tunnel. 9 Frequently, modelers quote Golden's 
experiments as justification for presuming dispersion invariance when 
obstacle Reynolds numbers exceed 11,000. Halitsky (1968) observed that for 
dispersion in the wake region, no change in isoconcentration isopleths from 
passive ~as releases was found to occur for values of Reynolds number as low 
as 3300. 0 

In addition to modeling the turbulent structure of the atmosphere in 
the vicinity of a test site it is necessary to properly scale the plume 
source conditions. When one considers the dynamics of gaseous plume behavior 
the following nondimensional parameters of importance are identified: 
Momentum flux ratio, PsWs/PrefUref; Densimetric Froude number, Fr = Pre;U2 ref/[(Ps
Pref)L]; and plume Reynolds number, Re0 = WsD/v. Exhaust gases re eased from 
fume hoods and small ventilators are typically at ambient temperatures and 
densities; thus, model plumes are also set to ambient density. Plume exit 
Reynolds number need only be large enough to ensure turbulent conditions, 
i . e. , Re0 > 2 500. 

Data Acquisition and Analysis Techniques 

The experiments were performed in the Environmental Wind Tunnel (EWT) 
of the Fluid Dynamics and Diffusion Laboratory at Colorado State University. 
This wind tunnel, especially designed to study atmospheric flow phenomena, 
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incorporates special features such as an adjustable ceiling, a rotating 
turntable and a long test section to permit adequate reproduction of 
micrometeorological behavior. Mean wind spe·eds of 0.1 to 15m/sec in the EWT 
can be obtained. Boundary-layer thickness up to 1.2 m can be developed over 
the downstream 6 m of the EWT test section by using vortex generators at the 
test section entrance and surface roughness on the floor. The EWT roof is 
adjustable in height to reduce blockagE! and permit the longitudinal pressure 
gradient to be set at zero. 

Flow Visualization Techniques. A visible plume was produced by 
passing the metered simulant gas through a smoke generator (Fog/Smoke Machine 
manufactured by Rascal ab, Ltd.) and then out of the modeled stack. The 
visible plumes for each test were recorded on either VHS or S-VHS video 
cassettes with a Panason i c Profession a 1/ lndustri a 1 camera/recorder system 
(AG-450). Flow visualization provides insight into how architectural 
features lead to shortened dispersion paths between source and receptor 
locations. Often visualization suggests changes in exhaust location, stack 
height, or other architectural modifications which mitigate re-inhalation 
situations. Observations of visualization tests were examined to note the 
presence or absence of phenomena such as building downwash, plume descent, 
and cavity vortices. 

Concentration Measurements. The experimental measurements of 
concentration were performed using a Hewlett Packard gas-chromatograph and 
sampling systems designed by Fluid Dynamics and Diffusion Laboratory staff. 
The lower limit of measurement is imposed by the instrument sensitivity and 
the background concentration of tracer within the air in the wind tunnel. 
Background concentrations were measured and subtracted from all data quoted 
herein. Concentrations were presented as normalized concentrations, K = 
XUH/Q, for all tests. 

Test Program and Data 

Exhaust fumes from seed storage and drying operations, animal pens, and 
chemical fume hoods are released at many points over the roofs of the UCHSC. 
Occasionally these fumes enter the air-handling units resulting in odors and 
contaminated air throughout the School of Medicine. Another problem is to 
1 ocate in 1 et ventilators for the new Bi om1?d i ca 1 Research Center ( BRC) in 
order to avoid vehicle exhaust entrainment. 

A physical modeling study of the UCHSC vent buildings was performed to 
assist in predicting environmental impacts for several proposed stack
building configurations. This involved: 

1) The 1:150 reduced scale construction of all buildings within 900 
feet of the School of Medicine site, 

2) The placement of this model into a wind tunnel facility with the 
appropriate upwind roughness for this site, 

3) Acquisition of velocity and turbulence profiles approaching and 
at the modeled UCHSC site, 

4) Video taping of six different model plumes for 16 different wind 
directions, and 

5) Concentration measurements at either 48 (for the School of 
Medicine) or 34 (for the Biomedical Research Center) different 
sampling locations for two wind speeds and eight wind directions, 

Model Construction. Based on atmospheric data over the UCHSC area, 
the size of the concentration grid, and modeling constraints discussed above, 
a model scale of 1:150 was selected. S'ince the Environmental Wind Tunnel has 
a 3 m turntable this allowed the reduced scale construction of all 
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significant buildings within a 900 foot radius of the UCHSC site. The 
terrain upwind of the turntable area was modeled with a generic 2.54 em 
roughness. 

Ventilator buildings incorporated large ventilator plenums and accurate 
placement of inlet and exhaust openings. The primary ventilator buildings 
are the Biomedical Research Center (BRC) and the School of Medicine (SOM). 
Sampling and source points surveyed during concentration measurements are 
indicated for the UCHSC in Figure 1 and for the BRC in Figure 2. 

Test Plan School of Medicine. The emissions from the Research Bridge 
and Hospital roofs, a highly toxic gas from a stack on the hospital (ETO), 
and fumes from a stack on the SOM roof (EF-91) were all simulated. 
Additionally the intakes on the Hospital roof, on the roof of the SOM, and on 
the SE annex of the SOM were modeled. 

Test Plan Biomedical Research Center. The emission from the Research 
Bridge roof tops, the emission from the BRC roof top, and the traffic from 
the Colorado Boulevard were evaluated. The observations were divided into 
building downwash, plume descent and vortices situations. 

Discussion of Typical Results 

Selection of the final intake and exhaust stack configuration for the 
UCHSC and BRC sites will be based upon the consideration of its visual 
appearance, zoning regulations, and mitigation of environmental impact. The 
environmental effects of exhaust from the ventilator stacks will depend upon 
traffic volume, ventilator flow rates, state and federal ambient air-quality 
regulations, building and plume aerodynamics, and local meteorology. This 
study evaluates through fluid modeling the influence of building and plume 
aerodynamics on plume dilution. 

Conclusion from smoke visualization tests. Major conclusions drawn 
from observations of the visualization tests are as follows: 

1. Emissions from the stack on the SOM roof top do not appear to have much 
impact on the SOM itself. However, with a easterly wind there is some 
downwash into the larger of the two roof airhandler courtyards on the 
SOM. Some building downwash is also evident with a NE wind into the 
courtyard on the southern side of the SOM. 

2. Emissions from the Research Bridge roof top tend to completely engulf 
any region downwind. Consequently there could be a considerable 
collection of pollutants from this source which may accumulate in 
regions where the air stagnates. The Plaza to theSE of the BRC being 
one such example. 

3. There is some downwash of the exhaust vented from the BRC into the 
adjoining courtyard, especially for N,NW and SW wind directions. 
However, for the most part the fumes do not appear to have a strong 
effect upon the proposed BRC itself. 

4. Vehicle emissions from Colorado Boulevard did have a considerable 
effect on the BRC. With wind coming from the N, the eddy in the wake 
of the BRC tends to draw the po 11 utants back into the BRC' s SE 
courtyard. For winds coming from the NE, E, and SE directions, the 
auto emissions tend to impinge on the BRC, concentrating along its west 
and north sides. This results in high concentration on the intakes 
proposed for the west side of the building. But with winds coming from 
the SW and W directions, the vortices caused by the obstacle of the BRC 
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building tends to sweep the traffic exhaust westward or away from the 
building, that would cause low concentration at the proposed intake 
locations. 

Conclusions from concentration rneasu"ements. By maintaining flow 
similarity between model and field conditions, relative concentrations (x/Q) 
for a given source configuration, building configuration and wind direction 
will be invariant. The wind tunnel relative concentration measurements for 
the UCHSC building complex will be the same as those that could be obtained 
during full-scale measurements under the sarne ambient conditions. 

Variation of wind orientation produces a wide variance in sample 
concentrations. For the SOM Figure 3 show~ concentrations measured at all 
the sampling locations from the three exhaust sources for the NE wind 
direction. Because the ETO stack is close to the intakes on the Hospital 
roof top and the exit velocity for the stack is large, the Maximum K 
concentration reaches a value as high as 6,000. Concentrations at the 
intakes on the Hospital roof top are always higher than the other locations 
sampled. 

For the BRC Figure 4 indicates concentrations measured at the sampling 
points for a east wind direction for each exhaust source. Sampling point #19 
detects the highest K concentration value measured during the entire test 
(13,000 from the traffic exhaust). This indicates that the traffic exhaust 
strongly effects the proposed intake locations. The wind coming from the E 
produces 20 times higher K coefficient thar the wind coming from the west. 
This phenomenon was also shown during the visualization program. 

Based on the concentration data acquir·ed during this study, there were 
two recommendations as follows: 

1. The intakes on the Hospital roof top should be closed and removed 
in order to avoid the highly hazardous ETO stack. 

2. The best location for the potential intakes at the Biomedical 
Research Center should be on the roof top near the sampling point 
# 4 of that building to avoid the traffic exhaust. 
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ESTIMATING EXPOSURES DOWNWIND 
OF ISOLATED BUILDINGS 

John S. Irwin, Alan H. Huber and William B. Petersen1 

Atmospheric Sciences Modeling Division 
Atmospheric Research And Exposure Assessment Laboratory 
Research Triangle Park, NC 27711 

Introduction 

Using results from video-image smoke dispersion experiments1,2 
recently conducted in the Environmental "E'rotection Agency (EPA) wind tun
nel, an evaluation was conducted of the application of a finite line source 
model for simulating the dispersion of a continuous nonreactive, 
nondepositing point source release, centered at ground-level on the leeward 
side of a building. The model estimates the average concentrations at 
surface receptors within the cavity and wake region of the building. With 
the vertical dispersion effects simulated using an empirical estimate of 
the nondirnensional crosswind integrated concentration as a function of 
scaled distance downwind from the building, the model construct allows 
incorporation of results from various experiments. The dispersion induced 
by the building is seen to result from a superposition of two dispersive 
processes, that induced by the building, and that which would have occurred 
if the building were not present. For buildings not oriented perpendicular 
to the predominate wind flow, an additional dependence of building orienta
tion would occur. Although some work has been accomplished on wind orien
tation effects 3 • 4 , it was decided to limit this discussion to the simplest 
case of flow perpendicular to the building, and await the processing of 
data regarding wind orientation effects just recently collected in the EPA 
wind tunnel during the summer of 1989. 

Modeling Equations 

The concentration x downwind from an ideal continuous point source 
release of Q mass per unit time is often approximated as having a Gaussian 
lateral dispersion as, 

Xy 
x=---E [2nu p 

where 

( l ) 

(2) 

1 All authors are on assignment from National Oceanic Atmospheric Adminis
tration, U.S. Department of Commerce. 
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where U is the dilution wind speed, Xy is the crosswind integrated concen
tration, and the term EP involving the lateral dispersion parameter aY is 
the lateral dispersion model. There are various models available for Xy, 

many of which do not rely on Gaussian dispersion in the vertical5 . 

Integrating Equation 1 over a finite line source of length L oriented 
perpendicular to the wind flow, provides the concentration downwind from a 
continuous line source emission of q = Q/L mass per unit length per unit 
time, 

~ ---'-0_ E 
x ~u 1 

where 

2 { (L/2+y) (I/2-y)} E 1 - r==-- er f r;;:; + er f r-;:, 
~2nL v2oy 'i2or 

(3) 

( 4) 

In Equation 3, £ 1 is the finite line source lateral dispersion model. 
As L approaches zero, Equation 4 approaches Equation 2. To avoid inherent 
limitations in numerical approximations to the erf function, Equation 2 is 
evaluated wherever the solution to (4) is less than 10-6 • and the larger of 
the two solutions is used. 

Lateral Dispersion 

For the lateral dispersion parameter, we have chosen a characteriza
tion by Briggs6 (for rural conditions), that has performed well for point 
source tracer experiments within the EPA wind tunnel, 

(5) 

where x is downwind distance in meters and aa is 0.08 radians for neutral 
stability conditions. (The wind tunnel results for building flow simu
lations are typically scaled 1:250, corresponding to a roughness length of 
about 4 em.) Tests were conducted at various downwind distances comparing 
the lateral dispersion model for a point source release (Equation 2) with 
the lateral dispersion model for a finite line source release (Equation 4). 
It was found that Equations 2 and 4 yield numerically identical results at 
downwind distances of order lOOL. But for all practical purposes, Equa
tions 2 and 4 are quite similar for distances of order lOL and beyond. 

Finite Line Source Length 

Previous characterizations 7 of wind tunnel experiments of dispersion 
from surface releases centered on the leeward side of a block shaped build
ings have noted that beyond lOH, where H is building height, the dispersion 
is that of a point source, having some initial vertical and lateral 
dispersion. These results when coupled with the similarity of Equations 2 
and 4 beyond lOL, and the patterns of vertically integrated smoke behind 
various block shaped buildings, suggest that L is of order W, at least for 
squat buildings with WjH less than 4. The choice of setting L equal to W 
is consistent with the source configurations used in previous puff simu
lationsl, where the puff release positions on the leeward side of the 
building (W/H = 2) were spaced along path 1.6H in length. Logically, there 
should be a point when further increase in the width to height ratio would 
have diminishing affect on the lateral dispersion pattern on an isolated 
point source at the surface centered on the leeward side of a building. 
Wind tunnel experiments 4 suggest that this occurs in the vicinity of WjH of 
4. Therefore, we model the length of the finite line source as, 

L = j W 
\4W 

for 1-l I H < 4} 
for WI H ~ 4 

(6) 
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Crosswind Integrated Concentration 

Using results from wind tunnel experiments2,4,7, values for the nondi
mensional crosswind integrated concentration, CY were derived for surface 
receptors for point source surface releases centered on the leeward side of 
buildings, where Cy=xyUH!Q, where U is at building height. These data 
are shown in Figure 1 and were summarized as, 

a=5(h'IH)- 07 b __ I n_('-0-,.-. _4 5_,~ :_) -,--I n_(:_a_:_) 

ln(lOO) 

The fit of Equation 7 to the data at x/H = 10 are shown in Figure 2. 

(7) 

It is evident in Figure 2 that beyond l",/fH = 12 Equation 7 tends to 
underestimate C y· The observed tendency fo:~ C Y to increase for WjH > 12 is 
considered real. As the width to height aspect ratio (W/H) increases, the 
turbulent eddies induced at the ends of the building have less impact on 
the initial dispersion behind the building. Characterizing such details in 
the functional relationship of CY will have more importance when data 
become available to substantiate the characterization shown in Figure 1. 
Dashed lines have been used in Figure l 1:o identify regions where there are 
no data currently available for comparison. 

Initial Lateral Di~:persion 

Previous characterizations of dispersion within the wake of squat 
buildings4· 7 suggest that the initial lateral dispersion ayo is on the 
order of 0.7H. The initial dispersion can be found by solving Equation 5 
interatively for the distance X 0 such that the lateral dispersion equals 
0.7H. The lateral dispersion for any distance downwind is then found using 
a virtual source model for the lateral dispersion, as o'y(x+ X 0 ). 

Results 

Substituting Equations 4, 5, 6 and 7 into Equation 3 provides a model 
for estimating concentrations at surfa2e re:eptors resulting from disper
sion from a ground-level point source ~entered on the leeward side of a 
building. The model is for nonreactive, nondepositing releases, with the 
flow perpendicular to the building. Figure 3 provides a comparison of 
centerline concentration values for wind tunnel experiments involving a 
rectangular building (WjH = 2, ayr}H = 0. 7). The nondimensional concentra-
tion C is equal to xUH2jQ. In Figure 3, the circles are for wind tunnel 
tracer experiments7 with a 25 em building height, and the squares are 
results with a building height of 10 c~. 

Figure 4 shows a comparison of the estimated crosswind concentration 
profile versus wind tunnel results 7 for the WjH = 2 building at xjH - 3 and 
for x/H = 10. The solid lines are results using Equation 7. The dashed 
lines are results using INPUFF1 . Figure 5 :>haws a comparison at three 
distances downwind (x/H = 1.5, 2, and 5) for wind tunnel experiments 
involving cubical buildings either 10 or 20 em on side. Table I summarizes 
the differences seen in Figures 4 and 5, for receptors near the centerline 
of the dispersion pattern. For receptors within xjH- 5, the finite line 
source model tends to underestimate the centerline concentration values on 
average by 10 to 15%. 

Conclusions 

Further data are needed to provide support and confirmation of the 
results depicted in Figures 1 and 2, and sunrnarized in Equation 7. The 
tendency to underestimate slightly the centerline concentrations for the 
rectangular and cubical buildings for xjH < 5 (the cavity region), suggest 
that some adjustment may be needed eit~er in Equation 7, specification of 
U, or specification of the initial lateral jispersion o'yo· Crosswind pro
file comparisons are needed for buildings with W/H > 2, to identify any 
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dependency of cr yo on building geometry. For the comparisons presented cr y,/H 
- 0.7 was used for both the rectangular building (W/H 2) and the cubical 
building. 

The comparisons presented are from wind tunnel experiments which rep
resent neutral stability simulations. In the model presented, atmoshperic 
stability and surface roughness effects have direct influence in the 
specification of Oa in Equation 5. We anticipate that within the building 
cavity and wake region, stability and surface roughness effects will have 
little influence on Cy (Equation 7). Wind orientation to the building, 
source location and receptor height will be the most important factors 
influencing C y· 

It appears, that even if future results were to identify inadequacies 
in the characterization of the crosswind integrated concentrations provided 
by Equation 7, we can anticipate that the overall model construct would 
remain valid. All that would be needed would be an extension of Equation 7 
to accommodate the new results. In a similar manner, the characterization 
of Equation 7 could be extended to receptors at other heights, as data 
become available. 

We speculate that extension of the model for wind orientations other 
than perpendicular to the building, might be accomplished by viewing the 
line source as three contiguous line sources, each of length L/3. The line 
source emission rates could be adjusted as a function of wind orientation. 
Previous results 4 suggest the largest surface concentrations occur for 
orientations 45° to the average wind flow. These results also suggest that 
CY is a function of source location. Further analysis of data are needed 
to ascertain the functional dependence of Cy for source location and wind 
orientation. 
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Table I. Comparison of observed and estimated nondimensional concentra
tions for receptors within± 0.5H of the centerline for the cubical build
ing (Figure 5), and within± H of the centerline for the rectangular 
building (Figure 4) 

x/H Avg. Conc·~ntration 

Cubical Number of Observed I:stimated Est./Obs. 
Block values 

1.5 
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5.0 

Rectangular 
Block 

3.0 

10.0 

Nondim~nsioncl Crosswind 
Integrated Concentrations 

X/H 
10 

18 

24 

42 

23 

30 

Figure 1. Nondimensional crosswind 
integrated concentrations for several 
building width to height ratios (W/H) 
as a function of scaled downwind dis
tance (x/H). Lines are modeled val
ues given by Equation 7. 
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Figure 2. Nondimensional crosswind 
integrated concentrations for several 
building width to height ratios (W/H) 
at scaled downwind distance xjH- 10. 
Solid line is model values given by 
Equation 7. 
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Figure 4. Nondimensional concentra
tions for a building with a width to 
height ratio, WfH = 2. Wind tunnel 
results are shown for xjH = 3 
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(triangles). Solid lines are finite 
line source results, and dashed lines 
are INPUFF results. 

Figure 5. Nondimensional concentra
tions for a cube. Wind tunnel 
results are shown for xjH = 1.5 
(circles), for xjH = 2 (triangles), 
and for xjH = 5 (squares). Solid 
lines are finite line source results. 
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CONCENTRATION FLUCTUATIONS OF A TOXIC 
MATERIAL DOWNWIND OF A BUILDING 

William B. Petersen and Alan H. Huber 1 

Atmospheric Research And Exposure Assessmen1: Laboratory 
U.S. Environmental Protection Agency 
Research Triangle Park, NC 27711 

Introduction 

Investigations of the distribution of pollution in the near-wake 
region of buildings are needed to better understand the complicated disper
sion processes caused by the disturbed air notions near buildings. Concen
trations of pollution as emitted into the anbient air are often potentially 
hazardous. The dilutions of these emissions with the surrounding air 
naturally reduces the pollution concentrations. The aerodynamic wake flow 
and thus pollution concentrations are highly dependent on the building 
shape and length scales, and the approach boundary layer flow. The lateral 
and vertical mixing initially spreads the pollution over the width and the 
height of the building. The pollution concentration is also influenced by 
the downstream extent and the residence tim<~ of the recirculating flow 
adjacent to the buildingl,z. 

Wind-tunnel modeling is a practical method for evaluating building
wake influences. However, the measurement of fluctuating concentrations in 
wind tunnel studies requires the use of analyzers having a faster response 
time than is required for full-scale field measurement because of the 
reduced scaling for wind-tunnel models. There have been some wind-tunnel 
studies of fluctuating concentrations and new instruments are now available 
for future studies. Li and Meroney3 evaluated the fluctuation in concen
tration downwind of a cubical model building. Within one building height 
downstream of sources on the building, the ~:tandard deviations of plume 
centerline concentrations were found to range from 1 to 3 times the mean 
concentration. The standard deviation of plume centerline concentrations 
beyond three building heights downstream wa~: found to be approximately 0.35 
times the mean concentration. 

A wind-tunnel study4 ·5 of video images cf smoke dispersion in the wake 
of a model building was conducted to providE~ a measure of the vertically 
integrated concentration through the plume. These values are well-suited 
for identifying vortex shedding and horizontal plume meander. A very 
recent study of video images of smoke flow in the wake of a building has 
used laser sheet-lighting to provide measures of point concentrations over 
a horizontal plane5 . In the following discussion, we used the understand
ing gained from these wind-tunnel experiments for the development of a puff 
model for calculating pollutant concentratic•n fluctuations downwind of 
buildings. A puff model formulation can prc•vide estimates of the average 
and standard deviation of the concentration~ in the building wake. Fluc
tuations in the spatial-temporal scales of the shed vortices and meander in 

1 Authors are on assignment from National Oceanic Atmospheric Administra
tion, U.S. Department of Commerce. 
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the plume can be related to the scales of the mean velocity and the 
building. Here, we compare the cross-stream distribution for a series of 
video images with the concentration distributions computed with a Gaussian 
puff model. The model simulations are intended to characterize concentra
tion fluctuations in the wake of a building. Also, averaged concentrations 
from the puff model were compared with averaged tracer concentrations. 

Description of the Wind Tunnel Experiments 
The experimental data used in this paper were collected as part of 

studies conducted in the U.S. Environmental Protection Agency's Meteorolog
ical Wind Tunnel. The model building height (H) was either 0.1 m or 0.2 m. 
The along-stream building length was equal to the building height. The 
primary case being studied had a building width, W equal to 2H which was 
oriented perpendicular to the direction of the free-stream flow. Data were 
collected for cases with variation in the building orientation angle and 
the building width. The mean velocity profile was typical of a neutrally 
stratified boundary-layer flow. The mean velocity upstream of the building 
was 2 m/s at an elevation of 0.5H. An oil-fog smoke was generated and 
emitted into the wind tunnel through a pipe. The stream of smoke simulated 
point-source emissions at floor level, midway along the leeward side of the 
building. Black-and-white video images of smoke were recorded at a rate of 
30 pictures per second with a camera connected to a standard VHS recorder. 
The camera was mounted outside the wind tunnel looking down through a ceil
ing window. In the first studies, the video luminance analog signal was 
digitized by a video sequence processor at the North Carolina State 
University's Image Processing Laboratory. The most recent studies used a 
collection and digitizing system that was set-up in the EPA Fluid Modeling 
Facility?. The value above the background level is related to the inte
grated smoke particle density through the field of view. Thus, the origi
nal values were corrected by subtracting the estimated background level and 
then normalized to give a relative measure of concentration. For the 
experiments under general lighting the normalized scale range should corre
spond to a unitless scale providing an indirect measure of the smoke con
centration integrated vertically through the field of view. For the laser 
light experiments the values are nearly a point measure (a volume defined 
by the thickness of the light sheet). Although the relationship between 
video image intensity and concentration has not been firmly established, we 
believe the data are useful for the development of a building wake model. 

Puff Model Description 

The puff model used in this study was INPUFFa. INPUFF is a Gaussian 
INtegrated PUFF model that was particularly adaptable to simulating concen
trations in the building wake where rapid puff release rates were neces
sary. Several changes were incorporated into INPUFF to simulate 
concentrations in the wake of a building: (1) Along-wind dispersion is 
incorporated into the model, (2) Source position and rate of puff release 
are a function of building geometry/orientation and wind speed, and (3) The 
initial sigmas (ax, Oy, and az) are a function of building geometry. Param
eters to characterize the puffs were chosen based on the video image analy
ses. Analysis of the video image data suggested that vortex shedding in 
the lee of a building can be simulated by puffs that are released at three 
positions, in sequence along the leeward edge of the building. The source 
location oscillates between the building edges with a superimposed random 
component. The first puff is released on the centerline, the second at 
-O.BH, the third on the center, and the fourth at 0.8H position. This same 
pattern repeats for every following cycle except for differences among the 
random components. The random component is included here for added realism 
to this model simulation of the measurements. The period of the four puff 
cycle is computed as follows; 

l4H 
P--

U 

where, P is the puff release period, 
H is the building height, and 
U is the wind speed. 
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For a wind normal to the building the puff release positions are at 
the center of the leeward edge of the building and 0.8H on either side. 
As the wind direction rotates to a 45 degree orientation the puff release 
positions are moved along the leeward edge towards the downwind edge. 
Maximum displacement occurs at a wind direction of 45 degrees. No change 
is made for wind directions greater than 4.3 degrees. The video image data 
was used to develop this empirical relationship but, building orientation 
effects have not been extensively tested and will be reported in later 
work. Puffs are always released at the su·cface. The source strength (Q=l 
gjs) is distributed so that each of the two puffs released along the 
building sides contained Q/3 and each of the two centerline puffs contained 
Q/6. A random component of 0.2Q was also lncorporated for added realism. 

Virtual source distances are calculat•~d and incorporated into the 
model so that at the leeward edge of the b11ilding the dispersion parameters 
(ox, Oy, and Oz) were set equal to; 

oy w (w ) -=0.35--0.0625 --2 
H H H 

o"=l.5o, 

w 
for-< l 0 H-

w 
for-<10 H-

0
• = l .2 

H 

w 
for-> 10 

H 

ay w (w ) w -=0.3--0.35 --10 forlO:S'-:530 
H H H H 

In the puff simulations of dispersion, P-G stability class "D" was 
used to characterize the rate of growth of the puffs. ox and ay were 
assumed to have the same growth rate. 

Results 

We have been investigating the perfornance of the modifications made 
to the puff model. The above section pres~nts the parameters as they were 
used in the analyses reported here. There is a very delicate 'play' 
between the choice for the period, the size of ox relative to az, and the 
degree of randomness that is included in the model. The degree of fluctua
tion is very sensitive to the selected combination of these parameters. 
The selected parameters used here are consistent with the general 
observations made of the smoke prior to these model simulations. 

Figure 1 compares the cross-stream profile of mean values across the 
plume at xjH=3. The video image data and the model estimates have been 
normalized to match the tracer value at y/H=O. Once normalized, the spa
tial and temporal distributions of the video data should be a valid mea
surement. The model and tracer concentrations are non-dimensionalized by 
UHZjQ; where U is the approach velocity at z=H, H is the building height, 
and Q is the emission rate. Since the source is located near the building 
where the mean wind is reduced in comparison to the free stream approach 
flow, some compensation for this effect must be made in the model concen
tration estimates. The model input includes a puff advective velocity 
which applies fully to the effective pl\ooe dilution at some distance 
downwind of the building (e.g. xjH=l5). Thus, to compare with wind tunnel 
tracer concentrations which actually feel this reduced wind, a modified 
model velocity is '.!Sed. The adjusted velocity used in these comparisons 
was fixed to equal the reduced velocity in the wind tunnel. 

U(aiH) (x)-1. 77 

---- = 0.95+ 6.42 -
[] (modifiod) H 

for3<x!H< 15 
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Figure 2 compares the model and tracer cross-stream profiles at 
xjH-10; there are no video data at this downstream distance. Figure 3 
compares the model and tracer concentrations along the centerline. The 
comparison at distances beyond x/H=lO could be improved by incorporating 
dispersion parameters specific to conditions found in the wind tunnel in 
place of the P-G dispersion parameters. These figures show that the mean 
profiles for the puff model compare well to measurements. 

We are interested in seeing how well the puff model can characterize 
fluctuating concentrations in the building wake. The cross-stream distrib
utions of several statistics for the time series of video image and model 
data were compared. The video image values and the model values were 
normalized by the mean centerline value. Figure 4 compares the profiles 
for the value of the standard deviation divided by the mean centerline 
value for the series. The standard deviations for the model lie between 
the laser and general light values from the video images. Figure 5 pres
ents example time series values at y/H=O at x/H=3. Similar comparisons are 
observed at other cross-stream positions. Time has been normalized by the 
observed period of oscillation (0.64 s for video, 18 s for INPUFF). The 
temporal resolution of the video values is 19 per cycle while for INPUFF it 
is 18 per cycle. The model values (Sa) compares best to the video values 
for the general light (Sc). The spatially integrated concentration for the 
general light video values is in effect similar to a temporal average over 
a shed vortex in the building wake flow and thus should be comparable with 
that modeled by an advected puff. The video values for the laser sheet
lighting should represent short-term (on the order of 30 second) averaged 
field values. 

Conclusions and Recommendations 
The puff model simulates many features of the larger scale variation 

observed in the building wake flow but does not simulate the short term 
peaks. This could be overcome by adding an empirically determined factor 
for the relative short term peaks. However, this feature would not be 
necessary for most applications where average concentrations over several 
minutes are needed. These comparisons indicate that a 4 puff per cycle 
model can be used to simulate the overall characteristics of building-wake 
dispersion. The puff model also has the special feature of being able to 
simulate the effects of meander and rapidly changing conditions for emis
sions and meteorology. The building wake formulations developed in the 
puff model are based on analysis of the video image data from wind tunnel 
studies and are considered preliminary. 
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HAZARDOUS WASTE INCINERATOR 
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BY 
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(FORMERLY C-E ENVIRONMENTAL, INC.) 

39255 Country Club [)rive, B-25 
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INTRODUCTION 

The disposal of hazardous wastes in a safe manner has been a concern since the 1970's. 
Indiscriminate dumping of chemical wastes of all typos had been going on since the birth of 
chemical industries in the U.S. Methods of disposal, such as incineration, that would have 
eliminated wastes permanently, were initially disregarded as being too costly. However, many 
of the major companies installed incinerator facilities on their own plant sites; not because it 
was the most economical method but becausH they realized that other methods of disposal 
would not be open to them. It is estimated that a tota: of 1 DO million tons of organic chemicals 
wastes are generated in the U.S. every year and only 5% of these wastes are treated through 
incineration. Under the amendments to the Resource Conservation and Recovery Act (RCRA) 
that were passed in 1985, the Environmental Protection Agency (EPA) is required to ban the 
land disposal of many hazardous wastes unless it can be proved that such wastes can be 
safely disposed of to the land. As a result, incine·ation as a means of hazardous waste 
disposal, especially for organic materials, is becominn popular. 

The ultimate goal of hazardous waste incineration is to destroy the waste material with as high 
a destruction efficiency as possible. Under the RCRA, every incinerator should show that it can 
adequately destroy those hazardous waste constituents which are most difficult to incinerate. 
In general, the governing regulatory agency will select :::ompounds within the inlet mixture which 
are of sufficient toxicity, concentration, and thermal stability so as to be designated as principal 
organic hazardous constituents (POHCS). During the incineration of hazardous wastes, 
compounds not identified in the waste feed may be fc·rmed. These compounds are known as 
products of incomplete combustion (PICS). ln order to obtain an operating permit for a 
hazardous waste incinerator, it must be shown by trial burn that the incinerator meets or 
exceeds the following performance standards: 

99.99% Destruction Efficiency 

0.08 gr/dscf of particulate emissions corrected to 7% oxygen 
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4 lb/hr of hydrogen chloride emissions or a 99% removal efficiency 

This paper describes the experimental program undertaken to evaluate the performance of two 
large hazardous waste in-plant incinerators used in converting liquid and gaseous chlorinated 
hydrocarbons into hydrochloric acid product. The sample collection methods, analytical 
techniques employed, quality assurance and quality control program instituted along with results 
are described in this paper. In particular, this paper discusses the details of dioxin/furan testing 
results. 

PROCESS DESCRIPTION 

The waste gases and liquids from the process area of a chemical plant are fed to two oxidation 
units that converts chlorinated hydrocarbons into hydrochloric acid, by passing through an 
absorption system. Then the exhaust gases are vented to the atmosphere. The major 
components that are fed to the oxidation units are provided in Table 1. It was expected that 
these incinerators do not produce any hazardous toxic compounds. 

SAMPLING METHODOLOGIES 

The sampling program, recovery, and analytical methodologies were designed during this 
program to ensure: 

Collection of a representative sample; 

Minimization of both sample loss in the train and contamination by sampling train 
components; 

Quantitative recovery of the sample from all parts of the train; and 

Appropriate sample pretreatment to achieve quantitative extraction, concentration, and 
negligible interferences during analysis. 

Before designing the protocol, it is important to identify the key organic components that are 
exhausted from the process, by considering key POHCs. Table 2 provides a typical list of 
POHCs and corresponding PICs. 

The designated POHCs during this program were chosen by considering: 

Concentration of organics in the feed 
The rank of incinerability. 

In addition, a whole range of PICs were also considered. 

The following documents were used to develop the sampling and analytical methodologies for 
this program; 

ASME/EPA Draft Protocols for the Determination of Chlorinated Organic Compounds in 
Stack Emissions [1, 2, 3] 

Battelle Laboratory Procedure for Sampling and Analysis of Polynuclear Aromatic 
Hydrocarbons [4] 
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Protocol for the Collection and Analysis of Volatile POHC's (Principle Organic Hazardous 
Constituents) using VOST (Volatile Organic Sampling Train) [5] 

Texas State Department of Health - Compliance Manual for the Measurement of Chlorine 
and Hydrogen Chloride [6] 

TABLE 1: MAJOR COMPOUNDS THAT ARE FED TO INCINERATORS 

ChloroetheneNinyl Chloride 
1 , 2 - dichloroethylene 
Dichloroisopropyl Ether 
Dichloropropanol 
Epichlorohydrin 
Ethylene Dichloride 
Hexachlorobenzene 
Hexachlorobutadiene 
Hexachloroethane 
Hexachlorobutylene 
Hexachloropropane 
Octachlorostyrene 
Pentachlorobutylenes 
Propylene Chlorohydrin Ethane 
Propylene Dichloride 
Propylene Oxide/Propionaldehyde Acetone 
1, 1, 2, 2 - tetrachloroett'ane 
Tetrachloromethane 
1, 2, 3 - trichlorobutylene' 
1, 1, 2 - trichloroethane 

TABLE 2: TYPICAL POHCs AND COnRESPONDING PICs (8) 

Designated POHC 

Carbon Tetrachloride 

Chloroform 

Chlorobenzene 

Toluene 

Trichlorobenzene 

Ketone 

Pentachloroethane 

PCBs 
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Products of Incomplete Combustion 

T~~trachloroethylene 

Hexachloroethane 

Tetrachloroethylene 
Carbon Tetrachloride 

Benzene 

Benzene 

C •lorobenzene 
Dichlorobenzenes 

Hexachlorobenzene 

Totrachloroethylene 

Chlorinated dibenzofurans 



EPA Stationary Source Sampling Methods for the Determination of Total Hydrocarbons 
and Vinyl Chloride [71 

Table 3 provides a list of sampling methods used during this program. All procedures 
employed here were in accordance with USEPA recommended methods. 

TABLE 3: SAMPLING METHODS EMPLOYED DURING THIS PROGRAM 

General Compounds 
Type of Interest Sampling Method 

Most volatile B.P. < 30°C Vinyl Chloride EPA Method 18 

Volatile B.P. (30° - 100°C) Methylene chloride VOST 

Semi-volatile C hlorobenzenes Modified Method 5 
B.P. (1 00° - 200~ 

Non-volatile B.P. > 200°C D ioxins/F urans Modified Method 5 

Acids Hydrochloric acid Texas Method 

Gases Chlorine Texas Method 

PREPARATION OF SAMPLING TRAIN 

All recommended procedures including proving (1) were employed for the preparation of 
sampling trains. The quality of the pretest cleanup for organics sampling is crucial, due to the 
expected low concentration of heavy molecular weight organics. Hence, cleaning and proving 
protocols for trains were strictly followed to ensure that contaminants from sampling equipment 
would not interfere with the analysis. The protocols include: 

Rinsing all glassware and train components with solvents such as methanol, acetone and 
methylene chloride 

o Final washing with pentane 

Sealing precleaned glasswares with proven aluminum foil 

Soxhlet extraction and proving tenax and XAD-2 sorbent cartridges using ASME 
protocol (1) 

The proving of the trains was performed by concentrating and analyzing the final pentane 
extract using the analytical methodologies illustrated in the later section of the paper. The total 
allowable background concentration of chlorinated organics was limited to 1 DOng per train 
(includes all train components). If the analysis of proving extract indicated a higher level, all 
train components were once again subjected to the same cleaning process, before using for 
sampling. 
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ON-SITE SAMPLING AND SAMPLE RECOVERY 

All sampling was conducted by personnel experienced with test procedures and cognizant of 
the analytical techniques for trace organics, particular~' contamination problems. A total of 8 
tests were conducted to identify variability on emissior rates. 

Extreme care was exercised during the sampling of heavy molecular weight organics (semi and 
non-volatiles). A new set of train components was used for each test. The various components 
of the sampling train were leak checked separately prior to assembly. A total vacuum of 15 
inches Hg or higher was drawn and maintained for 2 minutes. If a leakage rate was found to 
be 0.02 CFM or greater, the specific assembly was dismantled and reassembled until the leak 
was adequately reduced or eliminated completely. This step wise procedure was followed 
consistently to identify the location of leaks in separatH components. Finally the entire train, 
including the probe, was checked accordingly, prior to the start of sampling. Leak checks were 
performed before and after each traverse of a test. 

Actual sampling time of three hours was necessary in all tests to collect a minimum of 80 to 
120 cubic feet of stack gas for each test. lsokinetic sampling was achieved through the use 
of appropriate pre-test data to develop the isokinetic sa.11pling rate equation needed to predict 
the pressure drop across the sampling train orifice for each velocity pressure measured. 

At the end of each test, the pump was turned off and post-test leak checks were completed 
before transporting the probe-impinger assembly to thE! on-site laboratory. A blank train was 
set up in the same manner as actual test trains for the entire duration of each test with no 
sample collection. This provided quantitative residual contamination that could occur under site 
conditions. 

The VOST and hydrocarbon sampling were conductEtd in accordance with the respective 
protocols. All required, trip, field and laboratory blanKs were used in accordance with the 
protocol. 

Quantitative recovery of heavy molecular weight sample•s from all parts of the train required a 
rigorous and meticulous procedure. In order to avoid any contamination, the stack sampling 
train assembly was transported to the on-site laboratory for partial sample recovery. The 
samples were recovered in a fashion to provide catchos for the analyses of chlorinated and 
polynuclear aromatic hydrocarbons (heavy molecular WEtight organics). The following samples 
were collected from each train: 

o nozzle, probe and front half of the filter 
filter 
condenser and back end of the filter 
sorbent tube 
impinger 1 
impingers 2 and 3 

All train components were washed with respective solvents as specified in the protocol followed 
by pentane wash. This final wash was separately analyzed in each test to provide a 
quantitative recovery efficiency. 

ANALYSIS AND QUALITY CONTROL 

The samples collected from the field during the dioxin/furan testing program were analyzed as 
individual catches for heavy molecular weight organics by employing standard methods. This 
method of analysis provided details of the various organics that were collected in various parts 
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of the train. Figure 1 illustrates the schematics of the procedures adopted prior to analysis. 
Table 4 lists appropriate surrogates and internal standards used during this program. These 
were added in the following manner before the extraction procedure was begun: 

20 ml of BNA surrogate 
200 ml of PCB surrogate 
200 ml of dioxin internal standard/surrogate 

The extracts to be analyzed tor dioxin/furans were cleaned up using the combination base/acid 
silica gel as described in the ASME protocol [2]. These were also cleaned using the basic 
alumina column described in the ASME protocol [2]. The eluent from the column was then 
concentrated to 50 ul before subjecting it to analysis. 

The analysis of these extracts were performed for: 

dioxins/furans (including members of dirty dozen family as described in Table 4) and other 
tetra to octa congener groups 
PCBs {all congener groups) 
Polynuclear Aromatic Hydrocarbons 
Chlorobenzenes 
Chloroethanes 
Octachlorostyrenes 

using gas chromatography/mass spectrometry. 

The quality control/quality assurance program for the dioxin/furan analysis involved: 

analysis of samples spiked with stable isotopically labelled internal standards listed in 
Table 5; 

processing and analysis of one blank sample with each extraction batch; 

matrix spike duplicate (MSD) pair of analysis with each extraction batch; 

analysis of glassware rinses collected prior to usage of the trains; 

analysis of glassware rinses collected after usage of the trains; 

analysis of distilled, deionized water used in the preparation of the trains; 

analysis of catches collected from the various components of the field blank trains; and 

splitting of selected samples for analysis by Regulatory Agency Laboratory. 
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RESULTS AND DISCUSSION 

Tables 5, 6, 7 and 8 provide the testing results of this program. Because of the complex 
nature of the program, only the important results am provided in this paper. The numbers 
indicated in parentheses were positively identified, whereas the other numbers represent the 
limit of detection of individual compounds based on sample volume, extraction procedure, and 
analytical method used. The testing program revealed that: 

o only total penta-furan and acta-dioxin congener::; were found in the exhaust stream; 
o no members of the dirty dozen family were positively identified; 

hexachlorobutadiene and hexachlorobenzene were identified positively; 
many of the volatile organics fed to the incinerc:.tors were identified positively; 
no vinyl chloride monomers were detected posi":ively; 
excellent recoveries of surrogates from matrix spike and matrix spike duplicate samples 
were obtained (Table 9); 
no significant contamination of the blank train was observed (Table 1 0); 
presence of naphthalene was observed in the sorbent trap in all tests; 
compounds with higher chlorination produced lower destruction efficiencies; and 
an analysis of variance of spiked compound recoveries showed the mean percent 
recoveries were equal at a level of significance less than 0.005. 
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FIGURE 1: SCHEMATICS OF LABORATORY PROCEDURES ADOPTED 
FOR HEAVY MOLECULAR WEIGHT ORGANIC ANALYSIS 
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TABLE 4: INTERNAL STANDARDS AND SURROGATES 
ADDEO TO FIELD SAMPLES 

COMPOUND 

13C-4,4-DDT 
37 Cl-2,3, 7,8-TCDD 
D5-nitrobenzene 
2-fluorobiphenyl 
D14-terphenyl 
2-fluorophenol 
D5-phenol 
2,4,6-tribromophenol 

COMPOUND 

13C-2,3, 7, 8-TCDD 
13C-1 ,2,3,7,8-PCDD 
13C-1 ,2,3,6,7,8-HCDD 
13C-1,2,3,4,6, 7,8-H7CDD 
13C-1,2,3,4,6,7,8,9-0CDD 

SURROGATE COMPOUNDS 

INTERNAL STANDARD COMPOUNDS 

924 

ANALYSIS 

Polychlorinated Biphenyls 
Dioxin/Furan 
Base Neutral Acid 
Base Neutral Acid 
Base Neutral Acid 
Base Neutral Acid 
Base Neutral Acid 
Base Neutral Acid 

ANALYSIS 

Tetrachlorodioxins and furans 
Pentachlorodioxins and furans 
Hexachlorodioxins and furans 
Heptachlorodioxins and furans 
Octachlorodioxins and furans 



TABLE 5: RESULTS OF DIOXINIFURAN ANALYSIS 

Concentration, ng/m3 

Compound Low High 

Total Tetra-Dioxin 0.5 3.0 
Total Tetra-Furan 0.7 2.2 
Total Penta-Oioxin 2.8 4.3 
Total Penta-Furan 1.3 [5.3] 
Total Hexa-Dioxin 1.3 12.0 
Total Hexa-Furan 1.7 6.5 
Total Hepta-Dioxin 2.3 4.9 
Total Hepta-Furan 1.0 2.2 
Total Octa-Dioxin 1.7 [9.4] 
Total Octa-Furan 1.7 4.5 

[ ] Positive Identification 

Blank Train 
ng 

0.4 
0.4 
1.7 
1.0 
0.3 
0.3 
0.6 
0.3 
1.3 
0.5 

TABLE 6: RESULTS OF BASE NEUTRAL/ACID COMPOUND ANALYSIS 

Compound 

Trichlorobenzene 
Tetrachlorobenzene 
Trichlorophenol 
Pentachlorophenol 
Hexachloroethane 
Hexachlorobutadiene 
Hexachlorobenzene 
Octachlorostyrene 
Pentachlorobenzene 
Pentachloroethane 

[ ] Positive Identification 

Concentration, ug/m3 

Low High 

5.0 
23 
15 
23 
15 
[6.2] 
[6.2] 
64 
25 
26 

925 

7.3 
32 
22 
33 
27 

[1 0] 
[7.8) 

112 
45 
36 

Blank Train 
ug 

20 
90 
60 
90 
60 
80 
90 

250 
100 
100 



Compound 

Chloroform 
Trichloethane 
Trichloethylene 
Tetrachloethylene 
1 ,2-dichloroethane 
Vinyl chloride 
Propylene dichloride 

TABLE 7: RESULTS OF VOLATILE ORGANICS 

Concentration, ppm 

0.009 ± 0.003 
0.028 ± 0.015 
0.002 ± 0.001 
0.066 ± 0.012 
0.014 ± 0.009 
< 0.5 
0.0008 ± 0.0002 

TABLE 8: RESULTS OF DIRTY DOZEN DIOXINS/FURANS 

Concentration, ng/m3 

Isomer Low 

2,3,7,8 - TCDD 0.1 
2,3,7,8 - TCDF 0.1 
1,2,3,7,8- PCDD 1.4 
1,2,3,7,8 - PCDF 0.7 
1,2,3,4,7,8- HXCDD 0.4 
1,2,3,4,7,8 - HXCDF 0.4 
1,2,3,7,8,9- HXCDD 0.3 
1,2,3,7,8,9- HXCDF 0.1 
1,2,3,6, 7,8 - HXCDD 0.2 
1,2,3,6,7,8- HXCDF 0.2 
1,2,3,4,6,7,8- HPCDD 0.3 
1,2,3,4,6, 7,8 - HPCDD 0.3 

High 

3.0 
2.0 
2.2 
2.0 
3.2 
3.0 
4.1 
3.1 
3.2 
3.1 
2.1 
0.9 

Note: All values represent instrumental limit of detection and none of the compounds were 
positively identified. 
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TABLE 9: TYPICAL MATRIX SPIKE RESULTS • IMPINGER SAMPLES 

Matrix Spike 
Compound Paramenter Matrix Spike Duplicate 

TCOD Amt. Spiked 7.5 7.5 
Amt. Recvd 7.80 7.79 

% Recovery 104.00 103.91 

PCDD Amt. Spiked 15 15 
Amt. Recvd 14.875 15.519 

%Recovery 99.17 103.46 

HCDD Amt. Spiked 15 15 
Amt. Recvd 16.482 15.602 

%Recovery 109.88 104.01 

H7DD Amt. Spiked 7.5 7.5 
Amt. Recvd 7.771 7.599 

% Recovery 103.61 101.32 

OCDD Amt. Spiked 7.5 7.5 
Amt. Recvd 9.381 9.296 

% Recovery 125.08 123.95 

OCDF Amt. Spiked 15 7.5 
Amt. Recvd 16.948 17.978 

%Recovery 225.97 239.71 

Note: All amounts spiked were in nanograms. 

TABLE 10: RESULTS OF DIOXIN ANALYSIS FROM A TYPICAL BLANK TRAIN 

Probe & Filter Condenser Sorbent lmplnger Total 
Nozzle Tube #1 ng 

Compound (ng) (ng) (ng) (ng) (ng) 

Total 
Tetra-Dioxin <0.1 <0.3 <0.2 <0.7 <0.4 <1.8 
Total 
Penta-Dioxin <0.7 <7.9 <1.1 <7.4 <1.9 <1.9 
Total 
Hexa-Dioxin <0.4 <10 <0.5 <1.3 <0.6 <25 
Total 
Hepta-Dioxin <0.8 <2.5 < 1.1 <5.4 <0.4 <10 
Total 
Octa-Dioxin <1.2 <7.6 <2.0 <18 <1.3 <30 
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INTRODUCTION 

Ambient air monitoring is conducted for a variety of purposes under the 
Comprehensive Environmental Response, Compensation and Liability Act of 
1980 (CERCLA or "Superfund"), as amended by the Superfund Amendments and 
Reauthorization Act of 1986 (SARA). Remote optical sensing can be an ideal 
method for assessing the air migration pathway for many activities spanning 
the Superfund process. However, proper application of this emerging 
technology requires a clear understanding of its uses and limitations, as well 
as definition of appropriate data quality objectives (DQOs) for each activity. 
DOOs are defined as the qualitative and quantitative statements that specify 
the quality of data required to support a decision-maker's needs. 1.2 In this 
context, DQOs include ambient air monitoring program objectives and the data 
quality needs necessary to ensure their achievement. 

This paper is directed toward environmental managers responsible for the 
design and implementation of Superfund-type ambient air quality monitoring 
invest1gations. DQOs are identified for a variety of air-related Superfund 
activities for which application of this technology is appropriate. Suggested 
monitoring approaches and methodologies for achieving each DQO are 
presented. Finally, limitations are discussed for the above applications. 

OVERVIEW OF MONITORING TECHNIQUE 

Remote sensing is generally defined as the ability to detect an object or 
phenomenon without having the detector in direct contact with the object 
being detected. This technique can be either passive where some natural 
source of radiation is received, as in the case of a satellite that maps 
infrared (IR) emissions from the earth's surface, or active where the sensing 
system probes the object of measurement in some way and infers the 
parameter being measured from the object's response, as in the case of 
radar. Remote sensing, as applied to air taxies measurements, is an active 
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optical technique that involves the use of long-path spectroscopy. Long-path 
spectroscopy has been used in a wide va·iety of environmental applications 
during the past 15 years.~9 The basic principle involves the generation and 
propagation of light in a known waveleng1h, or range of wavelengths, and 
the subsequent detection and spectral analysis after some pathlength has 
been traversed. By creating a ratio between the detected signal and the 
emitted signal and comparing this ratio to a library of known absorption 
spectra, individual species can be identified and quantified. Certain 
compounds are observed principally in the IR, other compounds are observed 
principally in the ultraviolet (UV), and still others are observed equally well 
in either. 

A. fundamental difference between remote optical sensing and traditional point
sampling techniques involves the nature of the data output. This difference 
must be clearly understood by those who interpret and apply remote sensing 
::lata. As will be shown later, the key to the tremendous advantages offered 
by remote optical sensing for Superfund a~.plication lies in the nature of its 
data output. For point-sampling techniques, gaseous contaminant 
.:::oncentrations are generally reported either in mass of contaminant per unit 
\tolu me of gas, such as micrograms per cubic meter (ug/m 3), or in vo I u me 
of contaminant per volume of gas, such as parts per million (ppm) or parts 
per billion (ppb). Open-path remote sensin~1. however, is a volume-averaging 
technique where total contaminant burden is measured within a cylinder 
defined by the finite cross-section of the light beam at each end and the 
length of the beam itself. This volume average is reported as a path
integrated concentration typically normalized to a pathlength of 1 meter. If, 
for example, an integrated concentration of 30 ppm-m is reported, no 
information concerning the contaminant distribution can be directly inferred, 
and the instrument response would be identical whether there was a uniform 
Goncentration of 30 ppm over a distance of 1 meter, 3 ppm over a distance 
of 1 0 m e t e r s , 3 0 0 p p b over a distance c· f 1 0 0 meters , or 3 p p b aver a 
distance of 1 kilometer. 

DATA QUALITY NEEDS 

Ambient air quality monitoring programs conducted under Superfund are 
frequently designed and implemented without adequate understanding of the 
decisions to be made based on the data. Data collected during programs 
employing traditional point-sampling techniques at complex hazardous waste 
sites rarely have been of a quality and quantity sufficient to achieve the 
'DQOs required in meeting a decision-maker's needs. 

The principal deficiencies associated with data collected via traditional point
sampling techniques involve data representativeness and comparability. The 
complex nature of air dispersion, combined with the spatial variability of air 
emissions typical of Superfund sites, has made it difficult, and often 
impossible, to use point-sampling techniques to identify and characterize 
contaminant plumes for subsequent assessment of long-term downwind air 
i 11pacts. Compounding this problem of data representativeness is an 
i lcreasing need to generate real-time data for a variety of health-related 
assessments. On-site and off-site health and safety concerns during site 
remediation and emergency response activities frequently dictate the need for 
continuous real-time assessment of contaminant emissions and ambient air 
con centra ti on s. 
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Data comparability has historically been a problem for point-sampling 
techniques because of an inability to collect data with identical meteorological 
conditions throughout the sampling period. This, combined with a lack of 
adequate documentation of atmospheric transport conditions, has made it 
virtually impossible to produce air monitoring data that are comparable when 
collected over sequential stages of the Superfund process. 

A carefully designed air monitoring program involving remote optical sensing, 
together with complementary traditional point sampling and on-site 
meteorological monitoring, can surmount these problems and produce 
statistically valid, volume-averaged measurements over long distances 
(pathlengths) in near real time (less than 15 minutes). The statistical 
representativeness intrinsic to path-integrated air measurement data ensures 
its comparability throughout the Superfund process. 

SUPERFUND APPLICATIONS AND MONITORING METHODOLOGIES 

Table summarizes Superfund activities for which application of remote 
sensing is appropriate, and presents corresponding DQOs. Three main types 
of Superfund activities are identified: site assessment, remedial, and 
emergency response. Within each of these types, specific activities are 
identified along with their corresponding DQOs. It must be kept in mind that 
remote sensing may not be suitable to meet all air monitoring needs, as 
migration of contaminated particulate matter cannot be assessed via this 
technique. Following is a discussion of each Superfund application and 
corresponding DQO. 

Site Assessment Applications 

HRS Model Scoring 

Hazard Ranking System Model (HRS) scoring is performed to assess the 
relative degree of risk posed by known or suspected uncontrolled hazardous 
waste sites, thereby providing a uniform basis for site placement on the 
National Priorities List (NPL) for cleanup. Separate scores are calculated for 
each contaminant migratory pathway. A score for the air route is calculated 
based either on a demonstrated "observed release" or on the demonstrated 
potential for an observed release. Demonstration of an observed release is 
preferable, and generally requires air measurement data showing detectable 
concentrations off site in the downwind direction together with appropriate 
documentation supporting the contention that the site is the source. The 
HRS Model does not attempt to relate a non-detect to some maximum level 
of risk. 

The 000 for HAS Model scoring is to conclusively demonstrate the presence 
or absence of off-site migration of air contaminants. Remote optical sensing 
is ideally suited to achieve this DQO if the plume is non-buoyant and 
originates from a ground-level source (i.e., the plume hugs the ground as it 
travels downwind from the source). This is a good assumption for most 
hazardous waste sites, as gaseous contaminant releases are generally the 
result of volatilization from impoundments or hazardous waste storage areas. 
Emissions from such sources can be detected if the long-path beam is shone 
along the site perimeter, downwind of the suspected source area and across 
the plume. If contaminants are detected, upwind monitoring would then be 
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conducted along the upwind site perimeter to demonstrate that thE 
contaminants detected downwind are attributable to the site and are not bein~ 

advected across the site from some upwin j source. Because air monitorin~ 
for HAS Model scoring is typically a one-time event, it is important that i 
be conducted under meteorological conditions representative of reasonable 
worst--case emissions and transport. 

Remedial Applications 

Rl Air Monitoring 

Remedial investigations (Ris) are conducL:!d in conjunction with feasibilit~ 
studies (FSs) to assess the nature and extent of contamination at NPL sites 
This information is used to support the detailed engineering evaluation of all 
technically feasible remedial alternatives a 1d to provide a baseline agains1 
which the effectiveness of each alternative, including the no-action alternative, 
can be assessed. Because air emissions 1re a "secondary" effect, indicative 
of the presence of waste products or contaminated soils or water, air 
monitoring data are not appropriate to support remedial engineering decisions. 
Instead, air monitoring data generated during the AI are typically used as a 
baseline against which the effectiveness of each remedial alternative is 
assessed, and to support the appropriateness of the no-action alternative. 

The DQO for Rl air monitoring is to provide air contaminant data suitable for 
generation of accurate emission rate estimates under undisturbed conditions. 
These emission rates can then be compared to those predicted to occur 
following implementation of various remedial actions, and can also be used 
as input into air quality dispersion models to evaluate downwind community 
health impacts in support of evaluation of the no-action alternative. 

Remote optical sensing is one of only a few techniques available to measure 
emission rates for AI baseline emission estimates. For large sites with 
complex sources of air emissions, remote s 3nsing may be the only technique 
that is not cost-prohibitive. Path-integrated concentrations measured at known 
downwind distances, together with on-site meteorology, are used to satisfy 
basic relationships derived from classical Gaussian dispersion theory10 which 
lead directly to quantification of source emission rates. 11 The measurement 
1echnique requires minimal understanding of site characteristics, and the 
resultant emission rates can be easily calcu ated in the field. It is important 
that both upwind and downwind measurements be made so that issues of 
8ource apportionment are resolved. 

FS Air Monitoring 

Air is the only media in which the exposure potential drastically increases 
during site cleanups. Because many Superfund sites are very close to 
downwind populations that could be affected by these emissions, it is 
becoming more common for pilot studies to be conducted during either the 
feasibility study or the remedial design itself. Pilot studies simulate, on a 
~;mall scale, the ultimate cleanup in order that emission rates for the 
contaminants can be determined for each of the cleanup steps. These 
emission rates can then be modeled in order to estimate the downwind health 
impacts associated with that cleanup option and to determine the necessary 
degree of emission controls. 
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The 000 for FS air monitoring is to provide air contaminant data suitable 
for generation of accurate emission rate estimates during pilot-scale 
assessments of cleanup alternatives. Remote optical sensing can be used to 
meet this OQO in a manner identical to that described for obtaining baseline 
emissions during the Rl. Once downwind exposures are quantified, the 
suitability of various emission controls can be easily evaluated. 

Remediation Air Monitoring 

Remediation refers to the implementation of waste removal, treatment, and/or 
containment actions based on RI/FS results. Air monitoring is conducted 
during site remediations to ensure that cleanup activities do not pose adverse 
health impacts to on-site workers or downwind residents. Because the 
principal health concern usually involves short-term exposure, obtaining results 
in real time (on the order of seconds to minutes) is an important data 
requirement. As a rule, monitoring methods that require sample collection 
and subsequent off-site laboratory analysis cannot meet this requirement. 

The OQO for air monitoring during site remediations is to provide real-time 
air contaminant data suitable for assessing on-site and off-site health impacts. 
Remote optical sensing can generally be used in a cost-effective manner to 
achieve this OQO. In a manner similar to the Rl application, path-integrated 
concentrations measured at a known distance downwind of a remediation, 
together with on-site meteorology, are used to satisfy basic relationships 
derived from classical Gaussian dispersion theory. 10 However, for this 
application, these data lead directly to a slightly conservative estimate of 
maximum plume centerline concentration at any downwind distance of concern. 
These maximum concentrations (in units of ppb or ug/m~ can then be directly 
compared to health-based standards or action levels. 

Post-Remedial Applications 

Post-Remedial Air Monitoring 

Periodic monitoring of a remediated source is sometimes required to ensure 
the long-term integrity of the treatment or containment action. Quarterly or 
annual ground water monitoring is most often required, but post-remedial air 
monitoring is sometimes a provision of the record of decision (ROD) for a 
site. 

The 000 for post-remedial air monitoring is to ensure that contaminants do 
not create adverse off-site community health impacts. This OQO can be met 
cost-effectively using remote optical sensing in a manner identical to that 
described for obtaining baseline emission estimates during the Rl. However, 
the post-remedial air monitoring program is better focused because more 
information is known about the site. Because the frequency with which post
remedial air monitoring is required is not likely to exceed quarterly, it is 
again important that it be conducted under meteorological conditions 
representative of reasonable worst-case emissions and transport. 

The monitoring method involves the measurement of path-integrated 
concentrations upwind and immediately downwind of the site so that issues 
of source apportionment are addressed. It is important that the detection 
limits for the contaminants of concern are low enough so that non-detects 

932 



measured under given meteorological conditions translate to an acceptablE 
annual risk to downwind receptors based on local climatology. Depending Oli 

local climatology, on the particular contarninant{s) of concern, on what is 
considered an acceptable risk, and on current instrument detection limits, this 
may not always be possible. 

Emergency Response Applications 

Emergency Response Air Monitoring 

Emergency response actions are carried out for any situation that poses an 
imminent and substantial danger to public health and welfare. Frequently, 
this imminent danger is in the form of adverse health impacts arising from 
exposure to air contaminants by downwind populations. Air monitoring 
frequently represents a major need during emergency response activities. 

The DQO for emergency response air monitoring is to provide real-time air 
:;ontaminant data suitable for assessing off-site community health impacts. 
Remote optical sensing can be used to achieve this DQO in two ways. First, 
t can be used at a fixed downwind distance to estimate maximum plume 

o:::enterline concentrations at any downwind distance of concern, in a manner 
identical to that described for remediation air monitoring. Second, remote 
:;ensing can provide an accurate source term estimation for input into real
time emergency response models (e.g., CAMEO) to facilitate emergency 
response decisions. Such models can facilitate response decisions by 
providing data more refined than those generated by the simple Gaussian 
dispersion relationships mentioned above. 

LIMITATIONS 

Several significant limitations exist concerning application of remote optical 
sensing to Superfund activities. Although the technique is very powerful and 
can achieve many of the necessary DQOs, its employment in the field without 
a comprehensive understanding of each of these limitations can jeopardize the 
results of the investigation. These limitations are: 

1. Contaminant Identification. Positive identification of contaminants 
measured via broad-band long-path spectroscopy is accomplished by 
comparing the spectra of the measured contaminant to its library 
spectra. The "goodness of fit" between these spectra is typically 
established by a statistical method such as a classical least-squares 
analysis. As the number of interfering adsorption bands in the 
measured spectra increases, the certainty with which the contaminant 
of interest can be identified decreases. These interfering adsorption 
bands can arise either from other contaminants or from naturally 
occurring gases such as water vapor. Because of this, it is 
generally advisable to conduct sorne type of confirmatory sampling 
and analysis using traditional point-sampling techniques, especially 
when there are more than several contaminants of concern. 

2. Detection Limits. Detection limits are derived in the field on a 
compound -specific basis. Several factors govern detection limits, 
including refraction of the beam due to thermal air currents, 
variations of naturally occurring interferers, and high levels at 
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cross-interfering target compounds. The detection limits associated 
with most remote optical sensing techniques are not sufficiently low 
to facilitate direct comparison to ambient air action levels at 
downwind receptor locations; therefore, this is not a recommended 
application. Detection limits on the order of 5 to 50 ppm-m are 
generally achievable for most compounds of interest. 

3. Meteorology. Although not a limitation per se, meteorology is an 
important factor governing the interpretation of long-path measurement 
data. The most significant meteorological variable is atmospheric 
stability, as this controls the extent to which the plume disperses. 
Because containment of the plume (in the horizontal) within the 
beam is a requisite for Superfund application as discussed, an 
understanding of horizontal dispersion as a function of stability is 
necessary. 

Understanding how stability affects plume dispersion in the vertical 
is especially important in the interpretation of the data. At an 
arbitrary distance of 50 meters downwind of a source that emits at 
a constant rate, the measured path-integrated concentration can vary 
by nearly two orders of magnitude, depending on the stability class 
and the associated vertical dispersion. This illustrates the need to 
have accurate on-site meteorological data. 

4. Area Sources. The procedure described to derive source emission 
rates assumes a virtual point-source release in the absence of site
specific emissions information. The modeled downwind concentrations 
from large area sources will tend to be slightly higher than actual 
concentrations. However, the conservative nature of these 
calculations is generally acceptable, and often desirable, for most 
Superfund applications. 

5. Logistical. Logistical concerns associated with the use of remote 
sensing, regardless of its application, can be significant. A clear 
line of sight must exist in the crosswind direction both upwind and 
downwind of the site. For some applications, this may involve 
clearing a path through existing vegetation or simply waiting for the 
wind to blow from some pre-determined direction. 
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TABLE 1 

SUPERFUND APPLICATIONS AND ASSOCIATED DQOs 

Superfund Application 

Site Assessment 

HRS Model scoring 
for the air route 

Remedial 

Rl air monitoring 

FS air monitoring 

Remediation air 
monitoring 

Post-Remedial 

Post-remedial air 
monitoring 

Emergency Response 

Emergency response air 
monitoring 
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To conclusively demonstrate the 
presence or absence of off-site 
migration of air contaminants. 

To provide air contaminant data 
suitable for generation of accurate 
emission rate estimates under 
undisturbed conditions. 

To provide air contaminant data 
suitable for generation of accurate 
emission rate estimates during 
pilot-scale assessments of cleanup 
alternatives. 

To provide real-time air contaminant 
data suitable for assessing on-site 
and off-site health impacts. 

To ensure that air contaminants 
do not create adverse off-site 
community health impacts. 

To provide real-time air contaminant 
data suitable for assessing off-site 
community health impacts. 



Measurements of Emissions at a Chemical Waste Water Treatment Site with an 
Open Path Remote Fourier Transform Interferometer 

Orman A. Simpson and Robert H. Kagann 
MDA Scientific, Inc. 
Norcross, Georgia 

Remote measurements of gaseous emissions from a chemical waste water treatment 
site were performed using quantitative Fourier transform infrared (FTIR) spectroscopic 
techniques. The remote open path FTIR unit was bistatic: the transmitter and the receiver 
were placed on opposite sides of the volume of atmosphere to be measured. The beam passed 
through the atmosphere in which quantitative measurements of chemical species were to be 
made. 

Path integrated concentrations of ammonia, methanol, methylene chloride, and sulfur 
hexafluoride were measured with the FTIR unit along the downwind side of the waste 
treatment site along a horizontal beam path at various heights above ground. The 
concentrations as a function of height in most cases followed a monotonic curve with the 
greater concentrations nearer the ground as would be expected from simple dispersion 
models. 
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We used an FTI R remote sensor to measure the emissions from an equalization pond 
ata waste water treatment facility as part of a chemical company program to test emission 
models. The setup used consisted of a ir beam tranmitter which was a four inch Cassegrain 
telescope with a glow bar ir source at its focus. The ir beam was transmitted through an 
atmospheric path of 60 m along the downwind shore of an equalization pond to the receiver. 
The receiver is a 14 inch F/6 Cassegrain telescope. The beam was recollimated with a 
diameter of 1.5 inches and then passed into the Michelson interferometer of the Fourier 
transform spectrometer. We used the simple bistatic configuration to facilitate changing the 
height of the beam. Measurements were made at five different heights, 1.5, 3, 5, 12, 18 ft. 
The different heights were obtained using two towers with five mirrors on each, as shown in 
Figure 1 . The setup time for changing the heights was 30 to 40 minutes. 
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Figure 1. The Bistatic FTIR Remote Measurement Configuration Used to Vary the 
Elevation of the FTIR Concentration Measurements. The beam is reflected by 
a total of three mirrors in the field, M1, M2 and M3. For each elevation, the 
tilt angle of the transmitter and the mirror M3 must be adjusted. 

Initially, the infrared field spectra were visually compared to clean air spectra in 
order to make qualitative determinations of the chemical emissions. Upon identifying the 
presence of methylene chloride, ammonia, methanol and sulfur hexafluoride (which was used 
as a tracer), we performed a classical least squares fit 1 to reference spectra of precisely 
known quantities of these species. These spectra are part of a library of reference spectra of 
140 species, which we brought to the field stored on the computer's hard disk. Table 1 shows 
the results of the measurements. The concentration are averages over the 60 meter path, 
which is slightly larger than the width of the equalization pond (-50 m}. We were able to 
obtain reliable measurements of sulfur hexafluoride at very low concentrations because of 
the extremely strong absorption feature (Q branch) which appears at 944 cm·1 . Two of the 
measurements ( runs 614.07 and 615.01) were made on the side of the pond parallel to the 
wind direction to verify that the source of the chemicals was indeed the pond. These 
determinations were much lower than the downwind determinations, but since this 
configuration was not truly upwind, small quantities of the chemical emitted from the pond 
still crossed the ir beam. True upwind measurements were not attempted because they would 
have involved a long setup time. 
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We are presently investigating the sources of error in the FTIR remote sensor, in 
order to determine with confidence the accuracy of concentration determinations. For the 
present, we estimate the accuracy to be -15 percent when the concentrations are not too 
close to the minimum detectable limit. 

sF6 
Run Beam Effective Tracer 
Number Time Height Pathlength Release 

6'13.01 
6'13.02 
6'14.01 
6'14.02 
6'14.03 
614.04 
614.05 
6'14.06 
614.07 
615.01 
615.02 
6'15.03 
615.04 
615.05 
615.06 
615.07 
615.08 
6'15.09 
615.10 
6'15.11 
6'15.12 
6'16.01 

8:07 
8:54 
15:55 
17:20 
H:55 
18:31 
19:07 
19:46 
20:39 
10:43 
13:32 
14:02 
14:41 
16:35 
17:12 
17:37 
18:13 
18:38 
19:23 
19:49 
20:12 
9:16 

(ft) (m) 

5 
5 
5 
3 
1.5 
1.5 
3 
5 
6.25 
6.25 
1.5 
3 
5 
12 
18 
18 
18 
12 
5 
3 
1.5 
6.25 

50 
50 
60 
60 
60 
60 
60 
60 
125 
62 
62 
62 
62 
62 
62 
62 
62 
62 
62 
62 
62 
62 

small 
small 
no 
no 
no 
small 
small 
small 
no 
small 
small 
small 
small 
small 
small 
no 
large* 
large* 
large* 
large• 
large• 
no 

sF6 
(ppb) 

2.3(1.5) 
0 
0 
0 
0 
0 
0 
0 
0 
a 
0 
0 
0 
0 
0 
0 
11.3(2.6) 
18.2(3.0} 
18(13) 
25.1 (1.9) 
25.7(2.0) 
0 

Methylene 
Chloride 

(ppb) 

0 
0 
607(94) 
1568(138) 
443(115) 
1445(156) 
1839(99) 
728(126) 
0 
0 
1886(241) 
1123(265) 
1529(297) 
424(205) 
0 
612(431) 
605(428) 
416(156) 
909(435) 
1265(105) 
1692(115) 
13oop8o) 

Methanol 

(ppb) 

1670(1 0) 
680(50) 
900(40) 
1220(80) 
1070(60) 
1270(70) 
1320(60) 
111 0(90) 
277(20) 
160(50) 
1770(130) 
1450(150) 
1200(11 0) 
740(100) 
473(30) 
548(37) 
540(40) 
610(50) 
1520(240) 
1570(80) 
1370(90) 
0 

Ammonia 

(ppb) 

500(60) 
58(32) 
850(40) 
91 0(70) 
91 0(70) 
970(80) 
950(50) 
690(70) 
176(21) 
0 
550(11 0) 
210(150) 
320(100) 
200(150) 
200(40) 
250(40) 
260(60) 
270(70) 
190(350) 
730(70) 
840(80) 
0 

T;able 1 Concentration Values for all Field measuremer,ts at the Equalization Pond. The first 
threee numbers in the file names are coded for the dates June 13, 14, 15 and 16, 1989, 
and the suffix is the measurement sequence number. The "effective" pathlengths area the 
portions of the total pathlengths where the chemicals where present. The "small" SF6 
tracer release are a factor· of 1 0 smaller than the "large" releases. The small releases 
resulted in concentrations at the beam position which were lower than the minimum 
detectable limit. The numbers in the parenthese are the estimated standard deviation of 
the least squares fit propagated to the concentrations determinations. The italicized 
rows (runs 614.07 and 615.01) were measured in an "upwind" configuration. 

Reference 

1 . D. M. Haaland and R. G. Easterling, "Application of New Least-squares Methods for 
the quantitative infrared analysis of multicomponent samples," Applied 
Spectroscopy, 36, 665-673, (1982). 
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APPLICATION OF A HENE LASER TO HYDROCARBON LEAK 
DE1ECTION OVER AN 0~ FIELD 

Joel D. Cline 
Mobil Research and Development, Dallas Texas 

Gilbert R. Jersey 
Mobil Research and Development, PauHboro, New Jersey 

Larry W. Goodwin and Michael N. Crunk 
Mobil Exploration and Producing, Midland, Texas 

Orman A. Simpson 
MDA, Scientific Atlanta, Georgia 

As a part of an oil field modernization study, a laser-based hydrocarbon leak detection 
system was evaluated on the H. 0. Mahoney lease in Yoakum County, Texas. The purpose of 
the test was to determine if small amounts of methane gas associated with oil leaks could be 
reliably detected in the atmosphere by long-path laser measurements. 

The test system consisted of a 6 mW HeNe laser tuned to emit radiation at 3.392 ~m, a 
mechanical chopper, a lead sulfide detector, a lock-in amplifier, and a 15 em diameter 
simultaneous transmitter/receiver telescope. The signal was returned to the detector with a 6 
em cube retroreflector of 30 arc second accuracy. The response of the laser return signal to 
both ambient concentrations of methane and to controlled releases of methane gas was 
measured over a range of wind speeds and air temperatures. 

The cross-plume concentration of methane was determined with the HeNe laser and this 
value was compared to predictions from a 2-D plume dispersion model. In general, agreement 
between observations and model predictions was excellent, even though the predictability of 
the model is uncertain at downwind distances less than 100m. Poor agreement between the 
observed methane column density and the model result usually occurred during light and 
variable winds. These observations also showed that the signal-to-noise ratio of the single
beam system is strongly dependent on temporal fluctuations in the atmospheric concentration of 
methane and on local meteorological conditions (e.g., strong solar insolation, dust, etc.) 

940 



INTRODUCTION 

In 1987, Mobil Oil Inc. mcxlernized an oil field prcxluction facility in the Wasson field 
of west Texas. A part of that program involved the testing of a remote detection system that 
would provide early warning of leaking petroleum from storage tanks, flow lines, process 
equipment, and pumps on the lease. The chief concern was the environmental detection of 
leaking oil, but because oil is not readily detected by remote methods, methane gas, which is a 
major component of the produced fluids, was selected as the tracer of interest. 

After examining several optical systems, we: selected a continuous wave HeNe laser 
tuned to 3.392~m. This laser is an ideal choice for the detection of atmospheric methane 
because its emission wavelength is nearly coincide.1t with one of the rotational-vibrational 
absorption bands of methane (Kucerovsky et al., 1973; Murray, 1978; Patel, 1978; Grant and 
Menzies, 1983). Previous studies by Kucerovsky et al., (1973); Grant, (1986) have clearly 
demonstrated the utility of this technique to long path-length monitoring of atmospheric CI-4. 

In this report we describe the response characteristics of a double-ended, single beam, 
HeNe laser to point-source releases of methane gas on the H. 0. Mahoney lease. The purpose of 
the test was to determine: (i) fluctuations in the ambient concentration of methane on the lease and 
(ii) response characteristics of the HeNe laser to smell, controlled, upwind releases of methane 
gas. 

EXPERIMENTAL 

Instrumentation 
The test breadboard unit consisted of a 6 m\V HeNe laser (Spectra-physics Model 127) 

tuned to 3.392 ~m, a mechanical chopper for beam modulation, a cooled, lead sulfide detector, a 
lock-in amplifier for signal processing, a 15 em simultaneous transmitter/receiver telescope, and 
a strip-chart recorder (Figure 1). Both transmitting and receiving signals were propagated along 
the same optical axis by the use of a double-sided secondary mirror in the Newtonian 
transmitter/receiver telescope. Operational parameters for the laser system are shown in Table 1. 

Physical Settin~ 
The H. 0. Mahoney lease is located in the Wasson field of Yoakum County, Texas (Fig 

2). The lease contains 16 prcxlucing wells (40 acre spacing) and nine C02 injector wells, with a 
centrally located tank battery that consists of storage tanks and process equipment (Fig. 2). Flow 
lines on or near the surface of the ground transport oil and gas from the wells to the tank battery, 
thus likely sources of leaking oil and methane gas will be at or near ground level. The H. 0. 
Mahoney lease is particularly well-suited for the long-path length monitoring of methane gas 
because the topography is relatively flat and only pa:tially covered with low-growing plants to 
approximately 3 ft. The only significant obstacles to the laser beam are the storage tanks near the 
center of the lease; they are approximately 20 ft high. 

The ambient concentration of methane (inch:des other absorbing species at 3.392 JJ.m) 
was determined along three transects located near the .;enter of the lease (Fig. 2). These transects 
were chosen to provide ambient atmospheric conditions under varying wind trajectories. 
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Point releases of methane gas were also made along the same three transects, depending 
on the local wind conditions and specific objectives. Methane gas (98% pure) from a standard 
220 ft3 cylinder was released at rates of 330 mg Cf4/s and 660 mg CJ-41s ( 1500 ft3/d and 3000 
ft3/d, respectively) approximately 1 m above the ground. Flow rates of methane gas were 
determined with a flow meter attached to the tank and a two-stage pressure regulator. Wind 
velocities were determined with a hand-held, digital anemometer; average and range of velocities 
were determined over a one minute time period at the beginning and near the end of the release 
period. Experimental conditions are displayed in Table 2. 

RESULTS AND DISCUSSION 

Ambient Conditions 
Figure 3 shows a 15 min record of the laser response to the ambient atmosphere 

upwind of the tank battery. In order to compress the analog record, two second intervals of the 
power ratio (P rfPt) were averaged for 12 seconds and the resulting mean value plotted. This 
ratio is the received power (Pr) relative to the transmitted power (Pt) as determined on a strip
chart recorder. Peak-to-peak fluctuations for low wind conditions upwind of the tank battery 
(Fig. 3a) were only 4%, a value typically recorded during the early evening and early morning 
hours. Not shown in this particular record are the relatively infrequent, but large amplitude, 
low frequency fluctuations that occurred during light and variable winds. 

During periods of high solar insolation, peak-to-peak fluctuations in the power ratio 
generally increased (Fig. 3b). In this particular record the peak-to-peak fluctuation was 5%, 
but variations up to 10% were noted during some afternoon tests. Fluctuations of this size are 
assumed to be related to density fluctuations in the lower atmosphere brought about by strong 
ground heating, but thermally induced electrical effects in the laser and associated signal 
processing equipment may also have been important. The afternoon shade temperature reached 
1 06°F on May 23 and May 24. 

Figure 4 shows the relative power response of the HeN e laser to small releases of 
methane gas over a 90 min period. In this case the analog signal was averaged for 1 min. 
Observed reductions in the received signal varied from 10-20% for the small releases (330 mg 
CH4/s) to 20-40% for the larger releases (660 mg C~s). Rapid fluctuations in the signal 
were evident as the methane plume wandered in and out of the laser beam. In some cases the 
laser response did not return to baseline (approx. 90%) after the gas had been turned off. It is 
likely that insufficient time was allowed for the methane plume to reach stationary conditions. 

Plume Dispersion Model 
In order to estimate the response of the laser return signal to a leak of methane gas 

anywhere on the lease (maximum range approximately 1 km), methane releases at relatively 
short distances were modeled with a stationary, 2-D, plume dispersion model (e.g., Csanady, 
1973). Because the HeNe laser measures the column density of methane in the atmosphere, an 
integrated form of the plume dispersion model was adopted. Mean wind speeds were 
estimated from our measurements, while estimates of the dispersion coefficient in the z-
direction (e.g., O'z) were linearly extrapolated from Gifford's (1961) values. Assuming that the 
plume trajectory was orthogonal to the laser beam and, at the same elevation as the laser beam, 
the solution to the plume dispersion model is: 

Cm = Q [ 1 +exp {-2h2/cr~)] 
Y27tucrz 
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where Q is the release rate (mg Cf4/s), Cm is the column density of methane (mg Cf41m2), u 
is the mean wind speed (m/s), and h is the elevation of the laser beam (in this case, 1 m). 

Similarly, the laser response to a methane plum! can be estimated from the background
corrected LIDAR equation (Grant, 1986; eqn. 1 ).. The result is: 

C
1 

= _ !n (P1/Pb) 
2a 

where Ct is the predicted column density of methane, P1 is power response of the laser in the 

methane cloud, Pb is the power response to the ambient methane concentration, and a is the 
methane absorption coefficient. The methane absorpdon coeficient is 770 m-1 atm-1 (Grant, 
1986). 

Methane concentration, as determined by the HeNe laser (Ct) is compared to the 
calculated value (Cm) in Table 3. Atmospheric stabilities (i.e., A-D) were estimated from the 
wind velocity, solar insolation, and cloud cover at the time of the observations. There is 
excellent agreement between the laser response and the prediction of the plume dispersion 
model for most of the experimental runs. The average difference between the observed and 
predicted values is approximately 30%, which is remarkably good agreement when one 
considers the uncertainties in the model predictions at short downwind distances so near the 
ground. 

Significant departures between the observed and expected results were noted in 
experiments 6, 10, and 11. In experimental runs 6 a:1d 10, the methane column density, as 
determined by the laser, was lower than the model prediction. There are several possible 
reasons for this including, misalignment of the methane plume and the laser beam, mean wind 
speed estimate was too low, or the model value forth<~ vertical dispersion coefficient was too 
low. In run 6 winds averaged less than 1 m/s, thus there is good reason to believe that the 
laser beam only occasionally intersected the methane plume 

The difference between observed and model methane concentrations in Run 11 was 
unique in that the laser response was larger. In this case our estimate of the atmospheric 
stability may have been in error. By assuming a more stable atmosphere (Cor D), the model 
cross-plume methane concentration would have been larger and consequently in better 
agreement with the observed value. 

CONCLUSIONS 

The single HeNe laser has been shown to be a reliable remote sensing instrument for 
the detection of methane gas in the atmosphere. Its usefulness as a methane leak detector, 
however, is limited by ambient fluctuations in the background atmospheric concentration of 
methane and local meteorological conditions. It is anticipated that the signal-to-noise ratio of 
the HeNe laser system could have been improved significantly by employing two laser 
wavelength differential measurement to minimize fluctuations in the ratioed laser return signals 
due to water vapor, atmospheric aerosols, and atmospheric turbulence. 

Good agreement between the cross-plume optical density of methane and the 2-D plume 
dispersion model in this study suggests that the venical dispersion coefficient of Gifford can be 
linearly extrapolated to downwind distance less than 100m. Alternatively, the HeNe laser may 
be used to measure vertical dispersion scales in the atmosphere using methane as a tracer. 
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Table 1. Component parameters for the HeNe laser system. 
COMPONENT PARAME1ER 

HENE Laser 
Power 
Divergence 
Beam Width 

Chopper 
Frequency 

Receiver Telescope 
Diameter 
Focal Length 

Detector 
Diameter 
D* 

Retroreflector 
Coating 
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Spectra-Physics 127 
6mW@ 3.392~-Lm 
0.66 mrad 
1.25 mm 

110Hz 
Newtonian 
22.86 em 
76cm 
PbS 
2mm 
1.3 X 1010 mm Hzl/2 w-1 
6.35 em (dia.) 
Au with MgFz overcoat 



Table 2. Summary of controlled release experiments perf.Jrmed on the H. 0. Mahoney lease, 
Wasson field, Texas. Q is the methane release rate, X is the perpendicular distance 
between the release point and the laser beam, and R is the distance to the retroreflector. 
Th l fth . F I e ocation o e transects 1s gtven m tgure 

Exp. Transect Date{fime Q X R 
No. mg CHJs m m 

1 A May 23, 1989/1540 hrs 330 67 100 
2 A " 660 67 100 
3 A May 24, 1989/1600 hrs 330 41 200 
4 A " 330 73 200 
5 A " 660 73 200 
6 B May 23, 1989/2000 hrs 330 55 100 
7 B " 330 55 100 
8 c May 23, 1989/1300 hrs 330 36 100 
9 c " 330 36 100 
10 c " 660 36 100 
11 c May 9, 1989/1700 hrs 330 61 100 
12 c May 9, I989/1600 hrs 330 20 100 
IS c May 9 I989/1630 hrs 330 36 100 

Table 3. A comparison of observed (C1) and predicted (Cm) methane column densities for 11 
experimental runs. Atmospheric stabilities according to Gifford (1961) are shown in 

th S b'li 1 A . th bl D th bl paren eses. ta 1 ty c ass lS e most unsta e· e most sta e. . 
RUN Q X u Ct Cm 

No. mg Cf4's m m/s mg CH4/m2 mg CH4/m2 

I 330 67 2.5 25 26 (B) 
2 660 67 2.5 49 52 (B) 
3 330 41 3.0 48 35 (B) 
4 330 73 3.0 23 20 (B) 
5 660 73 3.0 70 6I (C) 
6 330 55 0.5 92 156 (B) 
8 330 36 2.0 34 36 (A) 
10 660 36 2.0 40 72 (A) 
11 330 6I 4.0 32 18 (B) 
12 330 I8 6.0 55 48 (D) 
IS 330 36 4.0 39 51 (C) 
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REFLECTING TELESCOPE MIRROR 

('::_~~~~~~-----------~ ~ ~(=--:::: :_ -___-__--:-~----=-:-:--:_--:_:_:_:u, ___ -· 
: I RETR0-

1 

.----=P~b-=-~s DETECTOR: A ELECTOR 
~~CHOPPER 

HENE LASER 
A.= 3.392!-lm 

I 
_j LOCK-IN 
-1 AMPLIFIER 

' ----/ 

RECORDER I 

Figure 1. Schematic diagram of HENE breadboard unit. Operational parameters for 
the laser, the Newtonian telescope, and the detector are listed in Table I. 

H.O. Mahoney 
Lease 
Yoakum Co. 
Texas 

Wasson Field 

0 

Miles 

0 

Tank 
Battery 

800 

Feet 

Figure 2. Location of the H. 0. Mahoney lease in west Texas. Measurements were conducted along 
transects A, B, and C (see Table 2). 
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Figure 3, Relative response of the HENE laser to ambient conditions along transects A 
and B. Peak-to-peak fluctuations in the signal were 4% and 5% respectively. for 
I 2 s averages. 
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Figure 4. Relat1ve response of the HENE laser to point releases of methane gas along transect B. The 
amounts of gas released were 330 mg CII.Js ( 1500 ft3Jd) and 660 mg CH.Js (3000 fr-'/d). 
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EVALUATION OF COMMUNITY EXPOSURE TO AIRBORNE SARA 
TITLE III SECTION 313 CHEMICALS EMITTED FROM 
PETROLEUM REFINERIES 

C. Herndon Williams, Walter L. Crow 
Radian Corporation 
P.O. Box 201088 
Austin, TX 78720 
Paul S. Lewandowski 
American Petroleum Institute 
1220 L Street, NW 
Washington D.C. 20005 

Radian Corporation conducted an ambient air monitoring study for the 
American Petroleum Institute (API) to estimate the impact of petroleum 
refinery emissions on air quality at the fenceline. Three refineries 
were monitored over three consecutive days in the spring and early summer 
of 1988. The target list of chemicals included twenty five (25) SARA 
Title III Section 313 air taxies in several classes: hydrocarbons, 
chlorinated hydrocarbons, acid vapors, ammonia and metals. 

Eight sampling sites were located around each refinery to monitor 
the air both upwind and downwind of the emission sources. Meteorological 
measurements were made during the three days of sampling. Sampling 
methods were based on a combination of filters, sorbents and evacuated 
metal canisters. Analytical detection limits in the range 0.2 - 20 
micrograms per cubic meter (~g/m3 ) were achieved for the target 
chemicals. 

The elements of the study design will be presented. The methods for 
sampling, analysis and data treatment will be reviewed and an overview of 
the air monitoring results will be presented. An evaluation of the 
monitoring methods will be given, as well as conclusions regarding the 
potential for community exposure. 

Experimental Methods 

The target list of airborne chemicals to be measured consisted 
primarily of twenty five (25) species reported by one or more of the 
refineries under SARA Title III Section 313. The target species would be 
present in ambient air in the form of a gas, vapor or particulate matter. 
No single sampling and analytical method was feasible so the target 
chemicals were grouped according to their monitoring methodology. Table 
I lists the target chemicals in four groups of primary target chemicals 
(groups 1, 4, 6 and 7) and one group (group 9) of secondary target 
chemicals. 
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The four primary target chemical groups contain 25 SARA Title III 
Section 313 compounds. Group 9 contains :.4 SARA chemicals and 11 non
SARA indicator compounds and was monitored at only one third the 
frequency of groups 1, 4, 6 and 7. 

The sampling and analytical approach for each target chemical group 
is shown in Table II. The target limits of detection (LOD) apply to 2{~

hour integrated air samples. Air sample volumes over 24-hours were 
nominally 144 liter for all groups, E~xcept: 1440 liter for the group 7 
metals and 15 liters for the group 9 cani~;ter samples. 

Eight sampling sites were arranged a1·ound each refinery according to 
the strategy shown in Figure 1. Thi.o. strategy was designed to measure 
ambient air concentrations at fixed distances in the range 1000-5000 feet 
from the refinery center. Multiple sarnpllng sites would help assure 
upwind and downwind coverage even if the wind direction were variable 
over 24-hours. Radian operated a portable meteorological station 
throughout the three days of air sampling. 

Field quality control consisted of a field duplicate set (sites 3 
and 4) and a field blank (site 10) for each 24-hour sampling period. In 
addition, filter and sorbent media were Sfiked with selected target 
chemicals from groups 1, 3, 6, and 7. These spiked media were air 
sampled and analyzed for recovery to help validate the sampling approach. 

Air Monitoring Results 

The ten target chemicals detected with the highest frequency around 
each refinery are listed in Table III along with their measured 
concentration range in ~gjm3 . Aliphatic hidrocarbons detected in these 
ambient air samples were summed into carbon number groups: C4 to C5, C6 
to C8, and C8+. 

Other than these aliphatic hydrocarbons, benzene, toluene and xylene 
were the major target hydrocarbons found in this study, and sulfuric acid 
was the only non-hydrocarbon found at all three refineries. Figure 2 
summ.arizes the air concentration data for benzene, toluene, m,p-xylene 
and ethylbenzene for the three days of monitoring at each of the three 
refineries. The daily mean and maximum air concentrations over all 8 
sampling sites is shown. 

Conclusions 

The sampling and analytical approach was demonstrated to be a cost 
effective way to measure ambient air concentrations for several classes 
of air toxic chemicals in a short term, ir.tensive monitoring campaign. 

Benzene, toluene, and xylene were the target hydrocarbons seen with 
the highest frequency around the three refineries studied, but they were 
generally present at low concentrations, eg <1 to 23 tLgjm3 for benzene. 
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TABLE I. THE API REFINERY STUDY: LIST OF PRIMARY AND 
SECONDARY TARGET CHEMICALS 

PRIMARY TARGET CHEMICALS 

Anthracene 
Benzene 
1,3-Butadiene 
Cumene 
Cyclohexane 

Group 1 

Ethyl Benzene 
Methyl t-Butyl Ether 
Methyl Ethyl Ketone 
Naphthalene 

Group 4 

Toluene 
1,2,4-Trimethylbenzene 
m-Xylene 
a-Xylene 
p-Xylene 

Carbon Disulfide Ethylene Dibromide Ethylene Dichloride 

Group 6 

Ammonia Hydrogen Fluoride Sulfuric Acid 

Group 7 

Cadmium Chromium Nickel Selenium Vanadium 

SECONDARY TARGET CHEMICALS 

Benzene 
1. 3-Butadiene 
Cumene 
Cyclohexane 
Ethylene Dibromide 
Ethylene Dichloride 
Ethyl Benzene 
Ethylene 
Methyl t-Butyl Ether 
Methyl Ethyl Ketone 
Toluene 
1,2,4-Trimethylbenzene 
m,p-Xylene 
a-Xylene 

Group 9 

950 

Additional non-SARA 
Indicator Compounds: 

t-Butyl Benzene 
n-Hexane 
n-Heptane 
Isohexane 
Isooct:ane 
Methylcyclohexane 
3-Methylhexane 
3-Methylpentane 
n-Pentane 
Trichloroethylene 
Tetrachloroet:hylene 



TABLE II. 

SAMPLING AND ANALYTICAL TECHNICAL APPROACH 

Target 
Group Method Sampling Analytical LOD 

# Chemicals in Group Source Medium Method (ppbv) 

1 Hydrocarbons and C-H-0 NIOSH Filter + GC-FID 2-20 
tQ Charcoal tube t.n ..... 

4 Electrophilic Compounds NIOSH Charcoal tube GC-ECD 1-5 

6 Acids NIOSH smca gel tube !C 5=20 
Ammonia NIOSH Silica gel tube Color 2-10 

7 Metals NIOSH Filter I CAP 0.5-5 

9 Hydrocarbons, C-H-0, Radian Canister HRGC-MDa 0.5-1 
C-H-CI 

aMD = multiple detection = FID + PID + HSD. 
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TABLE I I I . THE TBN CHEMICALS DETECTED WITH THE HIGHEST FREQUENCY IN THE 
AMBIENT AIR AROUND EACH REFINERY 

Percent Frequency Concentrati~n 
Chemical Name Detected Range (ug/m } 

C4 - C5 Hydrocarbons 89 1 - 120 
Ammonia 67 <4 - 9.9 
C8+ Hydrocarbons 56 1 - 23 
Sulfuric acid 44 <30 - 56 
C6 - C8 Hydrocarbons 44 2 - 39 
Ethylene dichloride 33 <1 - 44 
Toluene 22 < 1 - 3 
m.p-Xylene 11 <1 - 4 
Benzene 11 <2 - 3 
Chromium 7 <0.3 - 0.5 

Toluene 96 <1 - 42 
C4 - C5 Hydrocarbons 96 7.7- 130 
C6 - C8 Hydrocarbons 93 1 - 350 
Benzene 89 ( 1 - 19 
m.p-Xylene 81 < 1 - 33 
Sulfuric acid 41 <20 - 130 
o-Xylene 30 <1 - 11 
C8+ Hydrocarbons 26 2 - 84 
1.2.4-Trimethylbenzene 22 <1- 6.4 
Ethylbenzene 19 <1- 9.0 

Toluene 100 2 - 23 
C4 - C5 Hydrocarbons 100 5 - 190 
C6 - C8 Hydrocarbons 100 8.6 - 470 
Benzene 70 < 1 - 23 
CB+ Hydrocarbons 63 1 - 40 
Sulfuric acid 63 <20 - 640 
1.2.4-Trimethylbenzene 52 <1 - 4 
Ethyl benzene 48 <1- 5 
m.p-Xylene 24 < 1 - 19 
o-Xylene 14 <1- 6.9 
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DEVELOPMENT OF A TECHNICAL APPROACH FOR DETERMINING THE 
VOLATILIZATION RATE OF HYDROCARBONS FROM A LANDFILL USING BOTH 
MODELING AND DIRECT EMISSION MEASUREMI~NT TECHNIQUES 

Dr. C.E. Schmidt 
Environmental Consultant 
1479 Salmon Falls Road 
Folsom, California 

Mr. David Suder 
ENVIRON Corporation 
5820 Shellmound, Suite 700 
EmE~ryville, CA 94608 

A technical approach was developed to determine the 
fugitive total non-methane hydrocarbon emissions during 
landfilling operations. The landfill accepts soils contaminated 
with hydrocarbon petroleum products. 

The landfilling operation was simulated by a series of 
waste handling operations that approximated the operation. This 
was necessary in order to develop a technical approach that 
could generate representative emission rates from the operation. 
The operation included a 24-to-30 hour cycle during which soils 
were delivered, unloaded, stock-piled, spread over the working 
f.ace of the landfill, and compacted. The challenge of the 
program was to develop a testing and modeling strategy that 
could generate emission data to represent this event. 

The technical approach deVE!loped to collect these 
emission data included a modeling exercise using the CHEMDAT6 
models and field testing using thE! EPA Surface Isolation 
E::nission Flux Chamber Technology. The testing strategy included 
direct emissions measurement of eight different loads of 
contaminated soil conducted over the active operation cycle of 
the landfill. These time-weighted emissions data were then used 
to estimate the total non-methane hydrocarbon emissions from the 
l.andfill. 
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Introduction 

ENVIRON Corporation was contracted by a California 
landfill site owner to prepare an Authority to Construct 
application. The landfill is a Class I hazardous waste landfill 
located at an existing treatment, storage, and disposal facility 
(TSDF) . In order to prepare the required non-methane 
hydrocarbon (NMHC) emission estimates, ENVIRON used the RTI land 
treatment model included in the EPA's CHEMDAT6 series of models. 

In addition to the estimate of NMHC or reactive organic 
compounds (ROC} emissions obtained by using descriptive 
information from the landfill operation, total petroleum 
hydrocarbon concentration data, and modeling, ENVIRON contracted 
Radian Corporation to measure ROC emission rates. A protocol 
was developed and employed to obtain ROC emission rates using 
the EPA recommended emission isolation flux chamber. 

Technical Approach 

The basic approach used to study the emissions event 
was to model emission rates using available emission models and 
waste characterization data and to measure emission rates from 
representative landfill waste. Both approaches for obtaining 
emission rates have advantages and limitations. The advantage 
of the modeling is that an emission rate estimate can be 
obtained by imputing representative data into a specific model 
using limited measurement data and resources. The disadvantage 
of modeling is that the input data may not represent the 
volatile potential of the waste material. In addition, models 
provide estimates of dominant emission process and are not 
expected to accurately represent all facets of the emissions 
event, site conditions, and variables that have an affect on the 
emissions event. As such, emission estimates derived by 
modeling may be limited by discrepancies between the idealized 
system considered in the model and actual site characteristics. 

Direct emissions measurements provide the most accurate 
and representative emission rate estimates with measurable 
precision. However, as with all measurement approaches, data 
must be collected that are representative of the emissions 
event. This may require testing in many locations following a 
labor intensive sampling schedule. Most testing is specific to 
a waste material, site conditions, and often times environmental 
conditions. Thus, measurements may be representative of a 
particular waste and specific site conditions, but data from 
this particular test may not be useful in understanding the 
emission event or the time-dependent emission rate. 

For this testing and modeling effort, the objective was 
to use model input data and to conduct testing in order to 
represent maximum daily ROC emissions. Model inputs were 
selected to represent the typical material disposed of at the 
landfill. In addition, other model input parameters were used, 
including soil moisture and porosity that approximated average 
site conditions. The field test included screening waste loads 
and selecting materials for testing. Waste selected for 
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measurement included: gasoline contaminated soils (5 tests); 
diesel contaminated soils ( 1 test.) ; refinery waste soils ( 1 
test) ; and crude oil contaminated s:oils ( 1 test) . The incoming 
loads of waste were screened by roviewing the waste manifest. 
The mix of waste types selected for testing conservatively 
represented the types of materials disposed of at the landfill. 

The measurement event simulated the landfilling 
operation by placing the waste in the landfill and spreading it 
as is done under normal operation. Testing was conducted over 
a 24-hour (or longer) period. Was1:e samples collected from the 
selected loads were analyzed for total petroleum hydrocarbon 
(TPH), porosity, and moisture (::ont~mt. 

Direct Measurement 

The sampling procedure employed was the surface 
isolation emission flux chamber technique1

• Real-time voc 
emission screening was performed during each isolation flux 
chamber measurement using a Foxboro Corporation Organic Vapor 
Analyzer (OVA) Model 108 calibra·ted with methane-in-·air gas 
standards. Following placement of ·:he flux chamber, the OVA was 
attached to the sampling line of the chamber. After steady
state conditions were realized in the chamber, samples were 
collected by syringe and analyzed by the on-site gas 
chromatograph. In addition, sampleB were collected in stainless 
steel canisters and analyzed off-site by gas chromatography. 
The results were reported as total non-methane hydrocarbon 
[parts per million by volume of carbon (ppmv-C)]. 

Results 

The collection of phys.ical and chemical waste 
characteristic data coinciding with the flux chamber 
measurements provides a small but informative data base which 
can be used to compare emission rates estimated by the RTI land 
treatment model contained in CHEMDAT6 to flux chamber 
measurements. Of the eight loads tested, five provided 
meaningful comparisons. Some or all of the input data required 
for the model were unavailable for the remaining loads. 

Using the CHEMDAT6 model wi1:h load-specific chemical and 
physical data, the time sequence of NMHC flux was estimated for 
each of the loads for which appropriate input data were 
available. Figure 1 provides sample CHEMDAT6 model input and 
output. Figure 2 illustrates the measured emission rates for a 
load of soil contaminated with gasoline at various times 
following initial exposure of the waste, as well as emission 
rates estimated by the model where appropriate. From the eight 
tests, it was seen that agreemEmt between the model and 
measurements was good in some cases, but very poor in others. 
It may be that, in cases of poor agreement, most of the volatile 
constituents had volatilized before the measurements began. If 
that occurred, the charac1:eri~:ation of the remaining 
hydrocarbons as gasoline would have produced significant 
overestimation of the emission rates, relative to. measured 
values. 
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Figure 3 is a scatter plot of measured vs. estimated 
NMHC emissions for the ten hours following placement of waste in 
the landfill. Data for five of the eight loads are plotted. 
The diagonal line has a slope of one, representing agreement 
between the methods. Load 2 (diesel-contaminated soil) was the 
only load for which the measured emissions over the first 10 
hours exceeded emission estimates using the model. For the 
remaining loads, measured emissions appeared to be well 
correlated to estimated emissions, but significantly lower. 

The average measured total emissions from the testing of 
materials over the first ten hours was 2. lxl0-3 gjcm2. This 
value is considerably lower than the emissions estimated a 
priori for the period of daily operations of the proposed 
landfill using the model. The average emission rate for the 
modeled test cases was 6 .lxl0-3 gjcm2. 

Conclusions 

This study is unique in that two very different 
emissions estimation approaches were used to estimate ~mission 
rate data representing ROC emissions from the same source, an 
active landfill. Both approaches were used properly and 
generated emission estimates that, in some cases, compared well 
with each other. Either approach used properly and independent 
of the other would have provided an acceptable estimate of the 
ROC emission rate. 

The following conclusions are offered: 

1) The CHEMDAT6, RTI land treatment model has 
application for estimating air emissions from 
hazardous waste landfills, but may over estimate 
emissions substantially. 

2) Emission rate data can be obtained using modeling 
equations, provided that the model represents the 
dominant emissions event and input data are 
realistic. 

3) The EPA recommended emissions isolation flux chamber 
has application for measuring emissions from 
landfills. 

4) Direct emission measurement approaches provide 
acceptable data so long as the techniques are 
properly executed and the testing strategy 
represents the emissions event. 

5) Average emissions data from measurements over 
appropriate time periods and for representative 
waste can be used to describe emissions over larger 
cycles (yearly emissions) and for a variety of waste 
materials. 

6) Indicator parameters, like TPH in solids, may not 
provide an accurate representation of volatile 
characteristics of waste materials. 
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LAND TREATMENT MODEL DATA 
(open landfill, waste pile) 
L,Loading (g oiljcc soil) 
Enter ci x 10A6 vo ppmw 
1, Depth (em) 
Total porosity 
Air Porosity (default=O) 
MW oil 
VO diss. in water, enter 1 
Time of calc. (days) 
Biodegradation, enter 1 
Temperature (Deg. C) 
Wind Speed (m/s) 
Area (m2) 

COMPOUND NAME 

0. 00:172 
210000 

67 
0.4 

0. :! 65 
:.90 

0 
0.25 

0 
17 

:1.2 
2:.oo 

LANDTREATMENT EMISSION RATES (gjcm2-s) 
TIME (hours) 

0. 25 1 4 12 48 

GASOLINE 5.52E-07 :!.76E-07 1.38E-07 7.98E-08 J.99E-08 

COMPOUND NAME 

GASOLINE 

LANDTREATMENT 
FRACTION LOST 
AIR BIOL. 

1.000 o.ooo 

INTERMEDIATE TIME 
0.25 days 

AIR BIOL. 

0.093 o.ooo 

Figure 1. sample CHEMDAT6 Input and output Data 
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GASOLINE IN SOIL MATRIX 
Estimated vs. Measured NMHC Emissions 

NMHC Emissions (g/cm .. 2/s) (1E-8) 
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- Measured Values -+- CHEMDAT6 Values 

Figure 2. Plot Showing Estimated vs. Measured NMHC Emissions 

TEN-HOUR EMISSIONS 
Estimated vs. Measured NMHC Emissions 

Measured 10-Hour Emis. (g/cm .. 2) (1E-5) 
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Figure 3. Scatter Plot Showing Correlation Between 10-hour 
Estimated vs. Measured NMHC Emissions 
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TEMPERATURE-CORRECTED DISPERSION MODELING OF 
VOLATILE EMISSIONS FROM HAZARDOUS WASTE SITES 

Richard J. Hardy and Damon D. Judd 
Morrison Knudsen Corporation 
Environmental Services Group 
Boise, Idaho 

Richard L. Graw 
Morrison Knudsen Corporation 
Environmental Services Group 
Denver, Colorado 

A modification to the Industrial Source Complex- Short Term (ISCST) 
model is proposed to provide the option of correcting volatilization source 
terms, on an hourly basis, in proportion to the variation in vapor pressure 
that results from the diurnal temperature cycle. Measurements are 
presented to demonstrate that air temperature, a standard meteorological 
input parameter, is a suitable surrogate for surface soil temperature, a 
more direct determinant of volatilization from the surface. The derivation 
of the proposed correction term is described, and results from test runs of 
the temperature-corrected and the standard model are compared. Diurnal 
variations in relative flux, plume dilution, and predicted ambient 
concentrations are presented. The effect of this correction on annual 
concentration estimates is shown for five compounds. 

Annual concentration estimates are 200-300% lower when the hourly 
correction option is selected than when a constant flux, determined for a 
reference temperature of 25"C is used. In addition, maximum hourly 
concentrations, predicted to occur (contrary to popular belief) during 
nighttime stable conditions, were 50% lower with the temperature-corrected 
model than with the standard version. 
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Introduction 
Air pathway assessment of volatile organic emissions from hazardous 

waste sites involves two distinct steps: 1) determining the volatilization 
flux and 2) dispersion modeling to determine exposures to people living off
site. Emission fluxes are commonly either estimated by one of several 
exposed-waste volatilization models or measured. In either case, the source 
term is often determined at daily maximum temperatures and then assumed to 
be constant for the entire 24-hour day (and often, for the entire year). 
However, by examination of the models recommended for estimating 
volatilization from waste surfaces 1

, it can be seen that volatilization flux 
varies in proportion to the saturated vapor pressure, which in turn varies 
with temperature. Thus, for example, for a typical summertime, diurnal 
temperature range of 15-33°C, (Boise, Idaho in Jul)f), the vapor pressure 
of toluene, a moderately volatile compound, ranges from 16 mm Hg at night 
to 39 mm Hg during midday, a 240% increase, and the volatilization flux is 
expected to increase proportionately. 

Atmospheric dilution also varies throughout the day, however. The 
gaussian plume equation for a ground-level point source3 , 

c = 0 (1) 

indicates that the downwind ambient air concentration, C, is directly 
proportional to the source emission rate, Q, and inversely proportional to 
the product of the wind speed (u) and the horizontal and vertical dispersion 
coefficients (ay and a,, respectively). During very common, light-wind, 
clear-sky, summertime conditions, atmospheric stability ranges from very 
stable at night (F stability) to very unstable during midday (A stability). 
By reference to the A and F curves on the familiar Pasquill-Gifford a, and 
ay charts3

, it can be seen that at 100 m downwind the product ap, is 5. 6 m2 

for F stability (typically at night) and 300 m2 for A stability (typically 
during midday). Thus, although the source term is 240% greater at midday, 
the atmospheric dilution (with constant windspeed) is 53 times greater, and 
the net effect is that ambient air concentrations during the day may be only 
1/22 of those that occur during the night. Furthermore, both effects are 
driven by solar heating and therefore always occur together. Only by 
accounting for each effect simultaneously, on an hourly basis, can realistic 
diurnal variations be obtained. 

A modification to the widely used Industrial Source Complex- Short Term 
(ISCST) model is proposed to provide the option of correcting the source 
term in proportion to the change in vapor pressure between that at the 
reference temperature, at which the base source emission rate was 
determined, and that at the ambient air temperature as input for each hour 
from the standard meteorological data file. The derivation of the proposed 
correction term is described, and results from test runs of the temperature
corrected and the standard model are compared for a hypothetical 10 m x 10 
m source area. 

Methods 
Soil versus Air Temperatures 

The vapor pressure of an organic compound depends primarily upon the 
temperature of that substance at its volatilizing surface, rather than the 
temperature of the ambient air moving over it. To determine the 
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relationship between air and surface soil (or waste) temperatures, 
temperature sensors were installed 0.1 em below the surface of a sandy/loam 
soil and in a shaded shelter one meter above ground level. The time 
history of hourly-averaged air and soil temperatures is presented in Figure 
1. Surface soil temperatures are highly correlated with air temperatures 
during nighttime hours but become signifi<:~antly warmer (5-20"C) during all 
but: one midday solar heating period. The surface temperature cooled to 
below the air temperature on the sixth day after the soil was wetted. 
Therefore, at least during the critical nighttime periods of reduced mixing, 
this limited data set suggests that the .o.mbient air temperature is a good 
surrogate for the surface soil or volatilization temperature of the organic 
waste under dry conditions and is conservatively cooler when the soil or 
waste is wet or rapidly volatilizing. 

Temperature Correction Algorithm 
The temperature dependence of saturated vapor pressure is shown, by 

the well known Clausius-Clapeyron equation, to be a function of the heat of 
vaporization. A wide variety of vapor pressure estimation methods have 
been derived by integration of the Clausius-Clapeyron equation. One of the 
simplest methods, with coefficients widely available, is a two-parameter 
version reported by Schlessinger4

; 

log10 P = (- 0. 2185 A/T) + B (2) 

where P is the vapor pressure in Torrs, T is the temperature in degrees 
Kelvin, A (the "A coefficient") is the molar heat of vaporization in 
calories per gram mole, and B is a constant. The correction factor for 
scaling the source term in proportion to the relative vapor pressure can 
be written by solving Equation 2 for th"' vapor pressures at the ambient 
(Pamb) and reference (P,81 ) temperatures (Tamb and T,e,. respectively) and 
substituting both into the ratio Pamb/P,81 • The final temperature correction 
factor, TCORR is thus obtained; 

TCORR pamb 

P,.,, 

where the correction term requires 
temperatures and the molar heat of 
interest. 

only the reference 
vaporization for the 

(3) 

and ambient 
compound of 

The ISCST model was modified, by addition of two self-contained 
subroutines, to allow optional interactive selection of the compound or 
vapor pressure of choice from a menu listing compounds most frequently 
found at Superfund sites. The reference temperature, at which the base 
emission rate was measured or calculated, is entered by the user, and 
ambient air temperatures are read from the sequential hourly meteorological 
file as usual. 

Dispersion Modeling 
The modified program was exercised for five compounds over a range of 

vapor pressures to show the influence of this modification on model 
estimates. One year of sequential hourl~r meteorological data from Denver 
Stapleton Airport was used. In all cases, a unit emission flux (1. 0 
ugjm2 -s) was assumed to emanate from a 10 rr. by 10 m ground-level source area 
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at a reference temperature of 25°C. Concentrations were computed at 100 
m from the source edge for every 2-degree wind direction interval from 0 to 
359 degrees. 

Results 
The model was initially exercised without the temperature correction. 

The maximum 24-hour concentration occurred on a fall day (October 25) with 
11 hours of F stability and an average temperature of 7"C. When the 
temperature correction option was selected, the maximum 24-hour 
concentration occurred, more realistically, on a summer day (June 6th), with 
an average daily temperature of l8°C and 6 hours of F stability. The 
diurnal temperature variation and relative plume dilution variation for 
June 6 are shown in Figures 2a and 2b, respectively. 

Three alternative source-term, temperature-correction assumptions for 
toluene are depicted in Figure 2c. Curve A represents the relatively common 
practice of estimating (or measuring) emissions at the daily maximum 
temperature and assuming that emissions are constant at that rate throughout 
the day. A somewhat more realistic option is to compute emission flux at 
the daily average temperature and keep it constant throughout the day, as 
indicated by curve B. Finally, by selecting the proposed hourly temperature 
correction option, hourly air temperatures are used to most realistically 
compute emissions for each hour (curve C). 

As occurs on most days, the atmospheric stability on June 6 ranged 
from F at night to A just after noon, resulting in model-predicted relative 
dilution (at 100 m downwind) that is 39 times greater at midday than at 
night, as shown in Figure 2b. When the emission scenarios for the three 
described temperature correction alternatives are modeled with ISCST, the 
resulting ambient toluene concentrations, shown in Figure 2d, are obtained. 
Remarkably similar curves are reported by Harper, et. al. 5 for pesticide 
volatilization. Although these three source treatments result in comparable 
concentrations during midday, fairly large differences occur at night, with 
the hourly-corrected concentration reaching only SO% of the "daily maximum 
temperature" case and 70% of the "daily average temperature" case. 

It should be remembered that the measured surface soil temperatures 
ranged from lOoC cooler, with wet soils, to nearly 20°C warmer than the 
air temperature during midday. If the hourly corrected air temperature is 
increased by 20°C to simulate hot, dry surface soil temperatures, the 
ambient concentration increases insignificantly, as indicated by the single 
data point shown at 1300 on Figure 2d. 

Perhaps the most striking conclusion to be drawn from Figure 2d is 
that the maximum hourly concentration occurs during the night and is 16 
times greater than the maximum midday concentration. This result 
demonstrates that, contrary to popular belief, "high event" or worst-case 
conditions for air impacts from volatilization sources are during clear
sky evenings or nights when the atmosphere is most stable and temperatures 
are moderate, rather than during sunny, warm, midday conditions. This 
conclusion is supported by the fairly common observation that odor 
complaints at landfills, waste sites, and wastewater treatment facilities 
greatly increase during the evening and early morning hours. 
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Annual concentrations for the standard and tmnperature-corrected 
versions for five compounds are shown in Tat le I. Concentrations predicted 
by the corrected model are 200-300% lower than concentrations estimated 
using the standard (un-corrected) ISCST model. The greatest effect (300% 
lower) is seen for the lowest-volatility compound. In addition, the 
greatest effect is expected for continental climates with large diurnal 
temperature ranges, with the utility of this approach diminishing for 
coastal areas with small diurnal temperature ranges. 

Conclusions 
On the basis of limited air/surfacE· soil temperature measurements and 

a theoretically based correction to the IS:ST dispersion model, it may be 
concluded that 1) air temperatures serve c.s a good surrogate for surface 
soil temperatures when critical, low-dilution conditions occur; 2) annual 
concentrations are 200-300% lower, for Denver airport meteorology, when the 
hourly correction option is selected; and 3) the temperature-corrected model 
appears to provide more realistic diurnal and seasonal variation in ambient 
concentrations resulting from surface vola~ilization sources. 

Finally, we would recommend that reference temperatures always be 
reported along with calculated or measured e11ission estimates. In addition, 
this analysis demonstrates that nighttime conditions should not be neglected 
when conducting "high-event" sampling or modeling for Air Pathway Assessment 
of surface-contaminated waste sites. 
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Table I Annual Modeling Results 

Denver Airport Meteorology 
(base flux - 1.0 ~g/m2 -s @ 25°C for all cases) 

Compound 

No correction 
1,3-Butadiene 
Chloroform 
Toluene 
Dichlorobenzene 
2-Hexanol 

(.) 
(/) 
w 
w 
a: 
C) 
w 
0 

w 
a: 
:J 

~ 
a: 
w 
a. 
~ 
w 
f-

-40 

35 

30 

25 

20 

15 

10 

5 

0 

Heat of Vapor Pressure 
Vaporization at 25°C 
(cal/gm-mole) (mm Hg) 

N/A N/A 
5,688.2 1,848.7 
7,500.5 172.0 
8,580.5 26.8 

10,446.8 2.3 
12,386.5 2.5 

Time History: Air and Soil Temperatures 
SOIL TEMPERATURES AT 0_1 CM 

+ Soil 
D Air 

Maximum 
Annual 

Concentration 
(ug/m3

) 

0.0393 
0.0221 
0.0189 
0.0173 
0.0153 
0.0133 

M &A N 6P M 6A N 6P M 6A N 6P M 6A N 6P ~ 6A N 6P ~ 6A N 6P ~ 6A N 

TIME OF DAY, (MS1) 

Figure 1. Time history of air and surface soil temperatures, April 10 - 16. 
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Figure 2. Diurnal variation in (2a) air temperature, ac; (2b) plume dilution, relative to lowest dilution 
observed (- 1) at 0100 hrs; (2c) source volatilization flux, based on 1.0 ~g/m2 -s toluene flux at 25°C 
and assuming three alternative temperature correction approaches, ~g/m2 -s; and (2d) ambient air 
concentration (~g/m3 ), resulting from three temperature correction alternatives shown in (2c), June 6, 
1964, Denver Colorado Airport Meteorology. The data point (•) at 1300 hours (0.13~g/m3 ) in figure 2(d) 
represents the concentration predicted at the midday air temperature (25°C) plus 20°C. 



THE EFFECT OF WOOD FINISHING PRODUCTS 
ON INDOOR AIR QUALITY 

Bruce A. Tichenor, Leslie E. Sparks, and Merrill D. Jackson 
U. S. Environmental Protection Agency 
Air and Energy Engineering Research Laboratory 
Research Triangle Park, NC 27711 

Zhishi Guo and Susan A. Rasor 
Acurex Corporation 
P.O. Box 13109 
Research Triangle Park, NC 27709 

The use of stains, polyurethane finishes, and waxes on interior surfaces 
can cause elevated levels of vapor-phase organics indoors. Studies were 
conducted in an IAQ (Indoor Air Quality) test house to determine the magnitude 
and temporal history of indoor concentrations of organic compounds due to the 
use of these products. An oak floor was constructed and stained. The 
concentrations of total organics and certain individual compounds were 
measured at two locations in the house for a period of about 2 weeks. After 
10 days, including 2 days of house ventilation, the same procedure was 
followed for a polyurethane finish. Finally, a liquid wood-floor wax was used 
and similar measurements conducted. During each test period, house air 
exchange rates were measured using a CO tracer. The measured concentrations 
of organics were compared to results obtained from an IAQ model (INDOOR): good 
agreement was obtained. The model used emission rate data developed from 
small chamber tests of the same products and the measured air exchange rates. 
The model also included an evaluation of adsorption to and re-emission from 
interior "sink'' surfaces. The studies showed that re-emission from the sinks 
was the dominant factor affecting the indoor concentrations from 2 days after 
application to the end of the test period. 
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Introduction 

A major objective of the EPA's IAQ program at the Air and Energy 
Engineering Research Laboratory is to determtne the impact of sources on IAQ. 
An integrated research program involving chamber investigations, modeling, and 
test house studies has been developed to mee·: this objective. The program 
:Lnvolves the development of emission factors, research to develop models to 
analyze the impact of the emissions on IAQ, and studies in an IAQ test house 
to verify the model predictions. This paper describes how this three-phase 
approach was used to evaluate the impact of three woad finishing products 
!woad stain, polyurethane, liquid woad-floor wax) on IAQ. 

Experimental Methods 

Small Chamber Studies 

Methods for determining emission characteristics of a w\de variety of 
indoor sources using small test chambers hav~! been developed. A known 
quantity of clean air is passed through a ch&mber containing the indoor source 
to be evaluated. The chamber outlet concentration of vapor-phase organics is 
measured over time using appropriate sampling techniques followed by gas 
chromatographic analysis. Emissions of both total measured organics and 
individual compounds are reported. The resulting concentration vs. time curve 
is then analyzed to determine the emission rate for the source. The emission 
rate is generally reported in the form: 

ER = ER e-k: 
0 

( 1) 

where ER is the emission rate at time t, ER
0 

is the initial emission rate, and 
k is the decry constant. The three products discussed herein were tested in 
this manner. 

IAQ Test House Studies 

EPA operates an IAQ test house that is used for experiments to provide 
measurements of the effect on IAQ of sources in full-scale indoor 
environments. These measurements are used to validate the small chamber 
emission rates and to verify an IAQ model (see below). The floor plan for the 
test house is shown in Figure 1. 

This paper reports on a set of experiments designed to determine the 
effects pf three wood finishing products on IAQ. An oak floor (2.44m x 2.44m 
= 5.95 m') was constructed and placed in the test house dining area (see 
Figure 1). In the first experiment, a wood stain was applied to the floor, 
a~d the concentrations of total organics and certain individual compounds were 
measured at two locations in the house (living room and corner bedroom) for a 
p·~riod of about 2 weeks. Samples were collected on Tenax/charcoal sorbent 
t11bes, The tubes were thermally desorbed and analyzed by a gas chromatograph 
equipped with a flame ionization detector. E~ch test period was followed by a 
waiting period of about 10 days, including 2 days for house ventilation. The 
same procedure was followed for a polyurethane finish. Finally, a liquid 
wood~floor wax was used and similar measureme1ts conducted. 

During each test period, house air exchange rates in air changes per 
hour (ACH) were measured using carbon monoxide (CO) as a tracer. The CO was 
released in the hall, near the return air ven:, and monitored in the hall and dE 
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IAQ Model 

An IAQ computer model, INDOOR, has been developed to calculate indoor 
pollutant concentrations based on source emission rates, room-to-ropm air 
movement, air exchange with the outdoors, and indoor sink behavior. 

Source Emission Rates. The emission rates of solvent based sources 
like those used in the test house experiments include an application phase and 
a decay phase. INDOOR uses the following expression to calculate the total 
emissions: 

( 2) 

where ERt t is the total emission rate and ERapp is the emission rate during the 
applicat~on phase, tllpp' 

Sink Adsorption andRe-emission. Research has shown that sinks (i.e., 
surfaces that adsorb and re-emit indoor pollrtants) play a major role in 
determining indoor pollutant concentrations. INDOOR uses the following 
model to describe the behavior of indoor sinks: 

( 3) 

where dM/dt is the rate of change of mass in the sink, k is the adsorption 
rate constant, Ct is the indoor pollutant concentration :t time t, A is the 
area of the sink, kd* is the desorption (re-emission) rate constant, Mt is the 
mass in the sink at time t, and n is an empirical constant. 

Results 

Figures 2, 3, and 4 present the results of the three test house 
experiments. Each figure shows the concentration of total organics measured 
in the living room of the test house over the course of the experiment. The 
figures also provide two model predictions based on the input data shown in 
Table I. The emission

2 
rate data in Table I are based on small chamber studies 

of the three products. 

Table I. Input Values for IAQ Model Predictions 

Variable Wood Stain Polyurethane Floor Wax 

E~PP {mg/mz-hr) 12,000 12,500 58,000 

tapp (hr) 0.4 1.5 0.1 

ER
0 

( mg/mz-hr) 17,000 5,000 10,000 

k (hr-1) 0.4 0.25 1.0 

ACH ( hr-1) 0.3 0.36 0.4 
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The "No Sink" predictions were made by Hssuming that the interior 
surfaces of the test house did not adsorb or re-emit organic vapors. The IAQ 
m:::ldel.predictio~s assumed that*the interior surfaces behaved as described by 
C:].U&tlOn (3), 1-11th ka = 0.2, kd = 0.003, and 1 = 1.5. 

The figures show that concentr~tions of total vapor-phase organic 
compounds much greater than 100 mg/m were obtained when the three high 
solvent content wood finishing products were used indoors. The figures also 
clearly indicate the effect of indoor sinks on the time history of the 
concentration of vapor-phase organics. The "No Sink" predictions show that, 
in the absence of sinks, the concentrations would drop to background levels 
within 2 days of using any of the wood finishing products that were evaluated. 
The test house data and the IAQ model predictions provide evidence that 
adsorption to and re-emissions from the sinks in the test house impact the 
indoor concentrations for up to 2 weeks after product usage. 

In general, the IAQ model predictions fjt the data for all runs quite 
well. Some of the lack of fit between the model and the data is due to 
v~rying air exchange rates over the course of the experiment caused by 
changing weather conditions, while the model uses a constant air exchange 
r'lt.e. The model is being modified to allow the air exchange rate to be 
varied. The fit. could also be improved by using different sink constants for 
the different sources and sink materials. However, until knowledge of and 
data on the behavior of sinks are improved, this modification is not possible. 

Conclusions 

A three-phase approach involving small chamber studies, IAQ test house 
experiments, and IAQ modeling was used to investigate the effect of wood 
finishing products on indoor concentrations of vapor-phase organic comppunds. 
The experiments showed that indoor concentrations in excess of 100 mg/m of 
total vapor-phase organics can occur after the use of such products. The 
importance of indoor sinks on the time history of the indoor levels of 
organics was demonstrated. 
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INDOOR AIR TESTING FOR LOW-LEVEL VOLATILE ORGANICS: 
A SITE-SPECIFIC TECHNICAL APPROACH 

Amy S. Johnson, Jeff B. Hicks, and Eric D. Winegar 
Radian Corporation 
Sacramento, California 

Migration of subsurface contamination from industrial operations into 
neighboring residential structures raises concerns about possible human 
exposures and creates a demand for new technical approaches to assess 
exposure potential. This paper compares and contrasts the results from 
indoor air studies at two different sites to emphasize the importance of 
developing a site-specific technical approach to provide scientifically 
defensible and cost-effective assessments of exposure potential for the 
site, taking into account such factors as subsurface conditions, types and 
levels of contamination, other sources of contamination, and 
characteristics of the residential structures. 

A technical approach is described that was used successfully to 
evaluate human exposures to potential subsurface contamination consisting 
of low levels of volatile organic compounds found in common household 
products and urban ambient air. The approach involved indoor air and 
outdoor ambient sampling in the study neighborhood, along with indoor and 
outdoor sampling in a control neighborhood where no subsurface 
contamination was present. State-of-the-art sampling and analytical 
techniques were used to measure part-per-billion levels of the target 
compounds. A comprehensive quality assurance/quality control program, 
including detection limit studies, was conducted to establish limits of 
certainty critical to data interpretation. The results of the study 
underscored the importance of this site-specific approach: Nearly all 
measured concentrations were less than 100 parts per billion, and the 
concentration differences were very low - often negligible - between indoor 
and outdoor air, and between the study and control neighborhoods. 

Results from a second site are considered to demonstrate a different 
technical approach. In this case, the subsurface contamination consisted 
of indicator hydrocarbons at relatively high levels, with much higher 
concentrations measured indoors than in the outdoor ambient air or the 
control area. Comparison of the results from the two sites suggests that 
unique study design criteria are often dictated by relatively subtle 
differences in site factors. 
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Introduction 

Migration of subsurface chemicals from industrial operations into 
neighboring residential structures can present the potential for human 
exposures to indoor airborne chemicals. This paper presents the results of 
exposure assessments conducted in two residential neighborhoods, each 
located adjacent to an industrial facility where subsurface chemicals had 
been measured and could potentially impact indoor air quality in the 
residential structures. Although the sites and study objectives were quite 
similar, different site-specific technical approaches were required to 
provide technically defensible, conclusive data in a cost-effective manner. 
The following discussion demonstrates how these technical approaches 
evolved in response to preliminary findings, regulatory agency 
requirements, community concerns, and the industrial facilities' 
philosophies. 

Background 

Site 1 was an ocean-front residential neighborhood bordered on one 
side by a large refinery. Subsurface contamination consisted of liquid 
petroleum hydrocarbon product that had leaked from several large storage 
tanks, creating a floating lens on the ground-water table. Volatile 
components had been measured in the shallow soil vapor in the neighborhood 
at levels up to 10,000 ppmv total hydrocarbons (THC) in one area. Types 
and relative concentrations of hydrocarbons were characteristic of an 
intermediate petroleum product; predominant species included C5 and C; 
aliphatics, benzene, toluene, xylene, and v~rious olefins. The outdoor 
ambient air was expected to reflect a 3ignificant ocean influence, since 
on-shore winds prevailed. Odors had been o'Jserved at likely points of 
subsurface vapor infiltration in some structures, and these were reported 
to the health agencies. Real-time screening with organic vapor analyzers 
equipped with flame ionization detectors (O'JA-FIDs) in selected structures 
near the higher soil gas contours indicated high point sources (5000 to 
10,000 ppmv THC) at likely points of infi.lt:ration, such as floor-wall 
joints and cracks or holes in floors or walls. Elevated THC levels (up to 
100 ppmv) were also measured in the centers of rooms at approximately five
foot heights in some structures (referred to as "room ambient" locations). 

The neighborhood was located in a very desirable area of expensive 
homes. Limited community organization or reaction was exhibited during the 
investigations. The regulatory agencies adopted a cooperative, "hands-off" 
approach, and much of the oversight was handled by local authorities during 
the investigation phases. Priorities shared by the refinery management and 
the regulatory agencies were expeditious completion of the investigative 
phases and prompt mitigation if needed. 

Site 2 was a residential neighborhood located adjacent to a very 
large chemical manufacturing facility. The facility manufactures and uses 
a wide variety of common solvents, many of which had been measured in 
ground water on site. These compounds had not been measured in shallow 
ground water at the facility's fenceline; tl~ highest concentrations were 
measured in deeper ground water. Soil vapor testing conducted in early 
phases of the investigation did not indicatE a plume of chemicals in the 
soil gas off site. Outdoor air was influenced by typical urban sources and 
by certain high-use solvents from the facility. Dispersion modelling 
indicated that measurable concentrations (i.e., >0.010 ppmv) of some 
solvents could be present in outdoor air. 

The manufacturing facility was the primary employer in the area, and 
:onsistent with their longstanding "good neighbor" image, maintained a high 
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level of community involvement during the investigations. The community 
reacted to the subsurface findings with significant concern, and several 
existing and new groups represented the public interest. These groups were 
highly involved throughout the studies; representatives and hired 
consultants reviewed workplans and reports and attended regular meetings 
with the public agencies. The regulatory agencies also were highly 
involved, maintaining day-to-day oversight during all field activities and 
providing detailed input on the technical approaches and experimental 
protocols. The agencies required a strict comparison approach rather than 
design based on chemical toxicity and placed a strong emphasis on the 
completeness and thoroughness of the investigations. 

Site 1 Approach and Results 

The purpose of the indoor testing program for Site 1 was to determine 
whether subsurface compounds had entered structures via the surrounding 
soils. The indoor testing program for Site 1 was initiated with expansion 
of the real-time instrument surveys to include many structures in the 
neighborhood. In total, 313 structures were surveyed over a period of 
roughly six months. The real-time survey results, especially any elevated 
room ambient or point sources at likely infiltration points, were used to 
prioritize structures for testing using additional methods. With input 
from the regulatory agencies, additional testing was conducted in 
structures near the subsurface plumes or where elevated real-time reading 
were obtained to help identify any structures requiring mitigation 
measures. Charcoal tube sampling over eight-hour periods was conducted to 
test for c. through C, 2 hydrocarbons at point source and room ambient 
locations. Evacuated stainless steel canister grab samples also were 
collected at point source and room ambient locations and were analyzed 
using gas chromatography with multiple detectors (flame ionization, 
photoionization, and Hall electrolytic conductivity) to speciate a wide 
variety of compounds and to help identify types and ratios of compounds in 
structures for comparison to soil vapor and ground-water sampling data. 
Limited sampling was conducted using similar techniques in a control 
structure located in an area removed from the subsurface contamination. 

Results from the indoor testing ranged from very low concentrations 
similar to baseline levels (determined from trip blank samples) and control 
structure levels to significantly higher levels of compounds similar in 
type, level, and ratios to those measured in the subsurface sampling. 
Likely presence of subsurface compounds in some structures was indicated 
by: elevated real-time THC readings at room ambient or suspect point 
source locations; elevated THC or total non-methane hydrocarbon (TNMHC) 
levels in charcoal tubes, with dominant C5 and C" species at relative 
concentrations characteristic of the subsurface mixture; and canister 
sample species common to the subsurface at levels above baseline and in 
similar ratios to those in subsurface samples. Results for certain 
structures appeared to be very similar, suggesting various categories of 
data. Data from structures in the "Level 1" category typically included 
real-time readings above 30 ppmv THC at room ambient readings, elevated 
hydrocarbon point sources, subsurface-type hydrocarbons at levels well 
above baseline concentrations, and tracer species at ratios common to the 
subsurface plume. Data from structures in the "Level 2" category included 
real-time readings between 10 and 30 ppmv at room ambient locations and 
elevated point sources or subsurface-type hydrocarbons. Structures not in 
the Level l or Level 2 categories typically did not exhibit elevated room 
ambient or point source measurements, and the types and levels of any 
hydrocarbons measured above baseline levels were not similar to those in 
the subsurface plume. Of the 313 structures, 4 fell into the Level 1 
category, and 5 fell into the Level 2 category. Average concentrations of 
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some key species are presented in Table I, where the relationship between 
the types and levels of subsurface compounds and those measured in the 
indoor samples is demonstrated. 

Level 1 structures were prioritized for mitigation. Short-term 
mitigation measures were developed in coordination with the regulatory 
agencies prior to startup of a vapor recovery system, which served as the 
long-term mitigation measure. Short-term mitigation activities included 
sealing and caulking floors, cracks, and :1oles that could serve as vapor 
infiltration points. Follow-up testing w~s conducted in these structures 
following the completion of the short-ter~ mitigation measures, and 
additional follow-up testing was conducte1 after startup of the vapor 
recovery system. 

Site 2 Approach and Results 

Design of the indoor testing program for Site 2 was based primarily 
on the very low levels and common nature •)f compounds expected to be 
measured indoors, and on specific requirements of the regulatory agencies. 
As for Site 1, the purpose of the indoor testing was to determine whether 
subsurface compounds had entered structur.~s through the surrounding soils. 
The target compound list was provided by ::he regulatory agencies and 
included eight relatively common solvents. Results of subsurface 
investigations indicated little or no liko"ly influence on indoor levels. 
Some or all of the compounds were likely :o be present in household 
chemical products and in the outdoor ambient air. In addition, three of 
the target compounds (benzene, toluene, and cyclohexane) had 1-:>een measured 
in natural gas. Since most of the structures were supplied with natural 
gas for heating and hot water, this was another potential indoor source of 
the target compounds. 

At the request of the regulatory agencies, the offer of testing was 
extended to every structure along the fenceline in the study area; 49 
structures were tested over approximately six months. To provide data 
representative of typical residential levt~ls of target compounds, control 
area testing was conducted. The control area was selected to be as similar 
to the study area as possible without the presence of any subsurface 
contamination. In selecting the control area, features such as age, size, 
value, construction, heating types, and garage types of the homes were 
considered, along with the predicted ambient air quality based on 
dispersion modelling. Twenty control area structures were tested to 
provide a representative data set that could be compared to the study area 
data set. Simultaneous outdoor testing was conducted at each study area 
and control area location to indicate outdoor levels of target compounds 
during the indoor testing. 

Gas chromatography/mass spectroscopy was used to analyze eight-hour 
evacuated stainless steel canister air samples for the target compounds. 
In addition to the target compounds, the ten compounds producing the 
largest GC response were reported to further characterize the air samples. 
Real-time instruments were used to screen for point sources of natural gas 
or other point sources, and a complete inventory of household chemicals was 
performed while the samples were being collected. 

Detection limit studies and a high level of quality assurance/quality 
control (QA/QC) testing were performed to evaluate the limits of certainty 
associated with individual low-level results. Results of these assessments 
indicated good performance of the sampling and analytical systems, and 
provided method and total system detection limits, along with measures of 
the inherent variability and false positive/negative potential that were 
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