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The Final Acute Value (FAV) for a material, which is an integral part of the procedure for deriving water quality criteria for aquatic organisms, is an estimate of the fifth percentile of a statistical population represented by the set of Yean Acute Values (MAV) available for the material, a MAV being the concentration of the material that causes a specified level of acute toxiciry to aquatic organisms in some taxonomic group. A new procedure for calculating FAVs has been developed under the assuntion that sets of MAVs are randon samples of such populations. Based on examination of available sets of MAVs, it was inferred that FAV estimation would be best served by assuming that the populations have a log triangular distribution. Also, because this or any other assumption will likely not completely hold over the entire range of data in all sets, ic wa judged that FAV estimation should be based on a subset of the data near the fifth percentile. Based on simulations, it was determined that a FAV for a set of MAVs would be best calculated by (a) assigning each MAV a cumulative probability $P_{R}=R /(N+1)$ ( $R=$ rank, $N=n$ umber of MAVs in the set), (b) fitting a line to $\ln$ (MAV) versus $\sqrt{P_{R}}$ using the four points with $P_{R}$ nearest 0.05 and using the geometric mean functional relationship to estimate slope, and (c) calculating the FAV as the concentration corresponding to $P_{R}=0.05$ on this line. Major modifications of this new procedure were found to result either in only minor changes in FAVs or in FAVs at variance wich che daca. The old procedure for calcularion of FAVs was judged to have some theoretical and practical shortcomings that make it less desirable than the new procedure, but fals by the two procedures were generally similar. A procedure based on extreme deviation from random sampling generally did not produce greatly different FAVs.
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## INTRODUCTION


#### Abstract

On November 28, 1980, the U.S. Environmental Protection Agency published "Guidelines for Deriving Water Quality Criteria for the Protection of Aquatic Life and Its Uses" as Appendix B of an announcement of the availability of water quality criteria documents (1). Calculation of the Final Acute Value (fAV) is an important part of the process described in these Guidelines. A fAV is a concentration of a material derived from an appropriate set of Mean Acute Values (MAVs), a MAV being the concentration of the material chat causes a specified level of acute toxicity to an aquatic taxun in laboratory tests. The FAV is defined to be lower than all except a small fraction of the MAVs that are available for the material. The fraction was set at 0.05 (i.e., the fav lies at the fifth percentile of the MAVs) because other fractions resulted in FAVs that were deemed too high or too low in comparison with the sets of MAVs from wich they were obtained. However, if the set contains a MAV for an important species that is lower than the calculated FAV, the FAV is set equal to that MAV.

In order to be useful, the procedure for obtaining a FAV from a set of MAVs must be objective so that different parties will obtain the same FAV from a set of MAVs. The development of a reasonable mathematical framework for fAV calculation was therefore necessary. In addition, it is desirable that the rationale for the calculation procedure be relatively easy to understand and that the computations be as simple as possible. Section IV.I-0 of the Guidelines described a procedure for calculating a FAV from a suitable set of Species Mean Acute Values (SMAVs). Because of criticism of this procedure, this project was initiated to define the general problem of calculating a FAV, to evaluate alternative procedures, and to recommend the most appropriate


procedure. This project was not intended to evaluate the definition of che fav or the procedures for obtaining MAVs.

Development of an appropriate procedure for calculating FAVs requires che availability of cypical sets of smavs. Some of the water quality criceria dacument (1) contain such sets in Table 3 of the section on Aquatic Life Toxicology. Twenty data setg Eor freshwater species and seventeen for saltwarer species were considered to be acceptable for the purposes of this project because they contained SMAVs fron at least eight families in variety of taxonomic and functional groupe. These data sets (Table l) contain from 8 co 45 SMAVs for variety of organic and inorganic materials. Because all accepcable setg of SMAVs (that were available at the completion of this project in May, 1982) were used and because chey include a diversicy of species and materials, chis group of 37 daca sets should be represencative of che data sets from which FAVs will be calculated.

There is some concern that FAVs would be more appropriately based on a taxonomic level higher than secies (e.g., fanily). Statiatical analysis of data sets similar to those in Table 1 has shown that differences between families are usually greater, ofen by an order of magnitude ur more, chan average differences within families (2). Therefore, if a ser of SMAVs has a disproportionate number of species from a sensitive or insensitive family, the FAV might be undesirably affected. For example, of the 29 SMAVs for zinc in fresh water, six are from Salmonidae and are all arong the ewelve lowest SMAVs. Resolution of which taxonomic level is most appropriate is not of concern here, but because the definition of the FAV might be so modified, Family Mean acute Values ( mAV ), the geometric mean of all the SMAVs available for a family, were computed for all data secs in Table 1 and are reported in Table 2 . Subsequent
analysis will consider how the use of these two different taxonomic levels might affect recomendations about the procedure for calculating a FAV. This does not, however, constitute an endorsement of either species or family as che most appropriate taxonoraic level.

This report will firgt define the problem of FAV calculation and then discuss the general methods available for estimating percentiles. Next, the example data sets in Tables 1 and 2 will be examined to determine an appropriate statistical distribution to use in the FAV calculation procedure. Simulared samples from the selected statistical distribution will then be used to determine the procedure most appropriate for calculation of the FAV. Finally, the procedure selected will be applied to the example data sets and the significance of deviations from various assumpions of the procedure will be evaluated.
thele 1. example sets of species mean acute values.a

| COPPER (FRESHWATER) |  | $\begin{gathered} \text { OOT } \\ \text { (FRESHWATER) } \end{gathered}$ |  | CADMIUM (SNLTWATER) |  | $\begin{gathered} \text { CADMIUM } \\ \text { (FRESHWATER) } \end{gathered}$ |  | TOXAFMENE <br> (FRESHWATER) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank | smar | Rank | SMAV | Rank | SMAV | Rank | SMAV | Rank | Smav |
| 45 | 260. | 42 | 1230. | 31 | 50500. | 29 | 138. | 29 | 180. |
| 44 | 150. | 41 | 362. | 30 | 50000. | 28 | 135. | 28 | 28. |
| 43 | 148. | 40 | 192. | 29 | 21200. | 27 | 134. | 27 | 25. |
| 42 | 145. | 39 | 175. | 28 | 21000. | 26 | 133. | 26 | 24. |
| 41 | 117. | 38 | 68. | 27 | 19200. | 25 | 125. | 25 | 20. |
| 40 | 91.8 | 37 | 67. | 26 | 12200. | 24 | 91.4 | 24 | 15. |
| 39 | 47.9 | 36 | 54. | 25 | 10100. | 23 | 86.7 | 23 | 14. |
| 38 | 46.5 | 35 | 48. | 24 | 6500. | 22 | 80.7 | 22 | 14. |
| 37 | 35.2 | 34 | 48. | 23 | 5290. | 21 | 55.9 | 21 | 14. |
| 36 | 23.1 | 33 | 40. | 22 | 4100. | 20 | 54.7 | 20 | 13. |
| 35 | 22.9 | 32 | 33. | 21 | 3940. | 19 | 47.0 | 17 | 13. |
| 34 | 21.8 | 31 | 25. | 20 | 3800. | 18 | 38.2 | 18 | 12. |
| 33 | 20.1 | 30 | 18. | 19 | 3500. | 17 | 35.9 | 17 | 11. |
| 32 | 18.9 | 29 | 17. | 18 | 3440. | 16 | 30.3 | 16 | 10. |
| 31 | 14.4 | 28 | 14. | 17 | 2930. | 15 | 28.0 | 15 | 9.8 |
| 30 | 10.1 | 27 | 12. | 16 | 2590. | 14 | 22.3 | 14 | 9.2 |
| 29 | 8.41 | 26 | 10. | 15 | 2410. | 13 | 19.7 | 13 | 8.7 |
| 28 | 5.81 | 23 | 9.3 | 14 | 1800. | 12 | 12.2 | 12 | 6.3 |
| 27 | 5.37 | 24 | 8.5 | 13 | 1710. | 11 | 7.01 | 11 | 6. |
| 26 | 5.00 | 23 | 8.0 | 12 | 1670. | 10 | 3.57 | 10 | 4.2 |
| 25 | 4.95 | 22 | 7.8 | 11 | 1480. | 9 | 2.87 | 9 | 4.1 |
| 24 | 3.97 | 21 | 7.8 | 10 | 1220. | 8 | 1.67 | 8 | 4. |
| 23 | 3.29 | 20 | 7.3 | 9 | 1080. | 7 | 1.15 | 7 | 3. |
| 22 | 2.80 | 19 | 5.0 | 8 | 760. | 6 | 0.87 | 6 | 3. |
| 21 | 2.28 | 18 | 4.9 | 7 | 645. | 5 | 0.29 | 5 | 3. |
| 20 | 2.20 | 17 | 4.3 | 6 | 320. | 4 | 0.09 | 4 | 2.5 |
| 19 | 2.20 | 16 | 4.0 | 5 | 169. | 3 | 0.04 | 3 | 2.3 |
| 18 | 2.13 | 15 | 3.9 | 4 | 144. | 2 | 0.03 | 2 | 2. |
| 17 | 2.13 | 14 | 3.5 | 3 | 135. | i | 0.02 | 1 | 1.3 |
| 16 | 2.12 | 13 | 3.2 | 2 | 78. |  |  |  |  |
| 15 | 1.99 | 12 | 3.0 | 1 | 41.3 |  |  |  |  |
| 14 | 1.83 | 11 | 3.0 |  |  |  |  |  |  |
| 13 | 1.68 | 10 | 2.6 |  |  |  |  |  |  |
| 12 | 1.42 | 9 | 2.4 |  |  |  |  |  |  |
| 11 | 1.34 | 8 | 1.9 |  |  |  |  |  |  |
| 10 | 1.23 | 7 | 1.9 |  |  |  |  |  |  |
| 9 | 1.07 | 6 | 1.7 |  |  |  |  |  |  |
| 8 | 1.02 | 5 | 1.7 |  |  |  |  |  |  |
| 7 | 0.91 | 4 | 1.6 |  |  |  |  |  |  |
| 6 | 0.91 | 3 | 1.4 |  |  |  |  |  |  |
| 5 | 0.76 | 2 | 1.1 |  |  |  |  |  |  |
| 4 | 0.55 | 1 | 0.36 |  |  |  |  |  |  |
| 3 | 0.43 |  |  |  |  |  |  |  |  |
| 2 | 0.28 |  |  |  |  |  |  |  |  |
| 1 | 0.23 |  |  |  |  |  |  |  |  |

'BLE 1. Continued

| ZINC |  | ENORIN (FRESHWATER) |  | MERCURY (SALTWATER) |  | ZINC <br> (SNLTWATER) |  | IINDAE (FRESHWATSR) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank | SMAV | Rank | SMAV | Rank | smar | Rank | SMAV | Rank | Smay |
| 29 | 2260. | 28 | 352. | 26 | 1680. | 24 | 70600. | 22 | 576. |
| 28 | 1019. | 27 | 64. | 25 | 1260. | 23 | 50000. | 21 | 485. |
| 27 | 732. | 26 | 60. | 24 | 400. | 22 | 39000. | 20 | 460. |
| 26 | 716. | 25 | 34. | 23 | 315. | 21 | 24600. | 19 | 207. |
| 25 | 708. | 24 | 32. | 22 | 230. | 20 | 9460. | 18 | 141.1 |
| 24 | 699. | 23 | 5.9 | 21 | 223. | 19 | 8100. | 17 | 138. |
| 23 | 531. | 22 | 4.7 | 20 | 158. | 18 | 6330. | 16 | 90. |
| 22 | 524. | 21 | 3.1 | 19 | 116. | 17 | 4090. | 15 | 83. |
| 21 | 413. | 20 | 2.1 | 18 | 98. | 16 | 3640. | 14 | 68. |
| 20 | 367. | 19 | 1.8 | 17 | 98. | 15 | 3380. | 13 | 67.1 |
| 19 | 315. | 18 | 1.5 | 16 | 89. | 14 | 2440. | 12 | 64. |
| 18 | 293. | 17 | 1.3 | 15 | 84. | 13 | 2160. | 11 | 55.6 |
| 17 | 285. | 16 | 1.2 | 14 | 79. | 12 | 1780. | 10 | 48. |
| 16 | 255. | 15 | 1.1 | 13 | 70. | 11 | 1450. | 9 | 45. |
| 15 | 172. | 14 | 1.0 | 12 | 60. | 10 | 1270. | 8 | 44. |
| 14 | 169. | 13 | 0.85 | 11 | 50. | 9 | 1000. | 7 | 44. |
| 13 | 92.8 | 12 | 0.78 | 10 | 17. | 8 | 950. | 6 | 40. |
| 12 | 82.6 | 11 | 0.76 | 9 | 14. | 7 | 591. | 5 | 32. |
| 11 | 81.4 | 10 | 0.75 | 8 | 14. | 6 | 498. | 4 | 32. |
| 10 | 64.9 | 9 | 0.69 | 7 | 14. | 5 | 400. | 3 | 10.5 |
| 9 | 57.9 | 8 | 0.54 | 6 | 10. | 4 | 321. | 2 | 10. |
| 8 | 57.6 | 7 | 0.47 | 5 | 7.6 | 3 | 310. | 1 | 2. |
| 7 | 49.3 | 6 | 0.46 | 4 | 6.6 | 2 | 290. |  |  |
| 6 | 42.0 | 5 | 0.44 | 3 | 5.6 | 1 | 166. |  |  |
| 5 | 26.2 | 4 | 0.41 | 2 | 4.8 |  |  |  |  |
| 4 | 23.1 | 3 | 0.33 | 1 | 3.5 |  |  |  |  |
| 3 | 21.2 | 2 | 0.32 |  |  |  |  |  |  |
| 2 | 9.09 | 1 | 0.15 |  |  |  |  |  |  |
| 1 | 9.89 |  |  |  |  |  |  |  |  |

table 1. Continued

| COPPER <br> (SALTWATER) |  | NICKEL (FRESHWATER) |  | OIELORIN (SALTWATER) |  | $\begin{aligned} & \text { NDRIN } \\ & \text { (FRESHWATER) } \end{aligned}$ |  | ENDRIN <br> (SALTHATER) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank | smar | Ronk | SMAV | Rank | smar | Rank | Smav | Rank | smay |
| 22 | 600. | 22 | 2230. | 21 | 50.0 | 21 | 19000. | 21 | 14.2 |
| 21 | 560. | 21 | 2030. | 20 | 34.0 | 20 | 4900. | 20 | 12. |
| 20 | 526. | 20 | 1540. | 19 | 31.2 | 19 | 180. | 19 | 3.1 |
| 19 | 487. | 19 | 1080. | 18 | 23.0 | 18 | 143. | 18 | 1.8 |
| 18 | 412. | 19 | 1010. | 17 | 19.7 | 17 | 50. | 17 | 1.7 |
| 17 | 364. | 17 | 730. | 16 | 18.0 | 16 | 45.9 | 16 | 1.2 |
| 16 | 330. | 16 | 720. | 15 | 14.2 | 15 | 42. | 15 | 1.1 |
| 15 | 181. | 15 | 665. | 14 | 10.8 | 14 | 34. | 14 | 0.95 |
| 14 | 141. | 14 | 659. | 13 | 10.0 | 13 | 32. | 13 | 0.65 |
| 13 | 138. | 13 | 627. | 12 | 8.9 | 12 | 28. | 12 | 0.63 |
| 12 | 136. | 12 | 509. | 11 | 8.6 | 11 | 27. | 11 | 0.6 |
| 11 | 129. | 11 | 507. | 10 | 7.0 | 10 | 27. | 10 | 0.36 |
| 10 | 128. | 10 | 457. | 9 | 6.0 | 9 | 21. | 9 | 0.31 |
| 9 | 124. | 9 | 440. | 8 | 5.0 | 8 | 16. | 8 | 0.3 |
| 8 | 120. | 8 | 440. | 7 | 5.0 | 7 | 10. | 7 | 0.3 |
| 7 | 86. | 7 | 401. | 6 | 4.5 | 6 | 9. | 6 | 0.28 |
| 6 | 69. | 6 | 388. | 5 | 3.5 | 5 | 8. | 5 | 0.1 |
| 5 | 32. | 5 | 302. | 4 | 2.3 | 4 | 7.4 | 4 | 0.094 |
| 4 | 50. | 4 | 234. | 3 | 1.5 | 3 | 6.1 | 3 | 0.05 |
| 3 | 39. | 3 | 208. | 2 | 0.9 | 2 | 4.5 | 2 | 0.048 |
| 2 | 31. | 2 | 78.5 | 1 | 0.7 | 1 | 4. | 1 | 0.037 |
| 1 | 28. | 1 | 54.0 |  |  |  |  |  |  |
| HEPTACHLOR (SALTWATER) |  | OIELDRIN (FRESHWATER) |  | Lindane (SALTWATER) |  | CHROMIUM(VI) (SALTWATER) |  | CHROMIUM(III) (FRESHMATER) |  |
|  |  |  |  |  |  |  |  |  |  |
| Rank | SMAV | Rank | Smav | Rank | SMAV | Rank | SMAY | Rank | sima |
| 19 | 194. | 19 | 740. | 19 | 3680. | 19 | 105000. | 18 | 1075. |
| 18 | 198. | 18 | 620. | 18 | 450. | 18 | 93000. | 17 | 728. |
| 17 | 112. | 17 | 567. | 17 | 103.9 | 17 | 91000. | 16 | 633. |
| 10 | 5. | 15 | 250. | 16 | 66.0 | 16 | 57000. | 15 | 233. |
| 15 | 50. | 15 | 213. | 15 | 60.0 | 15 | 32000. | 14 | 224. |
| 14 | 32. | 14 | 130. | 14 | 36.0 | 14 | 30500. | 13 | 224. |
| 13 | 14.5 | 13 | 41. | 13 | 47. | 13 | 22000. | 12 | 224. |
| 12 | 10. | 12 | 39. | 12 | 35.0 | 12 | 17200. | 11 | 191. |
| 11 | 8. | 11 | 24. | 11 | 30.6 | 11 | 15000. | 10 | 191. |
| 10 | 6.22 | 10 | 22. | 10 | 28.0 | 10 | 10000. | 9 | 189. |
| 9 | 3.77 | 9 | 20. | 9 | 14.0 | 9 | 7500. | 9 | 161. |
| 8 | 3.4 | 8 | 15. | 8 | 10.0 | 8 | 6600. | 7 | 138. |
| 7 | 3. | 7 | 10.8 | 7 | 9.0 | 7 | 6300. | 5 | 136. |
| 6 | 3. | 6 | 8.1 | 6 | 7.3 | 6 | 4400. | 5 | 132. |
| 5 | 1.5 | 5 | 3. | 5 | 6.28 | 5 | 4300. | 4 | 123. |
| 4 | 1.06 | 4 | 6.1 | 4 | 5.0 | 4 | 3650. | 3 | 119. |
| 3 | 0.86 | 3 | 5.0 | 3 | 5.0 | 3 | 3100. | 2 | 47. |
| 2 | 0.8 | 2 | 4.5 | 2 | 4.44 | 2 | 2000. | 1 | 33.4 |
| 1 | 0.057 | 1 | 2.5 | 1 | 0.17 | 1 | 2000. |  |  |

3LE 1. Continued

| HEPTACHLOR <br> (FRESHWATER) |  | NICKEL (SNLTWATER) |  | DOT (SALTHATER) |  | ALORIN (SNTHATER) |  | CYAYIDE (ERESHWATER) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank | SMav | Rank | SMAV | Rank | SMAY | Rank | Smar | Rank | smay |
| 18 | 320. | 17 | 350000. | 17 | 89. | 16 | 100.0 | 15 | 2325. |
| 17 | 148. | 16 | 320000. | 16 | 7.9 | 15 | 36.0 | 14 | 2240. |
| 16 | 101. | 15 | 150000. | 15 | 7.0 | 14 | 33.0 | 13 | - 39. |
| 15 | 81.9 | 14 | 49000. | 14 | 6.0 | 13 | 33.0 | 12 | 431. |
| 14 | 78. | 13 | 47000. | 13 | 4.0 | 12 | 25.0 | 11 | 318. |
| 13 | 61.3 | 12 | 25000. | 12 | 3.9 | 11 | 17.0 | 10 | 167. |
| 12 | 47.3 | 11 | 17000. | 11 | 2.0 | 10 | 13.0 | 9 | 147. |
| 11 | 42. | 10 | 9670. | 10 | 1.8 | 9 | 12.0 | 8 | 137. |
| 10 | 29. | 9 | 7960. | 9 | 1.6 | 8 | 9.0 | 7 | 125. |
| 9 | 26. | 8 | 6360. | 8 | 1.1 | 7 | 8.0 | 6 | 125. |
| 8 | 24. | 7 | 2080. | 7 | 1.0 | 6 | 7.2 | 5 | 103. |
| 7 | 23.6 | 6 | 1180. | 6 | 0.68 | 5 | 6.0 | 4 | 102. |
| 6 | 13.1 | 5 | 634. | 5 | 0.6 | 4 | 5.6 | 3 | 102. |
| 5 | 7.8 | 4 | 600. | 4 | 0.53 | 3 | 5.0 | 2 | 83. |
| 4 | 2.8 | 3 | 508. | 3 | 0.4 | 2 | 4.1 | 1 | 57. |
| 3 | 1.8 | 2 | 310. | 2 | 0.38 | 1 | 1.5 |  |  |
| 2 | 1.1 | 1 | 152. | 1 | 0.14 |  |  |  |  |
| 1 | 0.9 |  |  |  |  |  |  |  |  |
| TOXNPHENE (SALTWATER) |  | CHROMIUM(VI) (FRESHWATER) |  | CHLORDANE (FRESHWATER) |  | SELENIUM (FRESHWATER) |  | SELENIUM (SALTHATER) |  |
|  |  |  |  |  |  |  |  |  |  |
| Rank | Smav | Rank | SMAV | Rank | SMAV | Rank | SMAV | Rank | SMAV |
| 14 | 1120. | 14 | 195000. | 14 | 190. | 13 | 42400. | 13 | 17348. |
| 13 | 824. | 13 | 134000. | 13 | 82. | 12 | 28500. | 12 | 14651. |
| 12 | 43.8 | 12 | 120000. | 12 | 59. | 11 | 26100. | 11 | 9725. |
| 11 | 21. | 11 | 69000. | 11 | 58. | 10 | 24100. | 10 | 7400. |
| 10 | 16. | 10 | 59900. | 10 | 57. | 9 | 13600. | 9 | 4600. |
| 9 | 8.2 | 9 | 59000. | 9 | 56. | 8 | 12600. | 8 | 4400. |
| 8 | 4.5 | 8 | 43100. | 9 | 45. | 7 | 10200. | 7 | 3497. |
| 7 | 4.4 | 7 | $30400 \cdot$ | 7 | 40. | 6 | 9000. | 6 | 1740. |
| 6 | 4.4 | 6 | 30000. | 6 | 37. | 5 | 6500. | 5 | 1200. |
| 5 | 1.4 | 5 | 25000. | 5 | 26. | 4 | 3870. | 4 | 1040. |
| 4 | 1.1 | 4 | 6800. | 4 | 25. | 3 | 1460. | 3 | 300. |
| 3 | 1.1 | 3 | 6400. | 3 | 15. | 2 | 710. | 2 | 600. |
| 2 | 0.5 | 2 | 3100. | 2 | 5.3 | 1 | 340. | 1 | 599. |
| 1 | 0.11 | 1 | 67. | 1 | 3. |  |  |  |  |

TABLE 1. Continued

| ENDOSULFAN (SALTMATER) |  | ARSENIC <br> (FRESHWATER) |  | MERCURY ${ }^{\text {b }}$ (FRESHWATER) |  | SILVER (FRESHWATER) |  | SILVER (SALT'WATER) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ronk | SMA V | Rank | SMAV | Rank | Smay | Rank | smay | Rank | SMAV |
| 12 | 730. | 12 | 41760. | 11 | 2000. | 10 | 5.77 | 10 | 1400. |
| 11 | 157. | 11 | 29130. | 10 | 2000. | 9 | 5.52 | 9 | 550. |
| 10 | 7.6 | 10 | 26042. | 9 | 2000. | 8 | 4.11 | 8 | 500. |
| 9 | 1.31 | 9 | 22040. | 8 | 1000. | 7 | 0.112 | 7 | 250. |
| 8 | 0.83 | 8 | 18096 | 7 | 784. | 6 | 0.0230 | 6 | 210. |
| 7 | 0.76 | 7 | 15660. | 6 | 249. | 5 | 0.015 | 5 | 36. |
| 6 | 0.38 | 6 | 14964. | 5 | 240. | 4 | 0.014 | 4 | 33. |
| 5 | 0.30 | 5 | 13340. | 4 | 50. | 3 | 0.0123 | 3 | 21. |
| 4 | 0.14 | 4 | 5278. | 3 | 20. | 2 | 0.0121 | 2 | 20. |
| 3 | 0.10 | 3 | 1348. | 2 | 10. | 1 | 0.00192 | 1 | 4.7 |
| 2 | 0.09 | 2 | 979. | 1 | 5. |  |  |  |  |
| 1 | 0.04 | 1 | 812. |  |  |  |  |  |  |


| ENDOSULFAN (FRESHWATER) |  | CHLORDANE (SNTWATER) |  |
| :---: | :---: | :---: | :---: |
| Rank | SMAV | Rank | SMAV |
| 10 | 261 . | 8 | 120. |
| 9 | 88. | 7 | 17.5 |
| 8 | 6.0 | 6 | 16.9 |
| 7 | 5.9 | 5 | 11.8 |
| 6 | 3.8 | 4 | 6.4 |
| 5 | 3.7 | 3 | 6.2 |
| 4 | 3.2 | 2 | 4.8 |
| 3 | 2.3 | 1 | 0.4 |
| 2 | 0.83 |  |  |
| 1 | 0.34 |  |  |

Tsken from Tabla 3 In the NAquatic Life Toxicology" sections of the water quallty criteria documents (1). For the purposes of thls project, the Specles Mean Acute Intercepts for several of the merais in frán matar were consldered to Species Mean Acute Values. All SMAVs are in $\mu \mathrm{g} / \mathrm{L}$.
b The acute value for faxonelle clypeata should heve been published originally as $20 \mu g / \mathrm{L}$, not 0.02 , $\mu \mathrm{g} / \mathrm{L}$ (3).
table 2. example sets of fmilly mean acute values.a

| CADMI UM (SALTWATER) |  | COPPER (FRESHWATER) |  | MERCURY (SALTWATER) |  | OOT (FRESHWATER) |  | $\begin{gathered} Z \mid N C \\ \text { (SALTWATER) } \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank | fmav | Rank | fmay | Rank | fMar | Rank | fmav | Rank | Fmav |
| 25 | 37600. | 23 | 260. | 23 | 1680. | 20 | 1230. | 20 | 70600. |
| 24 | 21200. | 22 | 150. | 22 | 1260. | 19 | 92. | 19 | 50000. |
| 23 | 19200. | 21 | 145. | 21 | 400. | 18 | 67. | 18 | 39000. |
| 22 | 11100. | 20 | 117. | 20 | 315. | 17 | 54. | 17 | 9460. |
| 21 | 6600. | 19 | 46.5 | 19 | 230. | 16 | 36. | 16 | 6330. |
| 20 | 5290. | 18 | 45.8 | 18 | 223. | 15 | 33. | 15 | 6330. |
| 19 | 3940. | 17 | 38.7 | 17 | 158. | 14 | 32. | 14 | 4090. |
| 18 | 3800. | 16 | 35.2 | 16 | 116. | 13 | 25. | 13 | 3640. |
| 17 | 3500. | 15 | 22.9 | 15 | 98. | 12 | 19. | 12 | 3380. |
| 16 | 3440. | 14 | 14.4 | 14 | 89. | 11 | 17.5 | 11 | 2440. |
| 15 | 3260. | 13 | 10.0 | 13 | 84. | 10 | 10. | 10 | 2160. |
| 14 | 2930. | 12 | 3.86 | 12 | 83. | 9 | 7.0 | 9 | 1780. |
| 13 | 2410. | 11 | 3.58 | 11 | 79. | 8 | 4.1 | 8 | 1450. |
| 12 | 1800. | 10 | 3.56 | 10 | 60. | 7 | 4.0 | 7 | 1000. |
| 11 | 1710. | 9 | 2.28 | 9 | 50. | 6 | 3.2 | 6 | 543. |
| 10 | 1670. | 8 | 2.13 | 8 | 17. | 5 | 2.4 | 5 | 525. |
| 9 | 1480. | 7 | 2.12 | 7 | 14. | 4 | 2.3 | 4 | 400. |
| 8 | 1220. | 6 | 1.73 | 6 | 14. | 3 | 1.7 | 3 | 321. |
| 7 | 1080. | 5 | 1.42 | 5 | 12. | 2 | 1.6 | 2 | 310. |
| 6 | 760. | 4 | 1.34 | 4 | 6.6 | 1 | 1.3 | 1 | 166. |
| 5 | 645. | 3 | 0.99 | 3 | 6.5 |  |  |  |  |
| 4 | 320. | 2 | 0.76 | 2 | 4.8 |  |  |  |  |
| 3 | 156. | 1 | 0.30 | 1 | 3.5 |  |  |  |  |
| 2 | 78. |  |  |  |  |  |  |  |  |
| 1 | 75. |  |  |  |  |  |  |  |  |
| CADMI UM (FRESHWATER) |  | ENDRIN (FAESHWATER) |  | COPPER (SALTMATER) |  | CHRCMIUM(VI) (SNLTHATER) |  | DIELDRIN <br> (SALWATER) |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  | Rank | fmay | Rank | fMay | Rank | fmay | . Rank | fMAY |
| 18 | 138. | 17 | 109. | 17 | 600. | 17 | 105000. | 16 | 34.0 |
| 17 | 133. | 16 | 64. | 16 | 526. | 16 | 93000. | 15 | 31.2 |
| 16 | 86.7 | 15 | 60. | 15 | 487. | 15 | 91000. | 14 | 23.0 |
| 15 | 85.9 | 14 | 32. | 14 | 412. | 14 | 57000. | 13 | 19.7 |
| 14 | 55.9 | 13 | 4.7 | 13 | 330. | 13 | 32000. | 12 | 18.0 |
| 13 | 54.8 | 12 | 4.3 | 12 | 268. | 12 | 30500. | 11 | 16.7 |
| 12 | 30.3 | 11 | 1.80 | 11 | 212. | 11 | 22000. | 10 | 14.2 |
| 11 | 28.5 | 10 | 1.50 | 10 | 160. | 10 | 17200. | 9 | 7.6 |
| 10 | 28.0 | 9 | 1.30 | 9 | 138. | 9 | 15000. | 8 | 7.0 |
| 9 | 19.7 | 8 | 1.0 | 8 | 136. | 8 | 10000. | 7 | 6.0 |
| 8 | 12.2 | 7 | 0.95 | 7 | 129. | 7 | 7500. | 6 | 5.0 |
| 7 | 8.86 | 6 | 0.85 | 6 | 120. | 6 | 6600. | 5 | 4.5 |
| 6 | 7.01 | 5 | 0.66 | 5 | 69. | 5 | 6300. | 4 | 2.8 |
| 5 | 2.87 | 4 | 0.65 | 4 | 66. | 4 | 4300. | 3 | 1.5 |
| 4 | 1.58 | 3 | 0.49 | 3 | 40. | 3 | 3650. | 2 | 0.9 |
| 3 | 1.15 | 2 | 0.48 | 2 | 39. | 2 | 2970. | 1 | 0.7 |
| 2 | 0.50 | 1 | 0.44 | 1 | 28. | 1 | 2490. |  |  |
| 1 | 0.048 |  |  |  |  |  |  |  |  |

table 2. Continued

| ENDRIN (SALTWATER) |  | HEPTACHLOR (SALTHATER) |  | LINDANE (SALTWATER) |  | $\begin{aligned} & \text { NICXEL } \\ & \text { (FRESHWATER) } \end{aligned}$ |  | $21 N C$ <br> (FRESHWATER) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank | FMAY | Rank | FMAV | Rank | FMav | Rank | fmav | Rank | fima |
| 16 | 14.2 | 16 | 194. | 16 | 3680. | 16 | 2230. | 15 | 2260. |
| 15 | 12. | 15 | 188. | 15 | 450. | 15 | 2030. | 14 | 1019. |
| 14 | 3.1 | 14 | 112. | 14 | 66.0 | 14 | 1540. | 13 | 716. |
| 13 | 1.7 | 13 | 55. | 13 | 56.0 | 13 | 1080. | 12 | 708. |
| 12 | 1.1 | 12 | 21.5 | 12 | 55.9 | 12 | 730. | 11 | 531. |
| 11 | 1.1 | 11 | 10. | 11 | 47. | 11 | 720. | 10 | 463. |
| 10 | 0.63 | 10 | 8. | 10 | 35.0 | 10 | 665. | 9 | 315. |
| 9 | 0.6 | 9 | 3.92 | 9 | 30.6 | 9 | 627. | 8 | 251. |
| 8 | 0.47 | 8 | 3.77 | 8 | 14.0 | 8 | 609. | 7 | 213. |
| 7 | 0.3 | 7 | 3.4 | 7 | 9.0 | 7 | 457. | 6 | 161. |
| 6 | 0.29 | 6 | 3. | 6 | 7.3 | 6 | 446. | 5 | 136. |
| 5 | 0.1 | 5 | 3. | 5 | 6.66 | 5 | 440. | 4 | 92.8 |
| 4 | 0.094 | 4 | 1.5 | 4 | 6.28 | 4 | 401. | 3 | 48.8 |
| 3 | 0.05 | 3 | 0.86 | 3 | 5.0 | 3 | 345. | 2 | 42.0 |
| 2 | 0.048 | 2 | 0.8 | 2 | 5.0 | 2 | 234. | 1 | 13.7 |
| 1 | 0.037 | 1 | 0.057 | 1 | 0.17 | 1 | 65.1 |  |  |
| ALDRIN (FRESHWATER) |  | $\begin{gathered} \text { DOT } \\ \text { (SALTMATER) } \end{gathered}$ |  | NICKEL (SALTWATER) |  | CHROMIUM( 111 ) (FRESHWATER) |  | NLDIN (SALTHATER) |  |
|  |  |  |  |  |  |  |  |  |  |
| Rank | FMAV | Rank | FMaV | Rank | FMaV | Rank | fay | Rank | fimar |
| 14 | 9650. | 14 | 89. | 14 | 350000. | 13 | 885. | 13 | 100.0 |
| 13 | 180. | 13 | 7.9 | 13 | 320000. | 12 | 633. | 12 | 36.0 |
| 12 | 143. | 12 | 7.0 | 12 | 150000. | 11 | 224. | 11 | 33.0 |
| 11 | 50. | 11 | 6.0 | 11 | 47000. | 10 | 224. | 10 | 33.0 |
| 10 | 27.5 | 10 | 4.0 | 10 | 35000. | 9 | 211. | 9 | 25.0 |
| 9 | 27. | 9 | 2.0 | 9 | 17000. | 8 | 207. | 8 | 13.0 |
| 8 | 21. | 8 | 1.6 | 8 | 9670. | 7 | 153. | 7 | 12.0 |
| 7 | 20. | 7 | 1.4 | 7 | 7960. | 6 | 138. | 6 | 9.8 |
| 6 | 16. | 6 | 0.87 | 6 | 6360. | 5 | 136. | 5 | 8.0 |
| 5 | i6. | $j$ | 0.50 | 9 | 2080. | 4 | 132. | 4 | 7.2 |
| 4 | 11. | 4 | 0.6 | 4 | 1180. | 3 | 123. | 3 | 5.0 |
| 3 | 9. | 3 | 0.53 | 3 | 600. | 2 | 47. | 2 | 5.0 |
| 2 | 8. | 2 | 0.4 | 2 | 366. | 1 | 33.4 | 1 | 3.7 |
| 1 | 7.4 | 1 | 0.14 | 1 | 310. |  |  |  |  |

ABLE 2. Continued

| TOXAPMENE (SALTWATER) |  | $\begin{aligned} & \text { DIELDRIN } \\ & \text { (FRESHWATER) } \end{aligned}$ |  | TOXAPHENE (FRE SHWATER) |  | SELEVIUM (SNLTWATER) |  | ENDOSULFAN (SALTWATSR) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank | fmav | Rank | fmay | Rank | fmav | Rank | fMav | Rank | f.gar |
| 13 | 1120. | 12 | 740. | 12 | 180. | 12 | 17348. | 11 | 730. |
| 12 | 824. | 11 | 593. | 11 | 28. | 11 | 14651. | 10 | 157. |
| 11 | 43.8 | 10 | 191. | 10 | 21. | 10 | 9725. | 9 | 3.16 |
| 10 | 16. | 9 | 39. | 9 | 20. | 9 | 7400. | 8 | 0.93 |
| 9 | 9.6 | 8 | 30. | 8 | 13. | 8 | 4600. | 7 | 0.76 |
| 8 | 8.2 | 7 | 24. | 7 | 12.0 | 7 | 4400. | 6 | 0.38 |
| 7 | 4.5 | 6 | 20. | 6 | 8.0 | 6 | 3497. | 5 | 0.30 |
| 6 | 4.4 | 5 | 11. | 5 | 5.8 | 5 | 1200. | 4 | 0.14 |
| 5 | 1.4 | 4 | 8. | 4 | 4.7 | 4 | 1180. | 3 | 0.10 |
| 4 | 1.1 | 3 | 5.5 | 3 | 3.5 | 3 | 1040. | 2 | 0.09 |
| 3 | 1.1 | 2 | 5.0 | 2 | 2.6 | 2 | 600. | 1 | 0.04 |
| 2 | 0.5 | 1 | 4.5 | 1 | 1.3 | 1 | 599. |  |  |
| 1 | 0.11 |  |  |  |  |  |  |  |  |
| HEPTACHLOR (FRESHWATER) |  | CHROMIUM(YI) <br> (FRESHWATER) |  | SELENIUM (FRESHWATER) |  | LINDANE (FRESHWATER) |  | CYANIDE (FRESHMATER) |  |
|  |  |  |  |  |  |  |  |  |  |
| Rank | fmav | Rank | fmar | Rank | FMar | Rank | FMAV | Rank | fmar |
| 10 | 180. | 10 | 162000. | 10 | 42400. | 10 | 532. | 10 | 2326. |
| 9 | 148. | 9 | 71900. | 9 | 28500. | 9 | 207. | 9 | 2240. |
| 8 | 58.6 | 8 | 63800. | 8 | 24100. | 8 | 138. | 8 | 431. |
| 7 | 37.0 | 7 | 59900. | 7 | 13600. | 7 | 94.8 | 7 | 306. |
| 6 | 29.5 | 6 | 30400. | 6 | 12600. | 6 | 68. | 6 | 199. |
| 5 | 24.8 | 5 | 30000. | 5 | 9580. | 5 | 53.1 | 5 | 167. |
| 4 | 7.8 | 4 | 25000. | 4 | 6500. | 4 | 52.9 | 4 | 125. |
| 3 | 2.8 | 3 | 6400. | 3 | 6170. | 3 | 22.4 | 3 | 118. |
| 2 | 1.8 | 2 | 4600. | 2 | 1660. | 2 | 22. | 2 | 83. |
| 1 | 1.0 | 1 | 67. | 1 | 340. | 1 | 10. | 1 | 77. |
| SILVER (SALTHATER) |  | SILVER (FRESHCURATER) |  | MERCURY (FAESSinater) |  | ENDOSULFN <br> (FRESHínater) |  | ARSENI (FRESHWATER) |  |
|  |  |  |  |  |  |  |  |  |  |
| Rank | fmav | Rank | fmar | Rank | fmay | Rank | FMAV | Rank | fmav |
| 10 | 1400. | 9 | 5.77 | 9 | 2000. | 9 | 261. | 8 | 41760 |
| 9 | 530. | 8 | 5.52 | 8 | 2000. | 8 | 88. | 7 | 29130. |
| 8 | 500. | 7 | 4.11 | 7 | 2000. | 7 | 5.9 | 6 | 22040. |
| 7 | 250. | 6 | 0.112 | 6 | 1000. | 6 | 3.8 | 5 | 20190. |
| 6 | 210. | 5 | 0.0230 | 5 | 784. | 5 | 3.7 | 4 | 18096. |
| 5 | 36. | 4 | 0.015 | 4 | 244. | 4 | 3.2 | 3 | 14130. |
| 4 | 33. | 3 | 0.013 | 3 | 32. | 3 | 2.3 | 2 | 1794. |
| 3 | 21. | 2 | 0.0123 | 2 | 10. | 2 | 0.83 | 1 | 379. |
| 2 | 20. | 1 | 0.00192 | 1 | 5. | 1 | 0.34 |  |  |
| 1 |  |  |  |  |  |  |  |  |  |

## rABLE 2. Continued

| CHLOROANE <br> (FRESHWATER) |  | CHLORDANE (SNTWATER) |  |
| :---: | :---: | :---: | :---: |
| Rank | FMAV | Rank | FMAY |
| 8 | 190. | 8 | 120. |
| 7 | 59. | 7 | 17.5 |
| 6 | 58. | 6 | 16.9 |
| $g$ | 44. | 5 | 11.8 |
| 4 | 32. | 4 | 6.4 |
| 3 | 21. | 3 | 6.2 |
| 2 | 15. | 2 | 4.8 |
| 1 | 6.3 | 1 | 0.4 |

a calculated from the Specles Mean Acute Valuos In Table 1. All fMAYs aro in ug/L.

1. Calculation of a FAV from a typically small set of MAVs requires that the set be considered a sample from a statistical population and that the FAV be considered an estimate of the fifth percentile of that population.
2. The set of MAVs must be assumed to have been obtained from the statistacal population by a specific sampling procedure; of reasonably simple sampling procedures, an assumption of random sampling appears most consistent with actual data selection,
3. Available sets of MAVs suggest that the statistical populations are highly positively skewed and that estimation would be benefitced by logarithmic cransformation of MAVs.
4. Available sets of $\ln (\mathrm{MAV}) \mathrm{s}$ suggest that the statistical populations are significantly and variably skewed and that FAV calculation should be based on a subset of $\ln (M A V) s$ nearest the fifth percentile.
5. Available sets of $\ln (M A V) s$ suggest that FAV estimation is better served by the assumption of a triangular distribution of the populations of $\ln (M A V) s$ than by the assumption of a normal, rectangular, or biexponential digtribution.
6. Simulations using a triangular distribution indicate that 'parametric' methods for percentile estimation and 'graphical' methods in which ranked data are assigned cumulative probabilities $P_{R}=P\left(E\left(X_{R}\right)\right.$ ) produce undesired biases in the true cumalative probabilities corresponding to fifth percentile estimates.
7. Simulations also indicate that a graphical method with (a) ranked data, $X_{R}=\ln (M A V)$, assigned cumulative probabilities $P_{R}=R /(N+1)$, (b) $P_{R}$ transformed to its corresponding standard variate, $Z_{R}=\sqrt{P_{R}}$, and
(c) a line fitted to $Z_{R}$ versus $X_{R}$ by the geometric rean functional relationship produces the least bias among alternatives examıned.
8. These simulations also suggest that it is appropriate to restrict the calculation procedure to the four $X_{R} s$ with $P_{R} s$ nearest 0.05 , because (a) in the absence of skewness the precision of fifth percentile estimates is little worsened by this and (b) in the presence of skewness this avoids the introduction of substantial bias.
9. The old procedure used in the $11 / 28 / 80$ Guidelines has some aspects which are contraindicated either theoretically or empirically and the new procedure described here should replace it; however, faVs calculated from example data seta by the two procedures usually do not differ by more than a factor of 2 .
10. Modifications of the recommended new procedure with respect to as uned distribution, general percentile estimation method, and subset size (up to half the set size) rarely cause FAVs calculated from exampe data sets to vary by more than a factor of 2. Therefore, even if it is debatable whether optimal decisions were made in developing the recomended new procedure, it is unlikely that any alternative procedure, within reason, would produce substantially different results.
11. Modification of the recomended new procedure to use the entire data set often produced substantially different FAVs from example data sets, but many of these FAVs were sufficiently at variance with the lowest MAVs in the data sets to reject this modification.
12. Modification of the recomended new procedure to reflect an extreme deviation from randon sampling consistently produced higher EAVs from example data sets, but the average increase was only about fifty percent;
therefore, questions about the propriety of applying methods based on randor sampling to a system in which sampling is not strictly random are probably not of great importance.
13. Recommendations about FAV calculation are the same whether MAVs are for species or families.

## STATEMENT OF PRORLEM

A FAV is defined as an estimate of the concentration corresponding to the fifth percentile of a suitable set of MAYs for a material; i.e., che fAV exceeds five percent of the MAVs and is exceeded by ninety-five percent. Because che number of species tested with any particular material is usually rather small, most sets of MAVs will not have a datum which can reagonably be designated as the fifth percentile; rather, the set of MAVs must be assumed to be a sample of a population (in the statistical sense) chat is large enough that a fifth percentile is defined. For example, if resources permitted, the MAVs of a material for many hundreds of aquatic taxa could be determined. Such a set of MAVs could reasonably be considered to have a fifth percentile that could be obtained by inspection and is the type of statistical population of wich the available sets of MAVs are assumed to be samples. Of course, the population of MAVs would need to be determined using a mix of taxa that is acceptable co toxicologists for calculating a FAV . The above assumpion is inherent co the definition of the FAV and any objection to it, or modification of it, was not a subject of this project.

An additional assumption is necessary because any estimation method using a sample from a population requires chat the manner in which the sample was obtained be adequately specified. The toxicity of a material is measured by many independent investigators, who select test species based on a poorly defined combination of tradition, convenience, happenstance, and intent to diversify the mix of species. All available data meeting certain quality standards (1) are incorporated into the sets of MAVs. This incorporation step does not affect the nature of the sampling process, except that a fav will not be calculated unless the set of MAVs is of a minimum size (eight) and contains
representatives of certain categories of species (1). It is not possible to represenc ehis process in a fom suitable for applying appropriate exact estimation methods. The issue then becomes what feasible description of sampling (e.g., random, systematic) most closely approximates this process. Randon sampling was selected for the following reasons:
(1) Although they meet certain minimal diversity standards, the available sets of MAVs vary markedly, and apparently haphazardly, in the species and higher taxonomic levels they contain. Such variation is not compatible with entirely systematic sampling schemes and suggests that an appropriate sampling assumption should contain a strong randon element.
(2) Even where some elements of sygtematic sampling are evident in the available sets of MAVs, a high correlation of toxicity with these elements is usually not apparent. Without such a correlation, an assumption of systematic sampling is not particularly needed because for practical purposes it can be approximated by an assumption of random sampling. In addition to being as much, or more, in accord with actual sampling procedures than other tractable sampling assumptions, the assumption of random smoling may be justitied, in part, by noting chat, in general, deviations from this essumption may oceur without seriously corpromising results. Methods based on randon sampling do not lose all sheir utility if it is not possible co rigorously define population and co formally conduct random sampling from it. The population may even be somewhat hypochetical, being defined, in part by the data selection process. Sampling may be nonrandor, but as long as the sampling process hes a low enough correlation with response, results under an assupeion of randoa sampling will not deviace by more chan a certain ount from results
under more appropriate assuptions. Consideration will be given below to whaterrors would be introduced if random sampling were assumed for percentileestimation when sampling is actually nonrandom.
Finally, if a procedure adoped for calculating FAVs results in criteria
that are somehow independently validated, the procedure can be considered to be
entirely empirical and the assumptions become part of the definition of the fav
needed to produce the desired criteria. This, however, is speculative and thequestion remains as to whether the procedure developed here aploys the mostappropriate assumptions and, if not, whether this has any substantial impact on
FAVs.

## DESCRIPTION OF PERCENTILE ESTIMATION METHODS

Methods for estimating, from random samples, a specified percentile of a population can generally be placed into one of two categories. These categories are presented here primarily to facilitate discussion and are not meant to imply Chat methods in different categories do not have some important comon Eeatures or are not sometimes nearly equivalent. One notable feature of any method for estimating percentiles is the need to make at least some distributional assumptions about the population from which the sample was drawn.

For methods in the first category, the parameters in che general mathematical equation for the assumed distribution are estimated from the sample by mathematical procedures formulated to produce estimates with desired properties, such as being unbiased, having minimum variance, or having maximum likelihood. The common formulas for estimation of mean and variance from a sample from a normal population is an example of such a method. Once the parameters are estimated, it is a simple matter to substitute them into the general equation for the distribution and to estimate a desired percentile. This category will be referred to as 'parametric methods'.

The second category of methods involves ranking the data in a sample and then plotting the ranked data $\left(X_{R}\right)$ versus a cumulative probability ( $P_{R}$ ) assigned to each rank (R). For calculation simplicity, plotting is usually on a coordinate system for which the cumulative form of the assumed distribution is a straight line. A line is fitted to the ploted data by eye or by some appropriate mathematical curve-fitting technique and the estimate of the desired percentile is read off the plotted line or coraputed from the equation for the line. This category will be referred to as 'graphical methods', although explicit graphing is never strictly necessary. In most cases, graphical methods


#### Abstract

are not mathematically rigorous and do not produce the unbiased, maximum likelihood, or minimum variance estimates that parametric methods are designed to produce. This does not mean, however, that graphical methods will not perform adequately in practice; in fact, in some cases their performance is very similar to that of parametric methods. Furthermore, for some cases suitable parametric methods do not exist or are unreasonably cumbersome; graphical methods thus might be a very useful alternative.

For both paramerric and graphical mechods, discussion here will be restricted to a class of distributions wich have only two parameters, chese being a location parameter and a scale paramer. By this it is meant chat, for each distribution type, there exists a standard distribution with standard variate denoted ' $z$ ', such that for any distribution of this type with variate denoted ' $x$ ' there exists a location parameter ' $L$ ' and a scale parameter ' $S$ ' such that $x=L+S \cdot z$. For example, for the nomal distribution, the mean and standard deviation are usually used as the location and scale parameters, respectively, and the standard normal variate (also called the 'gtandard nomal deviate' (4)) is then as usually tabulated.


## pazametric Methodn

The only parametric method considered here will be a general one, termed 'best linear unbiased estimation' $(5,6)$, which can be applied to any discribution characterized by location and scale parameters. This method is 'unbiased' in that the parameter estimates will, on the average, equal the true population parameter values. It is 'linear' in that the parameter estimates are linear functions of the data. It is 'best' in that the parameter estimates have the lowest variances of all linear unbiased rechniques. There may be nonlinear or biased methods that have smaller variances, but, in general, the performance,
with respect to bias and variance, of this technique cannot be much improved. Parameter estimates ( $\hat{L}, \hat{S}$ ) are obtained by minimizing the value of the matrix expression:

$$
(\underline{x}-\hat{L}-\hat{S} \cdot \underline{z})^{\mathrm{T}} \cdot \underline{v}^{-1} \cdot(\underline{x}-\hat{\mathrm{L}}-\hat{\mathrm{S}} \cdot \underline{z})
$$

where: $N$ is the gample size;
$\underline{x}$ is a (Nxl) matrix consisting of the ranked sample;
$\underline{\underline{z}}$ is a (Nxl) matrix of the expected values of ranked standard variates of random samples of size $\mathbb{N}$ from the assumed distribution;
$\underline{V}$ is the ( NxN ) variance/covariance matrix for ranked standard variates of random samples of size $N$ from the assumed distribution; and
T denotes matrix transposition.
This method has the additional advantage that $\hat{x}_{p}=\hat{L}+\hat{S} \cdot z_{p}$ is also the best linear unbiased estimate for $x_{p}$, the $p^{t h}$ percentile of the population. This can be temonstrated in a variety of ways, but is most obvious when it is realized that any particular percentile could, quite legitimately, be designated the location parameter.

This method al so has the advantage that it can be applied to an arbitrary subsample of the data and still produce the best linear unbiased estimate that can be obtained from that subsample. Applying the method to a subsample simply requires eliminating, from matrices $\underline{x}, \underline{z}$, and $\underline{v}^{-1}$, the elements referring to data not in the desired suhsample. (Note: The calculation and inversion of $\underline{v}$ is not affected by these deletions; rather, deletions are made after inversion.) $A$ notable property of such 'censoring' of data is that, if the remaining data are those nearest the percentile of interest, the variance of the percentile estimate is litcle worsened as the number of data used is reduced. This suggests that using all the data, other than to determine ranks and define $\underline{V}$, has relatively little utilify in this kind of estimation.

The ability of chis method to use only a subsample of the data has particular significance when the distribution of the population from which the
data are drawn is not perfectly characterized. For example, when concerned with che fifth percentile, deviations from the assumed distribution that are restricted to the upper part of the distribution will impact the calculations little if only the lowest few data in the sample are used. Even if the distributional assumption is violated near the fifth percentile, the mpact of this violation will be reduced as the number of data formally used in the above equations is reduced, as long as the data used are those nearest che percentile of interest. Of course, the method still makes distributional assumptions about both the data used and those not used and errors will arise if these assumptions are incorrect, but as long as the distributional assumptions are not grossly violated in the range of the selected subsample, these errors will generally be minimal. The question then arises as to the optimal subsample size ( $n$ ), a suall size having the advantage of reducing the effects of deviation from the assumed digtribution and a large size having the advantage of reducing the variance of estimates when the distributional assumptions are correct. The answer to this question is specific to the problem of concern and will be considered below. One troubling aspect of this methodology is, ironically, its lack of bias. This ig a problem becauge the lack of bias is in the variate rather than in the cumulative probability; i.e., in repeated sampling, $\hat{x}_{p}$ will average $x_{p}$, but the true cumulative probability $\left(\underline{p}\left(\hat{x}_{p}\right)\right)$ corresponding to $\hat{x}_{p}$ will not average p, unless cumalative probability is Linearly related to variate, which is only true for rectangular distributions (simulated sampling from a variety of populations is presented below to demonstate this point). Because che definition of the $F A V$ is based on protecting a certain percentage of a specified taxon, this method is inappropriate; rather, a method that is unbiased with respect to the
desired cumulative probability is desired. We are aware of no published rechods of chis sort. It is for this reason that graphical methods are now considered.

## Graphical Methods

Graphical mechods for exmining cumulative distributions inherencly have Eour
issues that muse be resolved:
(1) Cumulative Probabilities Assigned to Ranked Data

Pormulas reporced ( $4,7,8$ ) for calculating the cumalative probabilicy $P_{R}$ co assign co a dacum $X_{R}$ wich rank $R$ in sample of sise $N$ include $\mathbb{R} N$, $(R-0.5) / N, R /(N+1)$, and $P\left(E\left(X_{R}\right)\right)$. Ocher reported formulas (8) generally are approximations of $P\left(\mathbb{E}\left(X_{R}\right)\right)$.
(a) $P_{R}=R / N$ i not applicable here and is sometimes misapplied in the literacure. This Eornula does not actually describe che cumulative probability co assizn to a datum $X_{R}$ with rank $R$, but rather is che cumulative probabilicy to assizn to the range $X_{R}$ to $X_{R+1}$; thus, any specific rank is as much assigned che proportion (R-1)/N as it is R/N. Cumulative probabilicy graphs by chis mechod are peoperly series of horizoneal segrents connecting che points $\left\{X_{R}, R / N\right]$ and $\left[X_{R+1}, R / N\right]\left(R=0\right.$ to $\left.N ; X_{0}=\infty, X_{N+1}+\infty\right)$, usually with vertical segments connecting the points $\left[X_{R},(R-1) / N\right]$ and $\left[X_{R}, R N\right](R=1 t 0 N)$, forming 'staircase' graph. A smoorh line depicting the cumulative distribution wuld generally bisect che segments and pass below [ $\left.X_{R}, R / N\right]$. The error of using $R / N$ as a point escimace for the cumbative probability assigned co a rank cen also be seen by noting chat it is asymetric cooue che median and chat, wen Ry, it is indecerminate for disteributions, such as the normal, whose upper limit is $+\infty$.
(b) $P_{R}=(R-0.5) / N i s$ apparently an atempt $c o$ select a compromise between $(R-1) / N$ and $R / N$ to low poine plot of $P_{R}$ versus $X_{R} t o$ be made. This comproaise has no rigorous basis and the atempe is much becter served by the two realaing formulas. Therefore, it will not be furcher considered here.
(c) Aesigaing $P_{R} R /(N+1)$ is based on chis formula being the expected value of che erue cumulative probability corresponding to arank ( $\left.E\left(P\left(X_{R}\right)\right)=R /(N+1)\right)$, Eor any continuous distribution. It is of particular significance here because it is directed to the expected value of the cumulative probability and chus should help reduce che biss problea discussed earlier. Ic has addieional aerit in being distributiontindependent. Its use will be further explored in the simulations presented below.
(d) $P_{R} \equiv\left(E\left(X_{R}\right)\right)$ has, by definition, obvious theorecical foundations because it denotes che cumative probability corresponding co che expected value of $X_{R}$. ( $\quad\left(X_{R}\right)$ is also called 'rankit' (4)). This formula is a councerpart to $P_{R}=R /(N+1)$, differing by being based on the expected value of ranked data racher chan che true cumulative probabilitiea corresponding co ranked daca. Unlike $P_{R}=R /(N+1)$, its values ara distribution-dependent. Its use will slso be further explored below, but because ic is based on the expected value of the variace, ic is anticipeted that ic will show che same problen of bias as the par mectic mechod above.
(2) Iransformacion of Axes

This is dictared by the assured diseribution and by the restriction adopted here that che assued diseribution hould produce a linear plot on che selected axes. In general, it is the exis againac hich cumulative probstilicies are ploted chat is cransformed and che eransformation is based on the standard distribution of the asumed diseriburion; in fact, chis can be treated as atanaform of $P_{R}$ to corresponding standard variate $Z_{R}$. In such a case, the plot becomes one nf a $Z_{R}$ assigned so each rank versus the observed datum $X_{R}$. The slope $d X / d Z$ is the scie peramecer and the inearcepe on the $x$ exis is the location parameter.
(3) Subsaple Size

This issue is identical to that discussed for the parameric mechod. A lacer section will consider hov che subsmple size ( $n$ ) car best be decerained, besed on simulecions under various assumpions.
(4) Pitcing a Line to Ploted Deca

Because che rescriction of linear plor has al ready been made, this issue reduces to how co compute the slope of che line woat appropriate to che dara. Bectuse, for any $M$, che $Z_{R}$ or $P_{R}$ aseigned co a ranked datur is fixed, and thus ray be an analogy to en independenc variable, and because fhe line to be ficted can be expressed as $X_{R}{ }^{[ }+5 \cdot Z_{R}$, ic may be thought chat the seandard lease-squares regression formula with $X_{R}$ as the dependent variable and $Z_{R}$ at the independent varisbie would be the preferest choice. As will be seen रolm, chis curne gut co be che case wen $P_{R} \mathcal{P}\left(\underline{R}\left(X_{R}\right)\right)$ is used and when $Y_{p}$, rather ghan $p\left(\gamma_{p}\right)$, is desired co be unbiased. As before, achieving an unbiased $P\left(\hat{Y}_{p}\right)$ is not enable co axact cechniques and an enpirical approach must be used. To this end, chree different, but simple, slope Eornulas were considered (again, this approach is stricty eapirical, employing ehese formules es represencing eange within which reasonable lope might lie; nothing is isplied here about theorecical justification for one or che other formula and it is not implied chat this applicacion mects che assumptions on which any of che formulas are based):
(a) LS-K - seandard bivariase least-squares wich $X_{R}$ as che dependent variable (residuals miniaized in $X-d i r e c t i o n): ~$

$$
\hat{S}=\frac{\sum^{n} z_{R} x_{R}-\left(\sum^{n} z_{R}\right)\left(\sum^{n} x_{R}\right) / n}{\sum^{n} z_{R}^{2}-\left(\sum^{n} z_{R}\right)^{2} / n}
$$

(b) LS-2 - standard bivariate least-squares with $Z_{R}$ as the dependent variable (regiduals ainiaized in 2-direction):

$$
\hat{S}=\frac{\sum \sum_{R}^{n}-\left(\sum^{n} x_{R}\right)^{2} / n}{\sum^{n} z_{R} x_{R}-\left(\sum z_{R}\right)\left(\sum x_{R}\right) / n}
$$

(c) GMFR - geometric mean functional relacionshid (rasiduals are minimized in the direction of the arictuetic reciprocal of the slope; this mechod produces the geonetric mean of the slopes by the two previous mechods and has seen some application in regression where both variables are in error ( 9,10 )):

$$
\hat{s}=\sqrt{\frac{\sum_{R}^{n} x_{R}^{2}-\left(\sum x_{R}\right)^{2} / n}{\sum z_{R}^{2}-\left(\sum z_{R}\right)^{2} / n}}
$$

Whatever slope fomula is used, the line always pases through the mean $X_{R}$ and the mean $Z_{R}$. The location paramecer estimate $R$, wich is the intercept on the $X$ axis, is therefore

$$
\hat{L}=\left(\hat{S} \cdot \sum^{n} z_{R}-\sum^{n} x_{R}\right) / n .
$$

## SELECTION OF DISTRIBUTION

All methods for estimating the fifth percentile of a population Erom a sample require at least some assumptions about the distributional characteristics of the population. Few data sets from which an FAV will be calculated will be large enough that such characteristics can be inferred from the individual data set. However, the large number of sets available (Tables $l$ and 2) provides an opportunity for evaluating these characteristics and for determining which characteristics can be reagonably applied to all data sets and which parameters must be estimated individually fromeach set.

It is desirable to keep the number of unknown digtributional parameters as Low as possible, not only because analysis becomes markedly more complicated as the number of darameters increases, but al so because data sets of the minimum size ( $N=8$ ) may be overly fitted if the number of paramers is not small. The example data sets (Tables $l$ and 2 ) vary widely in their means and coefficients of variation. Therefore, at least two parameters, a location parameter (e.g., mean) and a scale parameter (e.g., standard deviation), are required.

Because these two paraters relate to the first and second monents of the samples, an obvious third parameter to consider is skewness, which is related co the third moment of the samples. Skewness is also strongly indicated by inspection of the example data sets. A skewness measure (4), the normalized third central monent, was estinated for each example data set. All sets showed positive skewness. The skewness was substantial enough to reject, at the 0.10 level of significance, the hypothesis that the set was a random sample from a nomally distributed population for 35 of 37 SMAV gets and for 34 of 37 fMAV sets; at the 0.01 level of significance, this hypothesis was rejected for 30 SMAV sets and 25 EMAV sets.

Because of this strong positive skewness, a logarithmic (base e) transformation was applied to each $M A V$, so that discussion will now relate to the distribution of $\ln (M A V)$. The skewness measure for each data set was recomputed and the average skewness decreased Erom 2.39 for SMAVs and 2.08 for FMAVs to 0.06 for SMAVs and 0.07 for FMAVs.

The small average skewness does not, however, mean that individual sets can be considered to be samples from nonskewed populations. When the skewnegs measures of individual data sets were tested under the same null hypothesis as above, the hypothesis was rejected at the 0.10 significance level for 8 SMAV sets and 7 FMAV sets and at the 0.01 signficance level for 3 of the SMAV sets and 2 of the FMAV sets. Although this is subgtantially fewer than before Logarithoic transformation, it still indicates that skewness in some sets might be too large to ignore. Furthermore, among the sets with significant skewness, the skemess was sometimes positive and sometimes negative, indicating that the populations these sets represent vary substantially in skewess.

Therefore, despite logarithmic transformation, skewness in the data must still be dealt with by the mechodology adopted for the estimation of the fifth percentile. Two general approaches were considered for chis. First; distributions with a chird parameter that affects skewnes and which can be estimated from a sample could be used. This approach greatly increases the difficulty of parameter estimation and it is questionable wherher che smaller data sets reliably have enough information to make this effort appropriate or worthwhile. The second approach is to limit the estimation rethod to a subset of the data near the percentile of interest. By doing this, the effects of having non-zero skewness are markedly reduced and the location and scale parameter estimates apply only locally, incorporating the effects of skewness at
that locality. This approach allows the use of relatively simple estimation methods and, as will be further digcussed below, has very little impact on the precision of fifth percentile estimates even if a population is not skewed. The second approach will therefore be employed here.

Higher moments of the data sets were not directly examined because (a) the decision to limit analysis to a subset of the data makes such an examation complicated and (b) the effects of higher moments should be adequately accounted for either by this limitation or by the examination of specific distributions that follows.

Inference of distributional characteristics from the examp data sets was cherefore limited to symetric distributions with just location and sale parameters to be estimated; furthemore, the most relevant information in the data sets is that nearest the fifth percentile. The approach followed here was to examine the fit of specific distributions to the example data sets. Four distributions were considered:
(1) Rectangular Distribution

This was included as an extreme case because it assumes that the relative frequency of $\ln (M A V) s$ remains constant between some lower and upper limits, whereas theoretical considerations and inspection of the data sets suggest that the frequency deciines as the lower and upper limits are approached (i.e., very sensitive and very resigtant taxa are rarer than those with moderate sensitivity). The standard probability density function for chis distribution is:

$$
\begin{array}{ll}
f(z)=1 / \sqrt{I 2} & ; \quad-\sqrt{3}<z<\sqrt{3} \\
f(z)=0 & ; \quad z<-\sqrt{3}, z>\sqrt{3}
\end{array}
$$

(2) Triangular Distribution

This was included because it is the simplest distribution that incorporates two basic properties that the frequency of $\ln (M A V) s$ should have: (a) sensitivity should have lower and upper limics (no species succumbs to infinitesimal concentrations of a material and no species tolerares infinite concentrations) and (b) the frequency of $\ln (M A V) s$ should decline to zero as
the limits are approached (fewer species are near the limits than are near the midrange). The standard probability density function for chis discribution is:

$$
\begin{array}{ll}
f(z)=(1-|z|) / \sqrt{6} & ;-\sqrt{6}<z<\sqrt{6} \\
f(z)=0 & ; z<-\sqrt{6}, z>\sqrt{6}
\end{array}
$$

(3) Normal Distribution

This was included due to its broad applicability and to provide a curved altarnative to the linear frequency trend of the triangular digtribution; this curvature causes relatively rare gensitive or resistant taxa to have somewht more extreme ln(MAV): (relative to the range of the majority of the caxa with moderate sensitivity) than does the triangular distribution. No lower or upper limits exist, but che frequency becomes so small at reasonably moderate deviations from the mean that this deficiency is probably of limiced consequence. The standard probability densicy function for this distribution is:

$$
f(z)=\frac{1}{\sqrt{2 \pi}} e^{-z^{2} / 2} \quad ; \quad-\infty<z<+\infty
$$

(4) Biexponential Discribucion

This was included as an extreme case in which the most sensitive and resiscant caxa have greatly different ln(MAV)s chan the majority of che taxa with moderate sensicivicy. The standard probability density function for chis distribution is:

$$
f(z)=\frac{1}{\sqrt{2}} e^{-\sqrt{2}|z|} ;-\infty<z<+\infty
$$

Shapes of these distributions when they have mean $=0$ and standard deviation $=1$ are displayed on Figure 1.

The besc linear unbiased estiration method digcussed earlier was used co
estimate location and scale parameters from each example data set for each combination of the four distributions above and four subset sizes ( $n=4, N / 4$, $N / 2$, and $N$, where $N=d a t a$ set size; $n$ also was required to be at least 4 , which

[^0]Figure 1. Standard probabllity density plots for reatangular (——), triangular (.....), normal (----), and blexponential (.......) dietributions.

was considered minimum nuber to use to test distribution fits). Fran each such estimation, the expected value $\left(E\left(X_{R}\right)\right)$ of each ranked datum was estinaced as $\hat{L}+\hat{S} \cdot E\left(Z_{R}\right)$, where $\hat{L}$ is the locarion parameter estimate, $\hat{S}$ is che scale parameter escinata, and $E\left(Z_{R}\right)$ is the expected value of che datum of rank $R$ in saplea of size $N$ fram the asumed scandard diatribution. The ratio:

$$
\frac{\sum^{n}\left(X_{R}-E\left(X_{R}\right)\right)^{2}}{\sum^{n}\left(X_{R}-\bar{X}_{R}\right)^{2}}
$$

(i.e., the fraction of the variance of the subset not explaiaed by fiteing the data to the distribution) was adoped as a messure of goodness-of-fit of che data co che assund discribution over the sise ( $\dot{n}$ ) of the subsec used. Average goodness-offits for all SMAV sets are reported ia Table 3 ad for PMAV ens in Table4.

The criangular discribution ves seleced for use in fureher developaent of 5he FAV calculation procedure besed on ics euperior average goodaess-oftic co che dace, mspecially for the subsecs restricted to be near che fifth percencile. This distribution has che additional advantage of most simply embodying the two discributional characteristics that are cheorecically and empirically most sensible (i.e., che existence of finice liqics and a probabilicy densicy funcetion that decliaes to those liaits), and chus consticutes a ceasonable null hyporhesis that should be used unlese clearly rejected. Also, ic consticures a comprumise distribution with shape chat is incernediace in the range exhibited by the example dece sect, chus limiting potential errors. The criangular distribution has che furcher avancage of having simple matheatical foraulacions for che percentile etcimacion methods discussed above.

TABLE 3. AVERAGE GOODNESS-OF-FITS ${ }^{2}$ FOR In(SMAV) DATA SETS.

| ASSIMED OLSTRIBUTLON | $N$ | SUBSET SIZE (n) <br> $N / 4$ | 4 |  |
| :--- | :---: | :---: | :---: | :---: |
| RECTANGULAR | 0.169 | 0.150 | 0.144 | 0.135 |
| TRIANGULAR | $1] .082$ | 0.099 | 0.114 | 0.118 |
| NORMAL | 0.081 | 0.104 | 0.134 | 0.137 |
| BIEXPONENTIAL | 0.106 | 0.230 | 0.235 | 0.206 |

a "Goodness-of-fit" is the fraction of variance of ' $n$ ' data points not explained by fitting data to assumed distribution; lower values indicate better fits; values should be coapared only within columns.
$b_{n}=4$ when $N \leq 16$.

TABLE 4. AVERAGE GOODNESS-OF-FITS ${ }^{\text {a }}$ FOR 1 n (FMAV) DATA SETS.

| ASSUMED DISTRIBUTION | $\begin{array}{ccc}\text { SUBSET } & \text { SIZE ( } \mathrm{n}) \\ \mathrm{N} & \mathrm{N} / 2 & \mathrm{~N} / 4 \mathrm{~b}\end{array}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| RECT ANGULAR | 0.145 | 0.127 | 0.121 | 0.125 |
| TRIANGULAR | 0.095 | 0.103 | 0.108 | 0.116 |
| NORMAL | 0.087 | 0.120 | 0.129 | 0.143 |
| BIEXPONENS IAL | 0.109 | 0.277 | 0.218 | 0.238 |
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## SELECTION OF PERCENTILE ESTIMATION METHOD AND SUBSET SIZE

Ten thousand computer-generated random samples from a standard criangular distribution (location parameter mean $=0$; scale parameter atandard deviation $=1$ ) were used to estimate the fifth percentile of the distribution for each combination of the following methods, sample sizes, and subsaple sizes.
(1) Percentile Estimation Methods

Seven methods were examined. These included one parametric method (best Linear unbiased estimation) and six graphical methods (all possible combinations of the two formulas for assigning cumulative probabilities $\left(P\left(E\left(X_{R}\right)\right), E\left(P\left(X_{R}\right)\right)\right.$ and the three formulas for computing slope (LS $-X$, LS-Z, GFR)).
(2) Sample Sizes

Sample sizes (N) of 8,15 , and 30 were selected as being representative of the minimum size, a moderate size, and a large size that are found in the available sets of SMAVs and FMAVs.
(3) Subsample Sizes

Subsample sizes ( $n$ ) of the $4, N / 4, N / 2$, and $N$ points closest to the fifth percentile were considered; for $N / 4$, an additional restriction of $n>4$ was imposed; $n=4$ was considered to be the minimum reasonable size, a lesser number making analysis too sensitive to a spurious datum.

From location and scale parameter estimates, the estimate of the fifth percentile was calculated as $\hat{\mathrm{x}}_{5} \hat{\mathrm{O}}_{\mathrm{L}}-1.675 \cdot \hat{\mathrm{~S}},-1.675$ being the fifth percentile for the standard triangular distribution. The average $\hat{x}_{5}$ over the 10,000 simulations was designated as $\bar{x}_{5}$ and should equal -1.675 for methods unbiased with respect to the variate. Because the parameters of the population fron which the samples were drawn are known, the true cumulative probability $P\left(\widehat{x}_{5}\right)$ corresponding to each $\hat{x}_{5}$ was calculated. The average $p\left(\hat{x}_{5}\right)$ over the 10,000 simulations was designated $\overline{\mathrm{P}}_{5}$ and should equal 0.050 for methods unbiased with respect to cumulative probability. $\vec{x}_{5}$ is tabulated in Table 5 and $\bar{P}_{5}$ is
tabulated in Table 6. Table 5 also includes the standard deviations for $\widehat{x_{5}}$ in order to indicate the relative precision of the various methods.

As expected, the best linear unbiased estimation method did produce an essentially unbiased $\bar{x}_{5}$, as did the graphical rethod using $P\left(E\left(X_{R}\right)\right.$ ) to assign cumulative probability and LS-X to calculate slope (Table 5). However, it is bias in $\bar{P}_{5}$ that is of paramount concern here. The best linear unbiased estimation method and all graphical methods using $P\left(E\left(X_{R}\right)\right)$ were substantially more biased than the graphical methods using $E\left(P\left(X_{R}\right)\right)($ rable 6$)$ and were therefore dropped from consideration. In addition, the standard deviations of $\widehat{x}_{5}$ by the best linear unbiased method were usually no betcer than $10 \%$ less than those of the graphical methods using $E\left(P\left(X_{R}\right)\right)$ (rable 5 ), indicating that the better precision of the best linear unbiased method is of little consequence.

Although they did have lower biases than the other methods, none of the graphical methods using $E\left(P\left(X_{R}\right)\right.$ ) to assign cumulative probability had an unbiased $\bar{P}_{5}$ and the bias varied with $n$ and $N$ (Table 6). Furthemore, none of the formulas for calculating slope had the lowest bias for all combinations of $n$ and $N$. The geometric mean functional relationship was selected as having the lowest average bias over all combinations.

Selection of the most appropriate subsample size required consideration of the precision of $\hat{x}_{5}$ (Table 5) for the selected percentile estimation method (graphical method using $E\left(P\left(X_{R}\right)\right.$ ) co assign cumulative probability and GMFR to calculate slope). For $N=8$, the standard deviation of $\widehat{x}_{5}$ (Table 5) for $n=4$ ( $=\mathrm{N} / 4$, =A/2) was only $12 \%$ greater than that for $n=N$. For $N=15$, the standard deviation of $\hat{X}_{5}$ for $n=4(=N / 4)$ was only $1 \%$ greater than that for $n=N / 2$ and only $6 \%$ greater than that for $n=N$. For $N=30$, the standard deviation of $\hat{X}_{5}$ was

TABLE 5. MEANS AND STANDARD DEVIATIONS ${ }^{\text {a }}$ OF ESTIMATES OF FIFTH PERCENTILE ( $\hat{x}_{5}$ ) BY VARIOUS METHODS, FOR 10,000 SAMPLES FROM A STANDARD TRIANGLLAR DISTRIBUTION.

| N | n | METHOD |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | PARAMETRIC |  |  |  |  |  |  |
| 8 | 4 | $\begin{aligned} & -1.68 \\ & (0.57) \end{aligned}$ | $\begin{aligned} & -1.68 \\ & (0.57) \end{aligned}$ | $\begin{gathered} -1.79 \\ (0.61) \end{gathered}$ | $\begin{aligned} & -1.73 \\ & (0.59) \end{aligned}$ | $\begin{aligned} & -1.83 \\ & (0.62) \end{aligned}$ | $\begin{aligned} & -1.95 \\ & (0.67) \end{aligned}$ | $\begin{gathered} -1.89 \\ (0.64) \end{gathered}$ |
|  | 8 | $\begin{aligned} & -1.68 \\ & (0.52) \end{aligned}$ | $\begin{aligned} & -1.68 \\ & (0.53) \end{aligned}$ | $\begin{aligned} & -1.81 \\ & (0.55) \end{aligned}$ | $\begin{aligned} & -1.74 \\ & (0.54) \end{aligned}$ | $\begin{aligned} & -1.83 \\ & (0.56) \end{aligned}$ | $\begin{aligned} & -1.98 \\ & (0.58) \end{aligned}$ | $\begin{aligned} & -1.90 \\ & (0.57) \end{aligned}$ |
| 15 | 4 | $\begin{aligned} & -1.67 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & -1.67 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & -1.73 \\ & (0.40) \end{aligned}$ | $\begin{aligned} & -1.70 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & -1.77 \\ & (0.41) \end{aligned}$ | $\begin{aligned} & -1.84 \\ & (0.44) \end{aligned}$ | $\begin{aligned} & -1.80 \\ & (0.42) \end{aligned}$ |
|  | 8 | $\begin{aligned} & -1.67 \\ & (0.38) \end{aligned}$ | $\begin{aligned} & -1.67 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & -1.75 \\ & (0.40) \end{aligned}$ | $\begin{aligned} & -1.71 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & -1.77 \\ & (0.41) \end{aligned}$ | $\begin{aligned} & -1.85 \\ & (0.43) \end{aligned}$ | $\begin{aligned} & -1.81 \\ & (0.42) \end{aligned}$ |
|  | 15 | $\begin{aligned} & -1.67 \\ & (0.36) \end{aligned}$ | $\begin{aligned} & -1.67 \\ & (0.38) \end{aligned}$ | $\begin{aligned} & -1.76 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & -1.71 \\ & (0.38) \end{aligned}$ | $\begin{aligned} & -1.77 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & -1.86 \\ & (0.40) \end{aligned}$ | $\begin{aligned} & -1.81 \\ & (0.39) \end{aligned}$ |
| 30 | 4 | $\begin{aligned} & -1.67 \\ & (0.25) \end{aligned}$ | $\begin{aligned} & -1.67 \\ & (0.25) \end{aligned}$ | $\begin{aligned} & -1.69 \\ & (0.25) \end{aligned}$ | $\begin{aligned} & -1.68 \\ & (0.25) \end{aligned}$ | $\begin{aligned} & -1.73 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & -1.75 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & -1.74 \\ & (0.26) \end{aligned}$ |
|  | 8 | $\begin{aligned} & -1.67 \\ & (0.25) \end{aligned}$ | $\begin{aligned} & -1.67 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & -1.71 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & -1.69 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & -1.73 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & -1.77 \\ & (0.27) \end{aligned}$ | $\begin{aligned} & -1.75 \\ & (0.27) \end{aligned}$ |
|  | 15 | $\begin{aligned} & -1.67 \\ & (0.25) \end{aligned}$ | $\begin{aligned} & -1.67 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & -1.72 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & -1.70 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & -1.73 \\ & (0.27) \end{aligned}$ | $\begin{aligned} & -1.77 \\ & (0.27) \end{aligned}$ | $\begin{aligned} & -1.75 \\ & (0.27) \end{aligned}$ |
|  | 30 | $\begin{aligned} & -1.67 \\ & (0.24) \end{aligned}$ | $\begin{gathered} -1.67 \\ (0.26) \end{gathered}$ | $\begin{gathered} -1.72 \\ (0.26) \end{gathered}$ | $\begin{aligned} & -1.70 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & -1.73 \\ & (0.27) \end{aligned}$ | $\begin{gathered} -1.77 \\ (0.27) \end{gathered}$ | $\begin{aligned} & -1.75 \\ & (0.27) \end{aligned}$ |

[^2]TABLE 6. MEAN TRUE CUMULATIVE PROBABILITIES ( $\bar{P}_{5}$ ) OF ESTIMATES OF FIFTH PERCENTILE ( $P\left(\hat{x}_{5}\right)$ ) BY VARIOUS METHODS, FOR 10,000 SAMPLES EROM A STANDARD TRIANGULAR DISTRIBJIION.

| N | n | METHOD |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | PARAMETRIC | --- | -- | -GR | L--- | - |  |
|  |  |  |  |  |  |  |  |  |
| 8 | 4 | 0.076 | 0.076 | 0.066 | 0.071 | 0.063 | 0.054 | 0.058 |
|  | 8 | 0.072 | 0.073 | 0.058 | 0.065 | 0.057 | 0.044 | 0.050 |
| 15 | 4 | 0.063 | 0.063 | 0.057 | 0.060 | 0.053 | 0.047 | 0.050 |
|  | 8 | 0.062 | 0.063 | 0.054 | 0.058 | 0.053 | 0.044 | 0.049 |
|  | 15 | 0.061 | 0.062 | 0.052 | 0.057 | 0.052 | 0.042 | 0.048 |
| 30 | 4 | 0.055 | 0.056 | 0.054 | 0.055 | 0.048 | 0.046 | 0.047 |
|  | 8 | 0.055 | 0.056 | 0.051 | 0.053 | 0.049 | 0.044 | 0.047 |
|  | 15 | 0.055 | 0.056 | 0.051 | 0.053 | 0.050 | 0.044 | 0.047 |
|  | 30 | 0.055 | 0.056 | 0.051 | 0.053 | 0.050 | 0.044 | 0.047 |

lowest at $n=4$ and did not vary among the $n$ by more than $3 \%$. There is thus no substantial advantage, with respect to precision, to using n>4.

Another factor in the selection of the subsample size is the possiblity of skewness. Therefore, simulations were also conducted using a skewed triangular distribution for which the mode was $20 \%$, rather than $50 \%$, of the distance from the lower to the upper limit. For all sample sizes, using $n=N$ resulted in $\overline{\mathrm{P}}_{5}<0.02$ and, for $\mathrm{N}=15$ and $\mathrm{N}=30$, using $\mathrm{n}=\mathrm{N} / 2$ resulted in $\overrightarrow{\mathrm{P}}_{5}$ being about 0.03 . Using $n=4$, however, resulced in $\vec{P}_{5}$ being between 0.04 and 0.05 for all $N$. Using n=4 also resulted in substantially lower standard deviations for $\hat{x}_{5}$ than using $n=N / 2$ and $n=N$.

Because for a nonskewed population the stuallest subsample size considered performed little, if any, worse than larger subsamples, and because the possibility and consequences of skewess give good reason to restrict the subsample size, a subsample size $n=4$ is recommended. Limited consideration was given to a salater subsample $(n=2)$, but for $N=8$ this resulted in substantial bias in $\overline{\mathrm{P}}_{5}\left(\overline{\mathrm{P}}_{5}=7.0 \%\right)$ and in a $20 \%$ increase in the standard deviation of $\widehat{x}_{5}$; also, the use of so few data marked ly increases the sensitivity of resules to an occasional unusually low datun.

Consideration was also given to the possible effects of nonrandora sampling by determining the bias introduced into $\bar{P}_{5}$ if the method recommended above is used when samples are not obtained randomly. Two nonrandom sampling schemes ware investigated. First, samples were taken in an entirely systematic fashion highly correlated with variate, daca being uniformly distributed over percentiles with the $i^{\text {th }}$ datum $\left(X_{i}\right)$ being set equal to $X_{p_{i}}$, where $p_{i}=(i-0,5) / N$. With such a scheme, $P\left(\widehat{x}_{5}\right)$ equals $0.015,0.024$, and 0.034 for $N$ equal to 8,15 ,
and 30 , respectively. Al though $\mathrm{P}\left(\hat{\mathrm{x}}_{5}\right)$ is therefore substantially biased, this is an extemely unealistic depiction of the sampling and the biases are extreme upper limits. Sampling schemes with a more realistic systematic component would result in much lower biases.

The second nonrandom sampling scheme used was stratified sampling in which each member of the sample was assumed to be randomly sampled from a restricted percentile range. The range for the ith datura of a sample was $[(100 \%)(i-0.5) / N]$ $\pm 25 \%$ i.e., a fifty percentile range centered on the value used for the $i^{\text {th }}$ datum of the systematic sample discussed above. For low and high $i$, the range was compressed so that percentiles were maintained between 0 and 100 and so that, over the entire sample, each meaber of the population had an equal chance of being drawn. Specifically, for low i, if a percentile was computed by the above formula to be < 0 , its absolute value was used. This results in the ranges for low i being narrower than the notainal $50 \%$ (as small as $27 \%$ for $\mathrm{i}=\mathrm{l}$ and $\mathrm{N}=30$ ) and sampling within the ranges being somewhat skewed to low percentiles; analogous compression and skewing occurred for high i. Because the recommended procedure would heavily employ data with low $i$, the systematic component of this prosedure is therefore even greater than implied by the restriction of sampling to fifty percentile ranges. Using this sampling scheme, ten-thousand samples of size 8,15 , and 30 from a standard triangular distribution were computer generated and FAVs were calculated fran each sample by the procedure recomended above based on random sampling. $\bar{P}_{5}$ was $0.040,0.042$, and 0.044 for $N$ equal to 8,15 , and 30 , respectively. This small bias suggests that, even with a strong systematic element in the actual sampling, an assumption of random sampling performs well as long as there is also a substantial random element in the sampling, or at least an element chat is not correlated with variate.

APRLICATION OP RECOMMENDED PROCEDURE AND ALTERNATIVES TO DATA SETS
In the previous sections all isques necessary for the recommendation of a procedure for EAV calculation have been considered. The recomended new procedure asaumes the set of $\ln (M A V)$ is a randon sample from a triangular diseribution with unknown location and scale paranecers. The mechanics of the procedure can be sumerized as follows:

The $\ln (M A V)_{s}$ are ranked and aach assigned a cumulative probability $P_{R}=R /(N+1)$, were $R$ is the rank, and $N$ the number of data in the set. A line of the form $\ln (\mathrm{MAV})=\hat{s} \cdot \sqrt{P_{R}}+\hat{L}$ is fit to the four points with $P_{R}$ nearest 0.05. (The square root of $P_{R}$ constitutes transormation to the variate of atandard triangular distribution somewhat different chan, but equally valid to, that used ebove; it is used here because it is simpler to calculace when $\mathcal{P}_{R}(0.5), \widehat{S}, \mathcal{Y}$, and FAV are calculaced as follows:

$$
\begin{gathered}
\hat{S}=\sqrt{\frac{\sum^{(1 \operatorname{INMAV})^{2}-\left(\sum^{4} \operatorname{lnMAV}\right)^{2} / 4}}{\sum_{R}^{4} F_{R}-\left(\sum \sqrt{F_{R}}\right)^{2} / 4}} \\
\hat{L}=\left(\sum^{4} \operatorname{InMAV}-\hat{S} \cdot \sum^{4} \sqrt{F_{R}}\right) / 4 \\
\operatorname{lnFAV}=\hat{S} \cdot \sqrt{0.05}+\hat{L}
\end{gathered}
$$

Example calculacions are provided in Appendix 1 .
This procedure was applied to the carple data sets in Tables 1 and 2 . The favs chus calculated for each data set are included in Tables 7 and 8 , along with che lowest MAV as a reference.

Also included in Tables 7 and 8 are FAVs calculated for each data set using the old procedure presented in the November 28,1980 version of che Guidelines
(1). This procedure can be described as follows:

The $\ln (\mathrm{MAV})$ a are ranked and assigned to fixed incervals with width $=0.25$ and with the first interval starting at the lowest la(MAV). Each interval is assigned a cumulative proportion $p=R_{m a x} / N$, where $N$ is the number of $1 n(M A V)$ and $R_{\text {max }}$ is the rank of the largest $\ln (M A V)$ in the incerval. Each interval is assigned a variace $V=a v e r a g e l n(M A V)$ wichin che incerval. The nonempty incerval with che highesc $p$ leas chan or equal to 0.05 (or che
table 7. Favs calculated froh smav data sets by do procedure, recommenoed new procedure, nwd various modifications OF RECOMENDED NEW PROCEDURE."

| MATERIAL | WATER | $N$ | LONEST SHAV | OLD <br> PROCEDURE | NEW PROCEDURE | $n=N / 2$ | $\underset{\substack{-M O D I F I C \\ n=N}}{\substack{\text { n }}}$ | ATIONS OF UNIFORM DIST. | RECOHMENOED NORMAL DIST. | NEW PRO <br> SLOPE <br> Change | URE PARAM. METHOD | NONRANOOM SNPLING |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| COPPER | FRESH | 45 | 0.23 | 0.29 | 0.34 | 0.39 | 0.22** | 0.33 | 0.35 | 0.35 | 0.35 | 0.39 |
| OOT | FRESH | 42 | 0.36 | 1.12 | 0.87 | 0.85 | 0.49 | 0.81 | 0.91 | 0.87 | 0.79 | 1.28 |
| CADMIUM | SALT | 31 | 41 | 59 | 62 | 60 | 87 | 59 | 63 | 62 | 66 | 80 |
| CADMIUM | FRESH | 29 | 0.020 | 0.024 | 0.024 | 0.017 | 0.065 | 0.023 | 0.025 | 0.025 | 0.031 | 0.030 |
| TOXAPHENE | FRESH | 29 | 1.30 | 1.58 | 1.59 | 1.47 | 1.37 | 1.57 | 1.61 | 1.61 | 1.63 | 1.97 |
| ZINC | FRESH | 29 | 8.9 | 7.0 | 9.7 | 10.1 | 11.4 | 9.4 | 9.9 | 10.0 | 11.7 | 9.1 |
| ENORIN | FRESH | 28 | 0.15 | 0.18 | 0.20 | 0.22 | 0.07** | 0.20 | 0.21 | 0.21 | 0.21 | 0.30 |
| MERCURY | SALT | 26 | 3.5 | 3.7 | 3.9 | 2.6 | 2.6* | 3.9 | 4.0 | 4.0 | 4.1 | 4.6 |
| ZINC | SALY | 24 | 166 | 173 | 195 | 166 | 108* | 195 | 195 | 201 | 200 | 252 |
| LINDANE | FRESH | 22 | 2.0 | 2.2 | 2.6 | 4.3 | 5.8 | 2.7 | 2.6 | 2.8 | 3.3 | 5.8 |
| COPPER | SALT | 22 | 28 | 23 | 27 | 25 | 25 | 28 | 27 | 28 | 30 | 30 |
| NICKEL | FRESH | 22 | 54 | 56 | 55 | 73 | 99 | 56 | 55 | 57 | 69 | 69 |
| DIELORIN | SALT | 21 | 0.70 | 0.71 | 0.67 | 0.72 | 0.92 | 0.68 | 0.66 | 0.67 | 0.80 | 0.82 |
| ALORIN | FRESH | 21 | 4.0 | 3.0 | 3.9 | 3.2 | 0.8** | 3.9 | 3.9 | 3.9 | 4.3 | 4.5 |
| ENDRIN | SALT | 21 | 0.037 | 0.037 | 0.034 | 0.030 | 0.027* | 0.035 | 0.034 | 0.036 | 0.040 | 0.043 |
| HEPTACHLOR | SALT | 19 | 0.057 | 0.053 | 0.080 | 0.133 | 0.155 | 0.090 | 0.077 | 0.100 | 0.097 | 0.223 |
| DIELDRIN | FRESH | 19 | 2.5 | 2.5 | 2.7 | 2.5 | 1.3* | 2.8 | 2.6 | 2.7 | 2.8 | 3.4 |
| LINOANE | SALT | 19 | 0.17 | 0.16 | 0.26 | 0.51 | 0.54 | 0.30 | 0.24 | 0.36 | 0.33 | 0.92 |
| CHROMIUM(VI) | SALT | 19 | 2000 | 1260 | 1770 | 1750 | 1200** | 1820 | 1750 | 1830 | 2060 | 2010 |
| CHROMIUM ( III) | FRESH | 18 | 33 | 32 | 29 | 38 | 41 | 31 | 28 | 30 | 37 | 39 |
| HEPTACHLOR | FRESH | 18 | 0.90 | 0.52 | 0.77 | 0.52 | 0.96 | 0.81 | 0.75 | 0.79 | 0.93 | 0.99 |
| NICKEL | SALT | 17 | 152 | 137 | 149 | 106 | $78 *$ | 161 | 144 | 151 | 170 | 204 |
| DDT | SALT | 17 | 0.140 | 0.121 | 0.147 | 0.167 | 0.108 | 0.158 | 0.142 | 0.155 | 0.161 | 0.212 |
| ALDRIN | SALT | 16 | 1.50 | 1.34 | 1.53 | 1.91 | 1.76 | 1.68 | 1.47 | 1.63 | 1.70 | 2.16 |
| CYANIDE | FRESH | 15 | 57 | 52 | 56 | 60 | 27** | 58 | 54 | 57 | 59 | 64 |
| TOXAPHENE | SALT | 14 | 0.110 | 0.070 | 0.094 | 0.107 | 0.058 | 0.117 | 0.084 | 0.102 | 0.120 | 0.161 |
| CHROMIUM(VI) | FRESH | 14 | 67 | 21 | 56 | 115 | 493 | 88 | 46 | 79 | 89 | 175 |
| CHLORDANE | FRESH | 14 | 3.0 | 2.4 | 2.1 | 2.8 | 4.7 | 2.6 | 1.9 | 2.1 | 2.8 | 3.6 |
| SELENIUM | FRESH | 13 | 340 | 263 | 200 | 201 | 441 | 254 | 178 | 205 | 275 | 391 |
| SELENIUM | SALT | 13 | 600 | 410 | 480 | 430 | 310* | 510 | 470 | 500 0 | 550 0.038 | 600 |
| ENDOSULF AN | SALT | 12 | 0.040 | 0.034 | 0.034 | 0.029 | 0.004** | 0.037 | 0.032 | 0.035 | 0.038 | 0.044 |

Table 7. Contlinued

| MATERIAL | WATER | $N$ | LOWEST sMAV | OLD FROCEDURE | NEW <br> PROCEDURE | $n=N / 2$ | $\underset{n^{2} N}{-N 00\|F\|}$ | CATIONS OF UNIFORM DIST. | RECOMENIED MORMAL DIST. | NEW PROC SLOPE Change | OLREPARMM. ME THOD | NOARANDOA SAMPL ING |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ARSENIC(III) | FRESH | 12 | 810 | 440 | 340 | 260 | 620 | 430 | 310 | 430 | 560 | 820 |
| MERCURY | FRESH | 11 | 5.0 | 3.7 | 2.6 | 1.6 | 2.9 | 3.5 | 2.3 | 2.7 | 3.6 | 5.2 |
| SILVER | FRESH | 10 | 0.0019 | 0.0014 | 0.0014 | 0.0017 | 0.0003* | 0.0019 | 0.0012 | 0.0018 | 0.0018 | 0.0019 |
| SILVER | SALT | 10 | 4.7 | 3.3 | 3.3 | 3.9 | 2.8 | 4.4 | 3.0 | 5.7 | 4.0 | 4.7 |
| ENOOSULFAN | FRESH | 10 | 0.340 | 0.218 | 0.183 | 0.214 | $0.125 *$ | 0.258 | 0.158 | 0.186 | 0.251 | 0.340 |
| CHLORDANE | SALT | 8 | 0.400 | 0.090 | 0.200 | 0.200 | 0.378 | 0.352 | 0.162 | 0.278 | 0.313 | 0.280 |

GEOMETRIC MEAN OF RATIOS OF FAV BY
MODIFIED PROCEDURE TO THAT BY
RECOMENDED PROCEDURE:
0.93
1.11
0.96
1.07
1.19
1.48

NUMBER OF DATA SETS FOR WHICH FAV
BY MOOIFIED PROCEDURE DIFFERS FROM
THAT BY RECOMMENDED PROCEDURE BY
MORE THAN A FACTOR OF 1.4:
5
0
3
13
\& NUMBER OF DATA SETS FOR WHICH FAV
BY MOOIFIED PROCEDUPE DIFFERS FROM
THAT BY RECOMMENDED PROCEDURE BY
MORE THAN A FACTOR OF 2.0 :
2
12
0
0
0
0
6

TADIE 8. FAVS CALCULATED FROM FMAV OATA SETS BY OLD PROCEDLRE, RECOMMENDED NEW PROCEDURE, NND VARIOUS MDOIFICATIONS OF RECOHENDED NEW PROCEDURE.

| MATERIAL | WATER | $N$ | LOWEST FMAY | $\begin{gathered} \text { OLD } \\ \text { PROCEDURE } \end{gathered}$ | $\begin{aligned} & \text { NEW } \\ & \text { PROCEDURE } \end{aligned}$ | $\pi \sim N / 2$ | $\begin{gathered} --400\|F\| C A \\ n=N \end{gathered}$ | ations of UNIFORM DIST. | $\begin{gathered} \text { RECOMENOED } \\ \text { MORMN } \\ \text { DIST. } \end{gathered}$ | NEW PRO SLOPE CHANGE | CEDURE-PARAM. METHOD | NONR ANDOM SAMPLING |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CADMILM | SALT | 25 | 75 | 45 | 70 | 79 | 119 | 69 | 70 | 73 | 97 | 77 |
| COPPER | FRESH | 23 | 0.30 | 0.34 | 0.38 | 0.45 | 0.26 | 0.39 | 0.38 | 0.39 | 0.42 | 0.58 |
| MERCURY | SALT | 23 | 3.5 | 3.7 | 3.8 | 2.5 | 2.7* | 3.8 | 3.8 | 3.8 | 4.0 | 4.4 |
| DOT | FRESH | 20 | 1.30 | 1.22 | 1.28 | 0.98 | 0.55** | 1.30 | 1.27 | 1.29 | 1.37 | 1.46 |
| ZINC | SNLT | 20 | 166 | 166 | 182 | 146 | 109* | 187 | 180 | 187 | 192 | 236 |
| CADMIUM | FRESH | 18 | 0.048 | 0.038 | 0.058 | 0.086 | 0.234 | 0.069 | 0.054 | 0.063 | 0.075 | 0.143 |
| ENDRIN | FRESH | 17. | 0.44 | 0.33 | 0.40 | 0.38 | 0.09** | 0.41 | 0.40 | 0.42 | 0.44 | 0.46 |
| COPPER | Salt | 17 | 28 | 27 | 25 | 23 | 26 | 27 | 25 | 26 | 28 | 32 |
| CHROMIUM(VI) | SALT | 17 | 2490 | 1940 | 2370 | 2130 | 1550* | 2440 | 2340 | 2370 | 2540 | 2680 |
| DIELDRIN | SALT | 16 | 0.70 | 0.67 | 0.53 | 0.55 | 0.76 | 0.58 | 0.51 | 0.55 | 0.68 | 0.77 |
| ENDRIN | SALT | 16 | 0.037 | 0.036 | 0.031 | 0.021 | $0.017^{*}$ | 0.032 | 0.030 | 0.032 | 0.036 | 0.041 |
| HEPTACHLOR | SALT | 16 | 0.057 | 0.044 | 0.061 | 0.106 | 0.117 | 0.076 | 0.055 | 0.073 | 0.077 | 0.143 |
| LINDANE | SALT | 16 | 0.170 | 0.121 | 0.192 | 0.398 | 0.395 | 0.248 | 0.170 | 0.272 | 0.263 | 0.578 |
| NICKEL | FRESH | 16 | 65 | 50 | 66 | 93 | 122 | 75 | 62 | 70 | 76 | 103 |
| ZINC | FRESH | 15 | 13.7 | 10.4 | 12.3 | 13.7 | 19.1 | 14.1 | 11.5 | 12.7 | 14.2 | 19.3 |
| ALDRIN | FRESH | 14 | 7.4 | 4.0 | 6.7 | 5.8 | 1.1** | 6.9 | 6.6 | 6.8 | 7.2 | 7.5 |
| ODT | SALT | 14 | 0.140 | 0.102 | 0.130 | 0.149 | 0.092 | 0.149 | 0.122 | 0.138 | 0.148 | 0.182 |
| NICKEL | SALT | 14 | 310 | 160 | 210 | 130 | $110^{*}$ | 240 | 200 | 220 | 270 | 320 |
| CHROMIUM(1) ${ }^{\text {( }}$ ) | FRESH | 13 | 33 | 30 | 23 | 28 | 33 | 27 | 21 | 24 | 31 | 36 |
| ALDRIN | SALT | 13 | 3.7 | 3.5 | 3.3 | 3.2 | 2.3* | 3.5 | 3.2 | 3.4 | 3.5 | 3.9 |
| TOXAPHENE | SALT | 13 | 0.110 | 0.065 | 0.087 | 0.094 | 0.047 | 0.112 | 0.077 | 0.095 | 0.113 | 0.147 |
| DIELDRIN | FRESH | 12 | 4.5 | 1.6 | 3.7 | 2.7 | 1.0** | 3.9 | 3.6 | 3.8 | 4.1 | 4.6 |
| TOXAPHENE | FRESH | 12 | 1.30 | 0.99 | 1.07 | 1.12 | 0.87 | 1.24 | 1.00 | 1.08 | 1.20 | 1.42 |
| SELENIUM | SALT | 12 | 600 | 440 | 440 | 330 | 320* | 490 | 420 | 470 | 540 | 600 |
| EMDOSULFAN | SALT | 11 | 0.040 | 0.033 | 0.033 | 0.028 | $0.003 * *$ | 0.039 | 0.031 | 0.034 | 0.036 | 0.042 |
| HEPTACHLOR | FRESH | 10 | 1.00 | 0.75 | 0.50 | 0.34 | 0.52 | 0.68 | 0.44 | 0.53 | 0.67 | 1.00 |
| CHROMIUAIVI) | FRESH | 10 | 67 | 8 | 23 | 38 | 243 | 56 | 16 | 31 | 39 | 07 |
| SEIENIUM | FRESH | 10 | 340 | 154 | 167 | 209 | 51.3 | 267 | 136 | 181 | 256 | 340 |
| LINDANE | FRESH | 10 | 10.0 | 8.2 | 6.4 | 7.0 | 7.0 | 8.1 | 5.8 | 6.9 | 7.6 | 10.0 |
| CYANIDE | FRESH | 10 | 77 | 58 | 63 | 60 | 25** | 68 | 61 | 64 | 71 | 77 |
| SILVER | SALT | 10 | 4.7 | 3.3 | 3.3 | 3.9 | 2.8 | 4.4 | 3.0 | 3.7 | 4.0 | 4.7 0.0017 |
| SILVER | FRESH | 9 | 0.0019 | 0.0011 | 0.0013 | 0.0013 | $0.0003 *$ | 0.0018 | 0.0011 | 0.0016 | 0.0017 | 0.0017 |

Table 8. Contlnued

interval with the lowest $P$ if no interval has a $P$ less than 0.05 ) is designated Interval A. The next highest nonempty interval is designated interval $B$. The FAV is then computed as $\ln (E A V)=V_{A}+\left(V_{B}-V_{A}\right) /\left(P_{B}-P_{A}\right) \cdot\left(0.05-P_{A}\right)$.

Criticisms of this procedure include:
(1) The formula $p=R / N$ is positively biased as discussed earlier and thus results in negative bias in the FAV.
(2) The positive bias in the cumulative proportions is Increased by using the maximum rank in an interval rather than the average rank, when there is more than one $\ln (\mathrm{MAV})$ in the interval.
(3) Often only one $\ln (\mathrm{MAV})$ is in Interval $A$ or Interval $B$ or both, making the method quite sensitive to data variation.
(4) A linear relationship of $P$ versus $V$ is assumed, which is equivalent to assuming a rectangular distribution; as discussed earlier this is contraindicated by the available data sets.
(5) The use of intervals is meant to cause pooling of $\ln (M A V) s$ which are indistinguishable; the interval width of 0.25 was selected because it is a typical value for the standard deviation of replicate acute toxicity tests; this value may not be appropriate for all species and materials and is strictly appropriate only when $\ln (M A V) s$ are based on only one toxicity test. More importancly, this poling method works effectively only for Interval 4 , because the starting point for Interval $B$ is fixed by that for Incerval A and therefore does nor necessarily properly pool data in the vicinity of Interval B. In any event, this pooling serves no useful purpose except to prevent the slope for interpolations and extrapolations from being inappropriately calculated based on two identical, or nearly identical, $1 \mathrm{n}(\mathrm{MAV})_{s}$, a purpose wich c an be better served by routinely using more points to assess data trends.
(6) The use of intervals containing variable numbers of $\ln (M A V) s$ makes the method gengitive to minor changes in the data set which may move $\ln (\mathrm{MAV}) \mathrm{s}$ into or out of intervals; this sensitivity can be quite marked and can even be ancmalous. For example, in the SMAV data set for heptachlor in fresh water (Table 1), Interval A would contain the lowest two SMAVs and Interval B would consigt of the third lowegt SMAV. However; if the lowest SMAV was just $6 \%$ lower (for example, because a new toxicity test for that species lowered the mean $s$ Iightly), the two lowest SMAVs would be sufficiently separated to be in separate intervals, which would becone the new, and markedly different, Incervals $A$ and $B$. The calculated FAV would change from 0.52 to 0.83 , a change that not only is much larger than the change in the SMAV that caused it ( $60 \%$ versus $6 \%$ ), but also is in the opposite direction to the change in the SMAV.

These criticisms are sufficient to wartant the replacement of this old procedure with the new procedure reconmended above. However, the two procedures generally do not produce markedly different results (Tables 7 and 8). On the average, FAVs calculated using the old procedure are only $11 \%$ lower than those calculaced using the new procedure for the SMAV data sets and $9 \%$ lower for the FMAV data sets. Individual FAVs were within a factor of 1.4 for over $75 \%$ of the FMAV data sets and over $85 \%$ of the SMAV data sets and within a factor of 2.0 for over $85 \%$ of the FMAV sets and $94 \%$ of SMAV data sets. Where differences are greater than two fold, comparison of the FAVs with the data sets does not clearly indicate that one or the other of these procedures results in more questionable FAVs.

The consequences of modifying the major features of the recommended new procedure were also explored to determine how sensitive FAVs are to such changes. If the sensitivity is low, any objection to compromises or approximations used in arriving at the recomended new procedure are largely irrelevant, because more exact analysis or different compromises (within reason) would have Little effect in practice. If sensitivity is high, the basis for the recommended new procedure becomes more critical and further examination is warranted.

Three features of the recomended new procedure were modified to span the range over which they could reasonably be varied. The as sumed distribution was changed to rectangular and to normal. The subset size (n) was changed to $N / 2$ and $N$. The percentile estimation method was changed to the graphical method with slope fomula LS-X, but still with $P_{R}=E\left(P\left(X_{R}\right)\right)$, and to the parametric method (best linear unbiased estimate). The FAVs for these modifications are included in Tables 7 and 8. Also included in chese tables are (a) che geometric mean of the ratios of the FAV by each modified procedure to that by the recommended procedure, (b) the number of data sets for which the fal by each
modified procedure differs by more than a factor of 1.4 from that by che rec cmmended procedure, and (c) the number of data sets for wich the fal by each modified procedure differs by more than a factor of 2.0 from that by the recommended procedure.

Changes in the assumed distribution, in the percentile estimation method, and in the subset size to $N / 2$ had only minor effects on results. The geonetric means of the ratios of the favs by these modifications to that by che recommend procedure were close to 1.0 ( $0.92-1.25$ ). For individual data sets, FAVs by these modifications differed by more than a factor of 1.4 from che FAVs by the recomrended new procedure for no more than $20 \%$ of the data sets and by more than a factor of 2.0 for no more than $6 \%$ of che data sets.

Modification of subset size to $n=N$, however, caused major changes. The geometric meang of the ratios of the FAV by this modification to that by the recommend procedure were close to 1.0 ( 0.93 for SMAVs, 0.89 for fMAVs), but individual fAVs changed by more than a factor of 1.4 for over $70 \%$ of the SMAV data sets and for nearly $80 \%$ of the FMAV data sets and by more than a factor of 2.0 for about one-third of both the SMAV and FMAV data sets. Such differences do not demonstrate, per se, that this modified procedure is less appropriare than the recomended new procedure, but it does raise such a suspicion. In particular, when $n=N$, an unusually large number of sets have a fat that is well below both the lowest MAV and the FAV calculated by the recommended new procedure. Using the location and scale parameter estimates from the modified procedure with $n=N$, the fiducial probability that the lowest $M A V$ could be so high was evaluated for each data set; where this probability is < 0.20 a single asterisk is placed next to the $F A V$ for $n=N$ and where the probability is <0. 10 a double asterisk is used. The frequency of these marked entries suggests that
using $n=N$ is in fact inappropriate. This is directly related to che existence of statistically significant skewness in the data sets, positive skewness resulting in inappropriately low FAVs when $n=N$ and negative skewness resultang in high FAVs.

A related observation that also contraindicates the use of $n=N$ is that, when compared to the recomended new procedure and the diverse modifications already mentioned, the modification with $n=N$ both frequently produces che lowest FAV (for 20 SMAV data sets and 19 FMAV deta sets) and frequently produces the highest faV (for 14 SMAV data sets and 12 FMAV data sets). Such frequene occupation of both extremes is again due to the variable skewness of the setg and is indicative of the error of assuming all data are equally useful in estimating low percentiles when distributional assumpions are not completely met. Furthermore, these problems with using neN are not restricted to the modification with $n=N$ already discussed. Graphical methods with the other slope formulas and other distributional assuptions (e.g., normal) were cested using $n=N$ with similar results. Likewise, the best linear unbiased method using $n=N$ and assuming a nomal distribution showed similar problems. (This later mechod is equivalent to the simple approach of calculating a sample mean and unbiased standard deviation (12) and estimating the fifth percentile as lying 1.645 standard devistions below the mean, -1.645 being the fifth percentile of a standard noraal distribution.)

Another advantage of not using $n=N$ is chat cercain semiquantitative data can be used. Acute cescs on some macerials with some species produce grearer than' values because concentracions high enough to cause effects were not, or could not be used (because of solubility or time constraints). Regardless of the reason, because such data are usually for resigtant species, they can
usually be used if $n=4$, but, if $n=N$, either they must be excluded, thereby biasing the data set, or additional acute tests must be conducted, chereby increasing costs. Finally, it should be noted that the use of n=4 does not constitute 'not using all the data', because all data are used in seting ranks and cumulative probabilities and thus in selecting which four data will be used explicitly in final calculations; rather, che use of $n=4$ is more properly interdreted as a simple scheme of giving greater weight to those MAV which provide the most information about the fifth percentile.

The consequences of nonrandom sampling $c$ an also be partly addressed here. As suming that che available data sets somehow resulted from the strictly systematic sampling scheme discussed earlier, FAVs were calculated by assigning cumulative probabilities $P_{R}=(R-0.5) / N$ to the ranked $\ln (M A V) s$ and interpolating between the two data with $P_{R}$ nearest 0.05 (or extrapolating using the lowest two points if $N(10)$, the interpolation being based on the assumption of a triangular distribution. The results of this exercise are included in the last colums of Tables 7 and 8 and indicate that higher FAVs are produced than by the recomended new procedure, but the differences average only about a factor of
 $65 \%$ of the SMAV sets and $55 \%$ of the FMAV sets. Considering that this alternative sampling scheme is so extreme, and chat therefore a scheme with a more realistic systematic component would produce results much nearer those obtained by che recomended new procedure, this further suggests that the issue of che sampling assuption is not of great importance.

A final point that should be emphasized is that, whether SMAVs or FMAVs are used, the same conclusions are reached regarding the appropriate attributes of
the procedure for estimating fifth percentiles. Also, although it does not bear
on the recommendations made here, it is interesting to note that favs calculated
Erom SMAVs are similar to those calculated from FMAVs. The geometric mean of
the ratios of the FAV computed from FMAVs to that computed from SMAVs, by the
recoumended procedure, was 1.04. The two EAVs differ by a factor of 1.4 for
only 12 sets, by factor of 2.0 for only 6 sets, and by more than a factor of
2.8 for no sets.

The recommended new procedure uses linear extrapolation or interpolation to estimate the fifth percentile of a statistical population of mean acute values (MAVs) from which the available MAVs are assumed to have been randomly obtarned. The available MAVs are ranked from low to high and the cumulative probability for each is calculated as $P_{R}=R /(N+1)$, were $R=$ rank and $N=$ number of yavs in che set. Extrapolation or interpolation is based on an assumed linear relationship between $\sqrt{P_{R}}$ and $\ln (M A V)$, and uges only the four points with $P_{R}$ closest to 0.05 because this subset provides the most useful information concerning the fifth percentile.

The bases for the new procedure are mostly mathematical, wich some input fron toxicological and practical considerations. The FAV, however, is basically a toxicological value, and the acceptability of any calculation procedure to toxicologists will be based on the acceptability of the resulting favs. Most aquatic toxicologists will judge the acceptability of an FAV by comparing it with che lowest MAVs in the data set, and chus it is quite appropriate that the four MAVs with estimated cumulative probabilities closest to 0.05 be given the most weight in calculating the fAV; in fact, the teconmended procedure is largely a formalization of the way one would obtain a FAV by 'eyeballing' the data.

An important property of the new procedure is that the resulting FAV is not very sensitive to modifications in the procedure or slight changes in the data set. A variety of calculation procedures all produced FAVs that were quite similar for most data sets. In addition, the recommend new procedure rarely produced either the highest or lowest of the FAVs obtained with the procedures examined. Another important property of a procedure is its performance wich
data sets which contain apparent discontinuities in che lower tail. For heptachlor, lindane, and chlordane in salt water and chromium(VI) in fresh water, the lowest SMAV is at least a factor of 10 lower than the second lowest SMAV (Table 1). In addition, for these four and cadmium in fresh water, che lowest FMAV is at least a factor of 10 lower than the second lowest FMAV (Table 2). Of these, only chromium(VI) in fresh water has a very large range of favs in Tables 7 and 8. Even though che two lowest MAVs are far apart, most of chese data sets seem to provide adequate information about the FAV because similar FAVs were obtained using a variety of procedures. These examples support the idea that the best approach to take toward calculating the fav is to selecta procedure that is best on the average and then use it with all data sets, except possibly in extraordinary cases.

An unfortunate aspect of the methodology for calculating the FAV is che necessity of extrapolating to estimate the 0.05 cumulative probability for small data sets; if extrapolations become too great, the favs will be suspect. For only 5 of the 74 data sets is the FAV more than a factor of 2 lower than the lowest MAV. Thus, for the available data sets chis procedure rarely extrapolates much below the lowest $v a l u e$ in the data set.

Overall, the recomended new procedure is the best of che procedures examined, regardless of whether the FAV is calculated from SMAVs or FMAVs. It is a straightforward procedure for interpolation or extapolation based on fitting a line co the most useful points. It produces results smilar to and usually intermediate co chose obtained by other reasonable procedures. In addition, the calculations are relatively easy co perform with the aid of a hand calculator, as described in Appendix 1. The major weakness of this procedure is

```
that it assumes the same degree of tailing for all data sets. Fortunately, for
most data sets the FAV is not very dependent on the assumed degree of taillag
and deviation from the assumed intermediate degree of tailing is not too
cricical. Other procedures would guffer as much or more from the same or other
weaknesses.
```
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## APPENDIX 1

A. General Instructions for Recomended New Procedure for FaV Calculation.

1. Based on data set size ( $N$ ), determine four ranks ( $R$ ) with cumulative probabilities ( $P_{R}=R /(N+1)$ ) closest to 0.05 ; for $N<60$, this will be $R=1$ through 4; for $60<N<80, R=2$ through 5 ; for $80<N<100, R=3$ through 6; etc.
2. Prom the data set select the four MAVs with the desired ranks and calculate $P_{R}$ for each of chese MAVs.
3. Pit line to $\ln (M A V)$ ve $\sqrt{P_{R}}$ using the following equations for slope (今) and intercept ( $\left.{ }^{( }\right)^{n}$ and calculate the FAV:

$$
\begin{aligned}
& \hat{S}=\sqrt{\frac{\sum(\operatorname{In} \operatorname{MaV})^{2}-\left(\sum \ln \ln V\right)^{2} / 4}{\sum^{4} P_{R}-\left(\sum \sqrt{Y_{R}}\right)^{2} / 4}} \\
& E=\left(\dot{\sum} \ln \operatorname{LN} N V-\hat{S} \cdot \dot{\dot{\Sigma}} \sqrt{F_{R}}\right) / 4 \\
& \boldsymbol{A}=1 \Omega \boldsymbol{A} V=\hat{S} \cdot \sqrt{0.05}+\hat{L} \\
& \text { FAV }=e^{\boldsymbol{A}}
\end{aligned}
$$

B. Example Calculation for Chlordane ia Salt Water ( $N=8$ ) .

| Rank | MAV | InMAV | $(\operatorname{LnMAV})^{2}$ | $P_{R}=R /(N+1)$ | $\sqrt{P_{R}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 6.4 | 1.8563 | 3.4458 | 0.44444 | 0.66667 |
| 3 | 6.2 | 1.8245 | 3.3290 | 0.33333 | 0.57735 |
| 2 | 4.8 | 1. 5686 | 2.4606 | 0.22222 | 0.47140 |
| 1 | 0.4 | -0.9163 | 0.8396 | 0.11111 | 0.33333 |
| Sum: |  | 4.3331 | 10.0750 | 1.11110 | 2.04875 |

$$
\begin{aligned}
& \hat{S}=\sqrt{\frac{10.0750-(4.3331}{1.11110-(2.04875)^{2}} \frac{14}{14}}=9.3346 \\
& \hat{L}=[4.3331-(9.3346)(2.04875)] / 4=-3.6978 \\
& \mathrm{~A}=(9.3346)(\sqrt{0.05})-3.6978=-1.6105 \\
& \mathrm{FAV}=e^{-1.6105}=0.1998
\end{aligned}
$$

```
C. Example Computer Program in BASIC Language for Calculating the FAV
    10 REM THIS PROGRAM CALCULATES THE FAV WHEN THERE ARE LESS THAN
    20 REM 59 MAVS IN THE DATA SET.
    30 X=0
    40 X2=0
    50 Y=0
    60 Y2=0
    70 PRINT "HOW MANY MAVS ARE IN THE DATA SET?"
    80 INPUT N
    90 PRINT "WHAT ARE THE FOUR LOWEST MAVS?"
    100 FOR R=1 TO 4
    110 INPUT V
    120 X=X +LOG(V)
    130 X2=X2+(LOG(V))*(LOG(V))
    140 P=R/(N+1)
    150 Y2=Y2+P
    160 Y = Y +SQR(P)
    170 NEXI R
    180 S=SQR((X2-X*X/4)/(Y2-Y*Y/4))
    190 L=(X-S *Y)/4
    200 A=S*SQR(0.05)+L
    210 F=EXP(A)
    220 PRINT "FAV = "F
    230 END
D. Example Printout from Program
    HOW MANY MAVS ARE IN THE DATA SET?
    ? 8
    WHAT ARE THE FOUR LOWEST MAVS?
    ? 6.4
    ? }6.
    ?4.8
    ?.4
    FAV =0.1998
```


[^0]:    1 The matrix $\underline{V}$ for this method was calculated by exact integralg for all
    distributions except normal, for which approximate formulas were used (11).

[^1]:    a "Goodness-of-fit" is the fraction of variance of 'n' data points not explained by fitting data co assurned distribution; lower values indicate better fits; values should be compared only within columns.
    $b_{n}=4$ when $N \leq 16$.

[^2]:    a standard deviations of estimates in parentheses.

