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Executive Summary

Since the late 1990s, EPA’s Office of Transportation and Air Quality (OTAQ) has included a learning effect in our estimates of the costs of regulatory packages. In its most basic formulation, the learning curve reflects the simple idea that the more a person does something, the better the person can do it. This idea can also be applied to organizations: “as organizations gain operating experience, organizational performance improves, albeit at a decreasing rate” (Lapre and Nembhard 2010, p. 3). When applied to OTAQ’s economic analyses, this means that the cost of applying emission control technology decreases as the production volume of compliant engines and equipment increases.

The application of the learning effect to organizations has been studied by academia and industry for more than 60 years, and is well-known and well-accepted. In addition, there is more and more research that seeks to quantify the learning effect for individual industries. This research ranges from analysis of specific companies based on confidential plant-level data to broad, industry sector studies based on national economic census data.

A brief summary of the way OTAQ has incorporated learning into our cost analyses is set out below. To improve and validate our cost analysis methodology, OTAQ engaged ICF, assisted by a Subject Matter Expert, Dr. Linda Argote of Carnegie Mellon University, to examine recent empirical research on the learning effect (defined as the relationship between the volume of production and unit costs) for manufacturing generally and the mobile source industry in particular.1 The study has three goals:

- Provide a definitive, up-to-date, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically;
- Gather into a single compendium study recent empirical research on industrial learning in the mobile source sector for use in future OTAQ costs analyses; and
- Using the information drawn from the empirical studies, provide an estimated summary effect of learning in mobile source industries.

The ICF study, “Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources,” is contained in Part I of this report. Section 2 of the ICF study describes how ICF and the Subject Matter Expert identified the 55 published articles that form the reference list for the study. All of these articles confirm the existence of the learning effect, and none of them suggest that learning does not occur in organizations. Twenty-nine of the articles address learning effects in the manufacturing sector generally; 8 of these were selected

---

1 OTAQ originally requested ICF to provide estimates of the learning effect separately for each of the specific mobile source sectors (e.g., original equipment auto makers, parts suppliers to those auto makers, loose engine manufacturers, large truck manufacturers, and nonroad equipment manufacturers) for which studies are found that address those specific sectors. However, the literature did not support the development of unique estimates and therefore only one progress ratio for the mobile source sector was estimated.
for in-depth review. Twenty-six of the articles address learning effects in the mobile source sector specifically; 10 were selected for in-depth review and the other 16 received a cursory review. The appendix to this Executive Summary lists the 55 articles that form the basis of the ICF study.

Section 3 of the ICF study describes the economic theory behind learning curves and progress ratios and provides a summary table of the key findings of the articles selected for in-depth review\(^2\); the articles are reviewed in Section 4. Most importantly, Section 3 also provides an estimated mobile source progress ratio on the basis the results reported in 5 of the mobile source articles (see Table 2 of the ICF study), using a weighted mean approach. The recommended mobile source progress ratio is 84.3 percent, with a 95 percent confidence interval of 83.9 percent to 84.8 percent.

The ICF study was peer reviewed pursuant to EPA’s *Science Policy Council Peer Review Handbook*, 3rd edition (*Peer Review Handbook*).\(^3\) In their general comments, the peer reviewers were very supportive of the study:

- I find the report to be comprehensive, and I believe it does a good job of characterizing the rates of learning typically found in transportation equipment manufacturing plants. … [T]he EPA report offers a more in-depth view of the literature on industrial learning that is most relevant to the mobile source sector. Overall, I find the report to be a well-executed document that is likely to be helpful in providing a basis for incorporating forecasts of learning into EPA and other government rulemaking. (Lieberman)

- On balance, the study is a very fine review of the literature on learning by doing in general, but especially with regard to its manifestation in manufacturing operations during the past few decades. The report is notably comprehensive within this scope, makes sensible topical categorizations in its discussion of the literature’s findings, and is clearly written. … In sum, it is my opinion that the report does achieve the intended goal of being a definitive, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically. (Syverson)

- The overall presentation and organization of the Report is generally clear. However, there are some specific areas that require greater clarity. These are described below. (Balasubramanian)

---

\(^2\) There are 21 articles included in this table: 18 articles selected for in-depth review as well as three others that were deemed important.

\(^3\) These guidelines can be found at http://www.epa.gov/peerreview/. Further, the Office of Management and Budget’s (OMB’s) Information Quality Bulletin for Peer Review and Preamble (found in the EPA’s *Peer Review Handbook*, Appendix B) contains provisions for conducting peer reviews across federal agencies and may serve as an overview of EPA’s peer review process and principles. The results of the peer review of this study are included in the Appendix to this report.
Part II of this report contains information about the peer review, which was performed for OTAQ by RTI International, and all of the peer review comments. The ICF responses to the peer review comments are set out in Section 5 of the ICF study. It should be noted that while the peer reviewers commented on the methodology used to estimate the recommended mobile source progress ratio, those comments did not lead the Subject Matter Expert to change that methodology or revise that estimate.

Learning Effect in OTAQ’s Cost Analyses

EPA’s Office of Transportation and Air Quality (OTAQ) has included learning effects in its cost estimates for its rulemaking packages beginning with its 1997 rule adopting emission standards for Model Year 2004 heavy-duty engines (62 FR 54694, October 21, 1997).\(^4\) Table 1 provides information on many of these rules and how they incorporated learning.

As explained in the 1997 heavy-duty rule, “[r]esearch in the costs of manufacturing has consistently shown that as manufacturers gain experience in production, they are able to apply innovations to simplify machining and assembly operations, use lower cost materials, and reduce the number or complexity of component parts” (62 FR 54711, October 21, 1997). To incorporate this principle, OTAQ used a learning curve algorithm that applied a learning factor of 20 percent (80 percent progress ratio) for each doubling of cumulative production volume. This approach was simplified by using a time-based learning progression rather than a pure production volume progression (i.e., after a specified number of years of production it was assumed that cumulative production volumes would have doubled and, therefore, costs would be reduced by 20 percent). This approach of reducing costs in discrete steps, with a varying number of steps depending on the novelty of the relevant technology, was used through the 2008 Small SI rule (also called the Bond Rule, 73 FR 59034, October 8, 2008).

Beginning with the first light-duty greenhouse gas rule (EPA420-R-10-109, April 2010), OTAQ began to apply a more nuanced approach to incorporate learning effects in cost analyses, in which the rate of learning and therefore the level of cost reduction due to learning depends on where on the learning curve a technology’s learning progression is. In this approach, the steep-portion learning algorithm applies to those technologies considered to be newer technologies likely to experience rapid cost reductions through manufacturer learning and the flat-portion learning algorithm applies to those technologies considered to be mature technologies likely to experience minor cost reductions through manufacturer learning.\(^5\) Costs for newer technologies,

\(^4\) In 1977, a contractor commissioned by EPA developed “estimates of the retail price equivalent or “sticker price” for a variety of automotive exhaust emission control related components/systems,” which included a learning component. Learning was estimated based on prices from U.S. and European sources for varying quantities of specific components. Based on those prices, a progress ratio of 91.4 percent was estimated. EPA 1980, Cost Estimates for Emission Control Related Components/Systems and Cost Methodology Description, Heavy Duty Trucks, EPA-460-3-80-001, February 1980; see also EPA 460/3-78-002 (report date December 1977).

\(^5\) Initially, OTAQ distinguished between “volume-based” learning (steep portion of the learning curve) and “time-based” learning (flat portion of the learning curve); see EPA 420-4-10-901, April 2010, p. 3-18. However, as noted in the Heavy-Duty GHG rule, OTAQ quickly recognized that
said to be on the “steep” portion of the learning curve, were reduced by 20 percent at discrete intervals; later, and for mature technologies said to be on the “flat” portion of the learning curve, costs were reduced at a decreasing percentage (three, then two, then one percent) and at longer intervals.

In its 2014 report, the National Research Council of the National Academy of Sciences noted that “[a]lthough technological change is certain, its direction, magnitude, and impacts on cost are difficult to predict. For most components, manufacturing costs tend to decrease with increased production volumes and with the accumulation of experience. However, there are no exact methods for predicting future rates of learning by doing or technological progress” (NAS 2014, p 245, 250). The authors note that EPA uses an unconventional approach for learning, as a function of time rather than volume. Their recommendation 7.2 states:

The Agencies should make clear the terminology associated with learning and should assess whether and how volume-based learning might be better incorporated into their cost estimates, especially for low volume technologies. The Agencies should also continue to conduct and review empirical evidence for the cost reductions that occur in the automobile industry with volume, especially for large-volume technologies that will be relied on to meet the CAFE/GHG standards. NAS 2014, p. 259-60.

To ensure that the learning effects incorporated in OTAQ’s cost estimates are based on a comprehensive survey of the literature, OTAQ engaged ICF, with the assistance of a Subject Matter Expert (Dr. Linda Argote of Carnegie Mellon University), to develop a single compendium study on industrial learning in the mobile source sector. This report contains the results of that study.

…all learning is, in fact, volume-based learning, the level of cost reductions depend only on where on the learning curve a technology’s learning progression is. We distinguish the flat portion of the curve from the steep portion of the curve to indicate the level of learning taking place in the years following implementation of the technology.” (EPA 420-R-11-901, August 2011, p. 2-9)

More recently, in the Light-Duty GHG rule, EPA explained

…we have updated our terminology in an effort to clarify that we consider there to be one learning effect—learning by doing—which results in cost reductions occurring with every doubling of production. In the past, we have referred to volume-based and time-based learning. Our terms were meant only to denote where on the volume learning curve a certain technology was—“volume-based learning” meant the steep portion of the curve where learning effects are greatest, while “time-based learning” meant the flatter portion of the curve where learning effects are less pronounced. Unfortunately, our terminology led some to believe that we were implementing two completely different types of learning—one based on volume of production and the other based on time in production. Our new terminology—steep portion of the curve and flat portion of curve—is simply meant to make more clear that there is one learning curve and some technologies can be considered to be on the steep portion while others are well into the flatter portion of the curve. (EPA 420-R-12-901, August 2012, p. 3-23)
<table>
<thead>
<tr>
<th>Rule</th>
<th>Federal Register Citation</th>
<th>Technologies</th>
<th>Learning Progress Ratio</th>
<th>New or Mature Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998 Nonroad Diesel Tier 2 &amp; 3</td>
<td>63 FR 56968 (10/23/98)</td>
<td>Fuel system changes; EGR</td>
<td>- Two 20% learning curve reductions - Applied in Years 3 and 6</td>
<td>Rule met via application of emission controls to the sector for the first time RIA EPA420-R-98-016; August 1998</td>
</tr>
<tr>
<td>1999 Marine Diesel Rule</td>
<td>64 FR 73300 (12/29/99)</td>
<td>Fuel system changes; EGR</td>
<td>- Two 20% learning curve reductions - Applied in Years 3 and 6</td>
<td>Rule met via application of emission controls to the sector for the first time RIA EPA420-R-99-026; November 1999</td>
</tr>
<tr>
<td>2000 Tier 2 Light-duty Highway Rule</td>
<td>65 FR 6698 (2/10/00)</td>
<td>catalyst; secondary air injection, fuel control, exhaust system changes, combustion chamber changes, EGR</td>
<td>- One 20% learning curve reduction - Applied in Year 3</td>
<td>Rule met via changes to existing technology RIA EPA420-R-99-023; December 1999</td>
</tr>
<tr>
<td>2000 Tech Review of HD2004 Rule</td>
<td>65 FR 59896 (10/6/00)</td>
<td>Fuel system changes; EGR</td>
<td>- One 20% learning curve reduction - Applied in Year 3</td>
<td>Rule met via changes to existing technology RIA: EPA420-R-00-010; July 2000</td>
</tr>
<tr>
<td>2001 Heavy-duty MY2007 Highway Rule</td>
<td>66 FR 5002 (1/18/01)</td>
<td>Aftertreatment systems including in-exhaust reductant injectors, catalyst components</td>
<td>- Two 20% learning curve reductions - Applied in Years 3 and 5</td>
<td>Rule met via new technology RIA: EPA420-R-00-026; December 2000</td>
</tr>
<tr>
<td>2002 Nonroad Large SI and Recreational Engines Final Rule</td>
<td>67 FR 68242 (11/8/02)</td>
<td>Recalibration, fuel system upgrades; improved combustion and aftercooling</td>
<td>- Two 20% learning curve reductions - Applied in Years 3 and 6</td>
<td>Rule met via application of emission controls to the sector for the first time RIA: EPA420-R-02-022; September 2002</td>
</tr>
<tr>
<td>Rule</td>
<td>Federal Register Citation</td>
<td>Technologies</td>
<td>Learning Progress Ratio</td>
<td>New or Mature Technology</td>
</tr>
<tr>
<td>--------------------------</td>
<td>--------------------------</td>
<td>--------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| 2004 Nonroad Tier 4 Rule | 69 FR 38958 (6/29/04)    | Aftertreatment systems including in-exhaust reductant injectors, catalyst components; EGR | - One 20% learning curve reduction  
- Applied in Year 3  
- Starting point was the Year 3 HD2007 Rule | Rule met via HD2007 technology applied to nonroad engines for first time  
RIA: EPA420-R-04-007; May 2004 |
| 2008 LocoMarine Rule     | 73 FR 37096 (6/30/08)    | Aftertreatment systems including in-exhaust reductant injectors, catalyst components | - One 20% learning curve reduction  
- Applied in Year 3  
- Starting point was the Year 3 NRT4 Rule | Rule met via HD2007/NRT4 technology applied to LocoMarine engines for first time  
RIA: EPA420-R-08-001; May 2008 |
| 2008 Nonroad Small SI Rule (Bond Rule) | 73 FR 59034 (10/8/08) | Catalyst, combustion chamber changes, improved fuel systems | - One 20% learning curve reduction  
- Applied in Year 6 | Rule met via changes to existing technology  
RIA: EPA420-R08-014; September 2008 |
<p>| 2010 Light-duty GHG Rule | 75 FR 25324 (5/7/10)     | Fuel consumption reducing powertrain and vehicle technologies along with vehicle electrification technologies | Technology dependent – technologies were placed on the steep or flat portion of the typical learning progression; as in above analyses, time was used as a proxy for production volumes | Joint TSD: EPA420-R-10-901; April 2010 |
| 2011 Heavy-duty GHG rule | 76 FR 57106 (9/15/11)    | Fuel consumption reducing powertrain and vehicle technologies along with vehicle electrification technologies | Technology dependent – technologies were placed on the steep or flat portion of the typical learning progression; as in above analyses, time was used as a proxy for production volumes | RIA: EPA420-R-11-901; August 2011 |</p>
<table>
<thead>
<tr>
<th>Rule</th>
<th>Federal Register Citation</th>
<th>Technologies</th>
<th>Learning Progress Ratio</th>
<th>New or Mature Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012 Light-duty GHG rule</td>
<td>77 FR 62624 (10/15/12)</td>
<td>Fuel consumption reducing powertrain and vehicle technologies along with vehicle electrification technologies</td>
<td>Technology dependent – technologies were placed on the steep or flat portion of the typical learning progression; as in above analyses, time was used as a proxy for production volumes</td>
<td>RIA: EPA420-R-12-016; August, 2012; Joint TSD: EPA420-R-12-901; August 2012</td>
</tr>
<tr>
<td>2014 Tier 3 Light-duty Highway Rule</td>
<td>79 FR 23414 (4/28/2014)</td>
<td>catalyst; secondary air injection, fuel control, exhaust system changes, combustion chamber changes, EGR</td>
<td>Technology dependent – technologies were placed on the steep or flat portion of the typical learning progression; as in above analyses, time was used as a proxy for production volumes</td>
<td>RIA: EPA420-R-14-005; February 2014</td>
</tr>
<tr>
<td>2015 Heavy-duty GHG proposed rule</td>
<td>80 FR 40138 (7/13/2015)</td>
<td>Fuel consumption reducing powertrain and vehicle technologies along with vehicle electrification technologies</td>
<td>Technology dependent – technologies were placed on the steep or flat portion of the typical learning progression; as in above analyses, time was used as a proxy for production volumes</td>
<td>RIA: EPA420-D-15-002; June 2015</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Acronym / Abbreviation</th>
<th>Stands For</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEV</td>
<td>Battery Electric Vehicles</td>
</tr>
<tr>
<td>CARB</td>
<td>California Air Resource Board</td>
</tr>
<tr>
<td>CO₂</td>
<td>Carbon Dioxide</td>
</tr>
<tr>
<td>EPA</td>
<td>United States Environmental Protection Agency</td>
</tr>
<tr>
<td>DLA</td>
<td>Deliberate Learning Activity</td>
</tr>
<tr>
<td>FGD</td>
<td>Flue Gas Desulfurization</td>
</tr>
<tr>
<td>HR</td>
<td>Human Resource</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>NOₓ</td>
<td>Nitrogen Oxides</td>
</tr>
<tr>
<td>OTAQ</td>
<td>Office of Transportation and Air Quality</td>
</tr>
<tr>
<td>PHEV</td>
<td>Plug-In Hybrid Electric Vehicle</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>Research and Development</td>
</tr>
<tr>
<td>SCR</td>
<td>Selective Catalytic Reduction</td>
</tr>
<tr>
<td>SIC</td>
<td>Standard Industrial Classification</td>
</tr>
<tr>
<td>SME</td>
<td>Subject Matter Expert</td>
</tr>
<tr>
<td>SO₂</td>
<td>Sulfur Dioxide</td>
</tr>
</tbody>
</table>
1. Introduction

Since the late 1990s, EPA’s Office of Transportation and Air Quality (OTAQ) has included a learning effect when estimating the costs of regulatory packages. Specifically, technology costs—for technologies added to mobile sources to allow for compliance with new emissions standards—are estimated to decrease in the years following first implementation. This decrease in technology costs, either due to the volume of production or to time, is considered to be due to learning (i.e., the “learning effect”).

We use the term “learning effect” to refer to the relationship between the volume of production (i.e., cumulative output) and unit costs. Cumulative output is a measure of experience gained in production. Just as individuals have been found to benefit from their experience, groups and organizations have also been found to benefit from the experience they acquire. Learning can reflect efficiencies gained in production processes, improvements in tooling and in the design of the manufactured components, increased proficiency of individual employees, and improvements in the organization’s structure or some combination of these factors. This learning effect has been studied by academia and industry for more than 60 years. Many studies are available that examine the learning effect, or aspects of it; the vast majority of these studies conclude that cost reductions through learning do, in fact, occur. Other studies assume that cost reductions will occur based on the body of evidence suggesting that they do and incorporate learning effects into their analysis, as EPA does in its cost analyses.

The relationship between experience and performance has been documented in both laboratory and field studies. Laboratory studies are high in internal validity and enable one to establish causality while field studies are high in external validity and enable one to estimate the effects of variables in realistic conditions (Croson, Anand, & Agarwal, 2007). For purposes of the current project, we focus our review on field studies of the relationship between cumulative output and unit costs. The evidence of an effect of experience on performance in laboratory studies (Argote, Insko, Yovetich, & Romero, 1995; Guetkow & Simon, 1955) increases our confidence that experience has a causal effect on performance indicators, such as unit costs.

While there is little doubt that this learning effect occurs, the learning estimates used by OTAQ in its recent cost analyses are based on somewhat dated studies that are not specific to the mobile source sector. Therefore, EPA tasked ICF with a work assignment that would involve conducting an assessment of learning covering most notably the automotive industry (both original equipment manufacturers and Tier 1 suppliers). In addition to studies of learning for the light-duty vehicle sector and automotive parts suppliers, the scope of the learning assessment would cover other on-road mobile source industries, such as manufacturing of loose engines (i.e., those built for installation in large highway trucks and/or non-road equipment), manufacturing of large vocational and line-haul trucks, and manufacturing of large non-road equipment. This work would provide a definitive, up-to-date, reliable, single source of information evaluating the occurrence of learning in the mobile source industries. It would also summarize empirical estimates of the learning effect separately for each of the specific mobile source industries (e.g., original equipment auto makers, parts suppliers to those auto makers, loose engine

---

1 EPA Contract EP-C-12-011 Work Assignment 3-09.
manufacturers, large truck manufacturers, and non-road equipment manufacturers) for which studies are found that address those specific sectors. Finally, using that information, the study would provide an estimate of learning effects for each of the separate mobile source industries for which published data exists.

As explained in more detail in Section 2, the literature did not support the development of unique estimates for the separate mobile source industries because very few studies have been published on learning in mobile source industries outside of the automotive industry. This could be due to the confidential nature of the data that would be necessary to conduct such a study. Such data are typically viewed as proprietary and are not publically available. It would be very difficult to obtain permission to combine such proprietary data with those from other firms and competitors for the purpose of such a study. For this reason, this report provides EPA with a single learning rate for the whole mobile source sector at the organizational (i.e., plant) level, rather than for specific mobile source industries.

Although the literature did not support the development of unique estimates for separate mobile source industries, it did support the development of estimates of the rate of organizational learning in the mobile source sector generally. Therefore, this report aims to meet three objectives: (1) to be a definitive, up-to-date, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically; (2) to develop a single compendium study on industrial learning in the mobile source sector that could be considered for use in future OTAQ costs analyses; and (3) to develop a summary effect of learning based on cumulative output in mobile source industries. By developing a summary effect, we mean that we will aggregate learning rates—more specifically, progress ratios—found in relevant articles to come up with a single mobile source progress ratio for EPA to consider for use in future OTAQ cost analyses.

This report provides an assessment of learning, both generally and as it relates to the mobile source industry through a review of 18 published studies on learning curves. In Section 2, we describe the methodology used to identify studies that form the basis of the analysis. Section 3 contains a summary of the analysis and recommended progress ratio for the mobile source industry. Section 4 contains detailed summaries of the 18 studies reviewed by topic. There are 4 appendices to this report. Appendix A describes two methods that can be used for estimating the impacts of learning. Appendix B provides notes on the 18 articles that received a detailed review and are discussed in Section 4. Appendix C provides notes on the 16 articles that apply to the mobile source sector and received a cursory review. Appendix D contains responses to comments that were provided in a separate peer review process undertaken by EPA.
2. Selection of Subject Matter Expert and Identification of Relevant Learning-Related Studies

EPA engaged ICF to perform an assessment of learning as it relates to manufacturing sectors generally and mobile source industries specifically. The assessment would consist of a literature review of studies of learning in mobile source industries and would identify empirical estimates of learning from those studies, as well as studies of learning in general manufacturing to provide background and context for the literature review. The goals of the assessment are to develop (1) a definitive, up-to-date, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically; (2) a single compendium study on industrial learning in the mobile source sector that could be considered for use in future OTAQ costs analyses; and (3) an estimated summary effect of learning in mobile source industries.

Because of the specialized nature of this project, EPA requested ICF seek the assistance of a subject matter expert (SME). To identify the SME, ICF searched university websites to find academic researchers who had published extensively in the field of manufacturing learning curves as it related to automotive and mobile source equipment industries. This resulted in eight possible candidates who included: (1) Dr. Linda Argote of Carnegie Mellon University; (2) Jamie McCarthy of the Boston Consulting Group; (3) Dr. Pete Klenow of Stanford University; (4) Dr. Edward S. Rubin of Carnegie Mellon University; (5) Dr. George Day of the University of Pennsylvania; (6) Dr. Birger Wernerfelt of the MIT Sloan School of Management; (7) Dr. David B. Montgomery of Stanford University; and (8) Dr. Marvin Lieberman of the University of California, Los Angeles. Dr. Argote expressed an interest in this project and was selected because of her expertise and extensive publications in the area of automotive manufacturing learning curves.

At the same time, ICF conducted a preliminary literature search to identify articles that examine learning curves in the manufacturing sectors generally and in mobile source manufacturing specifically. Initially, this list was developed by researching various academic journals in economics such as *The Journal of Industrial Economics*, the *Journal of Economic Literature*, *The American Economic Review*, *The Journal of Political Economy*, and *The RAND Journal of Economics* as well as in management, such as *Management Science*, *Organization Science*, and the *International Journal of Production Research*. Next, articles published by the eight SME candidates were added to the list. Priority was given to articles published since 1990 and those related to mobile source industry manufacturing. ICF obtained the selected articles and examined the reference list of each article for additional articles on manufacturing learning curves in general and in mobile source manufacturing specifically. The reference lists of the additional articles were also reviewed and articles were further added to the list. The literature review includes studies spanning many years, but whenever possible ICF attempted to capture studies published since 1990 in order to identify recent estimates of learning rates. Lapré and Nembhard (2010) provided a strong review of the recent literature that was also culled for additional sources.

The initial list was sent to the SME, Dr. Argote, for review. Based upon her extensive knowledge on the subject matter and the literature she reviewed for the second edition of her book, *Organizational
Learning: Creating, Retaining and Transferring Knowledge (Argote, 2013), she added 11 studies relevant to learning curves in manufacturing sectors generally and 16 studies for mobile source industries specifically.

Dr. Argote provided ICF with the revised list of studies. After consultation with ICF, a list with the combined search results was provided to EPA for review and approval. The reference list contained 26 studies related to manufacturing sectors generally and 23 studies for mobile source industries specifically. EPA added several articles to the list based upon their extensive research on the subject. Based on EPA’s feedback, the reference list was divided into four sections: studies of learning curves in general and studies of learning curves in the mobile source sector, with those two sets of studies selected for either a detailed review or a cursory review.

The list was further refined as new articles were published. For example, EPA identified an article published online in Nature on March 23, 2015 (Nykvist & Nilsson, 2015) and Dr. Argote identified an article forthcoming in Manufacturing & Service Operations Management (Agrawal & Muthulingam, 2015) that were relevant. After discussion with EPA, both articles were added to the reference list. Furthermore, Dr. Argote consulted other learning curve SMEs about potential studies and thereby identified two additional studies. After discussions with EPA, one of these studies was added to the reference list (Levin, 2000). Dr. Argote concluded that this selection of published materials would be sufficient to support the development of robust observations about learning in mobile source industries.

Peer reviewers of this report identified three additional articles that should be considered (Balasubramanian & Lieberman, 2011; Haunschild & Rhee, 2004; and Hendel & Spiegel, 2014). After discussion with EPA, these articles were added to the reference list as well.

The final reference list consists of eight articles of learning curves in general, selected for a detailed review. The 21 other articles of learning curves in general were selected for a cursory review. Ten articles of learning curves in the mobile source sector were selected for a detailed review. The additional 16 articles of learning curves in the mobile source sector were selected for a cursory review. The overarching criterion for selecting articles for a detailed review was to focus on articles that provided empirical estimates of learning rates that could be used in future cost estimates for the mobile source sector. Thus, we focused on studies containing empirical estimates of learning in contemporary production environments. For example, six of the studies in the reference list for mobile source manufacturing were based on analyses of Liberty ship production during World War II (Rapping, 1965; Argote, Beckman, & Epple, 1990; Kim & Seo, 2009; Thompson, 2007; Thompson, 2001; and Thornton & Thompson, 2001). Although five of these studies were published since 1990, their empirical estimates of learning were based on historical data from a unique context and thus, are less useful for our purposes than estimates based on more contemporary data.

There is general agreement across this literature that learning occurs in organizations in general and in mobile source industries in particular (see Argote, 2013; Balasubramanian & Lieberman, 2010; Dutton & Thomas, 1984; and Lapré & Nembhard, 2010, for reviews). Thus, the articles in the reference list
provide strong evidence that learning occurs in firms in the mobile source industry.\(^2\)

Although the literature supports the development of estimates of the rate of organizational learning in the mobile source sector, the literature does not support the development of different estimates for separate mobile source industries.\(^3\) Multiple studies of organizational learning have been conducted at plants in the automotive industry; however, fewer studies have been done on learning in other mobile source industries. This may be due to the confidential nature of the data that would be necessary to conduct such a study. Such data are typically viewed as proprietary and are not publically available. It would be very difficult to obtain permission to combine such proprietary data with those from other firms and competitors for the purpose of a study of learning for a particular mobile source industry. As a result, there is not enough information in published studies to support the development of different rates of learning for separate mobile source industries. However, this may not be important for EPA’s work and there is good reason to believe that a rate of learning estimated at the mobile source industry level may be applied to the separate sub-industries. Based on a review of the literature on learning effects across different organizational contexts, Argote (2013) concluded that the biggest difference in learning rates was between manufacturing and service sectors, with organizations in the manufacturing sector learning at a faster rate than those in the service sector. In addition, an earlier review focused on learning curves in manufacturing industries did not find evidence of industry effects (Dutton & Thomas, 1984). Based on the available evidence to date and because all of the mobile source industries are in the manufacturing sector, it would be reasonable to use the same learning rate for different mobile source industries.

\(^2\) One of the peer reviewers stated that overall approach to the literature (i.e., identifying studies of learning-by-doing in the mobile source sector, reviewing them for relevance to the study’s goals, and identifying a shorter list of relevant articles) appears reasonable. The peer reviewer stated that the list of topics included in Section 4 of the report and the coverage of those topics appears broadly reasonable. See Appendix D for the full comments.

\(^3\) One of the peer reviewers stated that the overall conclusion that learning-by-doing occurs in the mobile source sector is well-founded and largely indisputable. See Appendix D for the full comments.
3. Review of Learning Curves and Progress Ratios and a Summary of Results and Recommendations

As discussed in the Introduction, this report aims to meet three objectives: (1) to be a definitive, up-to-date, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically; (2) to develop a single compendium study on industrial learning in the mobile source sector that could be considered for use in future OTAQ costs analyses; and (3) to estimate a summary effect of learning based on cumulative output in mobile source industries. In Section 3.1 and 3.2, we provide background information about learning curves and progress ratios, respectively. In Section 3.3, we provide a summary of the 18 studies on learning in general and in the mobile source sector specifically that we included in our literature review. In Section 3.4, we discuss the results of our review and, on the basis of that review provide an estimated progress ratio for the mobile source industry.

3.1. What are Learning Curves?

A learning curve represents a fundamental relationship: as a person or organization does more of something, it gets better at doing it. More specifically, “as organizations produce more of a product, the unit cost of production typically decreases at a decreasing rate” (Argote, 2013, p. 1). Research in organizational and manufacturing learning builds on research in psychology, where it was demonstrated that error rates and time to complete tasks decrease with experience (Argote, 2013).

Learning is an important source of productivity improvements in organizations. Organizations that are able to learn more from experience enjoy greater productivity and greater prospects of survival than their counterparts that are less adept at learning (Argote & Ingram, 2000; Baum & Ingram, 1998). Estimates of learning are used in many applications in organizations, including forecasting production, purchasing, making delivery commitments, monitoring performance, determining manufacturing strategy, pricing, and deciding about whether to enter a new market.

Although individuals are the mechanism through which organizations learn, organizational learning involves more than learning by individuals. In order for learning to be considered organizational, it should be embedded in a supra-individual repository, such as a routine or process, a database, a template, or a tool or technology. Thus, organizational learning can be embedded in individual employees, including managers and engineers as well as direct production workers, in tools and technologies, and in routines and processes.

Figure 1 shows an example of a learning curve based on data from the start of production of a new model at a truck plant. Cumulative output, the cumulative number of trucks produced, is plotted on the horizontal axis. The labor hours required to assemble each truck is plotted on the vertical axis. The figure illustrates the classic learning curve: labor hours per vehicle decrease at a decreasing rate as experience is gained in production. While many researchers have focused on labor costs, others have included additional costs, such as material costs (e.g., Balasubramanian & Lieberman, 2010; Darr, Argote & Epple, 1995) and found that these measures also evidence learning.
Intuitively, there is more to learn at the beginning of production. Employees have to learn their individual tasks and how to coordinate their tasks with others’ tasks. Routines are developed. The layout is improved and tools are modified to improve their performance. Hence, the learning at the beginning of a production program is steeper than learning later in the production program, where it takes longer to double cumulative output.

\[ y_t = a x_t^b \]  

(Note: Reprinted from Epple, Argote, & Murphy (1996))

**Figure 1. Learning Curve for the Truck Plant**

The conventional form of a learning curve is a power function:

Where:

- \( x_t \) = Cumulative number of units produced by an organization (i.e., experience gained) by date \( t \)
- \( y_t \) = Costs required to produce an additional unit at date \( t \)
- \( a \) = Costs required to produce the first unit
- \( b \) = Parameter that measures the rate unit costs change as cumulative output increases. If learning occurs, \( b < 0 \).
- \( t \) = Time subscript
While learning curves are typically expressed as the relationship between costs per unit and production volume, other dependent measures have been used including the amount of time it takes to produce a unit of output, defects per unit, or accidents per unit. The particular dependent measure used depends on the researcher’s purpose. Our focus in this report is on unit costs.

Equation 1 can be rewritten in logarithmic form:

$$\ln(y_t) = a + b \ln(x_t)$$  \hspace{1cm} (Eq. 2)

Figure 2 shows the same relationship depicted in Figure 1 in logarithmic form. As can be seen from Figure 2, when the data are plotted using a log-log scale, the relationship is closer to a straight line.

Note: Reprinted from Eppe et al. (1996).

**Figure 2. Logarithm of Direct Labor Hours per Vehicle versus Logarithm of Cumulative Hours**

The cumulative number of units produced (also referred to as cumulative output or cumulative volume) measures how much experience the organization has acquired in production. The measure is computed by adding the number of units produced from the start of production through the end of the previous time period. If unit costs change as a function of experience, other factors equal, then learning has occurred.

Other variables that are likely to affect the outcome variable can be added to the equation in order to control for explanations alternative to learning, such as economies of scale. In addition, one can investigate whether the rate of learning slows down or plateaus by including a quadratic term for the cumulative output variable. Including a quadratic function for the experience variable and evaluating it at values less than the value at which the function reaches a minimum, approximates a function with a
positive asymptote, and thus allows one to investigate whether the rate of learning slows down in logarithmic form.

Debate has occurred about whether cumulative output or the amount of time that an organization has produced a product is the better measure of experience to use in investigations of learning. Several studies that have included both cumulative output and time found that cumulative output was significant but time was not (Rapping, 1965; Lieberman, 1984). Other studies that have included both time and cumulative output reported that both were significant but that the magnitude of the regression coefficient on the cumulative output variable was greater than that on the time variable (Argote, Epple, Rao, & Murphy, 1997 as cited in Argote, 2013; Bahk & Gort, 1993). Benkard (2000) included both cumulative output and time as well, and although the fit improved when the time variable was included, the sign of the time variable was negative; hence, the model was rejected. Levitt, List, and Syverson (2013) found that the time trend was small in magnitude and only marginally significant when included in a model with cumulative output. Yet, Levin (2000) found that time was a more important source of improvement in the quality of cars than cumulative output because the significance of the cumulative output variable disappeared once year-of-production variables were taken into account. On balance, researchers have concluded that learning is more related to production activity, as measured by cumulative output, than to the passage of time.

As described in more detail in the following sections, researchers have also attempted to unpack the relationship between cumulative output and cost by investigating factors such as organizational forgetting and knowledge transfer or spillover (i.e., learning from the experience of other organizational units). Equations 1 and 2 can be generalized to investigate these issues. Results of investigating these issues are summarized in our literature review in Section 4.

3.2. What are Progress Ratios?

Organizations often characterize their learning rates in terms of a progress ratio, $p$, which describes how the outcome variable changes when cumulative output doubles. For example, the interpretation of an 80% progress ratio is that for every doubling of cumulative output, the outcome variable (e.g., costs per unit in Equation 1) declines to 80% of its previous value. An 80% progress ratio means that costs decline by 20%. Thus, lower progress ratios imply faster learning because costs are declining at a faster rate.

A progress ratio, $p$, can be computed from the learning rate, $b$, as follows:

\[
\begin{align*}
    & y_1 = \text{Unit cost after producing } x_1 \text{ units} \\
    & y_2 = \text{Unit cost after producing } 2x_1 \\
    & y_1 = a x_1^b \\
    & y_2 = a (2x_1)^b
\end{align*}
\]

We referenced the description in the Argote (2013) book because the Argote et al. (1997) article has not been published due to its use of proprietary information.
Conversely, the learning rate, \( b \), can be computed from the progress ratio, \( p \):

\[
\ln(p) = b \ln(2)
\]

\[
b = \frac{\ln(p)}{\ln(2)}
\]  

(Eq. 4)

In a seminal study often cited in the industrial and manufacturing learning literature, Dutton and Thomas (1984) examined progress ratios estimated from 108 production programs that covered manufacturing processes in several industries as reported in 22 field studies (see Section 4.1.1, below). These authors used only progress ratios that were estimated using either unit costs or average costs as the outcome variable and cumulative volume as the independent variable and excluded studies estimating industry-wide estimates. The authors constructed a histogram, reproduced in Figure 3, illustrating their results. Several conclusions can be drawn from the histogram. First, the rate of learning varies across organizations. Second, although the rate of learning varies, all but 1 of the 108 production programs improved with experience. Third, the mode of the progress ratios was between 81% and 82%. This implies that for every doubling in cumulative output, unit costs decrease to 81% or 82% of their former value.
3.3. Summary of Literature Review

An objective of this report was to provide a definitive, up-to-date, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically and to develop a single compendium study on industrial learning in the mobile source sector that could be considered for use in future OTAQ cost analyses. In addition to providing background and context about learning, we were particularly interested in identifying empirical estimates of progress ratios in the literature.

In total, we reviewed 55 articles related to learning, of which 18 articles were reviewed in detail mainly because they contained empirical estimates of learning in contemporary production environments (see Section 2). The 18 articles cover several industries in the mobile source sector (e.g., cars, electric vehicles, trucks, aircraft, and wartime ships) and some outside the mobile source sector (e.g., fast food, electric power plants, and the manufacturing sector in general). The research method varied among these articles. Most research was quantitative; however, some authors made valuable insights using qualitative methods. Similar to Figure 2 above, we found that the rate of learning varies, albeit not as
much as shown in Figure 3. The estimated progress ratios found in the 18 articles ranged from 70% to 98%. These 18 articles represent a range of research conducted over the last 30 years and provide strong evidence that learning occurs in the mobile source industry and in general.

The articles we reviewed support the claim that learning is a major source of productivity improvements in organizations. In addition, learning is a source of competitive advantage for firms (Balasubramanian & Lieberman, 2010). Firms that are able to learn from experience and transfer the knowledge they acquire throughout their establishments are more productive and more likely to survive than their counterparts that are less adept at organizational learning. Thus, organizational learning is of great importance to managers as well as to policy makers. Learning enables organizations to be more productive and competitive. An understanding of learning enables organizations to perform a host of activities more effectively, including planning, budgeting, production scheduling, making delivery commitments, and monitoring performance.

Learning occurs through individuals in organizations. Not only direct production workers but also managers, engineers, and support staff learn as an organization gains experience in production. Individuals become better at their particular jobs and also better at coordinating their tasks with those of other employees. Improvements are discovered in the technology (both hardware and software) and layout of the plant. Routines and processes are modified to become more efficient and the structure of the organization is fine-tuned to enable more effective problem solving. Thus, knowledge acquired by learning by doing in organizations is embedded in individual employees and in the organization’s technology, routines, and structure.

Table 1 presents a summary of 21 articles of which 18 are included with detailed review in this study, and are subsequently described in the next sections and are summarized in Appendix B. Table 1 provides the following information:

- **Column 1 – Article citation**: Column 1 provides the authors’ names and the years of publication. It also lists the sections in which the article is discussed within this report. Several articles (i.e., Argote et al., 1990; Argote et al., 1997 as cited in Argote, 2013; and Darr, Argote, & Eppele, 1995) were not selected for detailed review, but were described in articles that were reviewed in detail or received a cursory review; hence, these articles are not discussed in the sections below.

- **Column 2 – Type of Analysis (Qualitative vs. quantitative)**: The progress ratios presented include only those from studies that analyzed original data. Therefore, progress ratios are not featured for the few studies that are solely qualitative reviews or thought pieces (which are highlighted in the table). If the qualitative analysis mentioned progress ratios that were estimated in other studies, those progress ratios are listed in the table under their original authors’ names. These studies include Argote et al. (1990); Argote et al. (1997) as cited in Argote (2013); and Darr et al. (1995).
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- **Column 3 – Type of Data (Primary vs. secondary):** Column 3 lists whether each study was based on primary, or secondary data. For example, the progress ratios in Nykvist and Nilsson’s (2015) study were estimated using estimates from other studies rather than primary data.

- **Column 4 and 5 – Type of Industry:** Column 4 lists the industry that was the focus of the article and Column 5 describes whether the industry belongs to the mobile source sector.

- **Column 6 – Type of Outcome Variable:** Column 6 lists the outcome variable used to estimate the progress ratio. Many studies use unit costs or a related variable; the number of units produced which can be expressed in terms of unit costs. Several studies used other outcome variables such as shipments (see Bahk & Gort, 1993), real value added (see BahK & Gort, 1993; Balasubramanian & Lieberman, 2010), and price (see Shinoda, Tanaka, Akisawa, & Kashiwagi, 2009). These others measures are not appropriate for the goals of this study: Output measured by shipments would not be a good measure of productivity if firms keep output in inventory before shipping. Output measured in terms of dollar value as well as measures of value added are based on revenues, which are affected by many factors besides learning in manufacturing; and prices are affected by external conditions. As one of our reviewers noted, using any measure that embodies price is likely to confound supply-side learning (our focus) with demand-side changes that might be unrelated to learning. We focus on studies using unit costs, the number of units produced, or defects per unit because these variables are the most closely related to costs in mobile source manufacturing. For studies using the number of units produced as the dependent variable (Argote et al., 1997; Epple et al., 1991; Epple et al., 1996), the models were re-estimated with costs per unit as the dependent variable.

- **Column 7 and 8 – Type of Progress Ratio (Cumulative output vs best fit):** For each study, we list the progress ratio based on a model using only cumulative output and the progress ratio based on the model with the best fit according to the adjusted $R^2$ value presented in the study. The models that use only cumulative output are more comparable across studies and to previous reviews, such as the Dutton and Thomas (1984) review described earlier in Section 3.2. Researchers had different goals in the various studies so they included different variables in their models in addition to cumulative output, depending on the purpose and empirical context of the study. Many studies had the goal of dissecting the relationship between cumulative output and cost into different components. Because our goal is to develop a reliable estimate of the effect of cumulative output, we focus on models that include only cumulative output as a predictor.

---

5 We consider primary data to be data collected by a study’s researcher directly and secondary data to be data collected by or produced by a different study.
**Table 1. Summary of Progress Ratios in Sample**

<table>
<thead>
<tr>
<th>Author(s) and Publication Date</th>
<th>Qualitative/Quantitative</th>
<th>Primary/Secondary Dataset</th>
<th>Industry</th>
<th>Mobile Source Industry? (Y = Yes, N= No)</th>
<th>Outcome Variable</th>
<th>Progress Ratio (Cumulative Output Approach)</th>
<th>Progress Ratio (Best-Fit Approach)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agrawal &amp; Muthulingam (2015)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>Car manufacturer vendors</td>
<td>Y</td>
<td>Defect rate</td>
<td>N/Aa</td>
<td>N/A</td>
</tr>
<tr>
<td>See Sections 4.2.5 and 4.4.3 below</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argote (2013)</td>
<td>Qualitative</td>
<td>Secondary</td>
<td>N/A</td>
<td>N</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>See Section 4.2.3 below</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argote, Beckman, &amp; Epple (1990)</td>
<td>Quantitative</td>
<td>Secondary</td>
<td>Wartime ships</td>
<td>Y</td>
<td>Current output (i.e., tonnage of ships produced per month)</td>
<td>74%</td>
<td>97%</td>
</tr>
<tr>
<td>Argote &amp; Epple (1990)</td>
<td>Qualitative</td>
<td>Secondary</td>
<td>N/A</td>
<td>N</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>See Section 4.1.2 below</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argote, Epple, Rao, &amp; Murphy (1997) as cited in Argote (2013)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>Trucks</td>
<td>Y</td>
<td>Current output</td>
<td>86%b</td>
<td>83%</td>
</tr>
<tr>
<td>Bahk &amp; Gort (1993)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>A pool of 15 industries</td>
<td>N</td>
<td>Output measured by shipments</td>
<td>97%</td>
<td>95%</td>
</tr>
<tr>
<td>See Section 4.4.4 below</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author(s) and Publication Date</td>
<td>Qualitative/Quantitative</td>
<td>Primary/Secondary Dataset</td>
<td>Industry</td>
<td>Mobile Source Industry? (Y = Yes, N= No)</td>
<td>Outcome Variable</td>
<td>Progress Ratio (Cumulative Output Approach)</td>
<td>Progress Ratio (Best-Fit Approach)</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------</td>
<td>---------------------------</td>
<td>----------</td>
<td>------------------------------------------</td>
<td>-------------------</td>
<td>---------------------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Balasubramanian &amp; Lieberman (2010)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>U.S manufacturing sector</td>
<td>N</td>
<td>Current period real value added (i.e., real revenues less real materials)</td>
<td>84%</td>
<td>86%</td>
</tr>
<tr>
<td>See Section 4.1.4 below</td>
<td></td>
<td></td>
<td>Motor vehicles and equipment</td>
<td>Y</td>
<td></td>
<td>88%</td>
<td>88%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Aircraft and parts</td>
<td>Y</td>
<td></td>
<td>90%</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ship and boat building and repairing</td>
<td>Y</td>
<td></td>
<td>93%</td>
<td>93%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Railroad equipment</td>
<td>Y</td>
<td></td>
<td>91%</td>
<td>91%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Motorcycles bicycles and parts</td>
<td>Y</td>
<td></td>
<td>89%</td>
<td>89%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Misc. transportation equipment</td>
<td>Y</td>
<td></td>
<td>94%</td>
<td>94%</td>
</tr>
<tr>
<td>Benkard (2000)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>Aircraft (commercial)</td>
<td>Y</td>
<td>Labor input per unit</td>
<td>82%</td>
<td>65%</td>
</tr>
<tr>
<td>See Sections 4.2.2 and 4.3.2 below</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bernstein (1988)</td>
<td>Qualitative</td>
<td>N/A</td>
<td>Automobiles</td>
<td>Y</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>See Section 4.5.1 below</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Darr, Argote, &amp; Epple (1995)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>Fast food industry</td>
<td>N</td>
<td>N/A</td>
<td></td>
<td>93%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>93%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author(s) and Publication Date</td>
<td>Qualitative/Quantitative</td>
<td>Primary/Secondary Dataset</td>
<td>Industry</td>
<td>Mobile Source Industry? (Y = Yes, N = No)</td>
<td>Outcome Variable</td>
<td>Progress Ratio (Cumulative Output Approach)</td>
<td>Progress Ratio (Best-Fit Approach)</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------------------</td>
<td>---------------------------</td>
<td>----------</td>
<td>------------------------------------------</td>
<td>------------------</td>
<td>-------------------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Dutton &amp; Thomas (1984)</td>
<td>Qualitative</td>
<td>Secondary</td>
<td>A variety of industries (e.g., electronics, machine tools, papermaking, aircraft, steel, and automobiles)</td>
<td>N</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Epple, Argote, &amp; Devadas (1991)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>Trucks</td>
<td>Y</td>
<td>Output during week t</td>
<td>87%</td>
<td>35%</td>
</tr>
<tr>
<td>Epple, Argote, &amp; Murphy (1996)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>Trucks</td>
<td>Y</td>
<td>Output during week t</td>
<td>86%</td>
<td>66%</td>
</tr>
<tr>
<td>Gopal, Goyal, Netessine, &amp; Reindorp (2013)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>N/A</td>
<td>N</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Lapré &amp; Nembhard (2010)</td>
<td>Qualitative</td>
<td>Secondary</td>
<td>Manufacturing and service industries</td>
<td>N</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Lee, Veloso, Hounshell, &amp; Rubin (2010)</td>
<td>Qualitative and Quantitative</td>
<td>Primary</td>
<td>Automobiles; automobile emission control technologies; specifically, non-catalyst components</td>
<td>Y</td>
<td>Cost of non-catalyst components</td>
<td>93%</td>
<td>93%</td>
</tr>
</tbody>
</table>
## Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources

<table>
<thead>
<tr>
<th>Author(s) and Publication Date</th>
<th>Qualitative/Quantitative</th>
<th>Primary/Secondary Dataset</th>
<th>Industry</th>
<th>Mobile Source Industry? (Y = Yes, N= No)</th>
<th>Outcome Variable</th>
<th>Progress Ratio (Cumulative Output Approach)</th>
<th>Progress Ratio (Best-Fit Approach)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levitt, List, &amp; Syverson (2013)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>Automobiles</td>
<td>Y</td>
<td>Average defect for the week</td>
<td>82%</td>
<td>80%</td>
</tr>
<tr>
<td>Macher &amp; Mowery (2003)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>Semiconductors</td>
<td>N</td>
<td>Defect density (i.e., the number of fatal defects per centimeter squared)</td>
<td>N/A²</td>
<td>N/A</td>
</tr>
<tr>
<td>Nykvist &amp; Nilsson (2015)</td>
<td>Quantitative</td>
<td>Secondary</td>
<td>Battery electric vehicles (industry-wide)</td>
<td>Y</td>
<td>Cost data</td>
<td>91%</td>
<td>91%</td>
</tr>
<tr>
<td>Rubin, Taylor, Yeh, &amp; Hounshell (2004)</td>
<td>Quantitative</td>
<td>Unclear</td>
<td>Electric power plants; FGD systems</td>
<td>N</td>
<td>Cost to produce the i\textsuperscript{th} unit</td>
<td>89%</td>
<td>89%</td>
</tr>
<tr>
<td>Shinoda, Tanaka, Akisawa, &amp; Kashiwagi (2009)</td>
<td>Quantitative</td>
<td>Primary</td>
<td>Plug-in hybrid electric vehicles</td>
<td>Y</td>
<td>Battery unit price</td>
<td>70%</td>
<td>70%</td>
</tr>
</tbody>
</table>

Notes:

a. The authors did not estimate learning using the power function; hence, their learning rates could not be converted to progress ratios as described in the text.

b. The papers did not provide estimates of costs per unit as a function of cumulative output. Because the SME was a coauthor on these papers, she was able to estimate the learning rate when the dependent measure was costs per unit and the predictor was cumulative output.
3.4. Discussion of Mobile Source Results and Recommendations

The report’s third goal was to develop a summary effect of learning based on cumulative output in mobile source industries. We used several criteria to determine the summary effect of learning on costs in mobile source industries. We relied on studies that were primary analyses of data from firms in the mobile source sector whose methods were quantitative and statistically sound. We did not include studies that based their estimates on only a very small number of observations (e.g., Lee et al., 2010; Nykvist and Nilsson, 2015; and Rubin et al., 2004). Because the focus of our analysis is on manufacturing costs, we included studies that used unit costs or variables closely related to costs, such as the number of units produced or defects per unit, as the dependent variable. Finally, while many studies analyzed data from the production of ships during World War II, we did not use these estimates because of the studies’ unique empirical context (e.g., exceptionally high motivation due to the need to build ships for the war effort and coordination across firms by the U.S. Maritime Commission).

Note that in its regulatory packages, OTAQ has accounted for learning when estimating the technology costs for technologies added to mobile sources to allow for compliance with new emission standards. Our extensive search of the learning curve literature indicates that the literature has not focused on learning at the individual emission technology level (e.g., learning with respect to the manufacture of catalytic converters, evaporative control canisters, oxygen sensor, etc.). Instead, published studies typically examine learning at the final assembly stage of transportation equipment. Because organizations in the mobile source sector use the same type of labor and processes, assembly at the final vehicle assembly stage is substantially similar to assembly at the subcomponent level (e.g., automobile component assembly). As noted previously, the biggest and most reliable difference in learning rates was found between the manufacturing and service sectors (Argote, 2013). All firms in the mobile source industry are in the manufacturing sector. Based on the available evidence as well as the similarity of firms in the mobile source industry, they would not be expected to differ dramatically in their learning rates. Thus, we use findings from the final assembly stage to develop recommendations about learning effects in mobile source industries.

In Table 2, five studies’ progress ratios are reproduced (i.e., Argote et al., 1997 reported in Argote, 2013; Benkard, 2000; Epple, Argote, & Devadas, 1991; Epple et al., 1996; and Levitt et al., 2013). These five studies met the criteria described in the previous paragraphs and thus form the basis for our recommendation about learning effects and progress ratios in the mobile source sector.
Table 2. Confidence Intervals of Progress Ratios from Selected Studies

<table>
<thead>
<tr>
<th>Author (Publication Date)</th>
<th>Industry</th>
<th>Progress Ratio (Cumulative Output Approach)</th>
<th>Confidence Interval</th>
<th>Learning Coefficient</th>
<th>Standard Error of Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argote, Epple, Rao, &amp; Murphy (1997) as cited in Argote (2013)</td>
<td>Trucks</td>
<td>86%</td>
<td>(85%, 87%)</td>
<td>-0.221</td>
<td>0.007</td>
</tr>
<tr>
<td>Benkard (2000)</td>
<td>Aircraft (commercial)</td>
<td>82%</td>
<td>(80%, 84%)</td>
<td>-0.290</td>
<td>0.020</td>
</tr>
<tr>
<td>Epple, Argote, &amp; Devadas (1991)</td>
<td>Trucks</td>
<td>87%</td>
<td>(85%, 90%)</td>
<td>-0.197</td>
<td>0.021</td>
</tr>
<tr>
<td>Epple, Argote, &amp; Murphy (1996)</td>
<td>Trucks</td>
<td>86%</td>
<td>(85%, 86%)</td>
<td>-0.226</td>
<td>0.007</td>
</tr>
<tr>
<td>Levitt, List, &amp; Syverson (2013)</td>
<td>Automobiles</td>
<td>82%</td>
<td>(81%, 83%)</td>
<td>-0.289</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Note:

a. To facilitate comparison across studies, models in studies using output as the dependent variable (Argote et al., 1997; Epple et al., 1991; Epple et al., 1996), were re-estimated with labor costs per unit as the dependent variable.

As can be seen from Column 4 in Table 2, estimated progress ratios are very similar: 82% at an automotive plant (Levitt et al., 2013), 82% at an aircraft assembly plant (Benkard, 2000), 86% at two different light-duty truck plants (Argote, et al., 1997 as cited in Argote, 2013; Epple et al., 1996)\(^6\), and

\(^6\) The papers did not provide estimates of the learning rate with just cumulative output as a predictor. Because the SME was a coauthor on both papers, she was able to compute the learning rate when just cumulative output was included.
87% at a third light-duty truck plant (Epple et al., 1991). Thus, the estimated progress ratios fall in a narrow range between 82% and 87%. Based on the learning rates and standard errors provided in the papers, 95% confidence intervals around these estimates of progress ratios were calculated and are presented in Table 2.

The estimated progress ratios from these five mobile source studies based on cumulative output are similar to—but slightly higher than—the Dutton and Thomas (1984) results, which are also based on cumulative output and where the most frequently observed progress ratio was between 81% and 82%. For the models just including cumulative output, two production programs in the mobile source industries had progress ratios of 82%, two had progress ratios of 86% and one had a progress ratio of 87%.

The progress ratios from the best-fitting models (see Column 8 in Table 1) were significantly different for three of the five studies: 35% at a truck plant (Epple et al., 1991), 64% at an aircraft producer (Benkard, 2000), and 66% at a different truck assembly plant (Epple et al., 1996). The best-fit approach yielded similar results to the cumulative output approach for two of the studies: 80% at an automotive plant (Levitt et al., 2013) and 83% at a third truck plant (Argote et al., 1997). These differences can be explained by the fact that the best-fitting models have more explanatory variables than just cumulative output, and the additional explanatory variables that were included differ from one study to another, depending on the goals of the research.

In order to arrive at an estimate of the average progress ratio, we computed a weighted mean, where the weight assigned to the estimate in each study was the inverse of the study’s variance (see Borenstein, Hedges, Higgins, & Rothstein, 2009). For estimation purposes, we used the coefficients of cumulative output and their standard errors. These are also shown in Table 2. The weight assigned to the estimated coefficient from a study is the inverse of the estimated variance of that coefficient. The weighted mean from a set of studies is obtained by: (1) calculating the sum of the product of the weights times the estimated coefficients, and (2) dividing the result in (1) by the sum of the weights. The estimated standard error of the weighted mean is the inverse of the square root of the sum of the weights (Borenstein, et al., pages 65-66). This approach gives less weight to studies with higher standard errors. Thus, the Benkard (2000) and the Epple et al. (1991) studies receive less weight than the other three studies.

The mean learning rate is estimated to be -0.245, with a standard error of 0.0039. Thus, the lower bound for a 95% confidence interval for the learning rate is -0.253; the upper bound is -0.238. These estimates translate into a mean progress ratio of 84.3%. The confidence interval around this number

7 One of the peer reviewers commented that the methodology used for estimating the weighted-average progress ratio from the five studies is broadly reasonable. Given the report’s objects, it appeared reasonable to focus only on studies that examine unit costs, to exclude studies that use a different measure of performance, and to exclude studies of learning-by-doing in shipbuilding during World War II due to the uniqueness of the context. See Appendix D for the full comments.

8 We estimated the standard error as the square root of the inverse of the sum of the weights.

9 The lower bound of the confidence interval (-0.253) is calculated as the mean (-0.245) minus the margin of error (0.008). The margin of error is the product of the standard error (0.0039) and the critical value according to a t-distribution (1.96). The upper bound (-0.238) is calculated as the mean plus the margin of error.
ranges from 83.9% to 84.8%, suggesting that one can be reasonably confident that the progress ratio falls in this interval. Thus, the summary effect of the progress ratio in mobile source industries is 84%. Our estimate of the summary effect is based on the standard approach used in meta-analysis for combining information across studies (Borenstein et al. 2009). Lieberman, one of our reviewers, concluded that our estimates are substantially in line with the learning rates Balasubramanian and Lieberman (2010) found for the mobile source sector (see Balasubramanian & Lieberman, 2011, for similar results using more fine-grained data).

Further information regarding results and the analysis can be found in Section 5 which contains responses to peer review comments directed at the analysis and results.
4. Review of Learning Curve Literature by Topic

As described in Section 2, ICF and the SME identified 18 studies related to learning in general and learning in the mobile source sector that would be most relevant to the goals our report which include being a definitive, up-to-date, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically. In this section, we provide an overview of these 18 studies. The summaries are organized by topic, with respect to explanations of the variation in learning rates that was so clearly illustrated by the Dutton and Thomas (1984) histogram set out in Section 3.2, above. In addition, in their review of the literature on learning rates, Dutton and Thomas concluded that there is often more variation across organizations producing the same product than across organizations producing different products. Argote and Epple (1990) illustrated this variation by depicting learning curves from three truck plants that differed significantly in their rates of learning. Similarly, Chew, Bresnahan, and Clark (1990) found dramatic performance differences across plants in the same firm that produced the same or similar products. These findings underscore that learning is not automatic and is not determined by the product but rather depends on conditions at the organization that enable or hinder learning. These conditions are now discussed.

The 18 articles examined four aspects of learning variation: sources of that variation (Section 4.1), the persistence and depreciation of organizational knowledge (Section 4.2), knowledge transfers and spillovers (Section 4.3), and the location of organizational knowledge (Section 4.4). The last set of articles provides qualitative descriptions of how learning curves can be applied (Section 4.5).

4.1. Sources of Learning Variation

4.1.1. Dutton & Thomas, 1984

Dutton and Thomas (1984) investigated whether future progress ratios could be predicted and how the rate of improvement could be managed by identifying which factors cause progress. The authors performed a secondary analysis of over 200 studies in a variety of industries such as electronics, machine tools, papermaking, and automobiles, drawn from 50 years of literature. The authors found that the rate of improvement was not fixed and could be influenced by managerial policy decisions. The authors identified four categories of factors related to progress: (1) technological progress in capital goods, (2) the Horndal-plant effect, (3) local system characteristics, and (4) scale effects. Technological progress in capital goods describes progress caused by cumulative investments and improvements in capital equipment. The Horndal-plant effect describes progress that results from direct learning (i.e., workers’ improvement in performing a task); indirect labor learning (e.g., adaptation

---

10 One of the peer reviewers agreed with the report’s interpretation of the literature that heterogeneity in learning rates could be larger across organizations, even within an industry, than across industries and stated that this was an important point to highlight. See Appendix D for the full comments.

11 The histogram presented in Section 3.2 features progress ratios from 108 studies, which were estimated in 22 field studies. Of the 200 studies, the histogram features only progress ratios from 108 studies that were quantitative, estimated organizational-level progress ratios, used unit cost or average cost as the outcome variable, and used cumulative volume as the independent variable.
of tooling and process changes made by staff or managers); and other cost-reducing measures such as scheduling, inventory management, quality control, and wage incentives. The local system characteristics category includes progress that results from an industry’s or firm’s operating system characteristics such as the degree of mechanization, the ratio of assembly to machining work, and the length of cycle times. Finally, the scale effects category includes progress that results from increases in the scale of operation.

While three of the categories of factors related to progress (i.e., technological change, labor learning, and organizational characteristics) continue to be regarded as important predictors of learning, the fourth category, economies of scale, is now seen as a variable that is distinct from learning and should be controlled for in empirical analyses. Economies of scale is the relationship between current inputs and current outputs while learning is the relationship between cumulative experience and current output.

### 4.1.2. Argote & Epple, 1990

Argote and Epple (1990) also identified potential factors that could affect organizational learning curves. Similar to Dutton and Thomas (1984), they performed a qualitative analysis of empirical studies focused on organizational learning curves. The authors identified factors that explain variation observed in organizational learning rates, especially organizational forgetting or knowledge depreciation and knowledge transfer.

Knowledge depreciation can be evident following an interruption in production due to factors such as strikes and input shortages when unit costs are higher than they were before the interruption (see Section 3.2). Knowledge acquired from learning can depreciate for reasons such as workers forgetting how to perform tasks, changes in the product or production processes making knowledge obsolete, workers being replaced by less experienced workers, records being lost, or routines being disrupted.

Additionally, employee turnover can influence rates of learning and forgetting—the extent to which it is able to do so depends on organizational characteristics. For instance, turnover is more likely to have an impact in organizations where jobs are not standardized and procedures do not exist for transmitting knowledge to new employees (Argote, 2013).

Knowledge transfer can also affect the learning rate (see Section 3.3). Knowledge transfer is the process through which one unit is affected by the experience of another. For example, knowledge transfer can occur across products, across shifts within a manufacturing facility, or across sister plants that are part of the same firm. A variety of mechanisms including communication, training, technology, routines, and personnel movement enable transfer. Organizations that are able to transfer knowledge effectively are more productive and have lower unit costs than their counterparts that are less adept at knowledge transfer. Through knowledge transfer, an organization leverages knowledge gained by one unit of the organization for the benefit of other units.
Finally, the authors point out that when estimating learning rates, one should control for factors alternative to learning that affect the learning rate. For example, not controlling for economies of scale can result in an overestimation of the learning rate (see also Balasubramanian & Lieberman, 2010).

4.1.3. Macher & Mowery, 2003

Macher and Mowery (2003) studied learning in the semiconductor industry related to the production of silicon wafers. The researchers examined how a manufacturer’s performance (i.e., its learning rate) was influenced by human resource (HR) and organizational practices such as: teams for problem solving and intra-firm knowledge transfer, the use of information technology (IT), and workflow and production scheduling systems. Macher and Mowery conducted a quantitative regression analysis based on data from 36 wafer fabrication facilities from U.S., European, and Asian semiconductor firms.

The HR and organizational practices that improved performance included implementing problem-solving teams, policies that collocated production and key personnel, and the use of information handling automation and data analysis capabilities. The results showed that introducing HR and organizational practices initially negatively influenced performance, but the rate of improvement increased as production expanded. Interestingly, not all of the HR and organizational practices examined resulted in improved manufacturing performance. The authors concluded that those practices that did so improved performance by facilitating the organization’s internal use of tacit knowledge. Nonaka, Toyama, and Bossier (2000) described tacit knowledge as “informal and hard-to-pin down know-how, crafts, and skills” and as “mental models, such as schemata, paradigms, perspectives, beliefs, and viewpoints” (p. 494).

Although the Macher and Mowery (2003) study was not conducted in the mobile source sector, its implications can still be useful. Results indicate that managers can actively implement strategies to facilitate learning.

4.1.4. Balasubramanian & Lieberman, 2010

Balasubramanian and Lieberman (2010) estimated the learning rate of over 100 industries in the manufacturing sector using the U.S. Census Bureau’s Longitudinal Research Database and Compustat data from 1973 to 2000. By performing regression analyses using plant-level data, the authors also tested whether the learning rate was higher in industries with greater complexity (i.e., industries with higher capital, research and development (R&D), or advertising intensity) and whether the heterogeneity of firm performance was higher in industries with faster learning rates.

The results showed that organizations learned faster within industries that had greater capital-labor ratios as well as greater R&D and advertising intensity. These industries displayed productivity that was initially low but rose steeply with experience. Thus, Balasubramanian and Lieberman’s (2010) article sheds light on several of the characteristics that explain variation in learning rates (see Dutton & Thomas, 1984).
Lieberman, one of our reviewers, concluded that our estimates are substantially in line with the learning rates Balasubramanian and Lieberman (2010) found for the mobile source sector (see Balasubramanian & Lieberman, 2011, for similar results using more fine-grained data). We should note that the learning rates in the Balasubramanian and Lieberman (2010) study, and the additional study by the same authors (Balasubramanian and Lieberman, 2011) were estimated using revenues less materials costs as the outcome variable, rather than unit cost, which is the focus of our analysis. Thus, we did not include their results to develop our summary effect. It is reassuring that approaches using different methods and data yield results consistent with ours.

4.1.5. Lapré & Nembhard, 2010

Lapré and Nembhard (2010) performed a secondary analysis of empirical studies related to organizational learning in manufacturing and service industries to determine why organizational learning rates vary. The authors distinguished between learning from experience and deliberate learning (i.e., “planned activities of managers and staff conducted with the explicit intent of acquiring, creating, and implementing new knowledge” (p. 41)), and found that both were important mechanisms for learning. Additionally, task and organizational characteristics were found to influence the learning rate.

**Learning from Experience**

Based on their review of the literature, the authors suggested that the impact of experience on an organization’s learning rate can depend on whether the experience (1) was homogenous or diversified, (2) resulted in success or failure, and (3) occurred at the individual, team, or organizational level.

The authors did not find a consensus in the studies examined as to whether more homogeneous tasks, more diversified tasks, or tasks in the middle of the spectrum fostered a faster learning rate. Homogenous experience with the same specialized task gives individuals the opportunity to better understand a specific task and become more proficient at it; however, constantly repeating a task can lead to stagnation in the learning rate. Performing diverse tasks allows individuals to understand the bigger picture, but it can be costly to switch between tasks. Several of the studies showed that the best performance is observed when tasks are similar to each other. That is, performing similar tasks (moderate task heterogeneity) resulted in better performance than performing identical (low task heterogeneity) or different (high task heterogeneity) tasks.

The studies examined showed that although organizations learn from both successful and failed experience, they tend to learn more from failures. Once an organization experiences success, it is likely to reinforce past tactics and become more risk averse in an effort to preserve the status quo. Following a failure, an organization is more likely to critically review its past tactics and innovate new ways to improve its performance. The way an organization responds depends on four factors: (1) the nature of the success or failure, (2) the level of each experience and the presence of other experiences, (3) the aspiration level and (4) the context. The authors suggest there are four reasons for paying more attention to failures than success. First, outcomes with various causes are more complex to analyze than outcomes with a clear cause and therefore organizations tend to devote more resources to
understanding and addressing them. Secondly, an organization is more likely to learn from either success or failure when the outcome surpasses a certain threshold. In addition, an organization will learn more from a success if it has had a related failure in the past. Thirdly, an organization is likely to learn from its own experiences if it succeeds but is more likely to learn from other organizations’ experience if it fails. Finally, an organization is less likely to learn from failure if their competitors are also failing or if they have an historical investment in a strategy.

The studies examined by these authors suggest that experience results in learning at every level of the organization: individual, team, and overall organization. At the individual level, individuals develop skills and knowledge; at the team level, individuals learn how to coordinate and use each team member’s skill the most efficiently; and at the organizational level, individuals learn from the knowledge accumulated by others. Reagans, Argote, and Brooks (2005) found that experience at the team and organizational level had a positive relationship with performance while individual experience had a U-shaped relationship with performance. At very low levels of experience, increases in experience hurt performance, while at high levels, increases in experience improved performance. At very low levels of experience, individuals might not apply the knowledge gained from previous experiences correctly, but this rectifies itself as the individuals accumulate more experience.

**Deliberate Learning**

With respect to deliberate learning, Lapré and Nembhard (2010) found that variations in the learning rate depend on: (1) the types of deliberate learning activities (DLAs) used and (2) contextual differences. Types of DLAs include activities such as training, experiments, and quality management programs. Overall, it appears that learning rates are faster in organizations that use more types of DLAs than those that use fewer. Learning rates are also faster in organizations that use DLAs that contribute to their know-how and know-why.

In terms of contextual differences, a DLA’s impact on the organizational learning rate depends on who is involved, their level of investment, where and when the DLA occurs, and why it has been pursued. Lapré and Nembhard (2010) found that a DLA impacts the learning rate the most when individuals at all levels of the organization (i.e., management, team leaders, and staff) actively support the chosen DLA, when the DLA is used in multiple locations within the organization, when there is enough time available to reflect on the knowledge gained from the DLA, and when the intention of the DLA is to improve quality rather than efficiency.

**Task-based Learning**

Task and organizational characteristics have also been found to affect the learning rate. Task characteristics focus on the knowledge required to complete a task with characteristics such as complexity, observability, and causal ambiguity. Tacitness was the task characteristic most focused on in this type of research. As explained above in Section 4.1.3, tacit knowledge is know-how that is difficult to articulate, while explicit knowledge is formalized and easily articulated. The authors found that the variation in the learning rates is related to the proportion of tacit-to-explicit knowledge in a task. Tasks
with a higher proportion of tacit knowledge tend to have different learning rates due to the difficulty of learning tasks with little guidance, while tasks with higher proportions of explicit knowledge tend to have similar learning rates. In addition, knowledge gained from tasks that have complex, unproven, or causally ambiguous characteristics is also more difficult to transfer than knowledge from tasks that are less complex and better understood.

**Organization Level Learning**

Organizational characteristics include elements such as the internal structure (i.e., vertically structured organizations versus less interdependent organizations), organizational capacity, staffing, and expectations and incentives. The impact of internal structure on the learning rate depends on the business environment. In stable environments, vertically integrated organizations learn at a faster rate than less interdependent organizations; however, the opposite is true in volatile environments. Two types of organizational capacity have been found to increase learning rates. Organizations with more resource-based capacity (e.g., organizations that have more slack time) learn at faster rates because staff have more resources that assist in learning. Organizations with more absorptive capacity—the “ability to recognize the value of new, external information, assimilate it, and apply it to commercial ends” (Cohen & Levinthal, 1990, p. 128)—are able to learn at faster rates because these organizations are better equipped to use new knowledge based on knowledge gained in their past experiences. Related to staffing, organizations with a higher percentage of temporary workers and more diverse teams tend to learn faster than those with a lower percentage of temporary workers and less diverse teams because these organizations can innovate better. Finally, organizations tend to base their incentive structures around their expectations of future performance. Because organizations have different expectations and subsequently have different incentive structures, workers engage in different types of learning activities (e.g., R&D); hence, different learning rates result.

**4.1.6. Conclusion**

Learning rates are not fixed and these five articles highlight several causes for variation in learning rates—several of which can be influenced by managerial policy decisions. Sources of variation include, but are not limited to, technological improvements, organizational practices, organizational characteristics, and the type of learning in which an organization engages.12

**4.2. Knowledge Persistence and Depreciation**

The conventional learning curve model shown in Equation 1 assumes that knowledge gained from learning by doing is cumulative and persists indefinitely over time. More recent research suggests that knowledge acquired from learning might not persist indefinitely in organizations (Argote et al., 1990; Darr et al., 1995). Instead, knowledge could depreciate due to factors such as turnover, interruptions in

---

12 ICF also reviewed a study by Laitner and Stanstad (2004) who investigated the relationship between demand-side learning (i.e., “learning by using”) and the cost of energy technologies. The authors found that demand-side learning could affect costs estimates and concluded that researchers should include learning on both the demand and supply side in their models to avoid biased results and forecasts.
production that lead to individuals forgetting how to perform tasks, disruptions in routines or changes in products and processes that render previous knowledge obsolete. Thus, while individual forgetting could contribute to knowledge depreciation in organizations, knowledge depreciation is caused by more factors than just individual forgetting.

The presence of knowledge depreciation does not negate the presence of learning curves. Just as individuals can continue to learn while they forget some material, organizations can also continue to learn while their stock of knowledge might depreciate.

Knowledge depreciation has typically been assessed by determining whether recent production experience is more important than earlier production experience in predicting current unit costs. The extent of knowledge depreciation is measured by estimating a parameter that determines the geometric weight past output receives in predicting current performance. If the parameter does not differ from one, there is no evidence of depreciation. A parameter less than one provides evidence of depreciation because it implies that past output receives less weight than recent output. That is, current performance is more driven by knowledge acquired recently than by knowledge acquired in the more distant past. The following five studies on knowledge depreciation were examined, each of which pertain to the mobile source sector.  

4.2.1. Epple, Argote, & Murphy, 1996

Epple et al. (1996) analyzed intra-plant knowledge transfer and knowledge depreciation in an automotive assembly plant that operated for 2 years with one-shift operation before adding an additional shift. This plant, a sister plant to the plant studied in Epple et al. (1991), used a different technology and introduced the second shift much later than the plant initially studied. In addition, more fine-grained data were available for this plant. Using 12 months of daily data related to the plant’s one-shift operation and 15 months of data following their switch to two-shift operation, the authors investigated whether and how knowledge transferred between the first and second shift following the introduction of the second shift as well as between the two shifts during two-shift operation and whether knowledge acquired through learning by doing depreciated over time.

This study showed that knowledge depreciated in this mobile source plant. The estimated depreciation parameter, based on daily data was approximately ranged from .979 to .988, which implies that 0.6% - 5.5% of the knowledge available at the beginning on one year would be available at the beginning of

---

13 In order to estimate depreciation, researchers typically estimate a parameter that is the geometric weight that past output receives in predicting current production. This depreciation parameter represents the percentage of the knowledge stock acquired in one period that would carry over to the following period. Thus, the depreciation parameter can be thought of as providing an indicator of how much knowledge is retained from one period to the next. For example, a parameter estimated to be .98 would imply that 98% of the knowledge acquired in the previous period carried over to the current period. The period chosen for each study depended on the frequency of the data available (e.g., daily, weekly, or monthly). To facilitate comparisons of the estimated depreciation parameters between the studies, we converted all of the estimated depreciation parameters to an annual basis in the report. We describe the estimated depreciation parameters in the footnotes and in Column 3 of Table 3.

14 A peer reviewer stated that Section 4.2 is a good characterization of studies about learning that have considered knowledge depreciation. See Appendix D for full comments.
the next. Of course, because the organization continued production, it generated new knowledge. Rates of learning remained significant (see Table 1) when depreciation was taken into account.

### 4.2.2. Benkard, 2000

Benkard (2000) analyzed two groups of similar commercial aircraft models that consisted of four Lockheed L-1011 TriStar models and tested whether learning by doing, knowledge spillovers (see Section 4.3.2), or knowledge depreciation occurred during the production of the 250 units of aircraft between 1970 and 1984. Benkard conducted an empirical analysis by generalizing the traditional learning curve to allow for knowledge spillovers and knowledge depreciation.

Using monthly data, Benkard estimated annual depreciation parameters to be between .55 and .61, which implies that 55%–61% of the firm’s experience that existed at the beginning of the year was available at the end of the year. Benkard (2000) concluded that this was a relatively high rate of depreciation, which he attributed to characteristics of the aircraft industry which include low production rates, high labor turnover, and displacement rights which allow employees to request a higher position if one becomes available and can cause employee movement within the firm. Other industries in the mobile source sector that do not share these characteristics could experience less knowledge depreciation. Argote (2013) pointed out that Benkard’s results showed that knowledge depreciation occurred despite incomplete knowledge transfers across products, which implies that knowledge depreciation was not solely caused by product changes that made previously gained knowledge obsolete.

### 4.2.3. Argote, 2013

Argote (2013) performed a secondary analysis of empirical studies on mobile source industries such as aircraft, ships, and automobiles as well as unrelated industries such as fast food franchises to determine whether organizational knowledge gained through learning by doing persisted or depreciated over time, the causes of knowledge depreciation, and whether turnover of key personnel affected organizational performance.

First, Argote (2013) reviewed the Lockheed L-1011 TriStar aircraft case study. Benkard (2000) analyzed the Lockheed data and found that knowledge depreciation occurred (see Section 4.3.2). Using monthly data, Benkard estimated the annual depreciation parameter to be between .55 and .61. Argote also reviewed the empirical study conducted by Argote et al. (1990) regarding the production of Liberty ships during World War II, which found that knowledge depreciated rapidly with the annual depreciation

---

15 The Epple et al. (1996) study estimated a daily depreciation parameter that ranged from 0.979 to 0.988. As calculated in Column 5 of Table 3, to convert the daily depreciation parameter to an annual basis, we raised the estimated parameter by 240 (i.e., the number of work days in a year). This finding indicates that, absent current production to replenish the knowledge stock, approximately 0.6% - 5.5% of the knowledge available at the beginning of one year would be available at the beginning of the next year.

16 The Benkard (2000) study estimated a monthly depreciation parameter that ranged from 0.952 to 0.960. As calculated in Column 5 of Table 3, to convert the monthly depreciation parameter to an annual basis, we raised the estimated parameter by 12 (i.e., the number of months in a year). This result indicates that approximately 55% to 61% of the knowledge available at the beginning of one year would be available at the beginning of the next year.
parameter estimated to be between .01 and .14. Argote then reviewed a study by Argote et al. (1997) conducted in an automobile assembly plant, which found less depreciation. Based on the monthly data, an annual depreciation parameter was estimated to be .56, which implied that 56% of the knowledge available at the beginning of one year would be available at the beginning of the next. Further, there was evidence that organizational knowledge had both a permanent and a transitory component. The permanent component was attributed to procedural knowledge that is embedded in an organization’s technologies or routines. For more discussion on the location of knowledge within an organization, see Section 3.4. Finally, Argote examined a study by Darr et al. (1995) on fast food franchises. Darr et al. estimated that only 0.001% to 0.01% of the knowledge stock available at the beginning of a year would remain at the end of the year, which is a very rapid rate of depreciation. Along with the industry’s high turnover rate, this depreciation rate could be due to its low level of technological sophistication.

Argote (2013) noted that debate has occurred in the literature about how much depreciation occurred in the production of Liberty ships during World War II. Argote et al. (1990) were the first to investigate knowledge depreciation and reported rapid knowledge depreciation, which suggested that between 1 and 14% of the knowledge available at the beginning of a year would be available one year later. Thompson (2007) obtained additional data about Liberty ships from the National Archives and also found evidence that knowledge depreciated, albeit at a slower rate than Argote et al. (1990). His estimates suggested that between 49% and 64% of the knowledge available at the beginning of one year would be available at the beginning of the next. Kim and Seo (2009) analyzed data from the shipyard that produced the largest number of Liberty ships. Using a different model than Argote et al., they found a similar estimate of the depreciation parameter, which implied that approximately 3% of the knowledge available at the start of one year would be available at the beginning of the next. Thus, while all three studies of Liberty ship production found evidence of the depreciation, estimated amounts are sensitive to model specifications and variables included.

---

17 The Argote et al. (1990) study estimated a monthly depreciation parameter that ranged from 0.70 to 0.85. As calculated in Column 5 of Table 3, to convert the monthly depreciation parameter to an annual basis, we raised the estimated parameter by 12 (i.e., the number of months in a year). This result implies that approximately 1%-14% of the knowledge available at the beginning of a year would be available one year later.

18 The Argote et al. (1997) study as cited in Argote (2013) estimated a weekly depreciation parameter of 0.989. As calculated in Column 5 of Table 3, to convert the weekly depreciation parameter to an annual basis, we raised the estimated parameter by 52 (i.e., the number of weeks in a year). This result implies that approximately 56% of the knowledge available at the beginning of a year would be retained one year later.

19 The Darr et al. (1995) estimated a weekly depreciation parameter that ranged from 0.80 to 0.83. As calculated in Column 5 of Table 3, to convert the weekly depreciation parameter to an annual basis, we raised the estimated parameter by 52 (i.e., the number of weeks in a year). This results implies that only a negligible amount (approximately 0.01%) of knowledge available at the beginning of a year would be retained one year later.

20 The Thompson (2007) study estimated a monthly depreciation parameter that ranged from 0.943 to 0.964. As calculated in Column 5 of Table 3, to convert the monthly depreciation parameter to an annual basis, we raised the estimated parameter by 12 (i.e., the number of months in a year). This result implies that approximately 49% to 64% of the knowledge available at the beginning of a year would be available one year later.

21 The Kim and Seo (2009) study estimated a monthly depreciation parameter that ranged from 0.7379 to 0.7410. As calculated in Column 5 of Table 3, to convert the monthly depreciation parameter to an annual basis, we raised the estimated parameter by 12 (i.e., the number of months in a year). This result implies that approximately 3% of the knowledge available at the beginning of the year would be retained one year later.
4.2.4. Gopal, Goyal, Netessine, & Reindorp, 2013

Gopal, Goyal, Netessine, and Reindorp (2013) analyzed product launches in the North American automotive industry. Using the Harbour Reports, which contained production and launch data from 1999 to 2007 on 78 plants owned by former Daimler-Chrysler, Ford, GM, and Toyota, the authors evaluated how product launches affected a plant’s productivity, and how any decreases in productivity resulting from the disruption caused by launches could be mitigated. The authors examined the 3 years prior to each launch and evaluated three types of experiences: (1) platform experience, the number of vehicles produced on the same platform as the launch product; (2) launch experience, the number of launches at the plant; and (3) firm experience, the number of launches within the firm. The authors tested whether the plant learned from these three types of experience and whether knowledge gained from these types of experience persisted over time.

Gopal et al. (2013) found that knowledge acquired from platform experience and knowledge acquired from past launch experience at the plant mitigated reductions in plant productivity during a new product launch. Further, knowledge acquired from platform experience tended to persist for 3 years while knowledge acquired through launch experience depreciated faster. The authors attributed the difference in persistence between platform and launch experience to the fact that while platform experience was consistently acquired over time, launches only occurred sporadically; hence, knowledge gained by launches was likely not reinforced or ingrained in routines.

4.2.5. Agrawal & Muthulingam, 2015

Agrawal and Muthulingam (2015) analyzed data from 295 vendors of a large car manufacturer in Asia with the aim of determining how knowledge depreciation affected the vendors’ quality performance. The authors distinguished between two types of learning, learning by doing (autonomous learning) and quality improvement initiatives (induced learning). The authors analyzed data on 2,732 quality improvement initiatives implemented by the vendors between 2006 and 2009 using regression. To discern which factors influenced the rate of knowledge depreciation, the authors further examined the type of initiative and where the knowledge was located within an organization.

The authors found that knowledge depreciation affected quality gains obtained from learning by doing and quality improvement initiatives. Specifically, 16% and 13% of quality gains from learning by doing and quality improvement initiatives depreciated every year, respectively. These depreciation rates are lower than those observed in several other studies, which Agrawal and Muthulingam (2015) attributed to the low turnover rate during the study period and to the outcome variable used. Instead of unit costs, the authors used the defect rate, a measure of quality, which can be easier to document and track than cost measures. Additionally, quality problems are salient and are often addressed, which can contribute to a higher retention of knowledge.

The authors identified whether each of the 2,732 quality improvement initiatives primarily focused on (1) quality assurance, (2) process improvement, or (3) design quality. Quality gains from quality assurance initiatives did not depreciate; however, quality gains from process improvement initiatives
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depreciated by more than 14% per year (the authors did not analyze if quality gains from design quality initiatives depreciated, as the organizational learning estimates related to these initiatives were not significant). Agrawal and Muthulingam (2015) attributed these results to differences in how the initiatives addressed problems. Quality assurance initiatives often included solving the problem directly and making changes to test equipment. Hence, knowledge became embedded in technology. However, process improvement initiatives did not always solve the problem. The authors then evaluated whether the rate of depreciation depended on where the knowledge was embedded within the organization (see Section 4.4.3). They examined three locations: technology, routines, and organizational members (i.e., workers). The results showed that knowledge depreciated faster when it was embedded in individuals (26%), followed by routines (14%), and technology (9%).

4.2.6. Conclusion

Column 3 of Table 3 presents the depreciation parameter estimates found in 10 articles of the 18 articles that received a detailed review and the 15 articles related to the mobile source sector that received a cursory review. Column 5 presents the percentage of the knowledge stock held at the beginning of the year that would survive to the end of the year, if the knowledge stock were not replenished by production. It is important to note that most organizations continue production and thus replenish their knowledge stock. Estimated values of the depreciation parameter indicate how much knowledge is retained from one period to the next. Note that these estimates depend on specification of the model and the variables used.

Table 3. Summary of Depreciation Parameter Estimates

<table>
<thead>
<tr>
<th>Author (Publication Date)</th>
<th>Industry</th>
<th>Depreciation Parameter Estimates</th>
<th>Data Frequency</th>
<th>Percent of Knowledge Remaining from One Year Ago</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agrawal &amp; Muthulingam (2015)</td>
<td>Automobiles – Autonomous learning</td>
<td>.9852-.9866</td>
<td>Monthly</td>
<td>84%–85% (=.9852^{12})–(.9866^{12})</td>
</tr>
<tr>
<td></td>
<td>Automobiles – Induced Learning</td>
<td>.9752-.9994^a</td>
<td>Monthly</td>
<td>74%–99% (=.9752^{12})–(.9994^{12})</td>
</tr>
<tr>
<td>Argote, Beckman, Epple (1990)</td>
<td>Liberty ships</td>
<td>.70–.85</td>
<td>Monthly</td>
<td>1%–14% (=.70^{12})–(.85^{12})</td>
</tr>
<tr>
<td>Argote, Epple, Rao, &amp; Murphy (1997) as cited in Argote (2013)</td>
<td>Automobiles</td>
<td>.989</td>
<td>Weekly</td>
<td>56% (=.989^{52})</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Author (Publication Date)</th>
<th>Industry</th>
<th>Depreciation Parameter Estimates</th>
<th>Data Frequency</th>
<th>Percent of Knowledge Remaining from One Year Ago</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benkard (2000)</td>
<td>Aircraft (commercial)</td>
<td>.952–.960</td>
<td>Monthly</td>
<td>55%–61% (=.952^{12})–(.960^{12})</td>
</tr>
<tr>
<td>Darr, Argote, &amp; Epple (1995)</td>
<td>Fast food franchise</td>
<td>.80–.83</td>
<td>Weekly</td>
<td>0.001%–0.01% (=.80^{52})–(.83^{52})</td>
</tr>
<tr>
<td>Epple, Argote, &amp; Devadas (1991)</td>
<td>Trucks</td>
<td>.99^b</td>
<td>Weekly</td>
<td>59% (=.99^{52})</td>
</tr>
<tr>
<td>Epple, Argote, &amp; Murphy (1996)</td>
<td>Automobiles</td>
<td>.979–.988</td>
<td>Daily</td>
<td>0.6%–5.5% (=.979^{240})–(.988^{240})^c</td>
</tr>
<tr>
<td>Gopal, Goyal, Netessine, &amp; Reindorp (2013)</td>
<td>Trucks</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim &amp; Seo (2009)</td>
<td>Liberty Ships</td>
<td>.7379–.7410</td>
<td>Monthly</td>
<td>2.6%–2.7% (=.7379^{12})–(.7410^{12})</td>
</tr>
<tr>
<td>Levitt, List, &amp; Syverson (2013)</td>
<td>Automobiles</td>
<td>.927–.965^d</td>
<td>Weekly</td>
<td>2%–16% (=.927^{52})–(.965^{52})</td>
</tr>
<tr>
<td>Thompson (2007)</td>
<td>Liberty Ships</td>
<td>.943–.964</td>
<td>Monthly</td>
<td>49%–64% (=.943^{12})–(.964^{12})</td>
</tr>
</tbody>
</table>

Notes:

a. These values include depreciation parameters estimated from induced learning in general; learning from quality assurance, process improvement, and design quality initiatives; and learning from technology, routines, and operator solutions.
b. This depreciation parameter was not significantly different from 1—the case of no depreciation.
c. There are 20 work days in a month and 240 work days in a year.
d. The .927 value is the implied weekly depreciation parameter based on daily data which are compounded over a 5-day production week.

Current thinking on knowledge depreciation has focused on understanding the causes of depreciation (e.g., see the Agrawal & Muthulingam, 2015). Researchers acknowledge that the extent of depreciation can vary and they aim to understand the causes of the variation. On balance, knowledge appears to depreciate most rapidly in organizations where there is high turnover (see Darr et al., 1995), when rates of production are uneven or interrupted (see Benkard, 2000; Gopal et al., 2013), and when knowledge is embedded primarily in individuals rather than in routines or technology (see Argote, 2013; Agrawal & Muthulingam, 2015). Because organizations in mobile source industries tend to produce at a relatively even rate, embed a significant portion of the knowledge in technology and routines and do not
experience turnover rates near the rates that Darr et al. reported in their study of fast food franchises, we do not expect knowledge depreciation to be large in mobile source industries.

It is important to note that learning continues to occur even though some of the knowledge acquired via learning by doing might depreciate. Just as individuals can forget some things while they continue to learn others, learning and “forgetting” (i.e., knowledge depreciation) can co-occur in organizations. Studies finding evidence of depreciation reviewed above continue to find evidence of learning.

4.3. Knowledge Transfer and Spillovers

Knowledge transfer is the process through which one organizational unit is affected by or learns from the experience of another unit. For example, a second shift introduced at a manufacturing plant might benefit from or learn from experience acquired on the first shift (see Epple et al., 1991) or the manufacture of a new model of a product might benefit from experience acquired producing the initial model (Benkard, 2000). Knowledge transfer has been studied within and between plants. The concept of knowledge spillover is identical to the concept of knowledge transfer. Economists tend to use the term “spillover” while management researchers generally use the term “transfer.” Knowing whether intra-plant transfers occur is useful in identifying sources of learning within firms. Furthermore, analyzing intra-plant transfers allows researchers to determine where knowledge is embedded within organizations. For examples of studies doing so, refer to Section 3.4. Three studies focused on knowledge transfer in mobile source industries.22,23 (Note, that these studies do not address all of the components of knowledge transfer (e.g., inter-firm spillover) because distinguishing the separate components of learning is not an objective of this report.)

4.3.1. Epple, Argote, & Devadas, 1991

Epple et al. (1991) analyzed intra-plant knowledge transfer between shifts in a North American truck plant. The plant operated with one shift for 19 weeks and then added a second shift. Specifically, the authors assessed the knowledge transfer that occurred between the first and second shift when the second shift was introduced as well as the ongoing transfer between the first (day) and second (night) shifts during two-shift operation. Eighty weeks of data were analyzed from the period after the second shift was introduced. The authors extended the conventional learning curve model by allowing for knowledge depreciation, a changing learning rate, and intra-plant knowledge transfer.

Significant but incomplete transfer of knowledge occurred from the first to the second shift when it was introduced. Results indicate that 69% of the knowledge acquired during the period of operating with one shift transferred to the period of operating with two shifts. Once both shifts were operating, about half (56%) of knowledge acquired on one shift transferred to the other shift. The authors compared their

22 ICF also reviewed a study by Thornton and Thompson (2001) who analyzed knowledge spillovers across shipyards in the production of Liberty ships produced during World War II. The authors found that knowledge spillovers had a significant impact on increasing productivity.

23 One of the peer reviewers commented that Section 4.3 is effective in describing research findings relating to knowledge transfer across organizational units (e.g., additional shifts and new models) within a given firm. See Appendix D for full comments.
results to those of Argote et al. (1990) who investigated knowledge transfers between shipyards producing ships during World War II. Similar to the results of Epple et al. about the introduction of a second shift, Argote et al. found that when shipyards began production, they benefited from the experience of shipyards with earlier start dates. In contrast to the Epple et al. results on cross-shift transfer, Argote et al. did not find evidence of ongoing knowledge transfer between shipyards once they were in operation.

### 4.3.2. Benkard, 2000

Benkard (2000) analyzed the extent of knowledge spillover or transfer during the production of two groups of similar commercial airline models (specifically, four Lockheed L-1011 TriStar models) between 1970 and 1984. Benkard’s empirical analysis generalized the traditional learning curve by allowing for organizational forgetting and knowledge spillover. His analysis took into account that experience gained from working on one group of airline models might differ from experience gained from working on the second group.

Benkard found that when production was switched to a new model, approximately 70% of the knowledge transferred. Hence, there was considerable but incomplete knowledge transfer to a new model. The author interpreted 70% as being relatively low given that the two groups of models were similar and produced at the same plant. The results showing incomplete knowledge transfers led Benkard to conclude that (1) introducing a new model can cause production costs to increase and (2) producing multiple models simultaneously can cause production costs to be higher than if only one model were produced.

Caution should be used when comparing the amount of knowledge transfer in the aerospace industry to other mobile source industries due to the nature of commercial aircraft production, which involves labor-intensive production processes, low annual output, high entry costs and imperfect competition. Other industries that do not share these characteristics might exhibit different patterns related to the extent of knowledge spillover.

### 4.3.3. Levitt, List, & Syverson, 2013

Levitt et al. (2013) analyzed learning and knowledge spillovers at an automobile assembly plant. The authors used production data, absenteeism records, and warranty claims to conduct quantitative analyses to estimate learning’s impact on defect rates. Similar to Epple et al. (1991), the authors analyzed knowledge transfer across shifts in an automotive plant. Similar to Benkard (2000), Levitt et al. analyzed knowledge transfer across different product models. Unlike Epple et al. and Benkard, Levitt et al. analyzed quality improvements (i.e., reductions in the average defect rate) rather than unit costs as their outcome variable.

While analyzing knowledge transfers between the first and second shifts, Levitt et al. (2013) found evidence of knowledge transfer: from the outset, the defect rates in the second shift were lower than they were during the first shift. On average, the defect rates in the second shift were 5% to 10% lower
than those in the first shift. Furthermore, defect rates in the first shift increased during the second shift’s ramp-up period.

The authors also tested for knowledge transfer between three models. Defects in Model 1 increased during the ramp-up period of Models 2 and 3; however, defects in Model 2 were not significantly related to the ramp-up period of Model 3. The authors concluded that because Model 3 was a specialized version of Model 1, more resources were taken away from Model 1’s production for problem solving during Model 3’s ramp-up period. The results of Levitt et al. (2013) on cross product transfer are consistent with Benkard’s (2000), who found that the addition of a new model can negatively impact the production of existing models.

Finally, Levitt et al. (2013) found spillovers between cars produced sequentially on an assembly line. A defect on a car significantly increased the likelihood of defects on the next 15 cars, although the magnitude of the defects decreased the further the cars are from each other.

4.3.4. Conclusion

These three studies found evidence of knowledge transfers between shifts and product models. Epple et al. (1991) found that 69% of the knowledge acquired during the period of operating with one shift at a truck plant transferred to the period of operating with two shifts. Once both shifts were operating, 56% of knowledge acquired on one shift transferred to the other shift. Benkard (2000) found that approximately 70% of knowledge transferred when production of a commercial aircraft was switched to a new model. Levitt et al. (2013) found evidence of positive knowledge transfers at an automobile plant between the first and second shifts and evidence of negative transfer when new models were introduced (i.e., the addition of two new models harmed production of the initial model).

4.4. Location of Organizational Knowledge

Understanding the learning process requires, along with topics discussed in other sections, a comprehension of where knowledge is embedded in organizations. Knowledge can be embedded in individual employees, in tools and physical capital, or in routines and procedures for accomplishing tasks. Knowing where knowledge is embedded can assist managers in choosing a production strategy that would increase production rates and thereby decrease per unit costs. There is agreement across the following three articles, which found that organizational knowledge resides in multiple locations. In addition, Agrawal and Muthulingam (2015) found that organizational knowledge is not equally retained within each location.\(^\text{24}\) Finally, the fourth article by Bahk and Gort (1993) found that the conventional learning curve could be expanded upon by decomposing learning by doing into different types of learning.

\(^{24}\) The study conducted by Epple et al. (1996) also analyzes the location of knowledge (see Section 4.2.1). The study is not summarized here, but its results are consistent with the three articles presented in this section.
4.4.1. **Epple, Argote, & Devadas, 1991**

Using 2 years of weekly data from a North American truck plant, Epple et al. (1991) analyzed what proportion of knowledge acquired during 19 weeks of one-shift operation was carried forward as the plant transitioned to two-shift operation as well as what proportion of knowledge was transferred between the day and night shifts during two-shift operation. Workers on both shifts used the same tooling and physical capital. Workers on the second shift were new to the organization, having recently been hired to work on the second shift.

The results indicated considerable but incomplete knowledge transfers between one- and two-shift operations as well as between day and night shifts (see Section 4.3.1). Because the same equipment and physical facilities were used on both shifts, the authors attributed a significant amount of the knowledge transfer to knowledge being embedded in the organization’s technology, which includes plant layout, equipment, and computer software. That is, as the first shift gained experience in production it made improvements in the tooling and technology. Because the second shift used the same technology as the first shift, it benefited from knowledge embedded in the technology by the first shift.

4.4.2. **Levitt, List, & Syverson, 2013**

Similar to Epple et al. (1991), Levitt et al. (2013) aimed to discern the location of organizational knowledge by analyzing knowledge transfer between shifts at an automotive assembly plant. Using one year of production, absenteeism, and warranty claims data from an automotive assembly plant that transitioned from one- to two-shift production, the authors evaluated the relationship between production experience and defect rates and between absenteeism and defect rates. While the Epple et al. study analyzed knowledge transfers at a plant producing one vehicle model, Levitt et al. examined transfers at a plant producing three models (see Section 4.3.3).

Similar to the results of Epple et al. (1991), Levitt et al.’s (2013) results indicate that a significant amount of organizational knowledge was embedded in the broader organization or physical capital, rather than in the workers. The following findings led them to this conclusion: (1) experience gained during first-shift operation appeared to be fully incorporated in the second-shift operation, despite the fact that new workers were employed on the second shift; (2) workers were not able to fully transfer their production knowledge from one model to new models; (3) the distribution of defects among stations was similar between day and night shifts, although the workers were different; and (4) although absenteeism varied significantly over the analysis period, the defect rate only experienced minor changes.

We should note that due to the nature of their data set, Levitt et al. (2013) focused on how learning affects defect rates, unlike Epple et al.’s (1991) study, which focused on how learning affects unit costs.

---

25 Epple et al. (1996) found a similar result while studying knowledge transfers at an automotive assembly plant and drew a similar conclusion that knowledge appears to be embodied in the broader organization rather than the human capital of workers.
Analyzing learning related to quality measures could have implications for learning related to unit costs. Correcting defects identified at the plant typically causes costs to increase.

4.4.3. Agrawal & Muthulingam, 2015

Agrawal and Muthulingam (2015) evaluated how organizational learning and knowledge depreciation affect the quality performance of car manufacturer vendors. The authors focus on quality improvement initiatives, which they refer to as “induced learning.” The authors used data from a large automotive manufacturer in Asia, which included 2,732 quality improvements initiatives implemented by the car manufacturer’s 295 vendors between 2006 and 2009. The authors categorized the initiatives as focused primarily on technology (e.g., new equipment), routines, or operators (e.g., training). The authors conducted an empirical analysis, using regression to analyze the relationship between the stock of induced knowledge related to quality improvement projects with technology, routines, or operator solutions and the defect rate.

The authors found that the rate of knowledge depreciation depends on where knowledge is located. Knowledge embedded in operators depreciates faster than knowledge embedded in organizational routines or technology. Annually, 9%, 14%, and 26% of knowledge embedded in technology, organizational routines, and operators depreciated, respectively.

Similar to Levitt et al. (2013), this study analyzes the defect rate instead of unit costs. This study differs from Epple et al. (1991) and Levitt et al. because it differentiates between learning by doing and induced learning.

4.4.4. Bahk & Gort, 1993

Bahk and Gort (1993) analyzed the magnitude of firm-specific learning by doing and aimed to decompose learning by doing into three elements: organizational learning, capital learning, and labor learning. The authors also investigated the length of time over which learning accumulated. The authors evaluated new plants in multiple industries using a 15- and 41-industry pool of samples from U.S. Census Bureau data that spanned from 1973 to 1986. The authors aimed to distinguish the relationship between learning by doing and the outcome variable (i.e., shipments or value added) from the relationship between labor accumulation, human capital, physical capital, and embodied technical change (i.e., change that is reflected in labor or capital inputs) and the outcome variable.

Bahk and Gort (1993) found that learning by doing significantly increased output. The authors concluded that industry-wide learning was related to embodied technical change and physical capital. The authors also found that the rate at which learning by doing declined varied by the type of learning. Organizational learning continued for 10 years following the birth of a plant while capital learning continued for only 5 to 6 years following the birth. Labor learning could not be measured with their data.

The authors used shipments and value added as outcome variables in this analysis. Shipments may not be a good measure of productivity because firms often store output in inventory prior to shipping it. The
authors acknowledge that value added was a relatively weak outcome variable because it contained measurement errors. Both shipments and value added appear to be measured in dollar value (see page 580), which raises an additional concern. Such measures would embody price and therefore are likely to confound supply-side learning with demand-side changes that might not be related to learning.

4.4.5. Conclusion

These four articles have found evidence that organizational knowledge resides in multiple locations. Epple et al. (1991) and Levitt et al. (2013) found that a significant amount of organizational knowledge was embedded in the broader organization or physical capital such as its technology. Agrawal and Muthulingam (2015) found that knowledge embedded in operators depreciates faster than knowledge embedded in organizational routines or technology. Bahk and Gort (1993) found that embodied technical change and physical capital drove industry-wide learning and that organizational learning continued longer than capital learning.

4.5. Application of the Learning Curve

The final five studies reviewed for this report provide examples of how learning rates are being used to evaluate learning in mobile source and other industries. Bernstein (1988) described how learning was used in an organization’s automotive plant to reduce costs by reducing absenteeism and turnover. Studies such as Rubin, Taylor, Yeh, and Hounshell (2004), Shinoda et al. (2009), and Nykvist and Nilsson (2015) examined the learning rate with the aim of forecasting the future cost of technologies to determine when the technology would be cheap enough to be competitive on the market. Other studies such as Rubin et al. (2004) and Lee, Veloso, Hounshell, and Rubin (2010) analyzed how learning is affected by government regulations.

4.5.1. Bernstein, 1988

Bernstein (1988) performed a case study on Volvo’s use of long-term organizational development programs in its Swedish automotive plants. In the 1960s and 1970s, during a “Spontaneous Trial Period,” Volvo allowed trial plants to add to their socio-technical knowledge stock by experimenting with various solutions to issues such as high absenteeism and turnover. During the “Socio-Technical Strategy Period,” using feedback from employees at the trial plants, Volvo implemented practices that were tailored to specific problems, such as giving newly created teams supervisory and quality control responsibilities, providing monetary incentives for staff to learn new skills, and creating workplaces with low supervisor-to-worker ratios. In the 1970s and 1980s, Volvo also created organizational development programs that stressed communication and worker involvement.

Volvo experienced success that was evident in the reduction of their high absenteeism and turnover rates over the period of the study. According to Bernstein (1988), the organization’s trial-and-error method helped the organization to move down the learning as learning occurred at all levels within the organization. Volvo found solutions to issues with their labor force and their focus on communication
helped them spread the knowledge gained between plants. The SME pointed out that these socio-
technical changes, however, were dismantled in the 1990s (see Adler & Cole, 1993; Berggren, 1994).

4.5.2. Rubin, Taylor, Yeh, & Hounshell, 2004

Rubin et al. (2004) described the common practice of using exogenous or arbitrary rates of change in
cost or efficiency over time in energy economic models that study global climate change and carbon
management options. The authors aimed to produce more accurate estimates that reflected how costs
change in response to government actions or policies. The authors focused on two environmental
technologies used in electric power plants. Data from 5 years were used to estimate the learning rate of
flue gas desulfurization (FGD) systems (i.e., 1976, 1980, 1982, 1990, and 1995), which control sulfur
dioxide (SO$_2$) emissions, and selective catalytic reduction (SCR) systems (i.e., 1983, 1989, 1993, 1995,
and 1996), which control mono-nitrogen oxide (NO$_x$) emissions.

The authors found that FGD systems exhibited a progress ratio of 89%, which implies that for each
doubling of installed FGD capacity, capital cost would decrease by 11%. The progress ratio and learning
rate for SCR systems was similar with a progress ratio of 88% and a learning rate of 12%.

Rubin et al. (2004) did not provide much information about the source of the data, which makes it
difficult to replicate the analysis or to determine its reliability. Additionally, the data only consisted of
five data points spanning from 1976 to 1995 for FGD systems and from 1983 to 1996 for SCR systems.
Yet, most of the capacity was added after 1980 and 1989 for FGD and SCR systems, respectively. If the
model excluded the outliers and the regressions were repeated using only the four data points after
1980 and 1989 for FGD and SCR systems, respectively, the learning curve would have indicated learning
occurred at a faster rate.

4.5.3. Shinoda, Tanaka, Akisawa, & Kashiwagi, 2009

Shinoda et al. (2009) used a model that incorporated learning to predict scenarios of how widely used
plug-in hybrid electric vehicles (PHEVs) would be over the period between 2010 and 2030. The authors
aimed to find a scenario that minimized the total cost in the passenger car sector and power supply
sector. PHEVs are another example of technologies that have benefits (i.e., they reduce carbon dioxide
(CO$_2$) emissions), but the battery costs are currently too expensive to be competitive.

The authors found that for PHEVs to be competitive in the market by 2030, the battery cost must drop
to approximately 132,000¥ by 2015 if the batteries were not replaced and approximately 125,000¥ if
they were. The authors estimated that if the price dropped to 100,000¥/kWh by 2010, PHEVs could
comprise over 60% of the new vehicles bought in Japan in 2030.

Unlike other articles examined, Shinoda et al. (2009) used price as the outcome variable in their learning
estimates instead of unit costs. Price is affected by firm strategy and market conditions. For example, a
firm might price its product below unit costs to attempt to gain market share. Thus, price would not be a
good indicator of unit costs.
4.5.4. Lee, Veloso, Hounshell, & Rubin, 2010

Lee et al.’s (2010) study focused on whether learning occurred during the technological development caused by “technology-forcing regulations” in the automotive industry. Technology-forcing regulations set performance standards, which require organizations to develop or improve technology to meet them. The authors combined data from 1970 to 1998 from the U.S. Patent and Trademark Office, technical papers published by the Society of Automotive Engineers, and cost data on automobile emissions control devices from the EPA and California Air Resource Board (CARB) with qualitative sources such as interviews with experts.

By analyzing trends in patents and papers published, the authors concluded that the level of innovation from automakers and suppliers increased when technology-forcing regulations went into effect. During periods of stricter regulations, which the authors claimed caused uncertainty in the industry, they found that automakers dominated architectural innovation, while suppliers dominated component innovation. However, despite the innovation, Lee et al. (2010) did not find that learning occurred after 1984. The authors suggested that any cost reductions due to learning could have been cancelled out by increases in the cost of precious metal catalysts. Cost of precious metals fluctuated and increased radically during that period. The authors then examined non-catalyst components, which were not affected by the cost of precious metals, and estimated that during 1984 and 1990, learning occurred with a progress ratio of 93%. However, much of the innovation during that period involved catalyst improvements together with fuel regulations. The seven data points which were used by these authors make their finding a rough estimate at best as described by the authors.

A further note is that while technology-forcing regulations were used in the 1970s and 1980s, by the mid-1990s, EPA and CARB started working with automobile manufacturers in developing standards. This led to even tighter standards, which the industry could accomplish and provided environmental benefits for the regulatory agencies. Furthermore, there is a concern that the number of patents and papers would measure the relationship between cost and technological change rather than learning.

4.5.5. Nykvist & Nilsson, 2015

Nykvist and Nilsson (2015) estimated the current costs of Li-ion battery packs for battery electric vehicles (BEVs) and forecasted future costs to determine if the battery packs would be cheap enough for BEVs to become competitive with internal combustion vehicles. The authors analyzed over 80 cost estimates from peer-reviewed articles; grey literature (i.e., work that is not formally published); estimates from agencies, consultants, industry analysts, and leading BEV manufacturers; and news reports from 2007 to 2014.

26 Both CARB and EPA do Regulatory Impact Analyses that provide costs and potential technologies to use to meet any proposed standards. Uncertainty only lies in calibration of engine systems to work with the new technologies.
The authors estimated that the current learning rate was 9% for the overall industry and 6% for the market-leading manufacturers by regressing cost data on cumulative output. From 2007 to 2014, industry-wide average costs declined by 14% annually, while average costs for the market leaders declined by 8% annually. The authors expected BEV battery costs to continue declining 8% annually in the future. At this rate, the battery pack would not be cheap enough for BEVs to be competitive by 2030. However, Nykvist and Nilsson (2015) noted that the forecasted 8% rate was made under the assumption that there would be no breakthroughs in technology for similar batteries and that with the public’s continued support of BEVs, manufacturers would continue to produce the batteries and take advantage of economies of scale.

Nykvist and Nilsson (2015) listed several areas of concern with their quantitative analysis that surrounded their results with uncertainty. These issues included variance in costs, variance in the types of batteries analyzed, incentives by industry to overestimate costs or subsidize production, and the sparse availability of data.

### 4.5.6. Conclusion

These five studies provide examples for how learning curve research is being applied to real-world issues in the mobile source sector. Applications range from observing companies, such as Volvo, move along the learning curve to predicting the costs of future technologies.

---

27 One commenter on this report noted that the Nykvist and Nilsson learning rate of 9% would result in a 91% progress ratio, and suggested that it would be informative to consider possible sources of this large discrepancy in learning rates between Li-ion battery manufacturing and transportation equipment final assembly. See Appendix D with respect to the response to this comment.

28 In EPA’s Final Rulemaking for 2017–2025 Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards, EPA applied a learning curve to battery pack development. Like Nykvist and Nilsson (2015), EPA’s models projected that the cost of producing battery packs would experience a sharp decline in the initial years of development (i.e., the research phase) and would later experience a slower decline along the flat portion of the learning curve.
5. Responses to Peer Reviewer Comments Related to the Analysis

This report has undergone peer review. While the peer reviewers found the literature review of the 18 selected studies in Section 4 to be comprehensive, they suggested 3 additional articles for consideration. We added two of these to our reviews; the third was unrelated to our work. The peer reviewers also raised a number of questions, the most significant of which are discussed here with regard to the shape of the learning function, supply- vs. demand-side effects; learning effects and economies of scale; and net learning effects. A summary of all of the peer reviewers' comments and our responses can be found in Appendix D.

First, a peer reviewer questioned whether the logarithmic learning curve should be estimated with an initially “steep” portion followed by a “flat” portion or whether it should be estimated with a constant slope over time (see Comment #19 under “Literature Review – General” in Appendix D). In response to this comment, we reviewed our five selected articles and found that only one of the articles included a model with a quadratic term, which allows one to investigate whether the rate of learning slows down in logarithmic form. Epple, Argote, and Devadas (1991) found that the quadratic term was significant, which suggested that there was a diminution in the learning rate in their empirical context. Because only one of the five studies investigated whether the rate of learning slowed down, we did not see a basis for departing from the standard model used in the literature (see Equation 1). It is important to note that the power function shown in Equation 1 has the property that it is steeper in the earlier part of the curve than in the later part. Although the rate of learning is constrained to be the same in Equation 1 for different levels of cumulative output, it takes longer for cumulative output to double later (e.g., going from 100,000 to 200,000 units) than earlier (e.g., going from 1,000 to 2,000 units) in the production program. Hence the learning curve is flatter later in the production program (see Figure 1).

Second, another peer reviewer noted that studies using price as a variable are likely to confound supply-side learning effects with demand-side changes that could be unrelated to the learning process. The peer reviewer pointed out that this concern applies to using shipments as an outcome variable because shipments are reported in real dollar values, thereby raising the supply-versus-demand conundrum. The reviewer argues that this concern was not always made clear in the report (see Comment #21 under “Literature Review – General” in Appendix D). We agree with the peer reviewer and we added this issue as an additional concern when using shipments as an outcome variable. We did not use studies with shipments as an outcome variable when estimating our recommended value.

Third, a peer reviewer commented that there is a distinction between learning curves and economies of scale and that the report provides no guidance on how to perform a cost analysis forecast that incorporates learning and economies of scale as separate elements. The reviewer argued that several studies (e.g., Lieberman, 1984) have shown that when controls for economies of scale are omitted from the analysis, the estimated progress ratio includes the effects of both learning and scale economies. We re-examined the studies and found that adding a separate parameter for economies of scale normally improves the statistical fit but, as the reviewer points out, the improvement is seldom dramatic, and
most studies have found scale economies to be less important than the learning effect. Moreover, if the data sample is small, collinearity between the learning and scale parameters can reduce the accuracy with which each is estimated. The reviewer further noted that an implication is that if the analyst or policy maker is able to apply only a single cost driver for forecasting purposes, application of a learning curve or progress ratio to forecasted cumulative output may provide the best projection of future costs (see Comment #26 under “Literature Review – Sources of Learning Variation (Section 4.1)” in Appendix D).

In response to the comment, there are two ways to investigate the effect of scale economies and learning. One way is to include both current output (i.e., scale) and cumulative output up to the previous period (i.e., not including the current period learning) as predictors (e.g., see Darr, Argote & Epple, 1995). Another way is to estimate production functions with measures of labor and capital and investigate if there are economies of scale as indicated by coefficients greater than one. Due to the difficulty of getting fine-grained measures, especially of capital, few researchers are able to follow the latter approach. Further, as the reviewer notes, collinearity between the learning and scale effects can reduce the accuracy with which each is estimated. As the reviewer notes, most studies that include scale economies have found scale economies to be less important than learning (i.e., cumulative output). Further, as the reviewer notes, “One implication is that if the analyst or policy maker is able to apply only a single cost driver for forecasting purposes, application of a learning curve or progress ratio to forecasted cumulative output may provide the best projection of future costs.”

Fourth, a peer reviewer commented that the progress ratio estimated from the five selected studies are not based upon the total cost of production and that the report should be clear about the need to consider cost reduction of the component parts as well as the learning curve in the final assembly plant. We point out that studies that have had measures of other costs find that they also follow a learning curve. For example, Darr, Argote & Epple (1995) found that total costs, which included material as well as labor, followed a learning curve. Similarly, Balasubramanian and Lieberman (2010) included material costs in their measure, which exhibited a learning effect.

Finally, a peer reviewer commented that one objective of this report is to identify the expected pace at which mobile source manufacturing productivity should improve with production experience. Therefore, we should be attempting to identify a net effect of learning and depreciation rather than the gross learning rate. While it may not be possible to derive a bottom-line net learning rate parameter that is as comparable and applicable as the gross parameter the study reports now, the reviewer argued that we should discuss the net-versus-gross distinction and how it might matter when applying the findings of the report to practical settings (see Comment #30 under “Literature Review – Knowledge Persistence and Depreciation (Section 4.2)” in Appendix D).

We appreciate the reviewer’s comment about the net-versus-gross distinction. The investigation of depreciation is a newer area than the investigation of learning. We identified ten studies that estimated the rate of depreciation (see Table 3). If one eliminates the studies analyzing data on the production of Liberty ships during World War II, the number drops to seven. Estimating the rate of depreciation requires considerable data in order to disentangle the rate of depreciation from the rate of learning and
other effects such as calendar time, with which it is likely to be correlated. For example, Levitt, List and Syverson (2013) found evidence of knowledge depreciation but also concluded (see page 657): “explicitly modeling the forgetting process does not substantially improve the ability of the power law specification to fit the data, particularly relative to simply controlling for a time trend.”

As we noted in our report and the reviewer ratified, mobile source manufacturing has several properties (e.g., relatively even rates of production, learning embedded in routines and technologies, modest amounts of worker turnover) that are likely to lead to low levels of knowledge depreciation. Comparing rates of depreciation found in three different empirical contexts, Argote (2013, p. 80) concluded that the rate of depreciation found in a truck assembly plant was less than the rate of depreciation found in World War II shipyards, and both were less than the rate of depreciation found in fast food franchises. This pattern can be seen in Table 3: The fastest depreciation (and correspondingly the least retention) was found in the study of fast food franchises (Darr, Argote & Epple, 1995), followed by studies of World War II shipyards (Argote, Beckman & Epple, 1990; Kim & Seo, 2009).

As noted previously, the rate of depreciation is not likely to be high in modern mobile source industries. And it can be difficult to disentangle the effect of depreciation from other effects, such as time, with which it is likely to be correlated. Further, our goal in the report was not to provide estimates of the various subcomponents of learning but rather to provide an overall summary effect. For these reasons, our summary learning effect is based on cumulative output without considering depreciation.
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Appendix A. Method of Estimating Impacts of Learning

The goals of this report are (1) to be a definitive, up-to-date, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically; (2) to develop a single compendium study on industrial learning in the mobile source sector that could be considered for use in future OTAQ costs analyses; and (3) to develop a summary effect of learning based on cumulative output in mobile source industries.

This section begins with a discussion of how learning rates and progress ratios are calculated. The section then develops two methods for estimating the impacts of learning and discusses when one method would be preferable to the other. These approaches could be used by OTAQ in future cost analyses. To demonstrate the approaches, we use the summary effect of learning described in Section 3.4 in a hypothetical example. Because the methods rely on Equations 1–4 in Section 3.1 and 3.2, those sections are repeated here for ease of referral.

Calculating Learning Rates and Progress Ratios

The conventional form of a learning curve is a power function:

\[ y_t = a x_t^b \]  

(Eq. 1)

Where:

- \( x_t \) = Cumulative number of units produced by an organization (i.e., experience gained) by date \( t \)
- \( y_t \) = Costs required to produce an additional unit at date \( t \)
- \( a \) = Costs required to produce the first unit
- \( b \) = Parameter that measures the rate unit costs change as cumulative output increases. If learning occurs, \( b < 0 \).
- \( t \) = Time subscript

While learning curves are typically expressed as the relationship between costs per unit and production volume, other dependent measures have been used including the amount of time it takes to produce a unit of output, defects per unit, or accidents per unit. The particular dependent measure used depends on the researcher’s purpose. Our focus in this report is on unit costs.

Equation 1 can be rewritten in logarithmic form:
In actual organizational settings, learning is expected to be more complicated than the simple form expressed in Equation 1, and costs are affected by more than just production volume. Indeed, researchers have examined myriad other factors that can also affect learning, such as organizational forgetting and knowledge transfer or spillover (i.e., learning from the experience of other organizational units). Equation 1 can be generalized to investigate these issues.

Organizations often characterize their learning rates in terms of a progress ratio, \( p \), which describes how the outcome variable changes when cumulative output doubles. For example, the interpretation of an 80% progress ratio is that for every doubling of cumulative output, the outcome variable (e.g., costs per unit in Equation 1) declines to 80% of its previous value. An 80% progress ratio means that costs decline by 20%. Thus, lower progress ratios imply faster learning because costs are declining at a faster rate.

A progress ratio, \( p \), can be computed from the learning rate, \( b \), as follows:

\[
\frac{y_2}{y_1} = 2^b
\]

(Eq. 3)

Conversely, the learning rate, \( b \), can be computed from the progress ratio, \( p \):

\[
\frac{\ln(p)}{\ln(2)} = b
\]

(Eq. 4)

**Method for Estimating Future Costs Incorporating Learning**

In order to estimate future costs based on learning, we extend the framework in Equation 1 to accommodate multiple organizations as follows. Let:

\[
x_{i,t} = \text{Cumulative number of units produced by organization } i \text{ through date } t.
\]

\[
N = \text{Number of organizations producing the product}
\]

\[
X_t = \sum_{i=1}^{N} x_{i,t} = \text{Cumulative number of units produced in the industry by date } t
\]
A conservative approach for estimation purposes is to assume symmetric production across organizations so that production by each organization by date $t$ is the same across organizations:

$$x_{i,t} = x_t = \frac{X_t}{N} \quad \text{(Eq. 5)}$$

This approach is conservative in two respects. First, it assumes no transfer of knowledge across organizations. If transfer across organizations occurs, costs would decline more rapidly. Second, the approach assumes symmetry. Industry costs would decline more rapidly if production were asymmetrically distributed across organizations, absent diseconomies of scale, than if symmetrically distributed. This approach is conservative in the sense that it would underestimate the amount of learning if knowledge transfer occurs or if production were distributed unevenly across organizations. With production per organization, $x_t$, defined as in Equation 5, cost for production of the next unit as given by Equation 1 applies both at organizational and industry levels.

Two methods are described for estimating future costs from the above equations. Here is the notation used for both methods:

- $y_{t+1}$ = Costs required to produce a unit at time $t+1$
- $y_t$ = Costs required to produce a unit at time $t$
- $a$ = Costs required to produce the first unit
- $q_{t+1}$ = Number of units forecast to be produced in year $(t+1)$
- $x_t$ = Cumulative number of units produced through period $t$
- $x_{t+1}$ = Cumulative number of units produced through period $t+1 = x_t + q_{t+1}$
- $b$ = A parameter measuring rate unit costs change as cumulative output increases – the learning rate
- $X_t$ = Cumulative number of units produced by industry
- $N$ = Number of organizations producing the product

Both approaches require information about the learning rate, cumulative output ($x_t$), and forecasts of the number of units to be produced by the industry in the coming period ($q_{t+1}$) as well as the number of organizations involved in production.

The learning rate ($b$) can be calculated from the progress ratio ($p$) according to Equation 4. Based on our review of the literature, we expect an 84% progress ratio in mobile source industries. If the progress ratio ($p$) is 84%, the learning rate ($b$) would equal -.25. Information about cumulative output and
forecasts of the number of units to be produced by the industry in the coming period and the number of organizations involved in production can be obtained from industry sources and trade associations.

**Method 1**
The first method requires knowledge of \( y_t \), the unit cost of production at time \( t \), but does not require knowledge of \( a \), the costs required to produce the first unit.

We use Equation 1 to estimate the cost of production at a future point in time, \( y_{t+1} \). From Equation 1:

\[
y_t = a x_t^b \\
y_{t+1} = a x_{t+1}^b
\]

Note that \( y_{t+1} \) is defined for the subsequent time period and not for when cumulative output doubles as in Equation 3. If we form a ratio of these two equations, the \( a \) terms cancel:

\[
\frac{y_{t+1}}{y_t} = \left( \frac{x_{t+1}}{x_t} \right)^b
\]

Rearranging terms, we solve for unit cost in the coming period, \( y_{t+1} \):

\[
y_{t+1} = \left( \frac{x_{t+1}}{x_t} \right)^b y_t \quad \text{(Eq. 6)}
\]

To illustrate this approach, assume that the following values of parameters were determined based on the literature and trade association data:

- \( q_{t+1} = 30,000 \) units to be produced in the coming year
- \( x_t = 100,000 \) cumulative units produced as of time \( t \)
- \( x_{t+1} = 130,000 \) cumulative units produced as of time \( t+1 \)
- \( b = -.25 \)
- \( y_t = 68 \)

Inserting these values into Equation 6, we calculate:

\[
y_{t+1} = \left( \frac{130,000}{100,000} \right)^{-0.25} (68) = 63.7
\]

That is, the unit cost of production at time \( (t+1) \) would equal $63.70. Thus, for an 84% progress ratio (which corresponds to a learning rate of -.25) and for the values of parameters noted above, the unit costs of production would decline from $68.00 in one period to $63.70 in a subsequent period.
Method 2
In contrast to Method 1 which requires an estimate of the current cost, $y_t$, but does not require an estimate of the initial cost of production, $a$, Method 2 requires an estimate of the initial cost, $a$, but not of current costs, $y_t$. For Method 2, we compute costs according to Equation 1:

$$y_{t+1} = ax_{t+1}^b$$

To illustrate the approach, we introduce the estimate of $a = 1,200$ and assume $x_{t+1} = 130,000$ and $b = -0.25$, as in Method 1. Inserting these values into Equation 1, we obtain:

$$y_{t+1} = (1,200)(130,000)^{-0.25} = 63.2$$

Thus, the unit cost of production in year $(t+1)$ would be $63.20. This is a dramatic decrease from the initial value of $1,200. The intuition behind the dramatic decrease is that cumulative output would have doubled very many times from the start of production to the current period (e.g., from 1 to 2 units, from 2 to 4, from 4 to 8, 8 to 16 and so on).

Which method to use would depend on whether one had more confidence in estimates of current costs or of the initial cost. If one had more confidence in estimates of current costs than the initial cost, Method 1 would be preferable to Method 2. Conversely, if one had more confidence in estimates of initial costs than current costs, Method 2 would be preferable. In addition, if a product is just going into production, Method 2 would be appropriate.

Both methods have the advantage of applying to organizations (and industries) that are mature as well in early stages. The power function that underlies the learning curve has the property that the rate of learning is the same for each doubling of cumulative output. It would take longer for cumulative output to double in mature industries than in nascent industries but the effect of the doubling would be the same. For example, going from producing 100,000 to 200,000 units would typically take longer than going from 100 to 200 units. The rate of improvement in both cases, however, would be the same.

Both methods require forecasts of the number of units that will be produced in a future time period. In most instances, such forecasts would be more readily obtained than forecasts of when cumulative output will double. In addition, firms are often interested in forecasting their costs at a future point in time. If one had access to good forecasts of when cumulative output would double and estimates of current costs, one could compute the costs when cumulative output doubled, $y_2$, from Equation 3.

---

29 These numbers were chosen for illustrative purposes. If we had both the number required by Method 1 and the number required by Method 2 from the same firm, results would be consistent across the two methods.
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**Agrawal, A. & Muthlingam, S.**

<table>
<thead>
<tr>
<th>Article</th>
<th>Does organizational forgetting affect vendor quality performance? An empirical investigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication</td>
<td><em>Manufacturing &amp; Service Operations Management, Articles in Advance</em>, pp. 1–18</td>
</tr>
<tr>
<td>Date</td>
<td>2015</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Car manufacturer vendors</td>
</tr>
</tbody>
</table>
| Research question(s) | • How does organizational learning and organizational forgetting affect vendor quality performance?  
• What factors influence the impact of such learning and depreciation? |
| Type of learning examined | Organizational forgetting; Two mechanisms of organizational learning: (1) learning-by-doing (autonomous learning) and (2) quality improvement initiatives (induced learning); Location of knowledge |
| Data sources | • Actual data from an unidentified large automotive manufacturer in Asia (for confidentiality reasons)  
• Interviews with senior managers and engineers of the manufacturer and its suppliers |
| Data size | • 2,732 quality improvement initiatives implemented by the car manufacturer’s 295 vendors  
• 43 semi-structured interviews |
| Data years | 2006–2009 |
| Data adjustment | • The *defect rate* is calculated as the number of defective parts per million received divided by total parts supplied multiplied by 10.  
• *Lagged cumulative production experience* is the lagged number of units (in hundred thousands) supplied by the vendor. |
| Methodology | The authors estimate Eq. 4 to assess the impact of organizational learning.  

\[
\ln(Y_{it}) = a_i + f_3 P_{i(t-1)} + y_Q Q_{i(t-1)} + 17_t V_i + <I_i M_t + l f_i C_t + E_{it}
\]

Where,  
- \(Y_{it}\) – defect rate  
- \(f_3\) – learning rate for production experience  
- \(P_{i(t-1)}\) – lagged cumulative production experience  
- \(y_Q\) – learning rate for quality improvement experience  
- \(Q_{i(t-1)}\) – lagged cumulative quality improvement experience  
- \(V_i\) – vendor fixed effects  
- \(M_t\) – product mix and model change controls  
- \(C_t\) – time fixed effects  
- \(E_{it}\) – error terms  
- \(i\) – vendor  
- \(t\) – time

The authors estimate Eq. 5 to assess the impact of organizational forgetting.  

\[
\ln(Y_{it}) = a_i + f_3 A K_{i(t-1)} + y_Q I K_{i(t-1)} + 17_t V_i + <I_i M_t + l f_i C_t + E_{it}
\]
Where,

$AK_{i(t-1)}$ – stock of autonomous knowledge in the prior period

$IK_{i(t-1)}$ – stock of induced knowledge in the prior period

The authors estimate Eq. 6 to evaluate the impact for quality improvement initiatives. The authors estimate Eq. 7 to include organizational forgetting.

\[
(7) \ln(Y_{it}) = a_i + f_3 p A K_{i(t-1)} + y_S K S_{i(t-1)} + y_R K R_{i(t-1)} + y_D K D_{i(t-1)} + 17_i V_i + \langle i/M_t + I f_i C_t + E_{it}
\]

Where,

$K S_{it}$, $K R_{it}$, and $K D_{it}$ – induced knowledge stock related to quality assurance, process improvement, and design quality initiatives, respectively

The authors estimate Eq. 8 to evaluate the impact of where quality knowledge gets embedded. The authors estimate Eq. 9 to include the impact of organizational forgetting.

\[
(9) \ln(Y_{it}) = a_i + f_3 p P_{i(t-1)} + y_T S K T S_{i(t-1)} + y_R S K R S_{i(t-1)} + y_O S K O S_{i(t-1)} + 17_i V_i + \langle i/M_t + I f_i C_t + E_{it}
\]

Where,

$K T S_{it}$, $K R S_{it}$, and $K O S_{it}$ – induced knowledge stock related to quality improvement projects with technology, routines, and operator solutions, respectively.

Statistical methods used

- To estimate Eqs. 4, 6, and 8, the authors use panel data regression. They use clustered standard errors in line with Wooldridge (2002).
- To estimate Eqs. 5, 7, and 9 the authors use an approach that builds on the nonparametric bootstrap technique proposed by Freedman (1981) and discussed in Davidson and MacKinnon (2006). The technique involves simultaneously doing a 2-dimensional grid search over $A_P$ and $A_Q$ and bootstrapping.

Results

To assess the impact of organizational learning and forgetting (Eqs. 4 & 5):

- Quality performance improves with cumulative production experience and cumulative quality improvement experience (i.e., both autonomous and induced learning contribute to enhanced vendor quality).
- The estimated coefficient for organizational forgetting for autonomous learning is $0.9855$. Gains from autonomous learning depreciate by 16.08% every year ($=1-0.9855^{12}$)
- The estimated coefficient for organizational forgetting for induced learning is $0.9893$. Gains from induced learning depreciate by 13.17% every year ($=1-0.9883^{12}$)

To evaluate the impact for different types of quality improvement initiatives (Eqs. 6 & 7):

- Without accounting for organizational forgetting:
  - Quality performance improves with cumulative production experience.
  - Estimates of organizational learning are significant only for quality assurance and process improvement initiatives (not design quality).
- Accounting for organizational forgetting:
  - Improvement in quality performance driven by quality assurance initiatives does not depreciate over time.
  - Process improvement depreciation is estimated at .9872. Gains obtained from doing process improvement projects depreciate by 14.32% every year ($=1-.9872^{12}$, since the .9872 represents the monthly depreciation parameter).

To evaluate the impact of where quality knowledge gets embedded. (Eqs. 8 & 9):
- Without accounting for organizational forgetting:
  - Lagged cumulative technology, routines, and operator solutions contribute to organizational learning.
- Accounting for organizational forgetting:
  - Estimates of organizational forgetting for lagged cumulative technology solutions (.9923), for lagged cumulated routines solutions (.9873), and for lagged cumulative operators solutions (.9752) are significant. Hence, quality gains obtained from quality improvement initiatives that focus on technology, routines, and operators depreciate by 8.86%, 14.22%, and 26.02% per year, respectively.

**Assessment**

To assess the impact of organizational learning and forgetting:
- The results are significant.
- Quality gains obtained from organizational learning are substantial even after accounting for the impact of organizational forgetting.
- Induced learning provided nearly a 2.5 times larger annual net defect reduction than autonomous learning.
- The annual depreciation of quality gains, which ranged from 13% to 16%, was lower than depreciation rates estimated in other studies. The authors attribute this to two factors:
  - Quality performance is often better documented and tracked from the outset of production than are measures of productivity and cost.
  - There was negligible turnover of Supplier Improvement Unit engineers during the analysis period.

To evaluate the impact for different types of quality improvement initiatives:
- Without accounting for organizational forgetting:
  - The estimates of organizational learning are significant only for quality assurance and process improvement initiatives.
- Accounting for organizational forgetting:
  - The estimate of organizational forgetting in quality assurance is not significant.
  - The authors do not make inferences about organizational forgetting for design quality, as the relevant organizational learning estimates are not significant.

To evaluate the impact of where quality knowledge gets embedded:
- All estimates are significantly different from one.

**Conclusions**

- Organizational forgetting affects quality gains obtained from learning-by-doing (autonomous learning) and quality improvement initiatives (induced learning).
- 16% of quality gains from learning-by-doing and 13% of quality gains from induced learning depreciate every year.
- The impact of organizational forgetting differs across the types of quality improvement initiatives.
  - Quality gains from process improvement initiatives depreciate by more than 14% per year.
  - Quality gains from quality assurance initiatives do not depreciate.
  - Significant organizational learning estimates for design quality initiatives were not observed.
- The impact of organizational forgetting depends on where quality knowledge was embedded.
  - Depreciation is lower for knowledge embedded in technology (9%) than for knowledge embedded in organizational routines (14%) or organizational members (26%).
- The results suggest the need for continued attention to sustain and enhance quality performance in supply chains.

### Future research
- Consider costs incurred by vendors to implement quality improvement initiatives.
- Observe solutions that were not implemented.
- Investigate whether all modes of organizational forgetting identified by de Holan and Phillips (2004) (i.e., dissipation, degradation, purging, and suspension) are relevant in the quality domain.

### Other notes
**Definition of terms used in the article:**
- **Learning-by-doing/autonomous learning** – improving quality by performing the same task repeatedly
- **Quality improvement initiatives/induced learning** – undertaking conscious actions to improve quality
- **Quality assurance initiatives** – its principal focus is introduction or modification of vendor inspection procedures
- **Process improvement initiatives** – its principal focus is changes or modifications to vendor production processes
- **Design quality initiatives** – its principal focus is changes or modifications to the design of the components manufactured by vendors
- **Technology solution initiatives** – address quality issues by introducing new equipment, modifications to existing equipment, changes to materials, or changes in design
- **Routine solution initiatives** – focus on changes to repetitive patterns of work or introduced new repetitive activity
- **Operator solution initiatives** – address quality issues primarily by developing or improving operator skills via training and monitoring

### Applicability of results
This study did inform EPA’s learning rate estimate. The study is related to the mobile source sector and the methodology used to determine progress ratios was consistent with other studies that measured learning and forgetting in terms of improvements in quality performance (i.e., the defect rate)—not unit costs.

### Themes
Organizational learning, Organizational knowledge depreciation, Disaggregation of learning and knowledge depreciation, Location of knowledge (e.g., embedded in technology)
## Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources

**Argote, L.**

<table>
<thead>
<tr>
<th>Article</th>
<th>Chapter 3: Organizational forgetting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication</td>
<td>Organizational learning: Creating, retaining and transferring knowledge. Springer.</td>
</tr>
<tr>
<td>Date</td>
<td>2013</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Secondary analysis of studies on aircraft, ship, and automotive production as well as fast food franchises.</td>
</tr>
</tbody>
</table>
| Research question(s) | Does organizational knowledge acquired through learning by doing persist through time or does it depreciate?  
- Why might knowledge depreciate?  
- Could the departure of key people affect organizational performance? |
| Type of learning examined | Organizational learning by doing; Organizational forgetting |
| Data sources | Results from three production programs were summarized: results from the Lockheed L-011 TriStar aircraft study as reported in Argote and Epple (1990) and Benkard (2000); results from the production of Liberty ships during World War II as reported in Rapping (1965) and Argote, Beckman, and Epple (1990); and results from a study of fast food franchises as reported in Darr, Argote, and Epple (1995).  
In addition, new results were presented from study of a North American truck plant (Argote, Epple, Murphy & Rao, 1997). The plant is unionized with about 3,000 employees and has extremely advanced technology. |
| Data size | Unspecified |
| Data years | The Lockheed L-011 TriStar aircraft study: 1972–1981  
The shipyard study: 1941–1943  
The automotive study: Weekly data over a 2-year period from the start of production at the plant. Exact years unspecified.  
The franchise study: Weekly data. Exact years unspecified |
| Data adjustment | None |
| Methodology | The Lockheed L-011 TriStar aircraft study:  
- Argote and Epple (1990) pieced together data on production from publically available data (e.g., newspapers, trade publications, annual reports), showed that data did not fit the classic learning curve, which assumes knowledge is cumulative, suggested depreciation occurred, and discussed factors that could have contributed to depreciation.  
- Benkard (2000) obtained detailed data from Lockheed and determined empirically that a model that allows knowledge to depreciate explained the data better than the conventional model that assumes that knowledge is cumulative and persists through time.  
  
The shipyard study:  
- Rapping (1965) had convincingly demonstrated that learning occurred in the production of Liberty ships during World War II. His study advanced the state of the art at the time by controlling for economies of scale and finding strong evidence of learning when variables measuring economies of scale were included in the statistical models. |
- Argote, Beckman and Epple (1990) built on Rapping’s work by investigating whether knowledge depreciated over time and whether knowledge transferred across the different shipyards.
- Estimated production functions in which output produced in a given period depended on the inputs of labor, capital, organizational experience, and other variables.

\[(3.1) \ln(q_{it}) = a_0 + \left( \sum_{i=2}^{13} a_i D_i \right) + \alpha \ln(H_{it}) + \beta \ln(W_{it}) + \gamma \ln(K_{it-1}) + \delta' Z_{it} + u_{it} \]

Where, 
\( K_{it} = \lambda K_{it-1} + q_{it} \)

- The authors tested alternative models which compared cumulative output and time.

The automotive study:
- Estimated a production function

The franchise study:
- Unspecified

Statistical methods used
- Not specified

Results
- The Lockheed L-011 TriStar aircraft study:
  - Possible factors for why unit costs rose with increasing experience:
    - The program was plagued by shortages of personnel and parts, strikes, deregulation, and high fuel prices.
    - Lockheed attempted to increase production dramatically in the late 1970s and hired many workers without previous experience in aircraft construction and without high school diplomas.
    - Competitors had a larger experience base from which to learn and improve.
  - Benkard (2000) confirmed that knowledge depreciation occurred in his empirical study.

The shipyard study:
- Organizational learning occurred. With each doubling of the cumulative number of ships produced, the unit cost of production declined to 74% of its former value.
- There appears to be a rapid rate of knowledge depreciation. The estimated rate ranged from .70 to .85, which implies that from a stock of knowledge available at the beginning of a year, only 1.4% (=.70^{12}) to 14.2% (=.85^{12}) would remain 1 year later.
- The coefficient on the calendar time variable was negative, which indicated that
the passage of time did not explain productivity gains. When a more general translog specification of the production function was used, the coefficient was smaller in magnitude and statistically insignificant.

The automotive study:
- When the depreciation parameter was constrained (i.e., the conventional learning curve model):
  - Provided strong evidence of learning at the plant (i.e., production increased significantly with rising cumulative output)
  - There were constant returns to labor hours and output increased proportionately with the number of shifts worked.
- When the depreciation parameter was not constrained:
  - Monthly depreciation parameter = .989
- When a time explanatory variable was added:
  - There was evidence that the plant became more productive over time.
  - The experience variable remained highly significant.
  - The estimated value of the depreciation parameter decreased.
- When analyzing the relationship between personnel movement into the plant and productivity:
  - Found an inverted-U relationship between the number of new hires moving into the plant and the plant’s productivity (increases in productivity were observed up to 38 people, 1%-2% of the workforce, per week)
  - Turnover of high-performing employees appeared to negatively affect the organization’s productivity; turnover of low-performing employees might have improved the organization’s productivity, but the variable of the number of employees discharged for poor performance was not consistently significant.
  - Turnover of the third group whose reason for leaving was not performance related, was not significantly related to productivity.
  - The rate of learning did not change in the production environment (i.e., the quadratic form the learning variable was not significant.
  - Progress ratio: 83%. Each doubling of cumulative output at the plant led to a 17% reduction in unit cost.

The franchise study:
- The estimated weekly depreciation parameter ranged from .80 to .83 (Darr et al., 1995). This implies that roughly half of the knowledge stock available at the beginning of a month would remain at the end of the month.

Assessment

The Lockheed L-011 TriStar aircraft study:
- The classic learning curve model that assumes knowledge is cumulative is too simplistic to capture the dynamics of organizational learning.

The shipyard study:
- The authors repeated the study using a translog specification and the results reinforced the results regarding knowledge depreciation.
- When input effects and economies-of-scale effects are controlled for, strong evidence of learning and knowledge depreciation remain.

The automotive study:
- The evidence of learning is strong.
- Movement of new employees into the plant at moderate levels appears to help productivity.
- Turnover of high-performing employees appears to hurt productivity.
- There appears to be a relatively permanent component to organizational memory that does not evidence depreciation (i.e., knowledge embedded in the organization’s procedures and routines).
- There appears to be a more transitory component of organizational memory that experiences a faster depreciation rate, which could be declarative knowledge (i.e., knowledge of facts).

The franchise study:
- The estimated rate of depreciation was the most rapid found in the literature.

Conclusions
- Knowledge acquired through learning by doing depreciates.
- Recent experience is a more important predictor of current productivity than experience in the distant past.
- Possible causes of knowledge depreciation:
  - Products or processes change and thereby render old knowledge obsolete.
  - Organizational records are lost or become difficult to access.
  - Member turnover
  - Uneven rates of production, which can lead to forgetting by individuals
- Knowledge depreciation seems to depend on an organization’s technological sophistication (knowledge embedded in technology may be more resistant to depreciation than in other repositories) and the extent of labor turnover (high levels make it difficult to retain knowledge).

Future research
- Why do depreciation rates vary?
- What is the role of labor turnover in knowledge depreciation?
- Under what conditions does knowledge depreciate in organizations and what factors affect the rate of depreciation?

Other notes
The authors investigated different types of turnover: (1) Promotion - turnover of high-performing employees who left the plant because they were promoted; (2) Discharge - turnover of employees who were discharged for poor performance; and (3) All other reasons employees departed that were not a function of performance (e.g., retired, deceased, quit).

Applicability of results
This study did not inform EPA’s learning rate estimate because it is a secondary analysis of other studies related to learning by doing and it does not estimate any progress ratios based on original data.

Themes
Organizational learning by doing, Organizational forgetting, Determinants of organizational forgetting, Knowledge depreciation
Argote, L., & Epple, D.

<table>
<thead>
<tr>
<th>Article</th>
<th>Learning curves in manufacturing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>1990</td>
</tr>
<tr>
<td>Industry examined</td>
<td>A thought piece on studies from several disciplines; focuses on manufacturing</td>
</tr>
</tbody>
</table>
| Research question(s) | • Why do some organizations show rapid rates of learning and why do others fail to learn?  
• Identify factors affecting organizational learning curves. |
| Type of learning examined | Organizational learning by doing; Organizational forgetting; Knowledge transfer |
| Data sources | A selection of empirical studies of organizational learning curves in manufacturing (focused on organizations or work groups) |
| Data size | Unspecified |
| Data years | Unspecified |
| Data adjustment | None |
| Methodology | Qualitative summation of previous literature |
| Statistical methods used | None |
| Results | The studies reviewed suggest organizational learning rates vary for the following reasons:  
• Organizational forgetting  
  o Unit costs are often higher than level achieved before interruptions such as strikes, material shortages, and fluctuations in product demand.  
  o Knowledge acquired through learning by doing depreciates for reasons such as: individuals forget how to perform tasks; individuals are replaced by others with less experience through turnover; changes in products or processes that make previously acquired knowledge obsolete; organizational records or routines are lost or become difficult to access.  
• Employee turnover  
  o It matters more in organizations where jobs are not standardized and procedures do not exist for transmitting knowledge to new members.  
  o Turnover of managers and technical support staff (e.g., engineers) matter more than turnover of direct production workers.  
• Transfer of knowledge across products and across organizations  
  o Transfers across organizations might occur through personnel movement, communication, participation in meeting and conferences, training, improved supplies, modifications in technology, or reverse-engineering of products.  
• Incomplete transfer within organizations  
• Economies of scale  
  o Estimating the rate of learning without controlling for the changing scale of operation can result in an overestimation. |
<table>
<thead>
<tr>
<th>Assessment</th>
<th>N/A</th>
</tr>
</thead>
</table>
| Conclusions | - The knowledge about which factors affect organizational learning curves can be used to improve manufacturing performance.  
- Organizations vary considerably in the rate at which they learn and identify factors responsible for the variation.  
- Issues that need to be considered during selection of functional form:  
  - Choice of variables, which varies according to the production process being studied  
  - Specification of the properties of random factors affecting the production process  
  - Appropriate method of estimating the parameters of interest |
| Future research | N/A |
| Other notes | - Organizational learning curves focus on the performance of entire organizations or organizational subunits in contrast to the performance of individuals.  
- There is often more variation across organizations or organizational units producing the same product than within organizations producing different products. |
| Applicability of results | This study did not inform EPA’s learning rate estimate because it is a secondary analysis of other studies related to learning by doing and it does not estimate any progress ratios based on original data. |
| Themes | Sources of variation in learning rates, Organizational forgetting |
Bahk, B.-H., & Gort, M.

**Decomposing learning by doing in new plants**

**Publication**  

**Date**  
1993

**Industry examined**  
New plants in 15 manufacturing industries which include: bottled and canned soft drinks; sawmills, planning mills; mobile homes; corrugated, solid fiber boxes; commercial printing, lithographic; industrial gases; paints and allied products; petroleum refining; metal cans; fabricated structural metal; electronic computing equipment; refrigeration, heating equipment; radio, TV communication equipment; semiconductors, related devices; and motor vehicle parts, accessories.

41 industries were used as a robustness test. Refer to Appendix Table A1 for the complete list.

**Research question(s)**
- What is the magnitude of firm-specific learning by doing (in the context of a production function that distinguishes the effects of such learning from the accumulation of labor, general human capital, physical capital, and embodied technical change)?
- Over which time intervals do the three elements of firm-specific learning by doing (i.e., organizational learning, capital learning, and manual (labor) task learning) accumulate?

**Type of learning examined**  
Firm-specific learning by doing (Note, this concept differs from the typical concept of learning by doing. See the “Other notes” section.)

**Data sources**  
U.S. Bureau of the Census, Longitudinal Research Database

**Data size**  
A set of time-series and cross-section data
- The 15-industry sample
  - Consists of 1,281 plants born 1973 or later; Excludes plants born 1983 or later because not enough time had passed to capture the learning effects
  - 7,064 observations in the time-series and cross-section pool from 1973–1986. The data were predominantly cross-sectional.
- The 41-industry sample
  - Consists of 2,150 plants born 1973 or later
  - Consists of the 15 industries and those with too few plants to carry out the analysis at the industry level. Each industry had at least 16 plants.

**Data years**  
1973–1986. The average length of a panel was between 6 and 7 years.

**Data adjustment**
- **Capital:**
  - Variable was lagged half a year.
  - The authors added the capitalized value of the changes in rentals of fixed assets to the cumulative total of gross capital expenditure.
  - Used a capital expenditure deflator for the year preceding the plant’s birth for plants that had initial capital stock that preceded their birth.
- **Output**
  - Output was proxied by data for shipments and value added, each deflated by an appropriate deflator for the relevant 4-digit industry.

**Methodology**
Instead of using a progress function, which defines learning by doing as the change in unit costs over time, the authors view learning by doing as a productivity-enhancing
factor in a conventional production function. The authors introduce separate arguments in the production function for embodied input-augmenting technical change (labor, human capital, physical capital, and vintage). The authors proxy firm-specific learning by doing using cumulative output per employee (or per unit of physical capital), and by time elapsed since the organization’s birth.

\[
\log(Y_{it}) = \beta_1 + \beta_2 \log(L_{it}) + \beta_3 \log(W_{it}) + \beta_4 \log(K_{it}) + \beta_5 \log(X_{it}) + \beta_6 V_{it} + \beta_7 t + U_{it}
\]

Where,
- \(Y\) – output measured by shipments (or measured by value added)
- \(L\) – “pure” labor measured by the number of employees
- \(W\) – human capital measured by the average wage rate
- \(K\) – gross stock of physical capital
- \(X\) – index of accumulated experience
- \(V\) – weighted average vintage of the capital stock with ascending values for more recent vintage
- \(t\) – chronological time in years
- \(i\) – plant

The authors used the following equation to decompose learning by doing into its principal elements (with the exception of manual/labor learning):

\[
\log(Y_{it}) = \beta_1 + \beta_2 \log(L_{it}) + \beta_3 \log(W_{it}) + \beta_4 \log(K_{it}) + u_{it}
\]

Where all of the variables are the same as in Eq. 6 with the exception of \(t\), which is the amount of time elapsed from the birth of a plant.

Learning is now captured by shifts in the \(\beta\)'s across successive \(t\)'s. Note, that the authors used the 15-industry sample, which they tested twice. First, the test had 399 plants (assumed 8 consecutive years of operation). The second test had 237 plants (assumed 10 consecutive years of operation). The dependent variable, output, is measured by shipments.

<table>
<thead>
<tr>
<th>Statistical methods used</th>
<th>Regression using (pooled) time-series and cross-section data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results</td>
<td>From the pooled 15-industry sample:</td>
</tr>
<tr>
<td></td>
<td>• Increases in output attributed to industry-wide learning by doing (i.e., increases in the knowledge stock) are uniquely related to embodied technical change of physical capital (and perhaps human capital, but this was not tested).</td>
</tr>
<tr>
<td></td>
<td>• Using the following proxies for firm-specific learning by doing:</td>
</tr>
<tr>
<td></td>
<td>o Cumulative gross output since birth: A 1% increase results approximately in a 0.03% increase in output (Models i–iii).</td>
</tr>
<tr>
<td></td>
<td>o Cumulative gross output since birth divided by the average number of employees at the plant (i.e., cumulative output per unit of labor input): A 1% increase results in a 0.079% of increase in output (Model iv).</td>
</tr>
<tr>
<td></td>
<td>o Number of years from the birth of the plant: Each additional year results in 1.2% rise in output per year.</td>
</tr>
</tbody>
</table>
- Embodied technical change of capital is associated with a 2.5%–3.5% change in output for each 1-year change in average vintage.
- The elasticity of output with respect to “pure” labor was roughly the same as that with respect to human capital.

From the industry-specific sample of the 15 industries:
- Confirms the results from the pooled data
- The coefficients for the key inputs showed considerable variability between industries.
- In the “Motor Vehicle Parts, Accessories” industry (SIC 3714), when firm-specific learning by doing is proxied by cumulative gross output since birth, a 1% increase results in a 0.025%-increase in output, which is equivalent to a progress ratio of 0.98.

From the pooled 41-industry sample:
- The results were similar when the dependent variable, output measured by shipments, was interchanged with output measured by value added, but the fit was better with the former proxy.
- Estimated coefficients are similar to those in the 15-industry samples.
- Using the following proxies for firm-specific learning by doing:
  - Cumulative gross output divided by the 1982 book value of gross physical capital at the plant (i.e., cumulative output per unit of capital input): A 1% increase results in approximately a 0.08%-increase in output as measured by shipments (Model vi).
  - Cumulative gross output divided by the 1982 number of employees at the plant (i.e., cumulative output per unit of labor input): A 1% increase results in approximately a 0.149%-increase in output as measured by shipments (Model vii).

From distinguishing between the elements of firm-specific learning by doing:
- Capital learning continues until the 5th or 6th year after the birth of a plant. Initially, the productivity of capital varies greatly across plants.
- Organizational learning is reflected in the coefficients of “pure” labor and human capital.
  - There appears to be a steady rise in the elasticity of output with respect to labor input that continues through at least the 10th year after a plant’s birth (with the exception of the first 2 years which is likely due to the distorting effect caused by unequal rates of capital learning).
  - The effect of human capital is more erratic. Using a 3-year moving average, there appears to be rise in the elasticity of output with respect to human capital from the 4th to 8th year (with the exception of the first 2 years which is likely due to the distorting effect caused by unequal rates of capital learning).
- Overall, productivity continues to rise for a considerable number of years after a plant’s birth.
| Assessment | From the pooled 15-industry sample:  
|            | • The results are significant. However, the high R² values may be due to the mostly cross-sectional data and the large difference in plant sizes.  
|            | • Model iv, uses cumulative output per unit of labor input—an independent variable that has been standardized to avoid simply capturing plant scale.  
|            | From the pooled 41-industry sample:  
|            | • The estimated coefficient on cumulative output per unit of capital is higher than for the cumulative output per unit of labor.  
|            | • There is a higher estimated coefficient for learning when output is measured by shipments than when it is measured by value added. The most plausible explanation lies in measurement errors associated with deriving value added. Specifically, in the measurement of costs of materials and from inconsistencies over time in the valuation of semi-finished and finished product inventories.  
|            | From distinguishing between the elements of firm-specific learning by doing:  
|            | • The R² values rise as the time since birth elapses. This indicates that the consistency of the relationship between inputs and output rises with learning.  
|            | • At first, the productivity of capital varies greatly across plants; likely because capital goods are not initially installed in balanced systems.  
| Conclusions | • Industry-wide learning appears to be uniquely related to embodied technical change of physical capital. But once physical capital is accounted for, industry-wide learning is no longer a significant explanatory variable.  
|            | • Firm-specific learning is a significant explanatory variable.  
|            | • Organizational learning appears to continue over a period of 10 years following a plant’s birth.  
|            | • Capital learning continues for 5 to 6 years following a plant’s birth.  
|            | • Hence, new entrants incur costs that established organizations no longer face.  
| Future research | Include the possibility for interplant learning spillovers |
Other notes

- The authors separate learning into two forms of knowledge and skill accumulation. The first form consists of accumulation that requires an investment (e.g., hiring, training programs, R&D expenditures). The second form, learning by doing, is a by-product (or joint product) of production of goods and services.
- Learning by doing costs less than knowledge acquired under the first form (gives older firms an advantage over new entrants).
- Returns to general human capital are reflected in the wage rate. Firm-specific learning by doing is not captured by labor and enters into the firm's stock of organizational capital.
- According to the authors, firm-specific learning by doing is an aspect of disembodied technical change (i.e., in that it is reflected in neither the labor nor the capital inputs but rather explains differences across firms or plants in the productivity of the same levels and types of inputs).
- A plant was deemed “new” if there were no records for it prior to 1972.
- Definitions of terms used in the article:
  - Manual task/Labor learning
    - The routinization of tasks and adaptation to tasks that are peculiar to individual plants/firms. (Does not capture the acquisition of general skills through experience.)
    - This should be reflected in the productivity of the labor input, but the data used were not suitable for capturing this effect. The data used did not effectively distinguish between organizational and manual learning.
  - Capital learning
    - Increases in knowledge about the characteristics of given physical capital (e.g., engineering information that accumulates through experience on the tolerances to which parts are machined, on the use of special tools and devices, and on improvement in plant layouts, and the routing and handling of materials, the true capacity of equipment, on required maintenance, how to avoid breakdowns).
    - This is reflected mainly in the productivity of the capital input.
  - Organization learning
    - The matching of individuals and tasks based on knowledge derived from experience of the capacity/limitations of employees, the accumulation of interdependent knowledge about production possess by team members (not portable by any one team member), the development of interactions among employees, and managerial learning reflected in improved scheduling and coordination among departments and in the selection of external suppliers.

Applicability of results

This study did not inform EPA’s learning rate estimate because it estimates progress ratios for industries, one of which (i.e., Motor vehicle parts, accessories) is related to the mobile source sector. Note that this study uses shipments as a dependent variable when estimating the progress ratio, which may not be a good measure of productivity because firms often keep output in inventory before shipping it. The other dependent measure used was value added, which is problematic for our purposes because measures such as value added that embody price can confound supply-side learning with demand-side changes that are unrelated to learning. The problem of confounding supply- and demand-side learning might also apply to their shipment variable because
it appears to be expressed in dollar values rather than number of shipments: “Output was proxied alternatively by data for shipments and for value added, each deflated by an appropriate deflator for the relevant four-digit industry (p. 580).”

<table>
<thead>
<tr>
<th>Themes</th>
<th>Estimation of the learning rate, Persistence of firm-specific learning by doing, Disaggregation of learning’s elements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Balasubramanian, N., &amp; Lieberman, M. B.</strong></td>
<td><strong>Industry learning environments and the heterogeneity of firm performance</strong></td>
</tr>
<tr>
<td><strong>Article</strong></td>
<td><strong>Strategic Management Journal, Vol. 31, No. 4, pp. 390–412</strong></td>
</tr>
<tr>
<td><strong>Publication</strong></td>
<td><strong>U.S. manufacturing sector</strong></td>
</tr>
<tr>
<td><strong>Industry examined</strong></td>
<td><strong>Research question(s)</strong></td>
</tr>
<tr>
<td><strong>Date</strong></td>
<td>What is the rate of learning (overall and by industry)? Two hypotheses are established:</td>
</tr>
<tr>
<td><strong>Type of learning examined</strong></td>
<td>- H1: The rate of learning by doing, as measured by the slope of the learning curve, will be higher in industries with greater complexity.</td>
</tr>
<tr>
<td><strong>Data sources</strong></td>
<td>- H2: The heterogeneity of firm performance will be greater in industries with higher rates of learning.</td>
</tr>
<tr>
<td><strong>What is the rate of learning (overall and by industry)?</strong></td>
<td><strong>Data size</strong></td>
</tr>
<tr>
<td><strong>Type of learning examined</strong></td>
<td>- Learning from direct operating experience (i.e., learning by doing)</td>
</tr>
<tr>
<td><strong>Research question(s)</strong></td>
<td><strong>The U.S. Census Bureau – to estimate the industry learning rate.</strong></td>
</tr>
<tr>
<td><strong>Industry examined</strong></td>
<td>- Compustat – to estimate the cross-sectional variation in business performance within an industry, after applying the industry learning rates estimated using U.S. Census Bureau data to Compustat’s firm data.</td>
</tr>
<tr>
<td><strong>Date</strong></td>
<td><strong>Data sources</strong></td>
</tr>
<tr>
<td><strong>Type of learning examined</strong></td>
<td>- The U.S. Census Bureau; The Longitudinal Research Database</td>
</tr>
<tr>
<td><strong>Research question(s)</strong></td>
<td>- Combines data with a link from:</td>
</tr>
<tr>
<td><strong>Data size</strong></td>
<td>- Census of Manufacturing</td>
</tr>
<tr>
<td><strong>Data sources</strong></td>
<td>- Plant-level data on all U.S. manufacturing plants with at least one employee (over 55,000 plants over 1973–2000)</td>
</tr>
<tr>
<td><strong>Type of learning examined</strong></td>
<td>- Annual Survey of Manufactures</td>
</tr>
<tr>
<td><strong>Data sources</strong></td>
<td>- Data from a sample of U.S. manufacturing establishments</td>
</tr>
<tr>
<td><strong>Data size</strong></td>
<td>- Place considerable weight on large plants and plants belonging to multi-plant firms</td>
</tr>
<tr>
<td><strong>Research question(s)</strong></td>
<td>- Every year, a sample of new entrants is added</td>
</tr>
<tr>
<td><strong>Data sources</strong></td>
<td>- Data is subject to access restrictions and disclosure constraints (e.g., no data can identify or relate to a single firm or plant)</td>
</tr>
<tr>
<td><strong>Type of learning examined</strong></td>
<td>- Contains over 4 million plant-year observations from 1963–2001</td>
</tr>
<tr>
<td><strong>Research question(s)</strong></td>
<td>- Sample selection criteria:</td>
</tr>
<tr>
<td><strong>Data sources</strong></td>
<td>- Eliminated all plants established before 1973 or after 1997</td>
</tr>
<tr>
<td><strong>Data size</strong></td>
<td>- 1973 is the first year of the Annual Survey of Manufactures (ASM); therefore, it is not possible to “reliably obtain the entry year for plants that first appear in the 1963, 1967, or 1972 censuses” (p. 397).</td>
</tr>
<tr>
<td><strong>Research question(s)</strong></td>
<td>- In 1997, the U.S. Census Bureau switched from the standard industrial classification code (SIC) to the North American Industry Classification System (NAICS). Plants established after 1997 were omitted to “minimize errors from industry misclassifications” (p. 397).</td>
</tr>
<tr>
<td><strong>Data sources</strong></td>
<td>- Excluded all subsequent observations for a plant if the gap between consecutive survey years is longer than 2 years</td>
</tr>
<tr>
<td><strong>Data size</strong></td>
<td>- Removed all plants that have a primary industry specialization ratio (i.e., the output share of the primary 4-digit standard industrial classification (SIC) industry in the case of a multiproduct plant) of less than 75%</td>
</tr>
<tr>
<td>Table</td>
<td>Description</td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
</tr>
<tr>
<td><strong>Dropped outlier plants</strong></td>
<td>- That are in the top 0.5 percentile of capital-labor ratio or of growth in the number of employees, shipments, or capital expenditure</td>
</tr>
<tr>
<td><strong>Compustat</strong></td>
<td>- 182,603 plant-year observations</td>
</tr>
<tr>
<td><strong>Firm data</strong></td>
<td>- from firms that have a strictly positive total asset value</td>
</tr>
<tr>
<td><strong>Industry-year observations</strong></td>
<td>- 1,523</td>
</tr>
<tr>
<td><strong>Data years</strong></td>
<td>- 1973–2000</td>
</tr>
<tr>
<td><strong>Data adjustment</strong></td>
<td>- The authors adjusted the Compustat data by aggregating firm-year level data to industry-year level:</td>
</tr>
<tr>
<td>- For each firm-year observation, the authors compute:</td>
<td></td>
</tr>
<tr>
<td>- Tobin’s $q$ (the ratio of market value of assets to book value of assets)</td>
<td></td>
</tr>
<tr>
<td>- Profitability (the ratio of operating profits before depreciation to total assets)</td>
<td></td>
</tr>
<tr>
<td>- Eliminate all outlying observations in the top and bottom 1% in terms of firms’ $q$ or profitability</td>
<td></td>
</tr>
<tr>
<td>- These data on firm performance are aggregated to obtain the dispersion in firms’ $q$ and profitability for each 3-digit SIC industry in each year.</td>
<td></td>
</tr>
<tr>
<td><strong>Methodology</strong></td>
<td>- Used the information-theoretic model (Jovanovic &amp; Nyarko, 1995)</td>
</tr>
<tr>
<td>- Describes three complexities</td>
<td></td>
</tr>
<tr>
<td>- $N$ – The greater the number of tasks that any production activity requires, the greater the number of decisions involved, and the higher the complexity.</td>
<td></td>
</tr>
<tr>
<td>- $\sigma^2_w$ – The variance of $\theta$; the uncertainty surrounding the optimal way to perform the activity</td>
<td></td>
</tr>
<tr>
<td>- $w$ – The importance of transitory disturbances. Decision makers can glean more useful information from each production run in contexts when there are low levels of disturbances than when there are high levels.</td>
<td></td>
</tr>
<tr>
<td>- The authors note that the traditional method for measuring learning by doing requires cost and production data that might not be widely available. The authors use the approach of Bahk and Gort (1993), which replaces the variable, unit costs, traditionally used as the dependent variable in learning curve models with the variable, current period real value added, measured as real revenues minus real material expenses.</td>
<td></td>
</tr>
<tr>
<td>- It is an extension of the Cobb-Douglas production function (capital, labor, and operating experience are considered inputs).</td>
<td></td>
</tr>
<tr>
<td>- $Y_{ijt} = \Phi_{jt}(K_{ijt})^{\alpha_j}(L_{ijt})^{\beta_j}(X_{ijt})^{\lambda_j}v_{ijt}$</td>
<td></td>
</tr>
<tr>
<td>- $Y$ – current period real value added (real revenues less real material expenses)</td>
<td></td>
</tr>
<tr>
<td>- $\Phi$ – industry-wide improvements in productivity</td>
<td></td>
</tr>
<tr>
<td>- $K$ – real capital stock</td>
<td></td>
</tr>
<tr>
<td>- $L$ – quantity of labor</td>
<td></td>
</tr>
<tr>
<td>- $X$ – prior cumulative output (a measure of experience)</td>
<td></td>
</tr>
<tr>
<td>- $\lambda$ – industry learning intensity</td>
<td></td>
</tr>
</tbody>
</table>
v – plant-specific term
i, j, t – plant, industry, and year, respectively

To estimate the importance of learning in Eq. 9, the authors used OLS to estimate the logarithmic version of Eq. 8.

\[ y_{ijt} = a_{jt} + a_{jkt} + \beta_j x_{ijt} + \lambda_j y_{ij} + \varepsilon_{ijt} \]  

To formally test H1, (Unit of analysis – plant year)

\[ y_{ijt} = a_{jt} + \alpha_{k} x_{ijt} + \beta_{j} x_{ijt} + \lambda_j x_{ijt} + \lambda_2 w_{jt} x_{ijt} + \lambda_3 R_{jt} x_{ijt} + \lambda_4 A_{jt} x_{ijt} + \varepsilon_{ijt} \]

C – industry capital intensity (capital stock ÷ employment)
W – industry wages
R – industry R&D intensity (R&D expenditure ÷ sales)
A – industry advertising intensity (advertising expenditure ÷ sales)

To test H2, (Unit of analysis – industry year)

\[ \pi_{jt} = a_t + b \lambda_j + c_1 R_{jt} + c_2 A_{jt} + c_3 C_{jt} + c_4 S_{jt} + c_5 N_{jt} + c_6 P_{jt} + \varepsilon_{ijt} \]

\[ \pi_{jt} - 90^{th}-10^{th} \text{ percentile range of firm performance, either firm’s } q \text{ or firm’s profitability, in industry } j \text{ during year } t \]

\[ \lambda_j \] – estimated industry learning intensity
R – industry R&D intensity (R&D expenditure ÷ sales)
A – industry advertising intensity (advertising expenditure ÷ sales)
C – industry capital intensity (total assets ÷ sales)
P – average industry profitability (operating profits ÷ total assets)
N – the number of firms in an industry
S – industry size (total industry sales)

Statistical methods used
• To test the importance of learning, the authors used OLS regression.
• To test H1, the authors used OLS to estimate Eq. 10 with plant fixed effects and instrumental variable specification as robustness checks.

Results
Estimated the importance of learning (Eq. 9, Models 1–4)
• Model 1 – The production function did not estimate learning by doing.
• Model 2 – Added prior experience
  o Learning coefficient is 0.26, which implies a progress ratio of 0.84 (i.e., a 19.7% gain in productivity for every doubling of cumulative output)
• Model 3 – Included 9,967 4-digit SIC industry-year dummies to control for all productivity improvements in each industry
  o Learning coefficient is 0.23, which implies a progress ratio of 0.85 (i.e., a 17.3% gain in productivity for every doubling of cumulative output)
• Model 4 (actually 117 different models for each SIC industry with 50+ plants) – Controlled for 3-digit SIC industry-wide productivity improvements
  o There is significant variation in learning intensities across industries (just above 0 to almost 0.6)
  o The average learning intensity is 0.22, which implies a progress ratio of 0.86 (i.e., a 16.5% gain in productivity for every doubling of cumulative output).
To test H1 (Eq. 10, Models 5–10)
- Models 5 and 6 – Used a larger sample, omitted industry R&D and advertising intensity terms. Model 5 included year indicators. Model 6 included industry-year dummies.
  - The learning coefficient is higher in industries with greater capital intensity.
  - The interaction effect of industry wages on prior experience becomes insignificant once industry-year effects are controlled for.
- Model 7 – Used smaller sample, used industry R&D and advertising intensity terms
  - The learning coefficient is significantly higher in industries with higher capital-labor ratios, as well as with greater R&D and advertising intensities.
- Model 8 – Repeated Model 7, but assumed capital and labor coefficients were not fixed
  - The results are not substantially different from Model 7.
- Models 9 and 10 – Included plant fixed effects as robustness checks. Model 10 included direct terms.
  - In Model 9, the direction and significance persist.
  - In Model 10, the significance of interaction terms increases considerably and the direct terms are negative.
  - When adding once-lagged instrumental variables, economic substance and significance were similar to Models 7 and 8.

To test H2 (Eq. 11, Models 11–12)
- Model 11 – Used the range of firm profitability as the dependent variable and the industry estimated learning coefficients
  - The coefficient on industry learning intensity is 0.926; the difference in relative profitability between the best performers (top 10%) and the worst performers (bottom 10%) is considerably greater in industries with high learning.
  - The coefficient on industry learning is positive and significant.
- Model 12 – Same as Model 11, but used the range of firm $q$ as the dependent variable
  - Similar results as Model 11

Robustness Checks:
- Survivor bias, sample selection, R&D investments, measurement errors in capital, choice of production function form, and industry life cycle effects are not driving heterogeneity in learning rates.

Assessment
- The industry learning rate displays considerable heterogeneity across industries and it is positively correlated with the industry capital-labor ratio, R&D intensity, and advertising intensity.
- Models 9 and 10 suggest that in industries with high capital, R&D, or advertising intensity, plant productivity is initially low but rises steeply with experience.
- Industry learning intensity has a robust relationship with firm performance. Specifically, the cross-sectional variation in business performance within an industry, as measured by the interpercentile range (10th–90th) of firm $q$ and firm profitability, is much greater in industries with higher learning intensities.
| Conclusions | • Learning intensity is an important characteristic of the industry environment that should be considered in studies of firm and industry performance.  
• Industry learning intensity may explain competitive heterogeneity. |
| Future research | • Heterogeneity in products and learning rates within industries  
• Mechanisms of learning (e.g., training, engineering activities, routines)  
• The variation in the meaning and context of organizational learning across and within industries  
• Other forms of learning (e.g., knowledge transfer or spillovers -- learning from others)  
• Organizational forgetting  
• The mechanisms that explain the link between learning intensity and heterogeneity of firm performance  
• How variations in learning rates affect firm behavior  
• How variations in the knowledge acquisition processes across industries affect the observed heterogeneity |
| Other notes | The authors note that the model ignores a fourth dimension of complexity, the degree of interaction among the tasks. Interactions can greatly increase system complexity. |
| Applicability of results | This study did not inform EPA’s learning rate estimate because the authors used real value added (i.e., revenues minus material expenses) as the dependent variable. Revenues are affected by many factors (e.g., sales, the economic climate) besides manufacturing costs. |
| Themes | Estimation of learning rate, Sources of variation in learning rates |
### Benkard, C. L.

<table>
<thead>
<tr>
<th>Article</th>
<th>Learning and forgetting: The dynamics of aircraft production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>September 2000</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Commercial aircraft</td>
</tr>
<tr>
<td>Research question(s)</td>
<td>Past empirical studies document learning-by-doing. The author tests this by applying it to commercial aircraft production. The author also tests the impacts of organizational forgetting and incomplete spillover of production expertise from one generation of production to the next.</td>
</tr>
<tr>
<td>Type of learning examined</td>
<td>Learning-by-doing; Knowledge depreciation; Knowledge spillovers</td>
</tr>
<tr>
<td>Data sources</td>
<td>Lockheed data made available to the author; L-1011 TriStar aircraft production</td>
</tr>
<tr>
<td>Data size</td>
<td>• 250 aircraft units produced during the production run (12 observations were removed because complete data for all levels of production were not available; hence, the author analyzed 238 aircraft units); • Data set includes labor requirements for each aircraft unit produced (i.e., direct man-hours)</td>
</tr>
<tr>
<td>Data years</td>
<td>1970–1984</td>
</tr>
<tr>
<td>Data adjustment</td>
<td>None</td>
</tr>
<tr>
<td>Methodology</td>
<td>The author modified the traditional learning curve specification by redefining experience to reflect organizational forgetting. The author used the Leontief production function: factors of production used in fixed proportions, no substitutability between factors. In this sector, labor and engines are the biggest inputs and neither can be substituted; capital stock is constant over time. The author also tested the suitability of using a Cobb-Douglas production function by adding input prices to the model: proxies price of oil (demand shifter) and wages and price of aluminum (cost shifters)</td>
</tr>
</tbody>
</table>

\[
(4) \ln L_i = \ln A(\bar{K}) + \theta \ln (E_i) + \gamma_0 \ln (S_i) + \varepsilon_i
\]

Where,
- \( L \) – labor
- \( K \) – capital (is fixed)
- \( \theta \) – learning rate (learning = \( 1-2^\theta \))
- \( E \) – experience (i.e., cumulative past output)
- \( \gamma \) – within period returns to production
- \( S \) – line speed

Experience is cumulative past output (the traditional learning model):
\[
(5) E_i = E_{i-1} + 1 \text{ with } E_1 = 1
\]
Incorporate forgetting and spillover (the general learning model):

\[
E_i = \begin{cases} 
E_{1,t} & \text{if } i \text{ is type-1, -100,-200} \\
E_{500,t} & \text{if } i \text{ is type -500} 
\end{cases}, \text{ where}
\]

\[
E_{1,t} = \delta E_{1,t-1} + q_{1,t-1} + \lambda q_{500,t-1} \quad \text{and} \quad E_{1,1} = 1
\]

\[
E_{500,t} = \delta E_{500,t-1} + q_{500,t-1} + \lambda q_{1,t-1} \quad \text{and} \quad E_{500,1} = 1
\]

Where,
- \( \delta \) – experience depreciation parameter
- \( \lambda \) – experience spillover parameter

### Statistic methods used

- OLS cannot be used on the production function (Eq. 4) because experience and line speed are correlated with productivity shocks to labor. Therefore, each model used the following methods:
  - The traditional learning model uses two-stage least squares (2SLS) (Eq. 5)
  - The two general learning models use nonlinear estimators.
    - Nonlinear estimator: Generalized Method of Moments model with a conditional moment restriction described by Hansen (1982)
  - Two variables were instrumented (i.e., line speed and experience). Instruments are present and lagged demand and cost shifters. Various lags included.
    - Demand shifters: GDP, price of oil, and time trend
    - Cost shifters: world aluminum price and US manufacturing wages

### Results

#### Traditional learning hypothesis (Eq. 5; Regressions 1–5):
- The model works better for Units 1–112 than for 1–238, with a learning rate of 30% and 18%, respectively.
- Adjustments to the model to account for line speed, time, and changes in labor costs do not improve the explanatory power of the model.
- Although including a calendar time variable, along with production experience, improved the fit and the standard error on the time variable, the sign of the coefficient indicated that technological change is negative, so the model was rejected.

#### Production function specification (Eq. 5; Regressions 6–8):
- Adding wages and prices does not improve the fit of the model.
- The coefficient on wages is positive, which is unlikely.
- Added a “scope” variable to account for two models, which improved the fit of the original model.

#### Forgetting and spillover (Eqs. 7–9; Regressions 9–10):
- The model has a good fit.
- The learning rate is 36%.
- The monthly depreciation parameter is .96, which implies 61% (=.96^{12}) of the firm’s experience existing at the beginning of a year survives to the end of a year.
- The coefficient measuring forgetting is estimated extremely precisely and is significantly different from one in all cases; thereby, strongly rejecting the hypothesis of no forgetting.
- Adding in incomplete spillovers improves the fit.
- The spillover parameter estimates that approximately 70% of the knowledge
spilled over from one model to another (perhaps due to task overlap between the two models).

The results were tested against alternative specification including wages and prices and the results were not significantly different.

<table>
<thead>
<tr>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The discrepancy between Units 1–112 and 1–238 is caused by the fact that the firm’s experience is not being fully retained over time. This becomes apparent only when the production rates are uneven and new models are introduced.</td>
</tr>
<tr>
<td>• Adding forgetting and incomplete spillovers into the general learning model, explains both halves of the data.</td>
</tr>
<tr>
<td>• Depreciation is high (61% of firm’s stock of experience existing at the beginning of a year survives to the next year). This could be an artifact of labor (e.g., low aircraft production rates, high turnover, job bumping resulting from “displacement rights”).</td>
</tr>
<tr>
<td>• Estimated learning rate: 35%–40%. These “are much higher than those estimated under the traditional learning hypothesis. The reason for this is that learning is no longer relative to cumulative production, but is not relative to accumulated experience, which is constantly depreciating. [...] The new learning rate implies that if experience were doubled, then labor requirements would fall by 35-40 percent” (p. 1049).</td>
</tr>
<tr>
<td>• The hypothesis of complete spillovers is rejected.</td>
</tr>
<tr>
<td>• Impacts of prices and diseconomies of scope are rejected. “[...] as a result of incomplete spillovers, the decision to bring out a new [...] model can involve a significant setback in learning, and an associated large and immediate increase in variable costs. [...] [I]t becomes evident that introducing new models is a costly endeavor, even within an existing aircraft program” (p.1051).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Researchers need to include organizational forgetting in an assessment of production.</td>
</tr>
<tr>
<td>• Forgetting may not be important to all industries where learning takes place. Aircraft and ship markets are peculiar in that the products are labor intensive, learning is thought to be important at the individual worker level, and there is high turnover.</td>
</tr>
<tr>
<td>• There are incomplete spillovers of production expertise when switching to the production of a new model.</td>
</tr>
<tr>
<td>• The number of models can have great impact on variable production costs.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Future research</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Test impacts of forgetting on other industries.</td>
</tr>
<tr>
<td>• Identify conditions under which forgetting occurs (e.g., high turnover and layoffs).</td>
</tr>
<tr>
<td>• Test whether the experience depreciation rate is under a firm’s control (e.g., avoiding layoffs, priority to workers that have been laid off).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Other notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>• This market was chosen because the dynamics of production are complex and marginal costs of aircraft production do not always decrease over time. Note, previous studies concentrated on military, not commercial, aircraft, and thus are not subject to impacts of market forces.</td>
</tr>
<tr>
<td>• Definitions of terms used in article:</td>
</tr>
<tr>
<td>o Organization forgetting: a firm’s stock of production experience depreciates over time. Implication of forgetting: recent production is more important</td>
</tr>
</tbody>
</table>
than more-distant past production in determining a firm’s current efficiency.

- **Experience spillovers**: Whether experience spills over across firms or products is a function of how specific the firm’s production experience is. If the skills required to build one model transfer to another model, then the firm would experience a setback in learning and higher production costs for the new aircraft program.

  - The author analyzed three counterfactual production schedules and found the optimal production run looks much like the actual one, which closely matched schedule deliveries.
  - A stochastic version of this model was estimated and yielded almost identical results to the deterministic version.

<table>
<thead>
<tr>
<th>Applicability of results</th>
<th>This study did inform EPA’s learning rate estimate because it is related to the mobile source sector, it is based on primary data, and it uses labor input per unit as a dependent variable.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Themes</td>
<td>Estimation of learning rate, Knowledge depreciation, Knowledge spillovers</td>
</tr>
<tr>
<td>Bernstein, P.</td>
<td>The learning curve at Volvo</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Article</td>
<td>Columbia Journal of World Business, Vol. 23, No. 4, pp. 87–95</td>
</tr>
<tr>
<td>Date</td>
<td>1988</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Automotive industry</td>
</tr>
</tbody>
</table>
| Research question(s) | - What might managers learn from the Volvo experience?  
                           - How did Volvo use a long-term organizational development (OD) program to meet the requirements of the auto market and its employees? |
| Type of learning examined | Management techniques (e.g., an increased level of employee involvement, modest use of new technology, and diffusing strategies between plants) aimed at reducing absenteeism |
| Data sources | Description of plant operations in Sweden from the author’s point of view |
| Data size | N/A |
| Data years | Mid-1960s to 1970s |
| Data adjustment | None |
| Methodology | The author performed a case study of Volvo automotive plants to explain the evolution of how managers responded to absenteeism and retention problems at their plants during the 1960s and 1970s. |
| Statistical methods used | No statistical methods used |
| Results | - The “Spontaneous Trial Period” allowed plants to add to Volvo’s socio-technical knowledge stock related to plant practices aimed at meeting the non-material needs of its workers to reduce absenteeism.  
                           - After conducting over 1,000 interviews with employees at the Torslanda plant, which participated in the Spontaneous Trial Period, Volvo was able to take their opinions into account when devising new practices at new plants.  
                           - During the “Socio-Technical Strategy Period,” Volvo employed solutions that were tailored to problems at each plant such as creating teams and handing over supervisory and quality control responsibilities to them, providing monetary incentives for learning new skills, creating low supervisor to worker ratios, and using team leaders and craftsmen to teach and integrate newcomers.  
                           - Volvo came up with OD programs (e.g., the Match Project, Full Rulle, and Dialog) to create a system-wide focus on the growth and development of its entire workforce. These OD programs are described in more detail in the “Other notes” section. |
| Assessment | N/A |
## Conclusions

- Learning at all levels was the key to Volvo’s success.
- Pragmatic trial and error and the diffusion of successful practices became a hallmark of the new system.
- Throughout the Spontaneous Trial Period and the Socio-Technical Strategy Period, Volvo “moved down the learning curve as its managers built on earlier success and reduced errors” (p. 87), which resulted in improved productivity, better quality, and lessened absenteeism.
- Based on Volvo’s experience, the author suggested practices managers should consider to improve productivity and the quality of their products as well as to reduce absenteeism (e.g., diffusing industrial knowledge between plants; communicating corporate values and objectives clearly and consistently; and investing in the workforce’s education and skill development).

## Future research

<table>
<thead>
<tr>
<th>Category</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

## Other notes

- **Definitions of terms used in the article:**
  - **Spontaneous Trial Period** – First Phase; Individual managers initiated work improvement projects in different plants without each other’s knowledge or coordination by the central administration.
  - **Socio-Technical Strategy Period** – Second Phase; Volvo took what it learned during the Spontaneous Trial Period and spread its knowledge throughout the Volvo system.
  - **The Match Project** – This OD program concentrated on organizational objectives which included improving communication about responsibilities, schedules, and objectives as well as providing new employees with good training.
  - **Full Rulle** – This OD program was a company-wide effort to create a common leadership philosophy and style. Among other things, it sought to empower and improve the skills of employees and team leaders while advocating for labor-management cooperation.
  - **Dialog** – This OD program emphasized the need to create dialogue to support change.

## Applicability of results

- This article did not inform EPA’s learning rate estimate. It discusses management techniques related to managing the workforce and it does not estimate the relationship between cumulative output and cost.

## Themes

- Diffusion of knowledge gained through learning, Application of the learning curve
**Dutton, J. M., & Thomas, A.**

<table>
<thead>
<tr>
<th><strong>Article</strong></th>
<th>Treating progress functions as a managerial opportunity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Publication</strong></td>
<td><em>The Academy of Management Review, Vol. 9, No. 2, pp. 235–247</em></td>
</tr>
<tr>
<td><strong>Date</strong></td>
<td>1984</td>
</tr>
<tr>
<td><strong>Industry examined</strong></td>
<td>Secondary analysis of data from studies in a variety of industries, including electronics, machine tools, EDP system components, papermaking, aircraft, steel, apparel, and automobiles. The literature is drawn from industrial engineering, economics, and management.</td>
</tr>
</tbody>
</table>
| **Research question(s)** | - Can future progress rates be predicted?  
                          - What factors cause progress?  
                          - How can the rate of improvement be managed? |
| **Type of learning examined** | Sources of variation in the learning rate |
| **Data sources**  | More than 200 empirical and theoretical studies of progress functions in industrial engineering, economics, and management from 50 years of literature |
| **Data size**     | Unspecified                                            |
| **Data years**    | Unspecified                                            |
| **Data adjustment** | None                                                   |
| **Methodology**   | Qualitative analysis of previous literature            |
| **Statistical methods used** | The authors constructed a frequency distribution of progress ratios obtained from a sample of 108 studies of manufacturing processes in industries such as electronics, machine tools, EDP system components, papermaking, aircraft, steel, apparel, and automobiles to test the variability of progress rates. No industry-level experience curve studies or studies showing price declines were included. |
Results

- The progress ratio, 81%–82%, has the highest frequency. Generally, reported progress ratios range from 55% to 108%.
- The progress ratio is neither fixed nor automatic. It is often an outcome of managerial policy decisions regarding production, marketing, and joint decisions.
- Not only do recorded progress rates vary across industries, processes, and products, they also differ for similar process and products. Progress rates have even varied widely for subsequent runs of the same product in the same plant.
- In any given industry, firms’ progress functions, as well as progress rates, vary widely. This variation extends not only across firms at a given time, but also within firms over time.
- From their analysis, the authors found that four main categories of factors caused progress:
  - Effects of technological change
    - Cumulative investments and improvements in capital equipment explain a significant part of the variation in progress rates in similar processes and facilities.
  - Horndal (labor learning) effects
    - Progress is brought about by direct and indirect labor learning.
    - Progress can be attributed to adaptation efforts by labor and technical personnel and to other autonomous cost-reducing effects of sustained production of a good.
  - Local industry and firm characteristics
    - The progress curve is affected by local operating system characteristics (e.g., the degree of mechanization, the ratio of assembly to machining, the length of cycle times, continuous vs. batch process).
  - Scale effects
    - Scale can contribute to progress effects, but how this occurs is not fully understood.
    - Findings regarding the effects of the rate of output on the progress curve remain mixed and contradictory.
- The four causal factors (or combinations of them) explain observed progress in varying degrees.
- Because most causal factors of progress functions cut across organizational subunit lines, intraorganizational relations may influence progress effects.

Assessment

- N/A

Conclusions

- Due to the variation in the frequency distribution, caution is needed in estimating future progress rates.
- The progress principle is of limited use in a firm’s strategic planning because its underlying dynamics are not well understood.
- To induce progress from variability (i.e., progress functions that are not subject to the same known sources of variation over space and time), managers need to document evidence for specific sources of progress variation accessible to the firm’s influence.
- Progress in the form of continuous cost improvements may occur autonomously or be induced.
- Managers who wish to use the progress curve need to identify and take advantage of static and dynamic opportunities (there are short-run and long-run dynamic
An analysis that combines progress functions and organizational behavior variables to capture the interdependence among causes of progress, which cut across firms' hierarchical, subunit, and organization-environment boundaries.

### Future research

**Definitions of terms used in the article:**

- **The progress principle** – a firm can expect continuous improvement in its input-output productivity ratios as a consequence of a growing knowledge stock (or the cost input per unit declines at a uniform rate with cumulative production).
- **Experience** – a means for firms gaining knowledge
- **Progress** – a result of firms gaining knowledge
- **Induced learning**
  - Requires investment, induction, or resources made available that are not present in the current operating situation
  - Affected by proximate causes
- **Autonomous learning**
  - Automatic improvements that result from sustained production over long periods
  - Due to distant causes
  - More systematic and predictable given a set of system characteristics
- **Exogenous learning**
  - Progress usually results from information and benefits acquired from external sources (e.g., suppliers, customers, competitors, and government).
- **Endogenous learning**
  - Attributable to employee learning within a firm as manifested by technical changes, direct-labor learning, and smoothing production flow

This study did not inform EPA’s learning rate estimate because it is a secondary analysis of other studies related to learning by doing and it does not estimate any progress ratios based on original data.

**Themes**

- Estimated learning rates, Sources of variation in learning rates
Epple, D., Argote, L., & Devadas, R.

Article: Organizational learning curves: A method for investigating intra-plant transfer of knowledge acquired through learning by doing

Publication: Organization Science, Vol. 2, No. 1, pp. 58–70 (Special Issue: Organizational Learning: Papers in Honor of (and by) James G. March)

Date: 1991

Industry examined: North American truck plant producing a single vehicle

Research question(s):
- How can a conventional learning curve model be generalized to investigate factors responsible for the variations in organizational learning rates?
- Investigate three aspects of knowledge transfers acquired from learning:
  - Carry forward of knowledge when the plant makes the transition from 1-shift-a-day operation to two shifts per day
  - Transfer across shifts after 2-shift-a-day operation is underway
  - Transfer across time or the persistence of knowledge

Type of learning examined: Learning by doing; Knowledge transfer across shifts and across time; Knowledge depreciation, Location of knowledge

Data sources:
- Data from an actual truck plant. Operated with one shift for several months, then switched to 2-shift operation. The plant is unionized.
- Weekly data for a period of 19 weeks under 1-shift operation and 80 weeks under 2-shift operation

Data size:
- Weekly data beginning at the start of production for a period of 19 weeks of operation with one shift and 80 weeks of operation with two shifts
- Deleted five observations that were not representative of normal operating conditions from the sample

Data years: 1980s, exact years not specified; 99 weeks of weekly data

Data adjustment: None

Methodology:
- Linear estimation; adjust the model to capture many aspects of learning; test the model as it is adjusted.

The authors started with Eq. 5 to estimate the coefficient related to the progress ratio.

(5) \( \ln \left( \frac{q_t}{l_t} \right) = a + \gamma \ln(Q_{t-1}) + \epsilon_t \)

Where,
- \( q_t \) – output during week \( t \)
- \( l_t \) – hours worked during week \( t \)
- \( Q_{t-1} \) – cumulative output at the end of the previous week
- \( \gamma \) – the coefficient related to the progress ratio; the percentage by which average labor hours per unit fall with a doubling of cumulative output

The authors generalized Eq. 5 by capturing returns to increasing labor hours.

(6) \( \ln(q_t) = a + \alpha \ln(l_t) + \gamma \ln(Q_{t-1}) + \epsilon_t \)

Because diminishing returns to labor could be more pronounced with an increase in
hours per shift rather than with an increase in shifts per week, the authors modify Eq. 6 as follows:

\( (7) \ln(q_t) = a + \alpha \ln(h_t) + \beta \ln(n_t) + \gamma \ln(Q_{t-1}) + \epsilon_t \)

Where,
- \( h_t \) – hours per shift
- \( n_t \) – shifts per week (Note, \( k_t = h_t \times n_t \))

The authors generalized Eq. 7 by capturing knowledge depreciation.

\( (9) \ln(q_t) = a + \alpha \ln(h_t) + \beta \ln(n_t) + \gamma \ln(\sum_{s=1}^{t-1} \lambda^{t-s-1} q_s) + \epsilon_t \)

Where,
- \( \lambda \) – depreciation parameter (\( \lambda < 1 \) implies a less than complete carry forward of knowledge to the next period)

The authors generalized Eq. 9 by capturing the changing rate of learning as the knowledge stock grows.

\( (10) \ln(q_t) = a + \alpha \ln(h_t) + \beta \ln(n_t) + \gamma \ln(K_{t-1}) + \delta [\ln(K_{t-1})]^2 + \epsilon_t \)

Where,
- \( K_{t-1} \) – the knowledge stock

The authors generalized Eq. 10 by capturing intra-plant transfers of knowledge (i.e., incomplete carry forward of knowledge and incomplete transfer across shifts).

\( (12a) \ln \left( \frac{q_t}{2} \right) = a + \alpha \ln(h_t) + \beta \ln \left( \frac{n_t}{2} \right) + \gamma \ln K_{t-1} + \delta (\ln K_{t-1})^2 + \epsilon_t \)

Where accumulated knowledge stock is:

\( K_t = \lambda K_{t-1} + (1 + \theta) \left( \frac{q_t}{2} \right) \)

Where
- \( \theta \) – amount of transfer (1 is a full transfer; less than 1 is an incomplete transfer, 0 is no transfer)

The variables are halved to account for the special case in which the two shifts are treated symmetrically. This is necessary because the data are not disaggregated by shift.

**Statistical methods used**
- Regression with first-order autocorrelation of the residuals - Models 1–3 (Eqs. 5–7)
- Maximum likelihood - Model 4 (Eq. 9)

**Results**
- Model 1 (Eq. 5) shows strong evidence of learning (learning parameter is 0.15 (Std. Error = 0.02).
- Model 2 (Eq. 6) shows that diminishing returns to labor were not apparent.
- Model 4 (Eq. 9) shows that knowledge acquired through learning depreciates. (Accounting for knowledge depreciation in the model changes the coefficient related to the progress ratio).
- Model 5 (Eq. 10) shows that the rate of knowledge acquisition declines as the knowledge stock increases.
Model 6 (Eq. 12a) shows that learning by doing yields large productivity gains as production progresses and knowledge is accumulated, but that the rate of knowledge accumulation declines as the stock of knowledge grows.

- A 2.9 fold increase in output per week would have occurred between the first week and the same week 1 year later (a 190% growth in productivity).
- (Learning parameter was 1.5)
- 69% of knowledge acquired during the period of 1-shift-a-day operation is carried forward to the period of 2-shift-per-day operation.
- 56% of knowledge acquired on one shift is transferred to the other once both shifts are in operation.
- 60% of the knowledge stock at the beginning of a year would remain at the end of the year, if the stock were not replenished by continuing production.
- (However, not significantly different from the case with no depreciation)
- The more general formulation of the learning curve yields a very substantial improvement in the fit to the data.

**Assessment**

For Models 1 through 6, the authors conclude that the results “fit the data quite well, the algebraic signs of the coefficients are all as anticipated, and the magnitudes of the coefficients are all quite reasonable” (p. 67).

**Conclusions**

- A significant part of accumulated knowledge becomes embodied in the organization’s technology. The results provide evidence, however, against the hypothesis that knowledge becomes completely embodied in the technology (e.g., tooling, programming, and assembly line layout and balancing) because the transfer of knowledge over time and across shifts was not complete despite using the same production facilities.
- A substantial proportion of knowledge carried forward from 1-shift to 2-shift operation.

**Future research**

- Develop strategies for assessing the relative importance of training to develop individual skills, managerial skills, and/or a network of coordination and communication among members of the workforce.
- Further illuminate the nature of the learning process.
- Research the extent to which knowledge can be shared within production facilities.

**Other notes**

N/A

**Applicability of results**

This article did inform EPA’s learning rate estimate because it is related to the mobile source sector, it uses primary data, and uses output as a dependent variable.

**Themes**

Generalizing the conventional learning curve, Factors responsible for organizational learning, Sources of variation in learning rates, Knowledge transfer, Knowledge depreciation, Location of knowledge within an organization (e.g., embedded in technology), Automotive industry
### Epple, D., Argote, L., & Murphy, K.

<table>
<thead>
<tr>
<th>Article</th>
<th>An empirical investigation of the microstructure of knowledge acquisition and transfer through learning by doing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>1996</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Automotive assembly plant</td>
</tr>
</tbody>
</table>
| Research question | • How does knowledge transfer across shifts?  
• Does knowledge acquired through learning by doing on one shift transfer to a second shift? If so, what amount?  
• Does the rate of knowledge acquisition differ by shift?  
• How much transfer of knowledge occurs across shifts when they are both in operation?  
• Does knowledge acquired through learning by doing accumulate or depreciate over time?  
• Is knowledge embedded in an organization’s technology (e.g., tooling, programming, assembly line layout and balancing)? |
| Type of learning examined | Learning by doing; Knowledge transfer across shifts; Knowledge depreciation; Location of knowledge |
| Data sources | • Data from an actual automotive assembly plant  
• The plant operated with one shift for about 2 years, then switched to 2-shift operation.  
• The plant is unionized with about 1,000 direct labor employees working on a typical shift. |
| Data size | Daily data for each shift for 12 months prior to the introduction of 2-shift operation (244 observations) and 15 months afterwards (326 observations for Shift 1 and 329 observations for Shift 2): N=899. |
| Data years | Not specified; prior to 1996 |
| Data adjustment | None |
| Methodology | Log-linear approach to allow for the use of linear estimation |

The production function:

\[
\ln(q_{it}) = \beta_0 + \beta_H \ln(H_{it}) + \beta_L \ln(L_{it}) + \beta_K \ln(K_{it-1}) + \beta_t t + e_{it}
\]

Where,

- \( q \) – number of vehicles produced  
- \( H \) – total direct labor hours  
- \( L \) – line hours of operation  
- \( K \) – stock of knowledge  
- \( i \) – shift; 0 is single-shift operation; 1 is Shift 1; 2 is Shift 2  
- \( t \) – date

The model of knowledge acquisition, retention, and transfer (from Epple, Argote, & Devadas, 1991):
During the period of 1-shift operation:

(2) \[ K_{0t} = \begin{cases} 0 & \text{for } t = 0 \\ \lambda K_{0t-1} + q_{0t} & \text{for } 1 \leq t \leq S \end{cases} \]

Eq. 2 states that knowledge at the end of any period is equal to production in that period plus \( \lambda \)\% of the knowledge available at the end of the preceding period.

During the period of 2-shift operation:

(3) \[ K_{it} = \begin{cases} 0 & \text{for } t = S - 1 \text{ and } i, j = 1, 2, j \neq 1 \\ \lambda K_{i(t-1)} + \mu_i q_{it} + \theta_i q_{jt} + \Delta C_{it} & \text{for } t = S, \ldots, T \text{ and } i, j = 1, 2, j \neq 1 \\ 0 & \text{for } t = S - 1 \end{cases} \]

(4) \[ \Delta C_{it} = \begin{cases} 0 & \text{for } t = S - 1 \\ \left(1 - \frac{\Phi_i}{\Phi} \right) \lambda \Delta C_{i(t-1)} & \text{for } t = S + 1, \ldots, T \end{cases} \]

Where,

- \( \lambda \) – parameter measuring forgetting (i.e., knowledge depreciation)
- \( \mu \) – parameter measuring knowledge acquired per unit of production during the period of 2-shift operation
- \( \theta \) – knowledge transfer parameter indicating how much knowledge is transferred between shifts
- \( \Phi \) – proportion of knowledge carried to shift \( i \) at the date of transition from 1-shift operation to 2-shift operation
- \( \rho \) – fraction of knowledge ultimately carried forward from 1-shift operation to the period of 2-shift operation
- \( S \) – the last date of operating with one shift
- \( T \) – the last date for which data is available

Eq. 3 states that Shift \( i \) retains \( \lambda \)\% of the knowledge acquired through the end of the previous period; it acquires \( \mu \) units of knowledge per unit of its own production, and it transfers \( \theta \). At date \( t \), shift \( i \) carries forward an additional \( \Delta C_{it} \).

Eq. 4 states that output at \( \Phi_i K_{0S} \) units of knowledge from the period of 1-shift operation are carried forward immediately to shift \( i \) of 2-shift operation. If \( \rho_i > \Phi \), then additional increments are carried forward in subsequent periods.

<table>
<thead>
<tr>
<th>Statistical methods used</th>
<th>Maximum likelihood approach; Tobit estimation procedure is used because the dependent variable is truncated (i.e., maximum line speed, which determines the maximum number of vehicles that can be produced).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Four versions of the model were estimated to sequentially add the impacts of knowledge carry-forward, knowledge acquired by vehicle by shift, and time. The fully estimated model’s results are directionally as expected. Different versions were estimated to address questions with the results of the previous estimations.</td>
<td></td>
</tr>
</tbody>
</table>

| Results | • All coefficients are statistically significant and in the correct direction.  
• The daily parameter measuring forgetting is .98; hence, the monthly rate of depreciation is approximately 67%. (There are 20 working days in a month; .98^{20} = 0.67) |
### Assessment

- All knowledge acquired during the period of 1-shift operation was carried forward to the period of 2-shift operation.
  - *Carrying the knowledge to the day shift occurred instantly, and carrying the knowledge to the night shift was slower, yet complete after 2 weeks of the 2-shift operation.*
- Knowledge depreciates (.98, for a monthly rate of approximately 67%). Note there is also productivity growth associated with time, and this component does not depreciate.
- The rate of knowledge acquisition per unit for 2-shift operation is about half as large as the rate for 1-shift operation. This could be due to the fact that there are less indirect labor hours (e.g., engineering and R&D) in the second shift.

### Conclusions

- The authors developed “an intuitively plausible and appealing picture of the learning process” (p.84) and tested the model on actual data.
- Every coefficient is of the predicted sign and falls within the predicted bounds.
- Knowledge acquired during the period of 1-shift operation carried forward to both shifts of the 2-shift regime.
- The rate of carry forward was somewhat slower for the second than the first shift, but was rapid in both cases.
- The rapid and almost complete carry forward of knowledge from the first shift to the second when it was introduced, with only technology and structure being constant for both, suggests that knowledge acquired during the period of 1-shift operation was embedded in the organization's structure or technology.
- The learning rate per unit of output during the 2-shift regime was roughly half that during the 1-shift regime. Most of the learning occurred on the first shift, and most of that knowledge was transferred to the second shift. Reduced managerial and industrial engineering attention on the second shift suggests why the reduced learning rate per unit of output on the second shift occurred.

### Future research

| N/A |

### Other notes

- The authors made a few adjustments to the model which did not affect the results. That is, in addition to removing the largest outliers, the authors squared the log of knowledge to allow for the possibility that depreciation is the result of decreases in the incremental benefits of knowledge. The coefficient of the squared knowledge variable was negligible in magnitude and statistically insignificant.
- There is an interesting discussion on learning at the sector level that suggests there is no cross-industry learning and learning occurs on the level of the production facility. While the idea that organizations learn from each other has been explored (Levitt & March, 1988; Huber, 1999), the following authors note that cross-industry learning is difficult to measure: Zimmerman (1982); Joskow and Rose (1985); Darr, Argote, and Epple (in press); Argote, Beckman, and Epple (1990).

### Applicability of results

- This study did inform EPA’s learning rate estimate because it is related to the mobile source sector, it uses primary data, and it uses output as a dependent variable.

### Themes

- Knowledge depreciation, Location of an organization’s knowledge (e.g., embedded in technology), Automotive industry
<table>
<thead>
<tr>
<th>Article</th>
<th>The impact of new product introduction in plant productivity in the North American automotive industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2013</td>
</tr>
<tr>
<td>Industry examined</td>
<td>North American automotive industry</td>
</tr>
<tr>
<td>Research question</td>
<td>What are the impacts of new product development on a plant’s productivity?</td>
</tr>
</tbody>
</table>

Five hypotheses are tested:
- **H1**: Plants that are involved in the new product launch exhibit lower productivity than plants that are not.
- **H2**: Plants that deploy product flexibility in the body shop show smaller declines in productivity from a product launch compared to plants that do not.
  - If the number of platforms produced > the number of production lines, the plant is body-shop flexible.
  - The higher the ratio, the more flexible the body shop.
  - 13 of 84 plants were body-shop flexible.
- **H3**: Plants with prior experience in manufacturing a different product – but on the same platform as the launch product – show smaller declines in productivity from a product launch.
- **H4**: Plants with more experience at launching products in the past show smaller declines in productivity from a new product launch.
- **H5**: Plants that have peers within the same firm with experience in launching new products show smaller declines in productivity from a new product launch.

Two objectives:
- Ascertain whether a plant hosting a launch suffers from a decline in productivity (H1).
- Identify factors that can mitigate the loss in productivity (H2–5).

Does learning persist over time?

This article does not directly focus on learning that results from production. It focuses on how past experiences can mitigate decreases in productivity resulting from product launches.

Three measures of experience:
- **Platform experience**: number of vehicles (which differ from the type of vehicle currently being launched) produced in the 3 previous years
- **Launch experience**: number of launches at the plant in the 3 previous years
- **Firm experience**: number of launches in the specific control set of plants in the 3 previous years

**Data sources**
- *Harbour Reports* (a survey of all North American automotive manufacturing plants)
- Ward’s Automotive (data such as monthly production at each plant and monthly sales)
## Data size
Harbour Reports include:
- 78 plants owned by four firms (i.e., former Daimler-Chrysler, Ford, GM, and Toyota)
- 408 plant observations
  - 88 product launches at 50 distinct plants (34 plants had more than one launch)
  - Four observations were removed because the plants did not exist before the launch; hence, there were 84 total plant-year launch events (and 320 observations of non-launch events)

## Data years
1999–2007

## Data adjustment
Control variables:
- Sales variance – changes in productivity due to demand variance
- (Prior) Utilization – output ÷ annual capacity
- Late model – plants with models near end of life-cycle
- Product type – types of vehicles
- Company – capture any firm-specific fixed effects
- Year – capture any year-specific fixed effects

## Methodology
- The method is similar to an event study (i.e., the authors estimate the loss of productivity at launch plants compared to non-launch plants.)
- The dependent variable is productivity change (i.e., the relative change in productivity at each plant from the preceding year)
  - A positive value reflects the percentage productivity decline during the launch.
  - Average productivity change: 9.52% for launch plants; -5.24% for non-launch plants

## Statistical methods used
**H1: Two approaches**
- Series of matched sample methodologies:
  - “obvious” managerial constraints
  - propensity scoring methods,
  - nearest-neighbor bias-corrected matching estimators
  - nearest-neighbor matching estimators with trajectories
- Instrumental variable approach; Probit model to estimate probability of being a launch site
- Identify best match and compute mean productivity change for each group; do for single lag and trend
- OLS regression; Heckman sample selection methodology

**H2–H5: OLS regression; Heckman sample selection methodology; panel data**

To assess if learning persists over time:
- Re-estimate the OLS model of productivity by explicitly disaggregating these variables by year

## Results
**H1: All of the methods to assess impacts of product launch show a decrease in productivity. Range is 12.5% to 15.9% for matched samples. For regression, the estimated coefficient is 11.97% (treatment effects) and 14.84% (random effects)**
Findings related to mitigating increases in HPV:

- **H2**: Product flexibility in the body shop: -10.82%
- **H3**: Producing using the launch platform in the past: -2.057%
- **H4**: Launching products in the past: -3.133%
- **H5**: Firm experience in launches: No support

Both methods (OLS and panel data) support these findings; panel data findings slightly lower (-7.38%, -1.953%, and -2.311%, respectively)

With respect to persistence of learning over time, some forms of learning persist across 3 years (e.g., prior platform experience); others fade more quickly (prior launch event experience).

<table>
<thead>
<tr>
<th>Assessment</th>
<th>N/A</th>
</tr>
</thead>
</table>

**Conclusions**

Product launches cost money by reducing plant productivity by 12%–15% ($42–$53 million). One could reframe these results as showing that there is transfer from previous products to the new product. That is, when a new product is launched, it, not surprisingly, causes a downward blip in productivity of 12%–15% but much of the knowledge transfers to the new product.

Steps can be taken to mitigate the decrease in productivity due to launches: plants with experience in manufacturing similar products, experience in product launches, and with flexible body shops do better.

- Each unit of platform experience (100,000 launch platforms produced within the past 3 years) yields 2.1% savings in productivity.
- Flexibility yields 10.8% savings in productivity.

Implied savings of $15.5 million at an average plant from one standard deviation of improvement.

Knowledge acquired through production on the launch-platform is ‘sticky,’ while the knowledge acquired through launching products in the past tends to depreciate faster. Thus, formal efforts to internalize and ingrain the knowledge acquired through product launches can further increase the efficacy of launches.

<table>
<thead>
<tr>
<th>Future research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re-do with a more detailed data set (e.g., monthly productivity data). Look at networks of plants.</td>
</tr>
<tr>
<td>Study supplier relationships.</td>
</tr>
<tr>
<td>Look at impacts of product architecture.</td>
</tr>
<tr>
<td>Look at different types of firms (e.g., those producing similar products, those which are geographically close) to see if launch experience is significant.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Other notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definitions of terms used in the article:</td>
</tr>
<tr>
<td><strong>Launch</strong>: introduction of an all-new vehicle or <em>major</em> product change (e.g., new sheet metal or new exterior on a vehicle)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Applicability of results</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study did not inform EPA's learning rate estimate because it does not estimate any progress ratios.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of knowledge persistence, Automotive industry</td>
</tr>
</tbody>
</table>
**Lapré, M. A., & Nembhard, I. M.**

<table>
<thead>
<tr>
<th>Article</th>
<th>Inside the organizational learning curve: Understanding the organizational learning process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2010</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Secondary analysis of studies from several disciplines, both manufacturing and services</td>
</tr>
<tr>
<td>Research question(s)</td>
<td>Why do significant differences in learning rates exist across organizations?</td>
</tr>
<tr>
<td>Type of learning examined</td>
<td>Organizational learning; Typology</td>
</tr>
<tr>
<td>Data sources</td>
<td>None</td>
</tr>
<tr>
<td>Data size</td>
<td>None</td>
</tr>
<tr>
<td>Data years</td>
<td>None</td>
</tr>
<tr>
<td>Data adjustment</td>
<td>None</td>
</tr>
<tr>
<td>Methodology</td>
<td>The authors gather previous research and assemble it into a systematically organized body of knowledge on organization learning.</td>
</tr>
<tr>
<td>Statistical methods used</td>
<td>None</td>
</tr>
</tbody>
</table>
| Results | **Chapter 1: Introduction**
Common elements in the definition of org. learning:
- The focus must be on the org. level not the individual level.
- Enhancing knowledge and understanding within the organization
- The purpose is to facilitate changes in actions to produce better org. performance.
- It is an ongoing process that occurs throughout an organization’s lifetime.

Levels of learning
- Learning is an iterative, multi-level process in organizations.
- Knowledge and practices move from the individual to groups and teams to org. levels.
- Learning at the org. level shapes how individuals and groups act and what they learn.

**Chapter 2: Organizational Learning Curves**
Three ways to measure experience:
- Cumulative volume
- Calendar time elapsed since the start of operation
- Maximum proven capacity to date

Four ways to measure performance: (1) unit time, (2) unit cost, (3) quality, and (4) total factor productivity |
Chapter 3: Behind the Learning Curve: Understanding Variation in Learning Rates

Frameworks for Understanding the Variation in Learning Curves:

- Levy (1965): Autonomous vs. Induced Learning
  - Identified three types of firm learning:
    - Planned/Induced learning – results from firms applying techniques designed to increase the rate of output (i.e., reduce production costs)
    - Random/Exogenous learning – results when a firm acquires information unexpectedly from its environment (e.g., suppliers, government/trade publications, competitors)
    - Autonomous learning – results from employees’ on-the-job learning or training

- Dutton and Thomas (1984): Autonomous vs. Induced and Endogenous vs. Exogenous
  - Learning-type dimension
    - Induced learning – requires investment, induction, or resources that are not currently present
    - Autonomous learning – automatic improvements that result from sustained production
  - Origin dimension
    - Endogenous learning – employee learning within a firm
    - Exogenous learning – results from information and benefits acquired from external sources (e.g., suppliers, customers, competitors, and government)

- Bohn (1994): Inside the learning curve
  - Variation in learning rates may be due to organizations differing in:
    - The amount/nature of experience and deliberate learning activities (DLAs) and the ability to learn from them
    - The ability to translate learning into better org. knowledge
    - The ability to change behavior in response to better org. knowledge
    - The ability to obtain better org. performance as a result of changed behavior

Variation Derived from Experience:

- Each framework agrees that experience is a core mechanism for org. learning; although all experience is not the same. Scholars have focused on three attributes of experience:
  - Specialized vs. diversified experience
    - Emerging studies found that a good balance between specialized experience and widely diversified or generalized experience maximizes learning; there is a U-shape relationship between exposure to variety and performance (more variety is better, but only up to a point).
      - Specialization – one can get a deeper understanding of an area and easier transferability of knowledge, but repetition can lead to stagnation
      - Diversity – can stimulate new ideas and foster a more complex understanding, but it can be difficult to integrate and apply
knowledge across experiences
- Success vs failure experience
  - Organizations respond differently to the experience of success/failure
  - Org. learning can be facilitated by both success and failure.
  - Kim et al. (2009) found that organizations must accumulate a certain amount of the same experience (success or failure) before org. performance will improve as a result of learning.
  - Results are mixed on whether success or failure is more advantageous.
  - Research indicates whether and how an organization responds to and learns from successes/failures depends on a variety of factors: (1) the nature of the success/failure, (2) the level of each experience/the presence of other experiences, (3) the level of aspiration, and (4) the context.
- Individual vs. team vs. org. experience
  - Each level of experience has been theorized to provide learning and performance benefits.
    - With increased cumulative individual experience comes individual proficiency through knowledge/skill development.
    - With cumulative team experience comes better coordination and teamwork as individuals learn who knows what, who is best at performing each task, and how to trust each other.
    - With cumulative org. experience, staff learn from the knowledge accumulated by others.
  - Reagans et al. (2005) found that team and org. experience had a consistently positive relationship with performance while individual experience had a U-shape relationship with performance (i.e., at low levels, increases hurt performance, at high levels, increases improved performance)

Variation Derived from Deliberate Learning:
- Types and amount of DLAs (e.g., training sessions, experiments, and quality management programs)
  - Faster learners use more DLAs that generate know-how and know-why, and they focus on learn-how.
- Contextual differences
  - The greatest positive impact occurs when all org. participants support deliberate learning, when the use of DLAs occurs across multiple locations with time for reflection and with the purpose of quality improvement.
- Macro-factors
  - Task characteristics
    - Org. theory suggests that the proportion of tacit-to-explicit knowledge in a task explains a significant percentage of the variation in improvement rates for organizations learning to perform the same task.
  - Org. characteristics
    - Argote et al. (2003) classified factors into three categories; those that affect the motivation, ability, and opportunity to learn
Chapter 4: Relative Effectiveness of Experience vs. Deliberate Learning as Sources of Learning

The Path to Optimal Learning: Experience or Deliberate Learning?
- The relative effectiveness of DLAs and experience may depend on:
  - The Stage of Production
    - When organizations are early in production, deliberate learning benefits the organization more than experience.
    - The relative benefit changes as the production process matures.
  - The Stage of Knowledge
    - Research found that learning from experience is more effective when knowledge is under-developed, while deliberate learning is more effective when knowledge is well-developed.
  - Task Characteristics (Zollo & Winter, 2002)
    - Deliberative learning would benefit tasks with high economic importance; a larger scope, involving multiple groups/departments; low frequency; high heterogeneity; or a high degree of causal ambiguity.

Chapter 5: Moving from Learning to Performance: Steps Inside the Learning Curve
- To improve performance, organizations must go through three steps “inside the learning curve”
  - Develop better org. knowledge
  - Step 1 motivates changes in behavior
  - Step 2 contributes to improved cost and quality performance

From Learning to Better Organizational Knowledge
- Lapré et al. (2000) and Choo et al. (2007) provide evidence that learning is associated with knowledge creation.
- However, not all learning leads to better org. knowledge and performance.

From Better Organizational Knowledge to Changed Behaviors
- Mukherjee et al. (1998) showed conceptual and operational learning altered improvement project teams’ ability to change behavior.
- Tucker et al. (2007) showed that learning results in the ability to spur behavioral change and actual behavioral change.

From Changed Behavior to Organizational Performance
- Nembhard and Tucker (2010) found that learning activities can facilitate the interdisciplinary collaboration, which is needed for performance improvement over time. They offer three explanations: Interdisciplinary collaborators (1) make better decisions, (2) have improved coordination, and (3) are skilled at detecting and learning from errors.

Challenges to Advancing
- Organizations can experience difficulty progressing from learning to improved performance due to at least four sets of factors:
Psychological and sociological factors
- Low psychological safety in organizations stifles the willingness to engage in learning and discourages individuals from interpersonal risk-taking out of fear of negative consequences.
- Other psychological factors limit learning – e.g., aversion to change and failure.
- Sociological factors
  - Social pressure – conformity creates a bias towards the leader’s perspective
  - Traditional conflict management strategies – tend to force the majority view on the other party
  - Competency traps – tend to under-react by making the flawed assumption that current routines are preferable to alternatives

Cognitive factors/Learning capacity
- An organization’s capacity for learning is a function of its resource and absorptive capacity.
- Organizations with limited resource and/or absorptive capacity are likely to learn less at a slower pace.
- Knowledge depreciation/forgetting limits the knowledge stock of learning.
  - Rates vary across settings and depend on calculation methods.

Complexity
- Several complexities impede org. learning such as:
  - Detail complexity – the presence of too many variables makes it difficult to comprehend a problem in its entirety
  - Dynamic complexity – when distance and time make cause-and-effect difficult to establish
  - Incomplete technological knowledge – lack of understanding the effects of a process’ input variables on output

Multi-level process
- Learning’s effectiveness is susceptible to factors at multiple levels
  - Individual – their knowledge/experiences can facilitate or hinder learning
  - Group – interpersonal dynamics and group norms
  - Org. – organizational structure/design
- Four core challenges to moving to the next level: (1) role-constrained learning, (2) audience learning, (3) superstitious learning, and (4) learning under ambiguity

Assessment
- N/A

Conclusions
- Evidence consistently documents the org. learning curve phenomenon.
- Evidence shows there is variation in learning rates.
- The accumulation of experience at all levels of the organization enhances the learning rate.
- Not all experiences are equally beneficial (e.g., failures seem to accelerate learning more than success).
- The benefit of any experience depends on other factors (e.g., the nature of experience, the level of other experiences, the aspirational level, and the context).
- There is little consensus on whether experience or deliberate learning influence productivity more.
- Knowledge learned from experience depreciates.

**Future research**

The authors provide suggestions for future research throughout the book. Below, we are including those suggestions that were summarized in Chapter 6, which was specifically devoted to future research.

**Chapter 6: The Next Frontiers in Organizational Learning Curve Research**

**Knowledge Creation**
- At what stages of causal and control knowledge can an organization expect to make more than merely incremental improvements?
- Do breakthrough improvements require balanced climbing of the stages?
- What is the impact of climbing the stages of knowledge for primary variables vs secondary variables?

**Learning by Experimentation**
- What experimentation strategies allow an organization to climb the stages of knowledge faster?

**Development of the Learning Organization**
- How does an organization become skilled at creating, acquiring, and transferring knowledge, and at modifying its behavior to reflect new knowledge and insights?
- Are teams and training sufficient to transform an organization into a learning organization?
- Identify different underlying mechanisms that govern the development of building blocks (besides a supportive learning environment, the presence of learning processes and practices, and leader behavior that provides reinforcement of learning.)
- How do organizations manage and store their knowledge?
- How does an organization effectively use knowledge reservoirs for org. learning?
- How does an organization sustain learning?

**Learning Curves for Other Measures of Organizational Performance**
- Study additional dimensions of operational performance (besides cost, quality, and lead-time) such as supply chain management and sustainable operations management
- Will too much experience eventually be detrimental?
- Is there a way to avoid the competency trap of focusing on exploitation at the expense of exploration?
- What org. learning efforts can re-ignite improvement after experiencing a reversal in performance?
- Can the reversal effect be avoided by accumulating related experience?
- Study dependent variables such as customer satisfaction, customer retention, repeat purchase, customer loyalty, and lifetime value of the customer.

**Learning to Improve Multiple Measures of Performance**
- Study the learning efforts behind performance improvement paths.
- Can operating experience and DLAs simultaneously drive improvement for multiple measures of org. performance, or do different performance measures require different learning variables?
- How would learning effects differ across different pairs of performance measures?
Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources

<table>
<thead>
<tr>
<th>Other notes</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applicability to Results</td>
<td>While this book is a comprehensive review of the status of the learning curve field, this study did not inform EPA’s learning rate estimate because it is a secondary analysis of other studies related to learning by doing and it does not estimate any progress ratios based on original data.</td>
</tr>
<tr>
<td>Themes</td>
<td>Specification of the learning curve, Sources of variation in learning rates, The learning process, Barriers to learning</td>
</tr>
</tbody>
</table>
## Lee, J., Veloso, F. M., Hounshell, D. A., & Rubin, E. S.

<table>
<thead>
<tr>
<th>Article</th>
<th>Forcing technological change: A case of automobile emissions control technology development in the US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication</td>
<td>Technovation, Vol. 30, No. 4, pp. 249–264</td>
</tr>
<tr>
<td>Date</td>
<td>2010</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Automobile industry; automobile emission control technologies</td>
</tr>
</tbody>
</table>
| Research question(s) | • How do firms manage and organize their R&D processes concerning automobile emissions control technologies amid the uncertainties resulting from the issuance of new regulations?  
• Did government actions, from merely threatening to impose regulations to the actual imposition of increasingly stringent ones, actually influence the innovative activities of automakers and their suppliers?  
• If so, where does the technology come from?  
• Who are the key contributors?  
• How does “learning” take place during the process of technological development under technology-forcing regulatory regimes? |
| Type of learning examined | Learning by doing |
| Data sources | • U.S. Patent and Trademark Office (USPTO) data set  
• Technical papers published by the Society of Automotive Engineers (SAE) special (SP) series publications  
• Cost data set for automobile emissions control devices compiled from two main sources: (1) the EPA (1990) and the California Air Resource Board (1996)  
• Interviews with industry experts involved in the development of automobile emissions control technology |
| Data size | • 2,253 automotive emissions control-related patents  
• 701 SAE technical papers |
| Data years | 1970–1998 |
| Data adjustment | • The authors generated the relevant patent set using the USPTO data set using abstract-based and class-based keyword searches. Duplicate or irrelevant patents were removed.  
• The authors generated the SAE technical paper data set by screening the relevancy of the articles.  
• The authors adjusted costs data to constant 2000 dollars. |
| Methodology | Combination of quantitative and qualitative methods (i.e., interviews with experts). |

### Inventive activities: Timing of technology introductions and patenting trend

• Mapped a series of the onset of automotive emissions control regulations and corresponding levels of stringencies for major pollutants against the introduction of critical new technologies  
• Contrasted time-series with the magnitudes of patenting activities with the same series of stringency levels for the major pollutants  
• Regressed the onset of technology-forcing regulations on the level of innovation
**Sources and the locus of innovation**
- Associated entities developing patents and technical papers

**Knowledge management and task uncertainty**
- The authors classified patents as either architectural or component innovation and defined three periods of either certainty or uncertainty between 1970 and 1998. The authors then estimated the share of patents held by automakers and suppliers by innovation type and period of certainty/uncertainty.
- Performed a Probit estimation using component innovation as the dependent variable

**Learning by doing**
- The authors graphed the estimated average cost of catalysts per vehicle over the period of 1972–1994.
- The authors regressed the cumulative number of emission control devices installed on the normalized cost of emission control devices.
- Estimated the progress ratio for learning related to non-catalyst components

**Statistical methods used**
The authors developed a statistical model based on the Probit estimation approach using component innovation as the dependent variable.

**Results**

**Inventive activities: Timing of technology introductions and patenting trend**
- The authors found that the automotive industry launched new emissions control technologies whenever increasingly more stringent regulatory standards phased-in. The timing of their findings did not always match regulation changes.
- An increase in stringency appears to lead to an increase in patenting activity.
- The authors found a positive and significant relationship between the onset of technology-forcing regulations and the level of innovation. Again, findings did not always match regulation changes.
- Automakers and suppliers were the major players in the development of automobile emissions technologies, accounting for more than 93% of patents and 73% of technical papers.

**Sources and the locus of innovation**
- Suppliers were the main locus of innovation prior to 1975 (before the introduction of the first-generation catalytic converter). Automakers became the principal locus of innovation thereafter, which implies they became active as “system integrators” in product development. They possessed knowledge of all of the system’s aspects.

**Knowledge management and task uncertainty**
- Automakers and suppliers dominated architectural and component innovation, respectively, throughout each period.
- Component innovations by automakers and architectural innovations by component suppliers increased with the imposition of more stringent regulatory standards during the 1970s and 1990s, both periods of uncertainty. This suggests that suppliers and automakers tend to engage in architectural and component innovation, respectively, amid task uncertainties.
### Learning by doing

- The authors believe the overall cost of emission control devices did not change after 1984 because potential cost reductions due to learning could have been cancelled out by the increases in the cost of precious metal catalysts. However, precious metal costs varied significantly during this period.
- The authors estimated that reductions in the cost of non-catalyst components due to learning took place with a progress ratio of 0.93 between 1984 and 1990. These components were not affected by fluctuations in the price of precious metals. This finding was based upon seven data points and the authors suggest this is a rough estimate of progress.

### Assessment

- The rough estimate of the progress ratio of 0.93 is somewhat slower than the average progress ratio of 0.81 found in manufacturing by Dutton and Thomas, 1984.
  - Much of the innovation during this period was due to catalyst formulations, which were not taken into account in the analysis because of the large variation in precious metal costs.
  - The estimate is based on a very limited number of points (seven points).
  - While technology-forcing regulations occurred during the 1970s and 1980s, by the mid-1990s, regulatory agencies began working with manufacturers to develop new emission standards that could be accomplished by industry and represented a step reduction in emissions.

### Conclusions

- High regulatory standards under the technology-forcing regulation played an important role in forcing technological innovations and determining subsequent direction of technological change. This method has now changed to a more collaborative approach with industry.
- Component suppliers were important sources of innovation in the 1970s, but over the course of technological evolution, automakers gradually emerged as the locus of innovation.
- Firms strategically manage architectural and component knowledge in the presence of uncertainties about their technological capacity to meet new auto emissions control standards.
- The rough progress ratio estimated in this work was based upon limited data and did not take into account catalyst formulation changes which were the main factor in reducing emissions to meet new standards.
- The authors claim great period of uncertainty when new regulations were passed. EPA and other regulatory agencies develop regulatory impact analyses while formulating regulations, which provide information on technologies to meet standards and provide expected costs.

### Future research

- Test whether there is a relationship between stringent regulatory pressures and the competitiveness of regulated firms by incorporating international trade dimensions with regulatory pressure and patenting activities of regulated firms.
- Evaluate innovative capabilities of supplier networks.
- Understanding the structural relationships, changes in the key players, and their linkages with exogenous environmental events should provide a clearer picture of the forces that drive technological evolution and the success of government regulations in stimulating innovation.

### Other notes

Definitions of terms used in the article:
- **Technology-forcing regulations** – regulations that mandate firms to meet performance standards that go beyond the existing technical capabilities of the industry or to adopt specific technologies that have not been fully developed (Jaffe et al., 2002)
- **System integrators** – firms that integrate and coordinate the internally developed and externally produced works of suppliers (Robertson & Langlois, 1995; Brusoni et al., 2001)
- **Architectural innovation** – embodies knowledge on how components are linked
- **Component innovation** – embodies knowledge on components
- **Period of certainty** – (1982–1989) during the absence of regulatory pressure

### Applicability of results
This study did not inform EPA’s learning rate estimate because its data on learning were limited. The progress ratio was estimated using only seven data points and the dependent variable used to estimate the progress ratio was not described in the article. There is also a concern that the number of patents and papers is not a valid measure for learning and is more a measure of technological change. In addition, the estimation of the progress ratio did not take into account the interaction between regulations, regulatory intent, and politics. For these reasons, the progress ratio calculated here may not be a good indicator of learning.

### Themes
Automobile industry, Regulation’s role in learning
Levitt, S. D., List, J. A., & Syverson, C.

<table>
<thead>
<tr>
<th>Article</th>
<th>Toward an understanding of learning by doing: Evidence from an automobile assembly plant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2013</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Automobile (assembly plant of an auto producer)</td>
</tr>
<tr>
<td>Research question(s)</td>
<td>• What is the rate of learning by doing?</td>
</tr>
<tr>
<td></td>
<td>• What are the processes by which improvements occur?</td>
</tr>
<tr>
<td>Type of learning examined</td>
<td>Learning by doing; Knowledge transfer or spillover; Location of knowledge</td>
</tr>
<tr>
<td>Data sources</td>
<td>• Production data from an assembly plant of a major auto producer collected by</td>
</tr>
<tr>
<td></td>
<td>Factory Information System (FIS) proprietary software</td>
</tr>
<tr>
<td></td>
<td>• Daily records of absent employees from an administrative database</td>
</tr>
<tr>
<td></td>
<td>• Warranty claims made on the cars produced</td>
</tr>
<tr>
<td>Data size</td>
<td>The data cover the production of 200,000 cars (include three model variants).</td>
</tr>
<tr>
<td>Data years</td>
<td>• One year, which is not specified for proprietary reasons. The August to December</td>
</tr>
<tr>
<td></td>
<td>period is labeled Year 1. The January to July period is labeled Year 2.</td>
</tr>
<tr>
<td></td>
<td>• Model 2 was introduced 17 weeks after the start of the analysis period. Model 3 was</td>
</tr>
<tr>
<td></td>
<td>introduced 13 weeks after the start of Model 2.</td>
</tr>
<tr>
<td>Data adjustment</td>
<td>• The authors removed the small number of prototype vehicles produced at the start of</td>
</tr>
<tr>
<td></td>
<td>the analysis period from the sample. These cars were used for training and to find</td>
</tr>
<tr>
<td></td>
<td>major difficulties in the production process; therefore, they featured high defect rates.</td>
</tr>
<tr>
<td></td>
<td>• For consistency, when describing the introduction dates of Models 2 and 3, the authors</td>
</tr>
<tr>
<td></td>
<td>impose a threshold of 100 cars per week being produced for the cars’ production data to</td>
</tr>
<tr>
<td></td>
<td>be included in the sample.</td>
</tr>
<tr>
<td></td>
<td>• The authors segmented the production process by benchmark operations. They apportion</td>
</tr>
<tr>
<td></td>
<td>the car to a production week by segment. The sum of complete and partial cars produced</td>
</tr>
<tr>
<td></td>
<td>within a period equals the number of cars produced per period.</td>
</tr>
<tr>
<td></td>
<td>• The authors exclude any weekend operations.</td>
</tr>
<tr>
<td>Methodology</td>
<td>To estimate overall learning patterns:</td>
</tr>
<tr>
<td></td>
<td>• Use the basic specification:</td>
</tr>
<tr>
<td></td>
<td>[ \ln(S_t) = \ln(A) + \beta \ln(E_t) ]</td>
</tr>
<tr>
<td></td>
<td>Where,</td>
</tr>
<tr>
<td></td>
<td>( S_t ) – productivity at time ( t ) (average defect rate)</td>
</tr>
<tr>
<td></td>
<td>( E_t ) – production experience up to that point (i.e., cumulative production)</td>
</tr>
<tr>
<td></td>
<td>( \beta ) – learning parameter</td>
</tr>
<tr>
<td></td>
<td>• Add a time trend to the basic specification.</td>
</tr>
<tr>
<td></td>
<td>• Replace the time trend with the following experience term to allow for organizational</td>
</tr>
<tr>
<td></td>
<td>forgetting:</td>
</tr>
<tr>
<td></td>
<td>[ E_t = \delta(E_{t-1} + q_{t-1}) ]</td>
</tr>
</tbody>
</table>
Where,
\[ \delta \] – the retention parameter
\[ E_{t-1} \] – experience at the start of the prior period
\[ q_{t-1} \] – production in the prior period

**Supplementary evidence from quality audits:**
- Compare FIS data to an independent production defect measure (the quality audits on randomly selected cars) and data on warranty claims.

To explore the mechanisms driving learning by doing:

**Adding a Second Shift:**
- Estimate shift-specific learning rates, where the logged average error rates on a shift are regressed on the log of cumulative production from that shift.
- Estimate ramp-up spillovers by including a dummy variable for the second-shift ramp-up period to the first-shift-specific learning regression.

**Introducing Additional Product Variants:**
- Estimate model-specific learning by doing rates by regressing the logged average error rates on a shift on experience (cumulative production of the specific model variant).

To test for station-level patterns:

**Distribution of defects:**
- Measure the skewness of defect rates across production stations and test for intertemporal changes in this skewness.

**Persistence:**
- Investigate the correlation of station-level error rates across shifts by grouping all stations by their quintile within the shift-specific defect rate distribution during a particular week and compare a given station’s quintiles across the first and second shifts that week.

To test defect spillovers across cars:
- Regress the defect count of a given car on the defect counts for each of the 25 cars that preceded it along the assembly line. Control for day fixed effects. The model is done separately for three different production periods (i.e., early in the model year, middle of the year, and year’s end).

To test absences and the role of worker-embodied learning by doing:
- Disaggregate production and absentee data to test if absenteeism and defect rates are correlated.
- Use the “forgetting specification” and allow the rate at which the knowledge stock depreciates to vary with the fraction of workers who are absent.
- Compute defect and absences by department-shift-day cells and combine the data to create a panel. Regress the log of defect rates on the log of employee absences, controlling for department-shift and day fixed effects.
To test implications for warranty payments:
- Regress warranty payments for a particular car on the number of defects that occurred during assembly. Include week-of-production fixed effects.

Statistical methods used
Regression with fixed effects

Results
To test overall learning patterns:
- Using the basic model specification, the estimated learning rate was -0.284 (s.e.=0.008) and -0.301 (s.e.=0.006) using weekly and daily data, respectively; a doubling of cumulative output led defect rates to fall by 17.9% ($2^{-0.284}=0.821$) and 18.8% ($2^{-0.301}=0.812$) using weekly and daily data, respectively.
- Adding the time trend did not change the estimated coefficients much.
- When allowing for forgetting, the estimated retention rate was .965 (weekly data) and .985 (daily data, which was .927 when compounded over a 5-day production week). Approximately 3% to 7% of the plant’s production experience stock was lost every week.

To explore the driving mechanisms of learning by doing:

Adding a Second Shift:
- The estimated learning rates were smaller for the second shift than the first shift. Using weekly data, the estimated learning rate was -0.318 (s.e.=0.011) and -0.148 (s.e.=0.010) for the first and second shift, respectively. A doubling of cumulative output led defect rates to fall by 19.8% ($2^{-0.318}=0.802$) and 9.7% ($2^{-0.148}=0.903$) for the first and second shift, respectively.
- The estimated coefficient on second shift ramp-up dummy variable was 0.151 (s.e.=0.058); indicating that first-shift defects were roughly 15% higher during the weeks the second shift was ramping up.

Introducing Additional Product Variants:
- The estimated learning rate was -0.331, -0.188, and -0.214 using weekly data for Model 1, 2, and 3, respectively. (A doubling of cumulative output led defect rates to fall by 20.5%, 12.2%, and 13.8%, respectively). The estimated learning rate was -0.355, -0.204, and -0.236 using daily data for Model 1, 2, and 3, respectively. (A doubling of cumulative output led defect rates to fall by 21.8%, 13.1%, and 15.1%, respectively).
- The ramp ups for Model 2 and 3 led to an 8% and 30% increase in defects rates in Model 1 production, respectively (using daily or weekly data).

To test station-level patterns:

Distribution of defects:
- Defect rates were highly skewed across stations.
- All quantiles featured considerable reductions in relative defects early in the production period that decelerated over time.

Persistence:
- Defect rates at the station level were quite persistent. Still, the share of defects accounted for by top-quintile stations shrunk between the first and second period.
The persistence of error rates was evident from the transition matrix. Persistence was greatest at the very top and bottom of the distribution. The correlation across shifts indicated that defect rates were persistent across shifts within a week. Again, the persistence was greatest for stations at the distribution’s tails.

To test defect spillovers across cars:
- Spillovers clearly existed as defects on one car raised the likelihood of defects on the cars that came later in line. Defects on one car had statistically significant spillovers on at least the next 15 cars.
- The magnitude of the spillovers fell as the distance between cars grew.
- The economic size of these spillovers was nontrivial.

To test absences and the role of worker-embodied learning by doing:
- The estimated coefficient was 0.156 (s.e.=0.029), which implied a one-standard deviation increase in absences raises defect rates by about 1/7th of a standard deviation.

To test implications for warranty payments:
- There was a positive relationship between defects on a car and the amount of warranty payments the company made on it.

Assessment
To test overall learning patterns:
- The daily and weekly specifications fit the data very well (high R² values).
- The results with the time trend suggested quality improvement is related to production activity rather than to the passage of time.
- Explicitly modeling forgetting does not substantially improve the ability of the model to fit the data relative to controlling for a time trend.
- Evidence from independent quality control audits supports the authors’ findings.

To explore the driving mechanisms of learning by doing:
Adding a second shift:
- The estimated learning rate was significant for the first and second shifts using weekly data, but significant for only the first shift using daily data.
- The patterns indicate that the efficiency and quality gains from the first period seem to be fully incorporated into second shift production immediately, despite having new workers. This suggests learning is embodied in the broader organization rather than in human capital.
- The estimated coefficient on the second shift ramp-up variable was only significant using daily data.

Introducing Additional Product Variants:
- The estimated learning rate for Model 1 was similar to those found in the overall sample. The estimated rates for Models 2 and 3 were smaller.
- The ramp up periods of subsequent models had a significant relationship with Model 1’s defect rates but not Model 2’s. This may be because solving problems that arise as Model 3’s production begins detracts more resources from production of the most similar model, Model 1.
Knowledge stocks are not accumulated simply by workers producing any type of car. Learning depends not only on workers becoming acclimated to working together, but also on the similarity of the products being produced. Workers who have acquired experience producing one model cannot fully transfer the knowledge to the production of other models. This also suggests learned knowledge is not simply contained in human capital, but may be embodied in physical or organizational capital.

To test station-level patterns:

**Distribution of defects:**
- Aggregate learning by doing reflects a proportional tightening of the entire station-level defect rate distribution, with all quantiles experiencing similar percentage declines in defect rates.
- The results further indicate that an important component of learned production knowledge appears to be tied to the particular capital of the station, the organizational capital managing that station across shifts, or temporal fluctuations in the quality of parts being used as inputs.

To test defect spillovers across cars:
- It did not appear that a decrease in spillover effects over time explained the observed learning by doing patterns.

**Conclusions**
- Learning by doing is an important factor in the production process, particularly for the first few months of production after the initial ramp up.
- Efficiency/quality gains seem to be immediately fully incorporated into the second-shift production, despite having completely new workers.
- Introducing a new model variant into production causes productivity setbacks for those already in production.
- The distribution of defect rates across the assembly processes is highly skewed. Station-specific defect rates persist over time and across shifts.
- Defects spill over to the cars following on the assembly line (albeit at a declining magnitude). These effects do not decline over the year.
- Worker absenteeism is related to defect rates, both directly and through the rate at which acquired learning-by-doing knowledge is retained. But the impact is economically small.
- Defects per vehicle are related to warranty payouts by the firm.
- Several findings suggest that productivity gains from learning are embodied in the broader organization rather than being retained within the human capital of workers (supports the findings by Epple et al. (1996)).

**Future research**
- Extend their research to other production operations.

**Other notes**
- Definitions of terms used in the article:
  - **Ramp-up period** – the first 3 weeks of second-shift production, the time it took second-shift output to rise to the level of the first.
  - **Department** – a major portion of an assembly line’s operations

**Applicability of results**
- This study did inform EPA’s learning rate estimate because it is related to the mobile source sector, uses primary data, and estimates the progress ratio based on average defects.
<table>
<thead>
<tr>
<th>Themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimation of learning rate, Determinants of learning by doing, Location of knowledge (e.g., embedded in technology)</td>
</tr>
</tbody>
</table>
### Macher, J. T., & Mowery, D. C.

**Article**  
“Managing” learning by doing: An empirical study in semiconductor manufacturing

**Publication**  

**Date**  
2003

**Industry examined**  
Semiconductor industry, wafers of silicon

**Research question(s)**
- How does semiconductor manufacturers’ use of teams for problem solving and intrafirm knowledge transfer influence performance?
- How does the level of internal adoption of information technology (IT) influence performance?
- How does more extensive and effective workflow and production scheduling systems influence performance?

**Type of learning examined**  
Organizational-based learning by doing; Problem solving for production improvement; Location of knowledge

**Data sources**  
Competitive Semiconductor Manufacturing Program

**Data size**  
Data from 36 wafer fabrication facilities of U.S., European, Japanese, Korean, and Taiwanese semiconductor firms operating domestically and offshore

**Data years**  
Multiple years (not specified); some firms have only 2 years of data

**Data adjustment**
- The wafer size variable was normalized to the industry standard.
- Unequal weights were assigned to the Materials Handling variable to reflect that interbay materials handling automation is more complex and potentially more valuable to performance improvement.
- Conveyor systems receive a higher weight because industry experts considered them to be more important than systems that load/unload production lots.
- The variable, Cycle Time per Layer, was normalized according to the number of mask layers required by the device to not penalize product types with larger areas.
- The variable, Cumulative Volume, is scaled to represent units of 1,000 wafer starts.

**Methodology**

The authors estimated the following equation:

\[
P_t = \gamma + e - [\beta_1 \cdot CV_t + HRP \cdot (\alpha_1 + \alpha_2 \cdot CV_t) + OP \cdot (\alpha_3 + \alpha_4 \cdot CV_t)] \cdot [P_0 - \gamma - (\beta_2 LW + \beta_3 WS + \beta_4 CR + \beta_5 ML)] + \beta_2 LW + \beta_3 WS + \beta_4 CR + \beta_5 ML
\]

Where,
- \(P_t\) – defect density or cycle time parameter
- \(CV_t\) – cumulative volume; the sum of wafer starts from the initial observation to the current period (scaled to represent units of 1,000 wafer starts)
- \(HRP\) – the knowledge gained by implementing a particular human resource (HR) practice in the fab. These practices include:
  - Team Diversity – the degree to which both direct (i.e., operators and technicians) and indirect (i.e., engineers and supervisors) personnel are involved in problem-solving activities within the manufacturing facility
  - Team Number – measures the diversity of problem-solving team types
operating in the facility

- Colocation – measures whether manufacturing engineers are transferred to development and/or development engineers are transferred to manufacturing

OP – the knowledge gained by implementing a particular organizational practice in the fab. These practices include:

- Material Handling – the extent of use of automated material handling in critical functions
- Information Handling – the extent and use of automated information handling
- Database Analysis – the extent of use of integrated database analysis of production performance and problem solving
- Scheduling – the extent of use of production scheduling systems

**Static Variables**

- LW – linewidth of the manufacturing process; a measure of technological sophistication
- WS – normalized dimension of wafers manufactured
- CR – the maximum clean room grade that exists in the fab; a measure of the number of particles per cubic foot in the fabrication facility
- ML – number of mask layers used in the process; a proxy for the total number of steps in the process

**Statistical methods used**

<table>
<thead>
<tr>
<th>All models are estimated using a nonlinear maximum likelihood estimator using a first-order (AR1) correction for serial correlation. Fixed effects for each manufacturing facility are included in the estimation.</th>
</tr>
</thead>
</table>

**Results**

Using *Cycle Time* as the dependent variable; examines the effect on the speed of production (each model also includes the static variables):

- Model 1 (*CV*) – As production increases, cycle time performance improves.
- Model 2 (*CV*, *Team Diversity*, *Team Number*, *Colocation*, and their respective interaction terms)
  - Cumulative volume shows a positive and significant relationship with cycle time performance.
  - *Team Diversity*, *Team Number*, and *Colocation* appear to have a significant direct effect on cycle time performance. They initially shift the cycle time learning curve up, implying some cycle time penalty associated with their use.
  - *Team Number* and *Colocation* appear to have a significant indirect effect on cycle time performance. Their use accelerates performance in the face of new processes.
- Model 3 (*CV*, *Material Handling*, *Information Handling*, *Data Analysis*, *Scheduling*, and their respective interaction terms)
  - *Material Handling*, *Information Handling*, *Data Analysis*, and *Scheduling* appear to have a significant direct effect on cycle time performance.
    - *Material Handling* shifts the cycle time learning curve down, initially improving cycle time.
    - *Information Handling*, *Data Analysis*, and *Scheduling* initially shift the cycle time learning curve up, implying some cycle time penalty associated with their use.
### Material Handling, Information Handling, Data Analysis, and Scheduling

- Material Handling, Information Handling, Data Analysis, and Scheduling appear to have a significant indirect effect on cycle time performance.
  - Material Handling produces slow rates of cycle time improvement as production volumes grow.
  - Information Handling, Data Analysis, and Scheduling increase the rate of cycle time improvement as production volumes grow.

### Model 4 (combines HR and technological practices)

- All of the HR and technological practice variables appear to have a significant direct effect on cycle time performance.
  - Team Diversity and Material Handling initially shift the cycle time learning curve down, improving cycle time.
  - Team Number, Colocation, Information Handling, Data Analysis, and Scheduling initially shift the cycle time learning curve up, implying some cycle time penalty associated with their use.
- Colocation, Material Handling, and Information Handling appear to have a significant indirect effect on cycle time performance.
  - Material Handling produces slow rates of cycle time improvement as production volumes grow.
  - Information Handling, Data Analysis, and Scheduling increase the rate of cycle time improvement as production volumes grow.

Using Die Yield (Defect Density) as the dependent variable; examines the effect on the rate of learning (each model also includes the static variables):

### Model 1 (CV)

- Yield performance improves as cumulative volume increases.

### Model 2 (CV, Team Diversity, Team Number, Colocation, and their respective interaction terms)

- Cumulative volume shows a positive and significant relationship with cycle time performance.
- Team Number and Colocation appear to have a significant direct effect on yield performance. They initially shift the yield improvement learning curve up, implying some yield penalty associated with their use.
- Team Number and Colocation appear to have a significant indirect effect on yield performance. Their use accelerates performance in the face of new processes.

### Model 3 (CV, Material Handling, Information Handling, Data Analysis, Scheduling, and their respective interaction terms)

- Material Handling, Information Handling, Data Analysis, and Scheduling appear to have a significant direct effect on yield performance. They initially shift the yield improvement learning curve up, implying some yield penalty associated with their use.
- Material Handling and Information Handling appear to have a significant indirect effect on yield performance.
  - Material Handling produces slow rates of yield improvement as production volumes grow.
  - Information Handling accelerates performance in the face of new processes.

### Model 4 (combines HR and technological practices) – Colocation and Information
### Handling

- Team Number, Colocation, Material Handling, Information Handling, and Data Analysis appear to have a significant direct effect on yield performance. They initially shift the yield learning curve up, implying some yield penalty associated with their use.
- Material Handling and Information Handling appear to have a significant indirect effect on yield performance.
  - Material Handling produces slow rates of yield improvement as production volumes grow.
  - Information Handling accelerates performance in the face of new processes.

### Assessment

- Each successive model is a statistically significant improvement in comparison to the initial model and produces largely consistent results.
- The authors found the lack of influence of an integrated data analysis capability on yield improvement surprising given how important data analysis is viewed in yield management. The authors stated it may reflect that the levels of investment in this type of IT are less important than the details of its organization and deployment within the fab, aspects of IT investment that their measures captured imperfectly.
- The authors were not surprised that automated scheduling systems of yield lacked influence because production scheduling affects production volumes and queues, which are more important for cycle time than yield improvement.

### Conclusions

- The results obtained generally show similar effects from the implementation for HR and organizational practices on yield and cycle time performance.
- The introduction of several of the practices initially have negative influence on manufacturing performance at low production volumes, but tend to increase the rate of improvement as production volumes expand.
- Manufacturers that implement more types of problem-solving teams and policies that collocate production and development engineers and other key personnel appear to learn faster by making better use of tacit knowledge typically “locked up” within individual engineers or operators.
- Firms with superior information handling automation and data analysis capabilities can improve yield or cycle time faster. These practices support higher levels of codification of otherwise tacit knowledge, which facilitates internal dissemination and accelerates firm-wide learning.
- There is little or no evidence of significant benefits from other practices, nor do these activities affect all dimensions of performance equally.

### Future research

<table>
<thead>
<tr>
<th>Title</th>
<th>N/A</th>
</tr>
</thead>
</table>

### Other notes

- Definitions of terms used in the article:
  - Die yield – the proportion of die on a successfully processed wafer that pass functionality tests (measure of quality)
  - Cycle time – the time required to manufacture a semiconductor device (shorter cycle times allow plants to boost output or adjust more quickly to changes)

### Applicability of results

- This study did not inform EPA’s learning rate estimate because it does not use the power form to estimate learning; hence, progress ratios cannot be estimated using their results.
<p>| Themes                        | Determinants of learning, Location of knowledge (e.g., embedded in technology) |</p>
<table>
<thead>
<tr>
<th>Nykvist, B. &amp; Nilsson, M.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Article</strong></td>
</tr>
<tr>
<td><strong>Publication</strong></td>
</tr>
<tr>
<td><strong>Date</strong></td>
</tr>
<tr>
<td><strong>Industry examined</strong></td>
</tr>
<tr>
<td><strong>Research question(s)</strong></td>
</tr>
<tr>
<td><strong>Type of learning examined</strong></td>
</tr>
<tr>
<td><strong>Data sources</strong></td>
</tr>
<tr>
<td><strong>Data size</strong></td>
</tr>
<tr>
<td><strong>Data years</strong></td>
</tr>
</tbody>
</table>
| **Data adjustment** | - The authors collected data and eliminated cross referrals and duplicative data points. They also excluded data that did not specify the method used.  
- For all data, costs ranges (if given) were converted to the arithmetic mean of the highest and lowest data points in the range.  
- Historical costs were inflation adjusted to US$2014 using data from the Bureau of Labor Statistics.  
- Currencies were converted using historical exchange rates from the US Federal Reserve.  
- Cumulative battery pack volumes were assessed by combining several sources in press releases for car manufacturers, data provided by actors following the industry, and data found in individual reports. |
| **Methodology** | - The authors performed a secondary analysis of over 80 estimates reported by other analyses between 2007 and 2014 to systematically trace the cost of Li-Ion battery packs for BEV manufacturers.  
- The authors estimated the annual percent change in average costs between 2007 and 2014.  
- Learning rates were estimated by regression of log cost data on log cumulative output data using four data points modelled from this paper for 2011–2014 separately for industry as a whole, the market-leading manufacturers, and the net of both groups (excluding market leaders). |
| **Statistical methods used** | - Data were fitted with log regression and 95% confidence intervals, derived with a two-tailed t-test |
| **Results** | - Average costs for the industry as a whole declined by 14% annually and average costs for market-leading manufacturers declined by 8% annually over 2007 to 2014.  
- The estimated cost range in 2014 was $410/kWh and $300/kWh for industry and market-leading manufacturers, respectively. |
The estimated learning rate was 9% for industry as a whole and 6% for market-leading actors. This implies the cost reduction following a cumulative doubling of production falls between 6% and 9%.

Costs in 2014 were probably already below average projected costs for 2020.

The cost estimates for the whole industry and market-leading cost manufacturers are estimated to converge in 2017–2018 at around $230/kWh.

---

**Assessment**

- All estimated declines in costs are significant.
- The learning rate is in line with earlier studies on vehicle battery technology.
- Cost data contained too much uncertainty to estimate learning rates directly. Modeled data from this paper was used instead, which gave highly significant results, but the underlying uncertainty in cost data must be taken into account when interpreting the results.
- All of the results come with large uncertainties.
- Sparse data makes statistical testing difficult. Learning rates were initially calculated by regressing log cost data and log cumulative capacity data; however, because the cost data’s uncertainty was too high (i.e., the R²-value was less than 0.1), the authors used modelled data from this paper, which consisted of only four data points, for the period 2011-2014.
- The estimated current cost range in 2014 is two to four times lower than suggested in many recent peer-reviewed papers.
- Industry may have incentive to overestimate costs to avoid revealing actual costs or conversely, that they subsidize battery packs to gain market shares.
- The price range is widened as cost estimates are based on many cell chemistry varieties.
- The estimated cost when industry and market-leading manufacturers converge ($230/kWh) is lower than estimates in peer-review literature, but on par with other estimates (McKinsey Quarterly, 2012).

---

**Conclusions**

- The literature reveals that costs of battery packs are decreasing, but with large uncertainties on past, current, and future costs of the dominating Li-ion technology.
- Industry-wide cost estimates declined approximately 14% annually between 2007 and 2014. To some degree, this represents a correction of earlier, overestimated costs.
- The costs of battery packs used by BEV manufacturers are lower and declined by 8% annually between 2007 and 2014. This decline likely represents the probable future cost improvement for Li-ion battery packs in BEVs.
- The learning rate is 6% (for market-leading actors) and 9% (industry wide).

---

**Future research**

Future research efforts modeling scenarios for energy and transport transitions need to take these lower cost estimates into account.

---

**Other notes**

Possible explanations for the steep decline in industry-wide cost estimates:
- The inclusion of data on market-leading actors
- Cumulative global sales of BEVs are doubling annually, and learning rates for the constituent Li-ion cells have been estimated to be 16%–17% (Gerssen-Gondelack & Faaij, 2012).
- Improvements made to input material cost and economies of scale
- The period since 2007 represents the earliest stage of sales growth for BEVs. The estimates thus reflect a wide range of Li-ion battery variants at initially low
production volumes as well as necessarily immature battery pack production techniques among BEV manufacturers. A rapidly developing and restructuring industry in its early phase could yield high learning rates at pack level.

<table>
<thead>
<tr>
<th>Applicability of results</th>
<th>This study did not inform EPA’s learning rate estimate because the study used secondary data and estimates were based on only four data points.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Themes</td>
<td>Estimating learning rates, Use of learning curves in forecasting</td>
</tr>
</tbody>
</table>
**Rubin, E. S., Taylor, M. R., Yeh, S., & Hounshell, D. A.**

<table>
<thead>
<tr>
<th>Article</th>
<th>Learning curves for environmental technology and their importance for climate policy analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2004</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Electric power plants; flue gas desulfurization (FGD) and selective catalytic reduction (SCR) systems to control SO$_2$ and NO$_x$</td>
</tr>
</tbody>
</table>
| Research question(s) | - How did the deployment and cost of these environmental technologies change over time?  
- How were these changes and technological innovations related to government actions and policies? |
| Type of learning examined | Learning generally |
| Data sources | Data from a 2001 PhD thesis by Taylor, based on a series of studies performed by the same organizations over a period of years using a consistent set of design premises. |
| Data size | Data size not provided |
| Data adjustment | Costs are adjusted to a common basis for a standardized 500 MW power plant burning 3.5% S coal with wet limestone FGD systems achieving 90% SO$_2$ removal. |
| Methodology | Regress cost on cumulative production using the following functional form; log-linear format to allow linear regression.  
Learning curve: $y_i = ax_i^{-b}$  
Where,  
y – cost to produce a unit  
x – cumulative production  
learning rate = 1 - $2^{-b}$  
progress ratio = $2^{-b}$  
In this approach, cumulative production or capacity is a surrogate for total accumulated knowledge gained from many different activities whose individual contributions cannot be readily discerned or modeled. The model includes both benefits from “learning by doing” and R&D investments that produce new knowledge and new generations of technology. The authors asserted that it would be ideal to distinguish R&D impacts, but data limitations prevent this. The model also precludes the impacts of government regulations. |
| Statistical methods used | Statistical methods used not specified |
| Results | SO$_2$: $y_i = a \cdot 1.45x_i^{-0.17}$; learning rate: 11%; progress ratio: 89%  
NO$_x$: $y_i = a \cdot 1.28x_i^{-0.18}$; learning rate: 12%; progress ratio: 88% |
### Assessment

**SO\textsubscript{2}:**
- The importance of R&D programs for process improvements may be significant.
- Increased competition among vendors may have an impact on costs.
- Uncertainties include the functional form (i.e., the assumption of a constant learning rate).

**NO\textsubscript{x}:**
- There were significant improvements in catalyst manufacturing methods as well as increased competition, although there was no significant change in the price of precious metals.

### Conclusions

Learning rates and progress rates are similar for both pollutants and are similar to other estimates for a wide range of market-based technologies.

### Future research

- Explore the impact of different policy scenarios.
- Longer time horizon

### Other notes

N/A

### Applicability to results

This study did not inform EPA’s learning rate estimate because it is based on a limited number of data points (i.e., five data points each for FGD and SCR systems).

### Themes

Learning rate estimations, Environmental technologies
### Shinoda, Y., Tanaka, H., Akisawa, A., & Kashiwagi, T.

<table>
<thead>
<tr>
<th>Article</th>
<th>Evaluation of the plug-in hybrid electric vehicle considering learning curve on battery and power generation best mix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2009</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Plug-in hybrid electric vehicles (PHEVs)</td>
</tr>
</tbody>
</table>
| Research question(s) | • Given different scenarios: How widely used will PHEVs be in the future? How much will the introduction of PHEVs reduce CO$_2$ emissions? Will there be serious effects on the power supply system?  
• Demonstrate an ideal scenario for PHEV introduction that minimizes the total cost in the passenger car sector and the power supply sector.  
• Estimate beneficial effects, including the reduction of CO$_2$ emissions. |
| Type of learning examined | Learning in general; Forecasting costs |
| Data sources | • Survey from METI Clean Diesel Passenger Car Study Council (2004)  
• *MLIT Road Traffic Census* (1999)  
• ANRE Power Development Outline (2006)  
• Comparative Cost of Power Generators by Model Calculation, ANRE Advisory Committee for Energy (2004)  
• Iwafune, Y. Comprehensive evaluation of CO$_2$ emission countermeasures in private sector, doctoral thesis (2000).  
• Oda, T., Akisawa, A., & Kashiwagi, T. Method to estimate long-term change of heat and electric power daily load curves in Japan. IEEJ Trans PE (2005)  
• AIRIA: Number of Vehicles by Year of Registration, 1970–2006  
• NPA Police White Paper: Number of Licensed Drivers by Age and Sex, 1970–2004  
• Website of IPSS: Population Projection for Japan (2006)  
| Data size | Unspecified |
| Data years | 2010–2035 (based on projections) |
| Data adjustment | None |
| Methodology | The authors extend the linear model they previously developed (2008) which integrates power supply and passenger car models. The model is extended by allowing for renewals of car types and power sources as well as cost reductions due to the battery learning effect.  
The authors set up an objective function to be minimized, which is defined as the sum of the fixed and variable costs throughout the period. The objective function involves costs in the passenger car and power supply sectors.  
In the power supply sector, the authors consider the possible construction of new power plants. |
nuclear power plants, integrated coal gasification combined cycle plants, advanced LNG combined cycle plants, oil-fired thermal power plants, and pumped storage plants. Fixed costs include repair, labor, and initial construction costs.

In the passenger car sector, the authors consider three car sizes (normal, small, and mini) and 11 categories differing by annual mileage. They consider four car types (gasoline vehicles, diesel vehicles, and gasoline hybrid electric vehicles (GHEVs), and PHEVs). The fixed cost is the initial cost divided by the age of service. For GHEVs and PHEVs, the battery cost is taken into account in the case of battery replacement.

The authors incorporate the learning curve as follows. A certain battery cost is set as the initial value in each of the 5-year intervals and the integrated model is optimized. Then the battery cost is found from the cumulative battery quantity and the learning curve. The integrated model is optimized again using the new battery cost. This procedure is repeated until the difference in battery cost before and after optimization drops below some small value.

**Statistical methods used**
The authors use a multiyear extension of the linear integrated model of the power supply sector and passenger car sector and incorporating the learning effect of batteries by iterative calculations. The model minimizes the objective function, which is defined as the sum of fixed and variable costs throughout the period.

**Results**
The authors estimated the progress ratio to be 70% based on a regression analysis of actual data (using cumulative production and price).

**Assessment**
N/A

**Conclusions**
- For PHEVs to be accepted in 2030 as a standard passenger car type, the battery type in the first 5-year interval must be about 132,000¥ if batteries are not replaced, and about 125,000¥ if batteries are replaced.
- If the official target of 100,000 ¥/kWh for the battery price in 2010 is achieved, the share of PHEVs among all new cars in Japan can exceed 60% in 2030 in the case of no-replacement. In this case, there is hardly any effect on the power supply construction schedule, but charging power requires an increase in power output of 2.3%.
- Total CO₂ emissions in the passenger car and power supply sectors in 2030 can be reduced by about 100 Mt due to PHEV acceptance, even under limitations on the construction of nuclear power plants.

**Future research**
Extend the evaluation by considering other factors such as financial subsidies and CO₂ constraints.

**Other notes**
N/A

**Applicability to results**
This study did not inform EPA’s learning rate estimate because it the authors used price as a dependent variable, which affected by market dynamics; hence, it is often out of the organization’s control and is affected by many other variables.

**Themes**
Estimation of the progress ratio, Application of the learning curve
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<table>
<thead>
<tr>
<th>Article</th>
<th>Reliability of progress curves in airframe production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>1963</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Airframe production</td>
</tr>
</tbody>
</table>

### Research question(s)
- How long do labor costs decrease as the number of items produced increases?
- Can learning be represented by a linear function on a double-log scale?
- Does the reduction in labor costs fall at the same rate for different airframe manufacturing facilities?
- How reliably can one predict marginal and total labor requirements for a particular production facility from an industry average progress curve derived from the experience of all airframe manufacturers?
- How reliably can a curve fitted to the experience of all bomber (fighter) production predict labor requirements for a specific type of bomber (fighter) produced in a particular facility?
- How reliable is a single manufacturing plant’s own early experience for predicting its later requirements for producing a particular type of airframe?
- What are the consequences of the margins of error involved in these estimating methods?

### Type of learning examined
Learning by doing

### Methodology; Quantitative or Qualitative?
Quantitative. The author estimated the average error of prediction that would occur if learning curves were fitted to the past performance of a facility in order to predict the facility’s future requirements. The statistical methods included: (1) a visual examination of graphs, (2) analysis of variance tests, (3) tests whether the samples from each category (i.e., bombers, trainers, and fighters) are from populations with equal slopes, and (4) fitting specific progress curves to past performance of a facility.

### Results
- Based on a visual examination of the graphs in the Source Book of World War II Basic Data; Airframe Industry, Vol. I, there is no evidence of any cessation in the decline in labor costs as the number of items produced increased, but the author stated he could not determine whether the decline would stop for a substantially larger number of items produced.
- A linear function on a double-log scale is appropriate for a progress curve.
- The progress curve slope or height is not the same for all model-facility combinations (MFCs). The relationships differ in slope and height even among the various facilities producing the same general type of airframe. Hence, individual MFCs do not have the same progress functions.
- Using an industry-wide average progress curve, the absolute differences between predicted and actual values average 25% of the actual.
- Using a general airframe-type progress curve, the weighted average of the errors was 25% (i.e., the ratio of the difference between predicted and actual values to the actual). Hence, there is no significant difference between the
<table>
<thead>
<tr>
<th>Average learning coefficients by airframe type.</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The average margin of error using a build-up progress curve is about 22%.</td>
</tr>
</tbody>
</table>

**Conclusions**

Before making decisions based on costs from predictions formed using historical data, researchers should investigate the range of uncertainty in the prediction.

**Themes**

Application of learning curves, Specification of the learning curve
Argote, L., Beckman, S. L., & Epple, D.

<table>
<thead>
<tr>
<th>Article</th>
<th>The persistence and transfer of learning in industrial settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>1990</td>
</tr>
<tr>
<td>Industry examined</td>
<td>U.S. wartime ship production</td>
</tr>
<tr>
<td>Research question(s)</td>
<td>• Does learning persist within organizations?</td>
</tr>
<tr>
<td></td>
<td>• Does learning transfer across organizations?</td>
</tr>
<tr>
<td>Type of learning examined</td>
<td>Organizational learning by doing; Knowledge depreciation; Knowledge transfers across organizations</td>
</tr>
<tr>
<td>Methodology; Quantitative or Qualitative?</td>
<td>Quantitative. The authors used monthly data from the production of Liberty ships during WWII to estimate knowledge depreciation and knowledge transfers across shipyard by regressing production functions using maximum likelihood. The authors used tonnage as the outcome variable and cumulative output as one of the independent variables. The authors also used a calendar time separate the relationship between cost and technical progress associated with the passage of time from those associated with increasing cumulative output.</td>
</tr>
<tr>
<td>Results</td>
<td>• The monthly depreciation parameter ranges from .70 to .85, which implies that from a stock of knowledge available at the beginning of a year, only 1% to 14% of the stock would remain at the end of the year ($=.70^{12}$ and $=.85^{12}$).</td>
</tr>
<tr>
<td></td>
<td>• When a calendar time variable was introduced to the model, its negative coefficient indicates that the passage of time is not responsible for productivity improvements in shipbuilding.</td>
</tr>
<tr>
<td></td>
<td>• There is no evidence of learning transfers.</td>
</tr>
<tr>
<td></td>
<td>• Shipyards with later start dates were more productive than yards with early state dates.</td>
</tr>
<tr>
<td></td>
<td>• Yards benefited from production at other yards up to their begin date.</td>
</tr>
<tr>
<td>Conclusions</td>
<td>• There was evidence that knowledge acquired from learning by doing depreciated: recent output was a more important predictor of current production than output from the more distant past.</td>
</tr>
<tr>
<td></td>
<td>• There was evidence that learning transfers across organizations: organizations beginning production later were more productive than those with earlier start dates. That is, knowledge from the shipyards that began production early benefited those with later start dates.</td>
</tr>
<tr>
<td></td>
<td>• Once organizations begin production, however, they did not appear to benefit from learning in other organizations.</td>
</tr>
<tr>
<td>Themes</td>
<td>Knowledge depreciation, Knowledge transfers across organizations</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Article</th>
<th>Increasing global competition and labor productivity: Lessons from the US automotive industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2005</td>
</tr>
<tr>
<td>Industry examined</td>
<td>US automotive manufacturing; specifically, production of new vehicles in the US, including parts assembly</td>
</tr>
</tbody>
</table>
| Research question(s) | - How did the Big Three US original equipment manufacturers (OEMs) (i.e., GM, Ford, and Chrysler) respond to the changed competitive environment?  
- How did the Big Three overcome barriers to compete or fail to do so?  
- How did the Big Three’s introduction of process and product innovations drive productivity growth?  
- How has regulation directly impacted on measured productivity and how has it influenced the competitive dynamics.  
- How does global competition change domestic sector dynamics and productivity growth?  
- How quickly do these changes occur and what factors determine the speed of adjustment?  
- What is the impact on stakeholders?  
- What can policy makers and companies elsewhere learn from the US auto sector experience? |
| Type of learning examined | Unspecified, but described learning in general. This study focuses on how increasing global competition leads to productivity growth |
| Methodology; Quantitative or Qualitative? | The authors used actual data to derive the relative contribution of OEMs and parts to productivity growth (Total productivity growth is the sum of the contributions). In a case study, the authors attributed the increases in productivity growth to specific actions taken by the OEMs. |
| Results | The authors found that nearly 45% of the productivity increase was driven by the Big Three’s adoption of improved process technology; 25% came from the shift to new products with higher value-added per hour worked; and 30% came from increased features and quality in existing products, more efficient producers, and process efficiency improvements that have arisen from changes in product mix.  

The authors also found that each of the three phases in the evolution of a specific innovation had a different impact on productivity. The initial phase, which covers the initial development and introduction of the innovation, had a low impact on industry productivity. The second phase, adoption and learning, had a moderate impact on industry productivity. The third phase, penetration, when innovations become widely adopted within companies, and across the industry, drove significant changes in productivity. |
| Conclusions | Global competition forced the Big Three to raise labor productivity between 1987 and 2002 by introducing and adopting process and product innovations as well as
Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources

<table>
<thead>
<tr>
<th>Themes</th>
<th>by improving overall vehicle quality.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decomposing sources of productivity growth, determinants of productivity growth, industry level, regulation’s impact on productivity</td>
<td></td>
</tr>
</tbody>
</table>
### Fisher, M. L., & Ittner, C. D.

<table>
<thead>
<tr>
<th>Article</th>
<th>The impact of product variety on automobile assembly operations: Empirical evidence and simulation analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication</td>
<td>Management Science, Vol. 45, No. 6, pp. 771-786</td>
</tr>
<tr>
<td>Date</td>
<td>1999</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Automobile assembly plants</td>
</tr>
<tr>
<td>Research question(s)</td>
<td></td>
</tr>
</tbody>
</table>
- Which dimensions of product variety affect measures of manufacturing performance such as labor productivity, rework, and inventory?  
- What is the magnitude of productivity losses due to product variety?  
- Which types of labor are most affected by product variety?  
- What are the specific mechanisms through which variety impacts productivity?  
- What is the ability of option bundling and the provision of direct labor slack in work stations with high product mix variability to minimize the adverse effects of increased product variety? |
| Type of learning examined | Although learning is not directly mentioned, this article relates to the debate described in Lapré & Nembhard (2010) regarding whether learning and performance are improved more through specialized or diversified experience. |
| Methodology; Quantitative or Qualitative? | Quantitative. Using three data sets (i.e., monthly data, daily data, and cross-sectional data for work stations) from a GM assembly plant, the authors use regression to examine the impact of product variety on plant performance. In addition, the authors perform a simulation analysis of a more general automotive assembly line to test the impact of option variability on direct labor productivity. |
| Results |  
- Empirical analyses:  
  - Using monthly data:  
    - Greater option variety adversely impacts overhead productivity but not direct labor hours per car.  
    - Paid direct labor hours do not vary significantly with the number of options.  
    - Greater option variety increases overhead requirements.  
    - Increases in major rework account for the lower labor productivity in months with higher option variability.  
  - Using daily data:  
    - The strongest determinant of direct labor hours per car is downtime in the body shop.  
    - Found no relation between paid direct labor hours and option content or option variability.  
  - Using cross-sectional work station data:  
    - Workstations with more variability in option-related work content have more slack resources to compensate for this variation.  
- Simulation analysis:  
  - The impact of option variety can be greatly reduced by buffering the assembly line and bundling options. |
| Conclusions | The authors found that option variability (i.e., the standard deviation in the number of options) is associated with lower labor productivity and increased overhead requirements. The results also suggest that option bundling and labor slack can mitigate these effects. |
of the eight key options per car in a given month) has a significantly greater negative impact on productivity than option content (i.e., the average number of options per car). The authors also found that option variability increases overhead hours, rework, inventory, and the excess labor capacity assigned to a work station. But option variability does not significantly impact direct labor hours when labor slack is provided. The level of option variety has an insignificant impact on direct labor once the assembly line has been optimally buffered against process time variability with excess capacity. Bundling options can reduce the amount of buffer capacity required and random variation is more pernicious to productivity than product variety.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Automobile industry, Specialized vs. Diversified experience</th>
</tr>
</thead>
</table>
### Article

<table>
<thead>
<tr>
<th>Fisher, M., Ramdas, K., &amp; Ulrich, K.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Component sharing in the management of product variety: A study of automotive breaking systems</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>1999</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Manufacturers of automotive breaking systems</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Research question(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• What are the key drivers and trade-offs of component-sharing decisions?</td>
</tr>
<tr>
<td>• How much variation exists in actual component-sharing practice?</td>
</tr>
<tr>
<td>• How can this variation be explained?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type of learning examined</th>
</tr>
</thead>
<tbody>
<tr>
<td>The authors listed learning as one of the key drivers for component sharing because the quality and performance of a shared component may be higher than that of a component designed and produced for unique applications because learning is associated with increased volume.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methodology; Quantitative or Qualitative?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative. The authors identified key costs related to component sharing and developed an optimization model to predict the ideal component sharing practice. Using the results from the optimization model, they formulated hypotheses about industrial practice and tested them using data from the automobile industry.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Results</th>
</tr>
</thead>
</table>
| • H1: Front brakes variety is increasing in $\sqrt{R_w V}$, a composite variable based on the range of weights and total remaining sales volume of all models in the product line of the manufacturer.  
  o The number of brake rotors increases with the composite variable. |
| • H2: Front brakes variety is a decreasing function of the variability in model volumes.  
  o The number of brake rotors decreases as the variation in volume across different models increases. |
| • H3: U.S. firms exhibit a greater amount of front brakes sharing than do the Japanese firms in the study.  
  o Japanese companies share components less than the U.S. companies. |
| • H4: Front brakes variety is an increasing function of product line variety.  
  o There is a positive relationship between the number of products and the number of different brake rotors, which supports the hypothesis that the number of different components is driven by the number of different products. |

<table>
<thead>
<tr>
<th>Conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Component sharing is practiced in the industry according to an economic logic consistent with the authors’ analytic model.</td>
</tr>
<tr>
<td>• Their results are consistent with the theory that for a given total product volume, “lumpiness” in the distribution of this volume gives rise to the possibility of opportunistically assigning unique rotors to the models with high volumes, while sharing components across the models with low volumes.</td>
</tr>
<tr>
<td>• Japanese firms share less than U.S. firms for three possible reasons: (1) fixed costs of creating a new rotor may be lower for Japanese firms, (2) Japanese firms invoked heavyweight project organizations for product development more frequently than U.S. firms over the course of the study and therefore</td>
</tr>
</tbody>
</table>
may lack cross-project coordination mechanisms, and (3) Japanese firms had higher design quality than U.S. firms, which is strengthened by the optimization of unique components.

- The number of different components is driven by the number of different products. This may stem from (1) the tendency to design new products from scratch and (2) the tendency toward more autonomous project teams.

<p>| Themes                      | Learning as a cost driver for component sharing |</p>
<table>
<thead>
<tr>
<th><strong>Haunschild, p. R., &amp; Rhee, M.</strong></th>
<th><strong>The role of volition in organizational learning: The case of automotive product recalls</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Date</strong></td>
<td>2004</td>
</tr>
<tr>
<td><strong>Industry examined</strong></td>
<td>Automakers</td>
</tr>
</tbody>
</table>
| **Research question(s)** | • What is the role of volition in organizational learning?  
• Do firms learn better in response to internal procedures or external mandates? |
| **Type of learning examined** | Organizational learning |
| **Methodology; Quantitative or Qualitative?** | Quantitative. Using National Highway and Traffic Safety Administration data on auto makers’ recalls, the authors use regression to examine the impact of cumulative production on subsequent recalls. In addition, they examine the impact of cumulative recall experience on subsequent recalls. Cumulative recall experience was separated into the number of voluntary and involuntary recalls. As an alternative, the author used the relative proportion of voluntary to involuntary recalls. Further, the authors test whether involuntary recalls cause shallow responses. The authors then add measures of generalism and specialism to the model to see if learning was affected differently due to this structural characteristic. The models included control variables (e.g., auto maker age, organization size, dummy variables to capture the effects of different presidential administrations, level of industry competition, and time trends). |
| **Results** | • Do auto makers learn from experience to reduce recalls?  
  o Production experience reduces subsequent recalls.  
• Is subsequent recall performance affected more by voluntary or involuntary recalls?  
  o Prior voluntary recalls reduce subsequent involuntary recalls, but there is no effect of prior involuntary recalls on subsequent involuntary recalls.  
  o The higher the proportion of voluntary recalls, the lower the subsequent involuntary recalls.  
  o Prior recalls (both voluntary and involuntary) increase subsequent voluntary recalls.  
  o There is no effect of proportion of voluntary recalls on the subsequent voluntary recall rate.  
  o Learning from involuntary recalls may be shallower and less likely to penetrate the organization or be stored in organizational memory.  
• Do generalists and specialists learn differently from involuntary and voluntary recalls?  
  o Generalists do not have higher involuntary recall rates than specialists.  
  o Generalists with a high proportion of voluntary recalls reduce their subsequent involuntary recall rates more than specialists.  
  o Generalists learn more from voluntary recalls than specialists when the
| Learning Target | Generalists have more severe voluntary recalls than specialists. 
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Generalists and specialists do not learn differently from voluntary recalls.</td>
</tr>
</tbody>
</table>

**Conclusions**

Volition is an important determinant of the rate and effectiveness of learning because voluntary recalls result in more learning than mandated recalls. This is partly due to involuntary recalls resulting in shallower learning processes. The effect of volition differs for generalist and specialist auto makers.

**Themes**

Determinants of variation in learning rates, Automotive industry
### Jaber, M. Y., Goyal, S. K., & Imran, M.

<table>
<thead>
<tr>
<th>Article</th>
<th>Economic production quantity model for items with imperfect quality subject to learning effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2008</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Automotive industry</td>
</tr>
<tr>
<td>Research question(s)</td>
<td>How are the conclusions drawn from the economic order quantity (EOQ) model extended by Salameh and Jaber (2000) affected by learning?</td>
</tr>
<tr>
<td>Type of learning examined</td>
<td>Learning in general</td>
</tr>
<tr>
<td>Methodology; Quantitative or Qualitative?</td>
<td>Using data from an automotive manufacturer, the authors used an EOQ model from inventory literature, which allows managers to compute their order quantities, that was extended by Salameh and Jaber (2000) using the assumption that each lot size shipment contains a random fraction of imperfect quality items with a known probability distribution. The authors further extended this model by assuming the percentage of defective items in a shipment reduces in conformance with a learning curve (as was observed in practice). The authors created two mathematical models that optimize profit functions. The first assumes an infinite planning horizon, while the second assumes a finite one. The authors then applied parameters used by Salameh &amp; Jaber in numerical examples.</td>
</tr>
</tbody>
</table>
| Results | - The results of the model, which assumed an infinite planning horizon, suggest that the number of defective units, the shipment size, and cost reduces as learning increases.  
- The results of the model, which assumed a finite planning horizon, suggest that as learning becomes faster, one should order larger lots less frequently. |
| Conclusions | The authors found that the typical learning curve laid out by Wright (1936) cannot be viewed as the universal learning curve. The authors state that in practice, an S-shaped curve may be more appropriate. The S-shaped curve consists of three phases. The first phase features slow improvement as workers get acquainted. The most improvement occurs during the second phase. The third phase is the leveling of the curve. Wright’s model would be good for situations with a short first phase. |
| Themes | Specification of the learning curve (power vs. exponential), Application of the learning curve, Automotive industry |
### Kim, I. & Seo, H. L.

<table>
<thead>
<tr>
<th>Article</th>
<th>Depreciation and transfer of knowledge: An empirical exploration of a shipbuilding process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2009</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Shipbuilding</td>
</tr>
<tr>
<td>Research question(s)</td>
<td>The authors examined a learning curve model that overcomes the restrictions of period-based depreciation models and measures learning, transfers, and knowledge depreciation in one integrated framework that is governed by different rules (i.e., learning depends on cumulative units produced while knowledge depreciation depends on (1) the amount of knowledge accumulated and (2) the elapsed time between when knowledge is acquired and when it is used).</td>
</tr>
<tr>
<td>Type of learning examined</td>
<td>Learning by doing (direct learning); Learning from others (indirect learning or knowledge transfer), Knowledge depreciation at the organizational level</td>
</tr>
<tr>
<td>Methodology; Quantitative or Qualitative?</td>
<td>Qualitative and quantitative. The authors evaluate learning curve using log-linear, replacement, and accumulation models in the literature and proposed a new learning curve model that captures the acquisition of knowledge and its depreciation according to their distinction rules. They test their model using the WWII Liberty ship production dataset.</td>
</tr>
</tbody>
</table>
| Results | • The learning rate for the most general model ranges from 0.3197 and 1.5822, which corresponds with a progress ratio that ranges from 33%–80%.  
• The monthly forgetting rate is approximately 26% in all three models, that is only 74% of knowledge available at the beginning of a month would remain by the end of the month.  
• Production cycle time could be reduced by 38.6%–46.5% through direct learning.  
• Production cycle time could be further reduced by 14.1%–18.7% through indirect learning. |
| Conclusions | The authors found that learning by doing is the major source of productivity growth. Indirect learning’s potential contribution to productivity is about 40% of direct learning’s contribution. They also found that knowledge depreciates rapidly (only 74% of knowledge available at the beginning of a month would remain by the end of the month). Hence, they conclude that knowledge depreciation and indirect learning should be included in learning curve model specifications aiming to estimate production rates and costs. |
| Themes | Estimated learning rates, Knowledge transfers; Knowledge depreciation, Learning curve specification |
Levin, D. Z.

<table>
<thead>
<tr>
<th>Article</th>
<th>Organizational learning and the transfer of knowledge: An investigation of quality improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication</td>
<td><em>Organization Science</em>, Vol. 11, No. 6, pp. 630–647</td>
</tr>
<tr>
<td>Date</td>
<td>2000</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Automotive industry</td>
</tr>
</tbody>
</table>
| Research question(s) | • Does a learning curve for quality exist? If so, what form does it take? What factors influence it?  
• What happens during new product introduction, before the learning curve starts? Is there improvement in the “starting points” of learning curves?  
• Which type of learning, annual learning curve improvements or annual starting point improvements, has a greater impact? |
| Type of learning examined | Learning in general; Knowledge transfers |
| Methodology; Quantitative or Qualitative? | Quantitative. The author used panel data on automobile reliability factors (largely based on surveys) to estimate learning using ordinary least squares (OLS) regression with fixed effects. The author used repair rate as the outcome variable and cumulative output as one of the independent variables. The author then sequentially added the following independent variables: car model output; a time dummy; and sibling, cousin, division, firm, and Big Three output. In addition, the author tested for knowledge depreciation. Because the model’s cumulative production output was insignificant, the author removed that variable and expanded the analysis using combinations of the following variables: fixed effects, a time dummy variable, a ceiling effect dummy variable, a year of production variable, interaction terms for the year of production with Ford and Chrysler dummy variables, a debut year variable, and control variables. |
| Results | H1: Learning curve  
• The estimated slope of the learning curve is -0.128 and -0.093 in the third and sixth year, respectively. A doubling of cumulative output led repair rates to fall by 8.5% ($2^{-0.128} = 0.915$) and 6.2% ($2^{-0.093} = 0.938$) in the third and sixth year, respectively.  
• On average, when a manufacturer has previously produced a lot of cars of a given model, that model’s repair rate is lower.  

H2 and H2-ALT: Learning over Time  
• Once the author controlled for the average model’s repair rate generally improving each year during its production life, the extent of a manufacturer’s production experience for a particular model appeared to make no difference.  
• A year in a model’s production life best predicts a model’s ultimate repair rate.  
• There was no evidence of knowledge depreciation.  
• The estimated coefficients for the years of production seem to indicate a gradual reduction in repair rates for each subsequent year of a model’s production life.  
• There is some evidence of a ceiling effect. |
<table>
<thead>
<tr>
<th><strong>H3: Transfer of Production-Based Knowledge</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>• The data provide no evidence for the transfer of production-based knowledge on product quality, as measured by repair rates.</td>
</tr>
<tr>
<td>• The study found no benefit to a model's repair rate from any measure of cumulative production experience, not for the model, its siblings, cousins, division, or firm.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>H4: “Debut-Year” Learning</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>• The later a model begins its production life, the lower its baseline repair rate is.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>H5: Debut-Year Learning Versus the Learning Curve</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>• An extra year of “debut-year” learning leads to better repair rates than does an extra year of incremental learning during a model's production life. A model’s debut is an enhanced learning event.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Conclusions</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Stable learning curves are not limited to the cost or efficiency domain. They can include quality learning curves.</td>
</tr>
<tr>
<td>• Some learning curves appear to be more a function of time than a function of cumulative experience.</td>
</tr>
<tr>
<td>• Improvements to the starting point of some learning curves, when a product is first introduced, are even more important than improvements made during subsequent production.</td>
</tr>
<tr>
<td>• The results suggest know-how brought in from outsiders does not accumulate as a function of their production experience, but the results also show that outside knowledge accumulates with the passage of time. Thus, manufacturers probably share quality-related knowledge across product families, divisions, and firms. Hence, there is knowledge transfer.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Themes</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning in general, Knowledge transfers, Timing of learning, Determinants of variation in learning rates, Automotive industry</td>
</tr>
</tbody>
</table>
### MacDuffie, J. P., Sethuraman, K. & Fisher, M. L.

<table>
<thead>
<tr>
<th>Article</th>
<th>Product variety and manufacturing performance: Evidence from the international automotive assembly plant study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>1996</td>
</tr>
<tr>
<td>Industry examined</td>
<td>Automotive assembly plant</td>
</tr>
</tbody>
</table>
| Research question(s) | • What is the effect of increased product variety on manufacturing performance?  
• What are the consequence of different product strategies held by Japanese and US auto manufacturers? (Japanese manufacturers offer more distinct models, but fewer possible option combinations than U.S. manufacturers.)  
• What are the ways in which companies and plants attempt to minimize the impact of complexity on manufacturing performance? |
| Type of learning examined | The impact of plant characteristics and management practices on performance |
| Methodology; Quantitative or Qualitative? | Quantitative. The authors use multiple product complexity measures derived from the International Assembly Plant Study (i.e., model mix complexity, parts complexity, option content, and option variability), the production organization index (i.e., use of buffers, work systems, and human resource management policies), and control variables (i.e., automation, plant scale, and product design age) to test the impact of product variety on total labor productivity and quality using regression analysis. |
| Results | • The relationship between product complexity measures and productivity:  
  o Model mix complexity had no statistical significant explanatory power with respect to productivity.  
  o Parts complexity, option content, and option variability are statistically significant.  
  o Parts complexity and option content had the expected positive signs, but the coefficient for option variability is negative, which was unexpected.  
• When the authors introduce each individual variable related to product complexity is introduced into the regression equation instead of the overall index:  
  o The production organization index had a strong, statistically significant impact on productivity in that the more lean a plant was, the more productive it was.  
  o The option content measure is no longer significant.  
  o Lean production policies had little impact on parts complexity.  
• When examining the three component indices of the production organization index (i.e., the use of buffers, work system, and HR management policies)  
  o The use of buffers index is not statistically significant.  
  o The work systems and HR management policies are statistically significant. |
| Conclusions | Most of the product complexity measures did not have a negative impact on labor productivity or quality. Interestingly, option content had a negative relationship |
with productivity, while option variability had a positive relationship. However, parts complexity did have a persistent negative impact on productivity.

The authors found support that management policies, in operations and human resource areas, can facilitate the absorption of higher levels of product variety. This implies that lean production plants (i.e., plants that use ongoing problem-solving processes on the shop floor and make incremental improvements) are capable of handling higher levels of product variety with less adverse effect on total labor productivity than traditional mass production plants (i.e., plants that use extra inventories or repair space to protect against potential disruptions).

| Themes                      | Sources of variations in productivity, Automotive industry |
Randall, T., & Ulrich, K.

<table>
<thead>
<tr>
<th>Article</th>
<th>Product variety, supply chain structure, and firm performance: Analysis of the U.S. bicycle industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2001</td>
</tr>
<tr>
<td>Industry examined</td>
<td>U.S. bicycle industry</td>
</tr>
<tr>
<td>Research question(s)</td>
<td>- How does product variety relate to supply chain structure?</td>
</tr>
<tr>
<td></td>
<td>- How does matching product variety to supply chain structure affect firm performance?</td>
</tr>
<tr>
<td>Type of learning examined</td>
<td>The development of the authors’ hypotheses are based, in part, on two assumptions related to learning:</td>
</tr>
<tr>
<td></td>
<td>(1) economies of scale result, in part, through labor efficiency gains through learning and (2) that product variety exacerbates production costs when efficiency gains from learning are delayed as resources alternate focus among multiple products.</td>
</tr>
<tr>
<td>Methodology; Quantitative or Qualitative?</td>
<td>Quantitative. Using data from the U.S. bicycle industry (i.e., a buyer’s guide and a survey on the supply chain structure), the authors tested their first hypothesis using ANOVA to compare the mean level of variety across different structural options and they tested their second hypothesis using ordinary least-squares (OLS) regression.</td>
</tr>
<tr>
<td>Results</td>
<td>- Hypothesis 1 tested whether firms using scale-efficient production processes will have higher levels of production-dominant variety that firms using scale-inefficient process and whether firms with plants located within target markets will have higher levels of market mediation-dominant variety than firms located away from the target market.</td>
</tr>
<tr>
<td></td>
<td>- Production-dominant variety is positively associated with scale-efficient/distant production</td>
</tr>
<tr>
<td></td>
<td>- Market-mediation dominant variety is positively associated with scale-inefficient/local production</td>
</tr>
<tr>
<td></td>
<td>- Hypothesis 2 tested whether firms matching production-dominant variety with scale-efficient production and mediation-dominant variety with local production outperform firms which fail to make such matches.</td>
</tr>
<tr>
<td></td>
<td>- Firm performance is positively associated with correctly matching supply chain strategies to product variety strategy.</td>
</tr>
<tr>
<td>Conclusions</td>
<td>Firms which match their supply chain structure to the type of product variety they offer outperform firms which fail to match such choices.</td>
</tr>
<tr>
<td>Themes</td>
<td>Application of learning, Determinants of variation in learning rates</td>
</tr>
<tr>
<td><strong>Rapping, L.</strong></td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td></td>
</tr>
<tr>
<td><strong>Article</strong></td>
<td>Learning and World War II Production Functions</td>
</tr>
<tr>
<td><strong>Date</strong></td>
<td>1965</td>
</tr>
<tr>
<td><strong>Industry examined</strong></td>
<td>U.S. wartime shipbuilding</td>
</tr>
<tr>
<td><strong>Research question(s)</strong></td>
<td>What is the role of organizational learning resulting from accumulated production experience?</td>
</tr>
<tr>
<td><strong>Type of learning examined</strong></td>
<td>Learning at the organizational level. (Individual learning is not measured.)</td>
</tr>
<tr>
<td><strong>Methodology; Quantitative or Qualitative?</strong></td>
<td>Quantitative. Using data from 15 shipyards, the author estimated the parameters of a production function with standard least squares using the log of annual rate of physical output as the dependent variable and the log of the annual rate of physical labor and capital inputs as independent variables. The author tests variations of the model by adding time variables (i.e., calendar and yard time), cumulated output variables (i.e., using three varying definitions), and a variable for annual rate of output of ship types other than Liberties.</td>
</tr>
<tr>
<td><strong>Results</strong></td>
<td>The author found increasing returns to proportionate changes in labor and capital inputs. Neither a time variable nor a cumulated output variable could explain away this finding. Evidence also showed that cumulated output could account for productivity increases, which the author attributed to learning or adaption. The author noted the effect of cumulated output on productivity is sensitive to the definition of cumulated output.</td>
</tr>
</tbody>
</table>

When using calendar time and yard time as the independent variable, each doubling of time is accompanied by a 23% and 28% increase in the rate of output, respectively.

When using only cumulated output as the independent variable, each doubling of time is accompanied by an 11%–29% increase in the rate of output depending on which measure of cumulated output was used.

When controlling for time, the author found each doubling of cumulated output is accompanied by a 12%–34% increase in the rate of output (depending on which measure of cumulative output was used). Thus, estimated progress ratios ranged from 66% to 88%. The results suggested the cumulated output had a relationship with productivity independent of other variables correlated with time. |
| **Conclusions** | The author finds evidence of learning while controlling for time, using various definitions of cumulated output, and controlling for economies of scale. The paper advanced the state-of-the-art at the time by controlling for economies of scale. Evidence of learning was found when economies of scale were controlled. |
| **Themes** | Estimated learning rate |
### Thompson, P.

<table>
<thead>
<tr>
<th>Article</th>
<th>How much did the Liberty shipbuilders learn? New evidence for an old case study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2001</td>
</tr>
<tr>
<td>Industry examined</td>
<td>U.S. wartime ship production</td>
</tr>
<tr>
<td>Research question(s)</td>
<td>Do previous learning by doing studies on Liberty ships suffer from omitted variable bias (specifically capital investment and quality changes)?</td>
</tr>
<tr>
<td>Type of learning examined</td>
<td>Learning by doing</td>
</tr>
<tr>
<td>Methodology; Quantitative or Qualitative?</td>
<td>Quantitative. Equipped with new data on capital investment from the National Archives, Thompson expanded on the work done by Rapping (1965) and Argote, Beckman, &amp; Epple (1990). Using seemingly unrelated regression estimation, the author estimated a temporal production function which incorporated a measure of all physical capital structures and non-structures whereas the production functions used by Rapping and Argote et al. only used a subset of structures. The outcome variable was monthly deliveries per yard and the independent variables used for experience were either cumulative output or cumulative labor hours. Thompson estimated the learning rate while controlling for capital investments and quality and compared his results with those from Rapping and Argote et al.</td>
</tr>
</tbody>
</table>
| Results | • Using cumulative output as the independent variable, the authors estimated the following learning coefficients:  
  o Rapping: 0.110, which corresponds to a progress ratio of 93%  
  o Argote et al.: 0.44, which corresponds to a progress ratio of 74%  
  o Thompson: 0.263–0.493, which correspond to a progress ratio of 71%–83%  
  • Using cumulative employment as the independent variable, Thompson estimates a learning coefficient of 0.208–0.359, which corresponds to a progress ratio of 77%–87%. |
| Conclusions | Two omissions from previous research led to overestimation of learning rates: investment in physical capital and variations in product quality. Capital deepening was more extensive than assumed and part of the increase in productivity came at the expense of quality, which accounted for 50% and 5% of the increase in labor productivity, respectively. |
| Themes | Specification of the learning curve, Estimated learning rate |
## Thompson, P.

<table>
<thead>
<tr>
<th>Article</th>
<th>How much did the Liberty shipbuilders forget?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication</td>
<td>Management Science, Vol. 53, No. 6, pp. 908–918</td>
</tr>
<tr>
<td>Date</td>
<td>2007</td>
</tr>
<tr>
<td>Industry examined</td>
<td>U.S. wartime ship production</td>
</tr>
</tbody>
</table>

### Research question(s)
- What is the rate of organizational forgetting of U.S. wartime ship production?
- Do unobserved changes in a firm’s product mix produce spurious evidence for organizational forgetting?
- Is the estimated rate of organizational forgetting sensitive to assumptions made about the learning process?
- Does labor turnover influence productivity?

### Type of learning examined
Organizational forgetting

### Methodology; Quantitative or Qualitative?
Quantitative. Using data from the National Archives, the author expanded on the quantitative analysis done by Argote, Beckman, & Epple (1990) using regression analysis to estimate the depreciation parameter using a (1) a loglinear learning-forgetting model, (2) accumulation model, and (3) a replacement model. The author also tested whether labor turnover is correlated with productivity by adding the recorded rates of labor hiring and separation as a level effect.

### Results
- The monthly depreciation rate ranged from 5.8% to 8.4%. When correcting for the product mix, the monthly depreciation rate ranged from 3.6% to 4.2%. This implies that 49% to 64% of the knowledge stock at the beginning year would remain at the end of the year. (=(1-0.058)^12) to (=(1-0.084)^12)
- When testing for the effect of labor turnover, the author found that increased labor turnover either has no effect on productivity or raises it.

### Conclusions
The estimated rate of organizational forgetting was less than in previous studies analyzing the same data. Argote et al. (1990) estimated a 25% monthly rate of knowledge depreciation. The author’s estimates ranged from 3.6% to 5.7%. The author found that controlling adequately for changes in a firm’s product mix has significant effects on the estimated rate of organizational forgetting, but the estimated rate of forgetting was only moderately sensitive to the specification of the learning curve. In addition, the author found that labor turnover was largely unrelated to productivity changes. When labor turnover was included in the model, organizational forgetting did not appear to occur.

### Themes
Knowledge depreciation, Estimated organizational learning rate, Specification of the learning curve
## Thornton, R. A., & Thompson, P.

<table>
<thead>
<tr>
<th>Article</th>
<th>Learning from experience and learning from others: An exploration of learning and spillovers in wartime shipbuilding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>2001</td>
</tr>
<tr>
<td>Industry examined</td>
<td>U.S. wartime shipbuilding</td>
</tr>
<tr>
<td>Research question(s)</td>
<td>What is the importance of learning spillovers? Specifically, are learning spillovers sufficiently large for on-the-job learning to be a plausible source of long-run growth? Are external spillovers larger enough for the suboptimality of production to be a cause for concern?</td>
</tr>
<tr>
<td>Type of learning examined</td>
<td>Learning spillovers</td>
</tr>
<tr>
<td>Methodology; Quantitative or Qualitative?</td>
<td>Quantitative. Using an expanded dataset (including non-Liberty ships and shipyards), the authors estimated spillovers by fitting a parametric and a semi-parametric production function using ordinary least-squares (OLS) estimation. The dependent variable is the realized labor requirement. The independent variables include capital stock, total labor hours, calendar date on which the keel was laid, a vector of experience consisting of four elements to capture learning and spillover effects.</td>
</tr>
</tbody>
</table>
| Results | • Cross-yard spillovers within the same product design were almost as important as own-yard learning effects. The potential effect of cross-yard spillovers within the same product design is estimated to have been about 88% of the potential effect of own-yard experience.  
• The reduction in the unit labor requirements obtained from an extra unit of experience in the same product design is 5 times as great as the increase obtained from an extra unit of experience on prior designs.  
• The maximum contribution of learning spillovers across yards is found to be 106% of the combined contribution of the two types of within-yard learning. |
| Conclusions | The authors found that learning spillovers, across products and across yards, were a significant source of productivity growth. The spillover effects may have been more important than conventional learning effects. In addition, the size of learning externalities across yards was small. Together these findings suggest that spillovers help firms grow, but market failures induced by learning externalities are modest.  
In terms of the conventional learning effect, the authors found that the learning effect is positively sloped and concave. It exhibits rapid rates of learning at early stages and strong negative effects at higher levels of experience. |
| Themes | Learning spillovers, Learning externalities |
**Tsuchiya, H. & Kobayashi, O.**

**Article**  | Mass production cost of PEM fuel cell by learning curve  
**Date**  | 2004  
**Industry examined**  | Proton exchange membrane (PEM) fuel cells for automobiles  
**Research question(s)**  | Is it possible to reduce the cost of PEM fuel cells through learning?  
**Type of learning examined**  | Learning in general  
**Methodology; Quantitative or Qualitative?**  | Quantitative (simulation using assigned progress ratios). The authors use a learning curve to estimate the future cost reduction in fuel cell stacks due to mass production. Using predicted values, the authors constructed nine scenarios with combinations of power density improvement (three scenarios) and cost reduction speed (three scenarios). For each of the three cost reduction speed scenarios, the authors assigned a different progress ratio. Using the nine scenarios, the authors estimated the resulting cost of the overall fuel cell stack and its components.  
**Results**  | The following table presents nine scenarios of fuel cell stack costs based on combinations of power density improvement and cost reduction speed. The progress ratios for power density improvement and cost reduction speed are in parentheses.  

<table>
<thead>
<tr>
<th>Scenario (Progress Ratio)</th>
<th>High Power Density (94.5%)</th>
<th>Medium Power Density (96%)</th>
<th>Low Power Density (97.5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid (78%)</td>
<td>$88/kW</td>
<td>$103/kW</td>
<td>$121/kW</td>
</tr>
<tr>
<td>Moderate (82%)</td>
<td>$143/kW</td>
<td>$167/kW</td>
<td>$196/kW</td>
</tr>
<tr>
<td>Slow (88%)</td>
<td>$285/kW</td>
<td>$334/kW</td>
<td>$392/kW</td>
</tr>
</tbody>
</table>

**Conclusions**  | The authors estimated that by 2020, it would be possible to reduce a fuel cell stack cost enough to be comparable to the cost of the internal combustion engine (which is used today) if it was mass produced. In addition, the authors found an improvement in power density would be essential to decreasing the overall stack cost because it would decrease the resource use of other materials per unit power output.  
**Themes**  | Application of the learning curve
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**General Comments**

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lieberman</td>
<td>The report is comprehensive, and does a good job of characterizing the rates of learning typically found in transportation equipment manufacturing plants. Compared with Argote’s (2013) book or any individual research study, this report offers a more in-depth view of the literature on industrial learning that is most relevant to the mobile source sector. Overall, the report is a well-executed document that is likely to be helpful in providing a basis for incorporating forecasts of learning into EPA and other government rulemakings. Despite these strengths, the report has a number of limitations that should be acknowledged more clearly. There are several areas where improvements can be made in the document.</td>
<td>See the “Summary and Background” section.</td>
</tr>
<tr>
<td>2</td>
<td>Syverson</td>
<td>On balance, the study is a very fine review of the literature on learning by doing in general,</td>
<td>See the “Summary and Background” section.</td>
</tr>
</tbody>
</table>
especially with regard to its manifestation in manufacturing operations during the past few decades. The report is notably comprehensive within this scope, makes sensible topical categorizations in its discussion of the literature’s findings, and is clearly written. The report achieves the intended goal of being a definitive, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically.

3 Balasubramanian

The overall presentation and organization of the report is generally clear. However, there are some specific areas that require greater clarity.

See the “Summary and Background” section.

### Background and Summary

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Balasubramanian</td>
<td>The report appears to have multiple objectives that are stated in several places. In addition, there is at least one aspect that is provided in the report but not mentioned as an objective (i.e., the methods of forecasting in Appendix A). I recommend a short subsection that explicitly states the objective(s) in one location. In addition, I recommend that the document refer to these objectives consistently throughout the document. For instance, Objectives 3 and 4 above are similar but it is not clear what the difference between a “reliable” and a “best” estimate is. It may be more appropriate to choose one of them, and use that consistently. Also, note that the term “best estimate” has a generally accepted econometric definition as the estimate with the lowest variance among a set of estimates. Hence, it may be prudent to avoid using that term or to clarify its meaning as used in this report.</td>
<td>See updated discussion about the report’s objectives in Section 1, “Introduction.” We refer back to these objectives throughout the report. In addition, we replaced the term “best” or “reliable” estimate with “summary effect” following the example of Borenstein et al. (2009).</td>
</tr>
<tr>
<td>5</td>
<td>Balasubramanian</td>
<td>The two paragraphs in Section 3.2 beginning “Learning is a major source of...” do not directly relate to the discussion in Section 3.2, “What are Progress Ratios?” and appear out of place. I recommend that they be moved to the Section 3.3, “Summary of Literature Review.”</td>
<td>This discussion has been moved to Section 3, “Summary of Literature Review.”</td>
</tr>
<tr>
<td>#</td>
<td>Peer Reviewer</td>
<td>Peer Reviewer Comment</td>
<td>Response</td>
</tr>
<tr>
<td>----</td>
<td>-----------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>6</td>
<td>Balasubramanian</td>
<td>The report does not seem to provide a clear summary of the literature review. The summary in the “Summary and Background” section of the report focuses almost entirely on the estimation of the average progress ratio, which is only a small part of the review. The summary in Section 3.3 is only a table with no additional explanation. I recommend that a more descriptive summary of the literature review be included. Among others, I suggest that the summary highlight the variation observed in the rates of learning-by-doing (currently discussed in Section 4).</td>
<td>See the “Summary and Background” section and Section 3.3, “Summary of Literature Review.”</td>
</tr>
<tr>
<td>7</td>
<td>Balasubramanian</td>
<td>Section 1 of the report (paragraph 4) states, “It will also summarize empirical estimates of the learning effect separately for each of the specific mobile source industries (e.g., original equipment auto makers, parts suppliers to those auto makers, loose engine manufacturers, large truck manufacturers, and nonroad equipment manufacturers) for which studies are found that address those specific sectors.” This break-down by industry is not provided in the report. The report provides only one estimate for the entire sector. Hence, this statement should be corrected or placed in a different context (e.g., the original intent of the study was to summarize empirical estimates separately…).</td>
<td>See Section 1, “Introduction.”</td>
</tr>
<tr>
<td>8</td>
<td>Balasubramanian</td>
<td>Section 2 of the report provides two reasons for not providing a break-down of progress ratios by industry. The first is the lack of studies in many of the individual industries and the second is the greater within-industry variation in rates of learning-by-doing as compared to inter-industry variation in those rates. While the first has merit, the second is not a valid reason for not providing a break-down by industry. It raises the question of why studies from outside the mobile source sector should not be used for estimating the “best” or “reliable” progress ratio for the mobile source sector. In my opinion, since there is significant variation across industries (albeit less than the within-industry variation) in the average progress ratios (e.g., see provided progress ratios or Dutton &amp; Thomas, 1984), it is appropriate to consider using industry-specific estimates, if and when such estimates become available. In general, it will be more informative to use the means of two sub-groups than the mean of the group as a whole.</td>
<td>See Section 2, “Selection of Subject Matter Expert and Identification of Relevant Learning-Related Studies.”</td>
</tr>
</tbody>
</table>
### Recommended Progress Ratio

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>Lieberman</td>
<td>I agree that the weighted average progress ratio across the five selected studies is 84.3%. Moreover, based on my experience and my reading of the broader literature on learning curves, this is not an unreasonable figure for manufacturing cost projections and forecasting in the mobile source sector (at least for plants of the type surveyed by the five studies). However, the claim that there is a 95% confidence interval of 83.9% to 84.8% is misleading. That statement of the confidence interval overstates the precision of the estimate. [The method used would be appropriate if there were some underlying, universal rate of learning in the mobile source sector. That is unlikely; the data show there is variation in the rate of learning.] Rather than taking the (weighted) average value of 84.3% across the five studies, if one chose to be more conservative, a reasonable choice would be to use the smallest rate of learning in the sample, that is, the progress ratio of 87%. In any case, the estimates from these five studies all lie in a fairly close range. Depending on the purpose at hand, one could justify using 84.3%, or 87%.</td>
<td>See Section 3.4, “Discussion of Mobile Source Results and Recommendations.”</td>
</tr>
<tr>
<td>#</td>
<td>Peer Reviewer</td>
<td>Peer Reviewer Comment</td>
<td>Response</td>
</tr>
<tr>
<td>----</td>
<td>---------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>10</td>
<td>Lieberman</td>
<td>All five of the plants that are studied in this sample are engaged in final assembly of transportation equipment (trucks, automobiles and airplanes). Thus, the progress ratio estimates are indicative of plants of this type, that is, assembly plants for relatively complex mechanical products made on a production line. The estimates may not be suitable for plants producing other types of products or plants using other types of processes. For example, the article by Nykvist and Nilsson (2015) that surveyed dozens of studies on learning in the production of Li-ion battery packs, found a learning rate of only 9% for the overall industry and 6% for the leading manufacturers. This is a much lower learning rate than the 84.3% progress ratio observed on average across the five selected studies.</td>
<td>See discussion in Section 3.4, “Discussion of Mobile Source Results and Recommendations.” For a response to the comment about Nykvist and Nilsson (2015), please see Comment #36 under “Literature Review – Application of the Learning Curve (Previously Section 4.6)” below.</td>
</tr>
<tr>
<td>11</td>
<td>Lieberman</td>
<td>A further deficiency in the report is the failure to point out that the progress ratio estimates in the five selected studies are not based upon the total cost of production. All five studies in the final sample focus on assembly plants for transportation equipment. None of the studies utilizes data on the total costs per unit of output in these plants. Rather, four of the studies focus on labor costs and labor productivity in the assembly plant (vehicles produced per labor hour, or labor hours per aircraft), and one study focuses on defect rates. An 84.3% progress ratio based on labor cost reflects a 15.7% savings in labor cost per unit for each doubling of cumulative output. It does not imply a 15.7% savings in total cost per unit for each doubling. Thus, any forecast of reduction in total unit cost depends on (1) the progress ratio multiplied by the growth in cumulative output (number of “doublings”) in the assembly plant, as well as (2) the progress ratio and change in cumulative volume applicable to the production of the component parts. The report should be clear about this need to consider cost reduction of the component parts as well as the learning curve in the final assembly plant. If a new vehicle model is produced with new component parts, the rates of cost reduction for parts production and final assembly are likely to largely coincide (so</td>
<td>See discussion in Section 5, “Responses to Peer Reviewer Comments Related to the Analysis.”</td>
</tr>
</tbody>
</table>
that a single progress ratio can be used), but this need not be the case.

Similarly, the report is unclear and misleading in describing the nature of the cost analysis in the five representative studies. The “unit costs” analyzed in the five studies are essentially labor costs, or unit costs of final assembly, per se. The studies do not tell us the extent to which the total cost per unit, including the cost of the component parts, followed a similar progress ratio.

I have a couple of comments about the standard error of the “meta-estimate” calculated in the report. First, it would be helpful if the report offered a brief explanation of how this standard error is calculated from the literature’s values cited in Table 2. While the point estimate of -0.245 is described as an inverse-variance-weighted average of the five point estimates, the standard error is left unexplained. If the calculation is complex, it need not be spelled out line-for-line; a short description of the calculation’s intuition would be enough.

Second, and more substantively, is the possibility that the standard errors across the five studies in Table 2 vary for reasons besides just sample size differences. There are, after all, some basic differences across the studies (e.g., industry and outcome measure). In some ways—and the report notes this—the fact that despite these differences their estimates are all markedly similar might suggest inferring that any heterogeneity across the studies is more or less orthogonal to the learning rate. On the other hand, it is not practically possible to statistically reject heterogeneous parameters with respect to covariates such as industry and outcome measures, with only five observations. As with the gross-versus-net distinction discussed above, I do not know if there is any straightforward way to quantitatively address this issue, but it strikes me as something worth discussing a bit more in the report.

The overall conclusion that learning-by-doing occurs in the mobile source sector is well-founded and largely indisputable.

---

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>Syverson</td>
<td>I have a couple of comments about the standard error of the “meta-estimate” calculated in the report. First, it would be helpful if the report offered a brief explanation of how this standard error is calculated from the literature’s values cited in Table 2. While the point estimate of -0.245 is described as an inverse-variance-weighted average of the five point estimates, the standard error is left unexplained. If the calculation is complex, it need not be spelled out line-for-line; a short description of the calculation’s intuition would be enough. Second, and more substantively, is the possibility that the standard errors across the five studies in Table 2 vary for reasons besides just sample size differences. There are, after all, some basic differences across the studies (e.g., industry and outcome measure). In some ways—and the report notes this—the fact that despite these differences their estimates are all markedly similar might suggest inferring that any heterogeneity across the studies is more or less orthogonal to the learning rate. On the other hand, it is not practically possible to statistically reject heterogeneous parameters with respect to covariates such as industry and outcome measures, with only five observations. As with the gross-versus-net distinction discussed above, I do not know if there is any straightforward way to quantitatively address this issue, but it strikes me as something worth discussing a bit more in the report.</td>
<td>See Section 3.4, “Discussion of Mobile Source Results and Recommendations.”</td>
</tr>
<tr>
<td>13</td>
<td>Balasubramanian</td>
<td>The overall conclusion that learning-by-doing occurs in the mobile source sector is well-founded and largely indisputable.</td>
<td>We added this comment in a footnote in Section 1, “Introduction.”</td>
</tr>
<tr>
<td>#</td>
<td>Peer Reviewer</td>
<td>Peer Reviewer Comment</td>
<td>Response</td>
</tr>
<tr>
<td>----</td>
<td>------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| 14 | Balasubramanian  | The methodology for estimating the weighted-average progress ratio from the five studies is broadly reasonable. In particular, the following executive decisions related to estimating the average progress ratio appear reasonable given the objectives of the report:  
  a. Focusing only on studies that examine unit costs and excluding studies that use other measures of performance  
  b. Excluding studies of learning-by-doing in shipbuilding during the Second World War due to the uniqueness of the context | We added this comment to a footnote in Section 3.4, “Discussion of Mobile Source Results and Recommendations.”                                                                                                                                                             |
| 15 | Balasubramanian  | The report uses a “fixed-effects” model to combine estimates from different studies (the weight is the inverse of the variance). However, it is not clear that all studies used the same method to computing standard errors. For instance, some studies may have computed heteroscedasticity-robust or clustered standard errors, which would typically be larger than studies that assume homoscedasticity. If that is indeed the case, taking a simple inverse would not be accurate, and presenting one or more alternative estimates in addition to this “fixed effects” estimate (e.g., a simple average) may provide a more complete picture. An additional rule can be applied if one of these estimates has to be chosen (e.g., the most conservative).  
  The methodology for estimating the standard error of the average progress ratio is not explicit in the report. A sentence or two describing this should be added in Section 3.4.  
  Though the estimate of the weighted-average progress ratio is broadly reasonable, the discussion about the uncertainty associated with learning-by-doing is quite sparse. Such a discussion is important for a full understanding of the weighted-average progress ratio. The standard error of the weighted-average progress ratio is likely to be small, as currently stated in the Report. However, that small standard error does not reflect the true variation in the progress ratios across organizations and contexts, which is likely to be significantly larger. Also, some important aspects of the studies need highlighting to provide readers a better understanding of their context (which could be possibly different from today’s context or other | See discussions in Section 3.4, “Discussion of Mobile Source Results and Recommendations.”  
  We reviewed Benkard (2000) and Levitt et al. (2013) to see how they calculated standard errors. Both authors controlled for heteroscedasticity, but only Benkard controlled for autocorrelation and serial correlation. |
<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>contexts in the mobile source sector). Hence, providing a prominent contextual discussion in the “Summary and Background” section of the report and in Section 3.4 covering the following aspects is recommended:</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>a. There is significant variation and uncertainty in the rates of learning-by-doing depending on many factors, and that learning-by-doing is not automatic as discussed in Section 4.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>b. The specific empirical context of the five studies, viz. the production of a new car model, as well as the dates of these studies (where available). These aspects are currently discussed in different places in the report but it is important that a summarized version of these points be located close to discussions of the weighted-average progress ratio.</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Balasubramanian</td>
<td>The report aims to get a “best” or “reliable” estimate of the “effect” of learning-by-doing (or cumulative output) on costs. The term “effect” has a causal connotation. However, it is not clear that all five studies used econometric techniques to causally estimate the effect of learning-by-doing. If so, it may be more appropriate to characterize the estimated weighted-average progress ratio as the association between unit costs and cumulative output, rather than as the effect of learning on costs. This approach is also consistent with the decision to focus on models that include only cumulative output as a predictor instead of using a more complete model that includes other factors. This decision implies that the effect of other factors is not isolated from the effect of cumulative output, when estimating the weighted-average progress ratio.</td>
<td>We maintained our use of the term “learning effect.” We added a discussion to the introduction explaining how we define “learning effect” and how it is used in the report. We also added a discussion about how difficult it is to prove causation and how it can be done with controlled laboratory experiments. See Section 1, “Introduction.” We did, however, replace any terms that infer causation from our summaries of the 18 articles in the report.</td>
</tr>
<tr>
<td>#</td>
<td>Peer Reviewer</td>
<td>Peer Reviewer Comment</td>
<td>Response</td>
</tr>
<tr>
<td>----</td>
<td>----------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>17</td>
<td>Balasubramanian</td>
<td>As discussed in the report, cumulative output can be correlated with many other factors (e.g., economies of scale). Also, the estimated weighted-average progress ratio in the report uses models that include only cumulative output as a predictor. Hence, forecasting the impact of learning-by-doing alone based on that ratio is not possible in the absence of information on the other factors. However, this does not render the forecasting exercise provided in Appendix A meaningless. It still measures the likely change in unit costs due to a change in cumulative output, which could be due to learning-by-doing or due to other factors. Recognizing this assumption implicit in these methods is important, especially when applying these methods.</td>
<td>We elaborate our discussion in Section 3.4, “Discussion of Mobile Source Results and Recommendations.”</td>
</tr>
</tbody>
</table>

**Literature Review – General**

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>Lieberman</td>
<td>Given that the final recommendations in the report are based almost exclusively upon the five selected studies, it is useful for a reader to be able to review a detailed summary of these studies. Four of the studies are summarized in Appendix B. However, the (truck plant) study by Argote, Epple, Rao, and Murphy (1997) does not seem to be included in Appendix B. I recommend that a summary of this study be added to the appendix. Moreover, it might be helpful to add some additional information to Table 2, which very briefly summarizes the five selected studies. This information might include the dependent variable. While this can be determined from Table 1, it is awkward for a reader to have to search and scan between these sections. Table 2 might also indicate the pages in the appendix where the summary of each study can be found.</td>
<td>We did not review the working paper from Argote, Epple, Rao, &amp; Murphy (1997) because it was not able to be published due the proprietary nature of the data. The progress ratio used in Table 2 was taken from Argote’s (2013) description of the Argote et al. (1997) study. We clarified the citations to show this. In addition, we added a column to Table 2 that indicates the outcome variable used by the author(s). We referred readers to the detailed summaries in Appendix B under the list of authors and publication date in Column 1.</td>
</tr>
<tr>
<td>#</td>
<td>Peer Reviewer</td>
<td>Peer Reviewer Comment</td>
<td>Response</td>
</tr>
<tr>
<td>----</td>
<td>---------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>19</td>
<td>Lieberman</td>
<td>In general, I find the literature review to be comprehensive and informative.</td>
<td>One specification issue that is left hanging in the report is whether the learning curve should be estimated with an initially “steep” portion followed by a “flat” portion (once the data have been transformed into logarithms). This specification issue is raised on the last page of the “Summary and Background” section; however, there is no specific follow-up in the report. (Virtually all of the presentation in the report is consistent with a single learning curve that does not change slope over time.) This issue of whether the slope of the learning curve is constant or diminishing should be discussed, and ideally, resolved in the report.</td>
</tr>
<tr>
<td>20</td>
<td>Syverson</td>
<td>The only recent paper on learning by doing in manufacturing that I did not see discussed in this study is Hendel and Spiegel (American Economic Journal: Applied Economics, Jan. 2014). That said, the paper’s setting is not in mobile source manufacturing, and it is a judgment call whether the paper warrants any more attention than a cursory review for the purposes of this study.</td>
<td>We gave this article about learning in general a cursory review. This article did not receive a general review for two main reasons. For one, the study was not related to the mobile source sector. Secondly, the authors include a time trend variable in every model that included a cumulative output variable. Including both variables in the same models could have introduced multicollinearity into the results. This could potentially explain why both variables were insignificant.</td>
</tr>
<tr>
<td>21</td>
<td>Syverson</td>
<td>There are several points in the report where contrasts are made between measures of the outcome variable in learning by doing estimation. The report rightly points out (e.g., page 13) that using price or any metric that embodies price is likely to confound supply-side learning effects with demand-side changes that could be unrelated to the learning process. For example, this concern applies to value added. However, it applies equally to shipments as an outcome variable. The report holds out shipments as problematic because they include any inventory accumulation or de-accumulation, and that is true, but shipments are also reported in real dollar values, raising the supply-versus-demand conundrum. This fact was not always made clear in the text. For example, when shipments are mentioned on page 13, only the inventory issue is raised, and</td>
<td>See Section 3.3, “Summary of Literature Review.”</td>
</tr>
</tbody>
</table>
moreover the output measure of Bahk and Gort (1993) is described as “the number of shipments.” Perhaps I am just interpreting the wording differently than the sense in which it was meant, but this sounds like a quantity of units of a good rather than a dollar value.

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>Syverson</td>
<td>I completely agree with the study’s interpretation of the literature that heterogeneity in learning rates could well be large across organizations, even within an industry, than across industries. This is a very useful point to make.</td>
<td>We added this comment to a footnote in Section 4, “Review of Learning Curve Literature by Topic.”</td>
</tr>
<tr>
<td>23</td>
<td>Balasubramanian</td>
<td>The overall approach to the review—identifying studies of learning-by-doing in the mobile source sector, reviewing them for relevance to the goals of the study and identifying a shorter list of relevant studies for more detailed review—appears reasonable. The list of topics included in the review and the coverage of those topics appear broadly reasonable.</td>
<td>We added this comment to a footnote in Section 2, “Selection of Subject Matter Expert and Identification of Relevant Learning-Related Studies.”</td>
</tr>
<tr>
<td>24</td>
<td>Balasubramanian</td>
<td>The set of articles related to progress ratio estimation in the mobile source sector and included for review appears to be reasonably comprehensive. A search for articles on learning-by-doing in the mobile source sector on Google Scholar did not yield any new substantively-contributory articles on this subject. A possible, but not necessary, addition is Balasubramanian and Lieberman (2011). The article itself is not relevant, but the Online Appendix to this article contains estimates of new-plant learning-by-doing using different methods for several industries, at a more fine-grained level (at the SIC-4 level) than Balasubramanian and Lieberman (2010).</td>
<td>We would like to thank the commenter for the additional data from his 2010 article. Because the dependent variable used in the study (i.e., real value added) was not appropriate for the goals of this study (See discussion in Section 3.3) and the range of progress ratios provided was large, the additional data will not be used to inform our estimate. After conducting a cursory review of the 2011 article, we agreed that it was not relevant to the goals of this study.</td>
</tr>
<tr>
<td>25</td>
<td>Balasubramanian</td>
<td>Based on a broader search of articles on learning-by-doing, an article (Haunschild and Rhee, 2004) may potentially add some insights in Section 4.1, but not including it will not detract substantively from the findings of the Report.</td>
<td>We gave this article a cursory review and added a summary to Appendix C, “Summaries of Articles Related to the Mobile Source Sector that Received a Cursory Review.”</td>
</tr>
</tbody>
</table>
## Literature Review – Sources of Learning Variation (Section 4.1)

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>Lieberman</td>
<td>The report provides no guidance on how to perform a cost analysis forecast that incorporates learning and economies of scale as separate elements. Perhaps the text should be more explicit about this, although the last paragraph of Section 3.3 (&quot;Column 6 – type of outcome variable&quot;) makes it clear that the report is focused on using only cumulative output as a predictor. When controls for economies of scale are omitted from the analysis, the estimated progress ratio includes the effects of both learning and scale economies. This has been shown in a number of studies (e.g., my 1984 article on chemical products). Adding a separate parameter for economies of scale normally improves the statistical fit, but the improvement is seldom dramatic, and most studies have found scale economies to be less important than the learning effect. Moreover, if the data sample is small, colinearity between the learning and scale parameters can reduce the accuracy with which each is estimated. One implication is that if the analyst or policy maker is able to apply only a single cost driver for forecasting purposes, application of a learning curve or progress ratio to forecasted cumulative output may provide the best projection of future costs.</td>
<td>See discussion in Section 5, “Responses to Peer Reviewer Comments Related to the Analysis.”</td>
</tr>
<tr>
<td>27</td>
<td>Lieberman</td>
<td>I am puzzled that the findings from the Balasubramanian and Lieberman (2010) article are heavily discounted because the learning rate &quot;was estimated using revenues less materials costs (i.e., value added) as the outcome variable, rather than unit cost.&quot; None of the five studies selected as representative of the mobile source sector actually utilize data on unit cost. Four of the studies use data that correspond to value added in final assembly, omitting materials costs. Thus, the dependent variable in the article from Balasubramanian and Lieberman is not so different from those of the selected studies. (However, Balasubramanian and Lieberman estimate a learning rate over the life of the manufacturing plant, rather than over the life of a new product within the plant.) I provided data to show that the average learning rates by 4-digit SIC code for the mobile source sector are substantially in line with those in the summary section of the report.</td>
<td>Lieberman’s 2010 study with Balasubramanian used real value added (which is based on real revenue) rather than costs as their dependent variable. Thus, their dependent measure confounds demand-side issues with supply-side issues. See discussion in Section 4.1.4 “Balasubramanian &amp; Lieberman, 2010.”</td>
</tr>
</tbody>
</table>
### Literature Review – Knowledge Persistence and Depreciation (Section 4.2)

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>Lieberman</td>
<td>This section does a good job of characterizing studies of the learning effect that have considered knowledge depreciation. One confusing element in this section is that some of the depreciation rates are monthly and others are annual. On pages 27 and 28, for example, the text might clarify that Benkard and Argote’s estimates are monthly rates of depreciation (although the figures are converted to an annual basis in Table 3).</td>
<td>We added this comment to a footnote in Section 4.2, “Knowledge Persistence and Depreciation.” We presented the annual depreciation rates in the text. We added a footnote to each converted depreciation parameter, which would (1) explain that we are showing the converted value(s), (2) show the original value(s) used in the article, and (3) refer the reader to Table 3, where we show the conversion.</td>
</tr>
<tr>
<td>30</td>
<td>Syverson</td>
<td>To the extent that one objective of the study is to identify the expected pace at which mobile source manufacturing productivity should improve with production experience, though, it seems to me that what matters in the end is the net effect of learning and depreciation rather than the gross learning rate. I recognize the gross-versus-net distinction might not be easy to quantitatively reconcile. Therefore it might not be possible to derive a bottom-line net learning rate parameter that is as comparable and applicable as the gross parameter the study reports now. However, it does seem prudent to at least discuss the net-versus-gross distinction and how it might matter when applying the findings of the report to practical settings. I realize that the study argues that mobile source manufacturing has several properties (production typically is conducted at an even rate, learning is often embedded in technology and routines, and the sector experiences relatively modest worker turnover) that make it likely that depreciation would tend to be on the low end of estimates in the literature. This does not seem unreasonable. However, arguing that</td>
<td>See discussion in Section 5, “Responses to Peer Reviewer Comments Related to the Analysis.”</td>
</tr>
</tbody>
</table>
these effects are likely to be smaller than usual does not necessarily imply depreciation is likely to be zero. Again, there might not be any easy practical alternative here in terms of quantitative reports, but it is worth discussing the issue.

### Literature Review – Knowledge Transfer and Spillovers (Section 4.3)

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>Lieberman</td>
<td>This section is effective in describing research findings relating to knowledge transfer across organizational units (e.g., additional shifts, new models) within a given firm. However, the section ignores the existing literature on knowledge transfer and spillovers across firms (except for very brief mention in Footnote 5). This literature on inter-firm spillover of learning is fairly extensive, although the evidence is based mostly on studies using data outside the mobile source sector.</td>
<td>In the introduction of Section 4.3, we clarified that distinguishing components of learning was not an objective of our report; therefore, the studies do not cover all components of knowledge transfer. In addition, we added this comment to a footnote in Section 4.3.</td>
</tr>
</tbody>
</table>

### Literature Review – Location of Organizational Knowledge (Section 4.4)

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>Lieberman</td>
<td>This section is informative and well done. I think it would be helpful to provide some of this material earlier in the report—specifically, to make it clear that learning and knowledge can be embedded in people, in organizational routines, or in technology/physical capital.</td>
<td>We discuss that learning and knowledge can be embedded in people, routines, and technology in the third paragraph of the introduction to Section 3, “Summary of Results and Recommendations.” We also added a discussion in our summary of the 18 articles in Section 3.3.</td>
</tr>
</tbody>
</table>
# Literature Review – The Specification and Aggregation of Learning (Previously Section 4.5)

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>Lieberman</td>
<td>Section 4.5 does not truly serve a standalone function; rather, it seems to be a placeholder to summarize three studies that were otherwise hard to classify. Perhaps the section should take a broader perspective, summing up many of the conclusions of the previous sections that relate to the specification and aggregation of learning.</td>
<td>We agreed that Section 4.5 did not serve an important function. Therefore, we reviewed the three articles, Bahk and Gort (1993), Laitner and Sanstad (2004) and Levin (2000), to decide whether they were correctly categorized. We decided to move Bahk and Gort to Section 4.4 and to re-categorize the Laitner and Sanstad and Levin articles to those that receive a cursory review. The Bahk and Gort (1993) article focuses on disaggregating learning into organizational learning, capital learning, and labor learning. We moved the discussion of this article to Section 4.4, “Location of Organizational Learning.” We moved the Levin (2000) article to Appendix C and removed the discussion from the body of the report. We retained the discussion about whether time is an important source of improvement in the quality of cars (as opposed to cumulative output). We moved Laitner and Sanstad (2004) to the category of articles that received a cursory review. Because the article dealt with learning and general, it is not featured in Appendix C. We re-categorized this article mainly because it is unrelated to the mobile source sector, it is based on projections rather than actual data, and it is not focused on learning from the producer’s point of view. We added a footnote to Section 4.1, “Sources of Learning Variation” to point out that learning from the consumer’s point of view is another interesting type of learning. We moved Levin (2000) to Appendix</td>
</tr>
<tr>
<td>#</td>
<td>Peer Reviewer</td>
<td>Peer Reviewer Comment</td>
<td>Response</td>
</tr>
<tr>
<td>----</td>
<td>--------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>34</td>
<td>Syverson</td>
<td>Considering adding Hendel and Spiegel (American Economic Journal: Applied Economics, Jan. 2014)</td>
<td>We gave this article a cursory review; however, it will not be included in Appendix C because is not related to the mobile source sector. In the response to peer reviewers, we will explain why we choose not to give the article a detailed review (e.g., it may not be representative because it is a single for that produces a single product, they may be on the flat portion of the learning curve, small increases in learning may be offset by small increases in forgetting, learning may be embedded in technology, learning may be insignificant because a time trend was included).</td>
</tr>
<tr>
<td>35</td>
<td>Syverson</td>
<td>I struggled to understand how the work of Laitner and Sanstad (2004) fit into the discussion. I realize that there might be learning about products among consumers, but it wasn’t exactly clear to me from the description of their paper how this would influence supply-side learning. My best guess of the story is that demand-side learning affects the equilibrium quantity of a product, and that can change how quickly experience is accumulated on the supply side. If that is correct, though, then it is less clear to me that one would necessarily want to purge demand-side influences from learning estimation, as asserted in the price-as-an-outcome issue discussed above. Is there a fundamental difference between that point and the Laitner and Sanstad (2004) analysis?</td>
<td>We re-categorized the Laitner and Sanstad article to group of articles receiving a cursory review. Because the article deals with learning in general, we do not feature the article in Appendix C. The article does not explain how demand-side learning reduces costs. However, we would argue that our decision to discount articles that use price as an outcome variable is still valid. If Syverson’s guess is accurate, price may be viable as an outcome variable if one could control for things such as firm strategy and market conditions. However, data related to a firm’s strategy would likely not be available and therefore, it would be difficult to parse out the relationship between price and learning on the demand or supply side.</td>
</tr>
</tbody>
</table>
Literature Review – Application of the Learning Curve (Previously Section 4.6)

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>Lieberman</td>
<td>The studies summarized in the section are quite diverse. Nevertheless, it seems appropriate to have a concluding section to consider these studies. It is striking that Nykvist and Nilsson’s (2015) survey found learning rates for production of automotive Li-ion battery packs to be substantially smaller than the 84.3% progress ratio that the EPA report proposes for cost forecasting in the mobile source sector. It would be informative to consider possible sources of this large discrepancy in learning rates between Li-ion battery manufacturing and transportation equipment final assembly.</td>
<td>We agree that Nykvist and Nilsson estimated a learning curve rate of 9% for the Li-ion battery industry generally and 6% for the market-leading manufacturers. However, we disagree that this is evidence of a large discrepancy in learning rates between Li-ion battery manufacturing and transportation equipment final assembly. The authors note that those learning rates are estimated using data from 2007 to 2014. However, they also note that while industry-wide average costs declined by about 14% annually from 2007 to 2014, costs are expected to decline 8% annually in the future (“Hence, we believe that the 8% annual cost decline for market-leading actors is more likely to represent the probable future cost improvement for Li-ion battery packs in BEV.”). When this projected cost decrease is taken into account, the results are not dissimilar to the 84.3% progress ratio estimated in this report. Specifically, in early years, the classic progress ratio-based cost reductions reflected in the 84.3% progress ratio result in more rapid cost declines, but those declines flatten out due to the logarithmic nature of the calculations. An 8% annual rate of cost reduction results in less rapid cost declines, but those declines remain at 8% per year going forward such that, after 11 years, costs are actually lower using the 8% annual rate of decline. As explained in Section 3.1 of this report, with respect to the form of the learning curve, the preponderance of studies support a logarithmic relationship over a linear relationship. This suggests that, while the two rates are similar in this case, the logarithmic relationship is more</td>
</tr>
</tbody>
</table>
appropriate for use in cost estimations. See attachment D1 to this appendix for the discussion of the Nykvist and Nilsson study that was included in EPA’s July 2016 Draft Technical Assessment Report.

### Typographic Errors and Other Minor Corrections

<table>
<thead>
<tr>
<th>#</th>
<th>Peer Reviewer</th>
<th>Peer Reviewer Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>Lieberman</td>
<td>In the title of Summary Table 1, “Progress Rations” should be Progress Ratios.”</td>
<td>Update to body of EPA Report (by EPA)</td>
</tr>
<tr>
<td>38</td>
<td>Lieberman</td>
<td>Summary and Background, page 3. In the middle paragraph, “for each doubling of production volume” should be “for each doubling of cumulative production volume.” In the sentence that follows, “it was assumed that production volumes would have doubled” should be “it was assumed that cumulative production volumes would have doubled”.</td>
<td>Update to body of EPA Report (by EPA)</td>
</tr>
<tr>
<td>39</td>
<td>Lieberman/Syverson</td>
<td>Page 19. “In error! Reference source not found” is a typographical error. From the context it appears to be a reference to Table 2.</td>
<td>We updated the link to “Table 2”.</td>
</tr>
<tr>
<td>40</td>
<td>Syverson</td>
<td>There is a missing closed parenthesis in the first sentence of EPA summary.</td>
<td>Update to body of EPA Report (by EPA)</td>
</tr>
<tr>
<td>41</td>
<td>Syverson</td>
<td>On page 49 in the appendix, the “review of the literature” progress ratio is cited as 83%, but the estimate given in the main body of the review is 84%.</td>
<td>We updated the calculations in Appendix A to 84% to be consistent with our recommendation.</td>
</tr>
<tr>
<td>42</td>
<td>Syverson</td>
<td>The Levitt, List, and Syverson study is cited as being published in both 2012 and 2013 in different locations.</td>
<td>We replaced the study’s publication dates with 2013.</td>
</tr>
<tr>
<td>43</td>
<td>Syverson</td>
<td>Also, on page 38, Levitt, List, and Syverson are described as studying the repair rate as an outcome variable rather than the defect rate.</td>
<td>This discussion was removed from the report. However, with the statement, “Levin’s results contrast with the findings of Levitt et al. (2013) who also examined quality learning curves and found that cumulative output was a better predictor of the outcome variable, the repair rate, than time,” we intended to convey that Levin used repair rate as the outcome variable—not Levitt et al.</td>
</tr>
</tbody>
</table>

The following is an excerpt from EPA’s July 2016 Draft Technical Assessment Report, which is provided in connection with a response to a peer reviewer’s comments regarding the estimated learning rates in an article by Nykvist and Nilsson (2015).
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historical average). The researchers also suggested that the primary difficulty imposed by such fluctuations would be felt by cell manufacturers in maintaining profit margins, rather than by vehicle manufacturers or consumers.

5.2.4.9 Evaluation of 2012 FRM Battery Cost Projections

In the 2012 FRM, the agencies adopted a bottom-up, bill-of-materials approach to projecting the future DMC of xEV batteries by using the ANL BatPaC battery cost model.137 As discussed in the Technical Support Document (TSD)136 accompanying the 2012 FRM, battery pack costs projected by this model were shown to compare favorably with cost projections provided by suppliers and OEMs that were interviewed during development of the rule. In the 2015 NAS report (Finding 4.4, p. 4-43), the committee found that "the battery cost estimates used by the agencies are broadly accurate," providing further support for the use of this model.

At the time of the FRM, few public sources were available to further validate these projections. Since that time, several sources have emerged that provide additional information on the evolution of battery costs since the FRM and potential future trends.

In 2015, a peer-reviewed journal article (Nykivist and Nilsson, 2015) appeared that provides a comprehensive review of over 80 public sources of battery cost projections for BEVs.142 Based on a statistical analysis of these estimates, it was shown that industry cost estimates for lithium-ion batteries for BEVs have declined 14 percent annually between 2007 and 2014, and that pack costs applicable to leading BEV manufacturers have followed a cost reduction curve of about 8 percent per year, with a learning rate of between 6 percent and 9 percent. The authors concluded that the battery costs experienced by market leading OEMs are significantly lower than previously predicted, and that battery costs may be expected to continue declining.

Figure 5.37 compares the full population of cost estimates reviewed by Nykvist and Nilsson to the battery pack cost projections of the 2012 FRM analysis. Because BatPaC does not produce cost estimates for multiple years, the 2012 FRM analysis applied a learning curve to generate costs for the years 2017 through 2025, with BatPaC output costs assigned to the year 2025. The learning-adjusted FRM costs shown in the figure include those for PHEV40, EV75, EV100 and EV150, which have relatively large capacities similar to those likely included in the review. The plot shows that the battery costs projected in the 2012 FRM fit well with the reviewed estimates, and lie on a similar cost reduction curve.
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![Cost per kWh (unadjusted $) vs Year graph](image)

Figure 5.37 Comparison of 2012 FRM Projected Battery Cost Per kWh to Estimates Reviewed by Nykvist & Nilsson

Cost estimates and projections are most useful when they can be validated by comparison to actual costs. Unfortunately, information about actual battery costs paid by manufacturers for production vehicles is rarely disclosed publicly. However, in October 2015, General Motors publicly commented on its battery costs for the Chevy Bolt EV, providing an opportunity to evaluate the FRM projections of BEV battery costs.

At the General Motors Global Business Conference on Oct. 1, General Motors described to an investor audience its current and projected cost per kWh (on a cell basis) for battery cells for the Chevy Bolt EV. Citing partnership with cell manufacturer LG Chem, Executive Vice President of Global Product Development Mark Reuss stated, “When we launch the Bolt, we will have a cost per kWh of $145, and eventually we will get our cost down to about $100. We believe we will have the lowest cell cost with much less capital and volume dependency.” An accompanying chart shows the $145 cost continuing to 2019, dropping to $120 per kWh in 2020 and to $100 per kWh in 2022.338,339

It is important to note that the costs described above are cell-level costs and not pack-level costs. To compare them to the pack-level costs projected by the agencies requires converting them to that basis using an appropriate methodology. Also, although the context of the announcement suggests that the costs are comparable to a direct manufacturing cost, their exact basis is unknown. Although these factors introduce some uncertainty in comparing the announced costs to the FRM projections, a qualified comparison is possible.

Several sources exist that suggest a cost conversion factor from cell-level costs to pack-level costs for lithium-ion batteries.340,341,342,343 These are summarized in Table 5.6. Most of these sources suggest a conversion factor of about 1.25 to 1.4 may be appropriate.

Table 5.6 also shows two estimates derived from the ANL BatPaC model for a liquid-cooled BEV-sized pack at a production volume of 50,000 to 100,000. Outputs from this model suggest...
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that the ratio of pack-level cost to cell-level cost for the pack format modeled by BatPaC may range from about 1.5 for a 16 kWh pack to about 1.3 for a 32 kWh pack, and continuing to decrease for larger pack capacities.

Table 5.6 Examples of Conversion Factors for Cell Costs to Pack Costs

<table>
<thead>
<tr>
<th>Source</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kalhammer et al.</td>
<td>1.24</td>
<td>1.4</td>
</tr>
<tr>
<td>Element Energy</td>
<td>1.6</td>
<td>1.85</td>
</tr>
<tr>
<td>Konekamp</td>
<td>1.29</td>
<td></td>
</tr>
<tr>
<td>USABC</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>Tatania/Lopez</td>
<td>1.26</td>
<td></td>
</tr>
<tr>
<td>Keller</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>BatPaC, 16 kWh</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>BatPaC, 32 kWh</td>
<td>1.3</td>
<td></td>
</tr>
</tbody>
</table>

On the basis of the BatPaC-derived ratios of 1.3 to 1.5, the 2015-2019 cell-level figure of $145 per kWh would translate to approximately $190 to $220 per kWh on a pack level. The future projections of $120 and $100 per cell kWh in 2020 and 2022 would translate to approximately $156-$180 per kWh and $130-$150 per kWh at the pack level, respectively.

On this pack-converted basis the GM cell costs agree well with the BatPaC cost projections that the 2012 FRM analysis applied to 2025. Table 5.7 summarizes the estimated pack-level equivalents of the cell costs disclosed by GM and compares them to the EV150 pack-level BatPaC output costs of the FRM analysis. The pack-converted GM projection for 2020, at $156-$180 per kWh, compares well to the FRM BatPaC output costs for EV150FF for 2025, which ranged from $160 to $175 per kWh (at 450,000 units annual volume). The pack-converted GM projection for 2022 at $130-$150 per kWh is significantly lower than the agencies' projection for 2025. This suggests that the 2012 FRM projections, at least for EV150, may have been quite conservative.

Table 5.7 Comparison of GM/LGChem Pack-Converted Cell Costs to FRM EV150 Pack Cost

<table>
<thead>
<tr>
<th>Source of Estimate</th>
<th>Year Applicable</th>
<th>Pack Cost/kWh (2015$)</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>EV150 in FRM</td>
<td>2025</td>
<td>$160</td>
<td>$175</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2020</td>
<td>$156</td>
<td>$180</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2022</td>
<td>$130</td>
<td>$150</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.38 compares the pack-converted GM costs to the year-by-year learning-adjusted costs used in the 2012 FRM for Small, Standard, and Large Car EV150. It can be seen that the

---

FB Cell cost = 620 Euros*16 modules = 9,920 Euros; pack cost = 12,800 Euros; 12,800/9,920 = 1.29.
CC USABC 2020 goals for advanced EV batteries cite a cost of $125/kWh at pack level and $100/kWh at cell level = 1.25.
DS For a 40 kWh pack, cell costs estimated at $258/kWh; pack-related costs at $2,626, or $66 per kWh; (258+66)/258 = 1.26.
EE Cites one goal of 21st Century Truck Partnership as "Cost of overall battery pack should not exceed cost of the cells by more than 20% by 2016" (slide 6).
FF The Chevy Bolt is anticipated to offer a 200-mile driving range, potentially comparable to the real-world 150-mile range of the EV150 that the agencies modeled in the FRM.
range of the pack-converted GM costs is lower than the costs predicted by the 2012 FRM analysis.

![Graph showing technology cost, effectiveness, and lead-time assessment.](image)

Figure 5.38 Comparison of Estimated GM/LG Pack-Level Costs to 2012 FRM Estimates for EV150

At the time of the FRM, the agencies' battery cost estimates appeared to be lower than costs being reported by many suppliers and OEMs at the time, and also lower than some independent estimates said to be applicable to the time frame of the rule. The agencies chose to place confidence in the peer-reviewed ANL BatPaC model due to its rigorous, bottom-up approach to battery pack costing, and the expertise of leading battery research scientists that contributed to its development. The comparisons described above suggest that this approach was effective and may in fact have been conservative not only with respect to characterizing the pace of reductions in battery cost that have taken place in the time since the FRM but also to projecting future costs for the 2020-2025 time frame. Up to and including the development of this Draft TAR analysis, the agencies have continued to invest significant resources into understanding developments and emerging trends in battery technologies so that these critically important projections of xEV battery cost may be as reliable as possible.

While other public examples of battery costs to manufacturers remain elusive, several suppliers and manufacturers have made battery-related product announcements since the FRM. Some of these include information suggestive of battery costs or pricing. Some manufacturers have published pricing for battery replacement parts or upgrades available to authorized service providers. Others have offered different options, such as battery size or purchase method, the relative pricing of which may suggest a relationship to battery cost. Finally, stand-alone non-automotive Li-ion battery packs are beginning to become available to end users and their pricing may be informative. While the agencies recognize that the pricing of these early-stage product offerings may be subsidized by their manufacturers for competitive and marketing reasons, these announcements may still be relevant to understanding the evolution of battery pack costs as these products increase their presence in the market.
Technology Cost, Effectiveness, and Lead-Time Assessment

In 2013-2014, Tesla Motors offered the Model S in two battery pack sizes, 60 kWh and 85 kWh, at retail prices of around $69,900 and $79,900, respectively. Assuming no content difference between the two versions, the retail price differential would suggest a battery cost of $10,000 / 25 kWh = $400/kWh. An alternate analysis presented by Nykvist et al. subtracts the estimated value of added content found in the 85 kWh version (Supercharger, premium tires, and associated markup), resulting in a net price difference of $8,500 or $340 per kWh.

In July 2014, Nissan announced the replacement cost of a 24-kWh battery for the Nissan Leaf at $5499 with core return, which amounts to about $229/kWh net. Although Nissan requires return of the original battery (core), a $1000 credit is then applied for the core, suggesting a full retail price of $6499, or $271/kWh. Later the same month, Nissan followed up by pointing out that the quoted price is in fact subsidized by Nissan, although they declined to report the amount of subsidy or the actual manufacturing cost. Nissan does not allow purchase of the battery except as a Leaf battery replacement.

In 2015, an independent vendor of OEM parts listed the 2011 Chevy Volt battery pack at $10,208 list price, discounted to $7,228, with no mention of core exchange. Assuming a 16 kWh capacity, these prices would value the battery at $638/kWh and $452/kWh, respectively. Although the product was listed and priced by the vendor, it was on restriction from ordering for reasons that remain unclear.

In January 2015, it was reported that the MSRP for a BMW i3 battery pack module was listed at $1,805.89, each module being 2.7 kWh (21.6 kWh total divided by 8 modules). This module price would equate to $669/kWh. A specific dealer was reported to be offering the module at a price of $1715.60, or $635/kWh.

In September 2015, Tesla announced the price for a range-increasing battery pack upgrade for the Tesla Roadster at $29,000, including installation and logistics. Tesla indicated that the quoted price is meant to be equal to Tesla's expected cost in providing the pack, and disclaimed any intention to make a profit. Tesla also indicated that the price per kWh is higher than for a Model S battery due to the low volume production expected for the Roadster upgrade pack (only approximately 2,500 Roadsters were produced). Tesla did not list the kWh capacity of the upgrade pack, but describes it as having approximately 40 percent more energy capacity than the original Roadster pack, which is commonly listed as 56 kWh. This suggests that Tesla's cost for low volume production of this pack is around $29,000/(56 *1.4) = $370 per kWh. In October 2015, Tesla further announced that the Roadster upgrade packs would be provided through a partnership with LG Chem. This suggests that the price of the pack may not reflect anticipated savings from the Panasonic-Tesla "Gigafactory" partnership.

In August 2013, the Smart ED was offered with a 17.6 kWh battery, with the option to either purchase the battery with the car, or lease it separately. The vehicle price was $5,010 lower without the battery when the battery was leased at a price of $80/mo. If the $5,010 differential was taken to represent the incremental cost of the battery, it would value the battery at $285/kWh. Of course, the present value of the lease payments would also contribute value to the transaction, and it is possible that marketing considerations could also be represented in the pricing.

In September 2015, Nissan announced pricing in the UK for the 2016 Nissan Leaf. In a press release from Nissan, equivalent versions of the Leaf having a 30 kWh pack instead of a 24 kWh
pack were priced at a difference of 1,600 British pounds. This would amount to approximately 267 British pounds per kWh, or U.S. $411 per kWh (assuming an exchange rate of 1.54 U.S. dollars per pound). It should be noted, however, that although the two versions of the pack appear to be designed to install into the same footprint and volume, any cost comparison is potentially complicated by differences in chemistry and construction of the two versions.357

In 2014, Tesla Motors began construction of a so-called "Gigafactory" in Nevada in partnership with Panasonic. This factory is commonly cited by Tesla as enabling a potential 30 percent reduction in battery pack costs from the levels Tesla currently pays. According to one analysis,358 Tesla's current cost is estimated at about $274 per kWh. A 30 percent reduction on that figure would bring costs to about $192 per kWh.

In April 2015, Tesla announced a home battery pack product called Powerwall, pricing a 7 kWh version at $3,000 ($428/kWh) and a 10 kWh version at $3,500 ($350/kWh). Although designed for stationary home use, the pack design bears similarities to automotive packs, being liquid-cooled and using similar chemistries. The 7 kWh version employs NMC chemistry similar to many production BEVs, while the 10 kWh version employs the NCA chemistry like the Tesla Model S. Tesla also announced a similar product called Powerpack for commercial use. Powerpack was said to be priced at $25,000 for 100 kWh capacity, or $250/kWh. These products are expected to take advantage of much of the cell output of the Gigafactory, suggesting that these products may be priced in anticipation of the cost reductions it is expected to achieve. Table 5.8 summarizes the estimated cost or pricing information derived from the foregoing examples.

<table>
<thead>
<tr>
<th>Source of Evidence</th>
<th>Year Applicable</th>
<th>High</th>
<th>Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tesla Model S 60 kWh vs 85 kWh comparison</td>
<td>2013-2014</td>
<td>$340</td>
<td>$400</td>
</tr>
<tr>
<td>Nissan 24 kWh replacement pricing</td>
<td>2015</td>
<td>$229</td>
<td>$271</td>
</tr>
<tr>
<td>Vendor pricing for 2011 Volt pack</td>
<td>2015</td>
<td>$432</td>
<td>$638</td>
</tr>
<tr>
<td>Dealer pricing for BMW i3 module</td>
<td>2015</td>
<td>$635</td>
<td>$669</td>
</tr>
<tr>
<td>Tesla Roadster upgrade pricing</td>
<td>2015</td>
<td>$370</td>
<td></td>
</tr>
<tr>
<td>Smart ED lease vs buy pricing</td>
<td>2013</td>
<td>$285</td>
<td></td>
</tr>
<tr>
<td>Nissan UK price differential 30 kWh vs 24 kWh</td>
<td>2015</td>
<td>$411</td>
<td></td>
</tr>
<tr>
<td>Tesla Lux Research estimate</td>
<td>2014</td>
<td>$274</td>
<td></td>
</tr>
<tr>
<td>Tesla Lux Research estimate modified by Gigafactory</td>
<td>2017</td>
<td>$192</td>
<td></td>
</tr>
<tr>
<td>Tesla Powerwall</td>
<td>2015-2016</td>
<td>$350</td>
<td>$428</td>
</tr>
<tr>
<td>Tesla Powerpack</td>
<td>2015-2016</td>
<td>$250</td>
<td></td>
</tr>
</tbody>
</table>

It is important to remember that the figures derived from these examples should be interpreted with caution. The agencies' cost projections represent direct manufacturing costs and not retail pricing. Also, as previously noted, retail pricing of these early-stage product offerings may be subsidized by their manufacturers and may reflect competitive and marketing considerations that further obscure their true manufacturing cost. Furthermore, some of the estimates are derived from full-product comparisons that may or may not accurately represent the battery portion of the comparison. It should also be noted that the examples presented here represent current pricing, while the FRM applies its BatPaC cost projections to the year 2025.
Technology Cost, Effectiveness, and Lead-Time Assessment

On the other hand, the existence of these examples shows that the industry has progressed considerably since the FRM, when such examples were almost entirely unknown. The identification and packaging of specific battery products for upgrade, replacement or standalone use is a significant development and suggests that the industry is continuing to gain in maturity and is growing along multiple paths. The establishment of MSRPs for many of these products also suggests that manufacturers are beginning to gain confidence in their understanding of the cost structure of battery products. The examples and estimates derived from this analysis, even if approximate, can serve to ground the various cost estimates and projections that have previously been the primary source of battery costing information (and will continue to play an important role going forward).

5.2.4.5 Fuel Cell Electric Vehicles
5.2.4.5.1 Introduction to FCEVs

Fuel Cell Electric Vehicles (FCEVs) are another potential technology option for implementing electrified drive to achieve zero tailpipe emissions, like the BEV technology presented in Section 5.2.4.3.5. Like BEVs, FCEVs use electricity to turn electric motors onboard the vehicle that provide the motive power for driving. However, unlike a BEV, the FCEV also produces this power onboard. It achieves this by harnessing the energy produced in an electrochemical reaction that combines hydrogen and oxygen to form water. This process occurs within the fuel cell itself, a device that shares a basic structure with batteries; namely, it consists primarily of an anode, a dividing electrolyte, and a cathode. Hydrogen from an onboard tank enters the fuel cell’s anode and is separated into its constituent electron and proton. The electron is directed to an external circuit, where it ultimately provides power to the electric motors driving the wheels. The proton is transferred across the fuel cell’s electrolyte membrane to the cathode, where it combines with oxygen from air entering the cathode and electrons returning from the external circuit to form water. Thus, the basic reaction in the fuel cell is $\text{H}_2 + \frac{1}{2}\text{O}_2 \rightarrow \text{H}_2\text{O}$, with usable electric power (and some amount of heat) produced in the process.

State and national policies have increasingly adopted the perspective that FCEV and BEV technologies will be complementary vehicle technologies that will likely both be needed in order to achieve long-term GHG reduction goals. Well-to-wheel GHG emissions for FCEVs and BEVs vary depending on the method of production for their various fuels (electricity for BEVs and hydrogen for FCEVs), but both technologies hold promise for significant reduction below current and projected future ICE vehicle GHG emission rates (see Chapter 9, Infrastructure Assessment for a more complete presentation of GHG emissions from hydrogen production). Hydrogen energy storage, the conversion of electrical energy into hydrogen gas through the process of electrolysis, has recently gained significant attention for its potential to enable increased renewable penetration in the electric grid, thus potentially playing a significant role in decarbonizing multiple industries in the full US energy system. Although there is potential for FCEVs to play a significant role in reducing GHG emissions, the technology is still relatively new (the first mass-produced vehicles entered the market in 2014) and costs have historically been higher than other options. For this reason, FCEVs were not included in the projections of the future vehicle fleet in the 2012 FRM.

The 2010 Technical Assessment Report (TAR) covered developments and state-of-the-art technology for the FCEV at the time. Since then, researchers and developers in government, academia, and industry have continued to advance the technology’s performance capability and
Appendix E. Peer Review Report
Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources
Peer Review Report

May 2016

Prepared for

U.S. Environmental Protection Agency
Office of Transportation and Air Quality
Office of Air and Radiation (US EPA OAR/OTAQ)
2000 Traverwood Dr.
Ann Arbor, MI 48105

Prepared by

RTI International
3040 E. Cornwallis Road
Research Triangle Park, NC 27709
## CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction ................................................................................................................... 1-1</td>
</tr>
<tr>
<td>2</td>
<td>Peer Review Process ..................................................................................................... 2-1</td>
</tr>
<tr>
<td>3</td>
<td>Summary of Findings .................................................................................................... 3-1</td>
</tr>
<tr>
<td></td>
<td>3.1 Overview of the Peer Reviewer Comments ......................................................... 3-1</td>
</tr>
<tr>
<td></td>
<td>3.2 Clarity of the Presentation ................................................................................... 3-2</td>
</tr>
<tr>
<td></td>
<td>3.3 Overall Approach and Methodology ....................................................................... 3-2</td>
</tr>
<tr>
<td></td>
<td>3.4 Appropriateness of the Studies Included and Other Inputs ................................. 3-3</td>
</tr>
<tr>
<td></td>
<td>3.5 Data Analyses Conducted .................................................................................... 3-3</td>
</tr>
<tr>
<td></td>
<td>3.6 Appropriateness of the Conclusions .................................................................... 3-4</td>
</tr>
<tr>
<td>References</td>
<td>................................................................................................................................. R-1</td>
</tr>
</tbody>
</table>

### Appendixes

<table>
<thead>
<tr>
<th>Appendix</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Conflict of Interest Analysis and Bias Questionnaire ........................................... A-1</td>
</tr>
<tr>
<td>B</td>
<td>Peer Reviewer Resumes .............................................................................................. B-1</td>
</tr>
<tr>
<td>C</td>
<td>Peer Review Panel Charge ........................................................................................ C-1</td>
</tr>
<tr>
<td>D</td>
<td>Peer Reviewer Questions and Answers on the Charge ............................................... D-1</td>
</tr>
<tr>
<td>E</td>
<td>Peer Reviewer Reports .............................................................................................. E-1</td>
</tr>
</tbody>
</table>
SECTION 1
INTRODUCTION

The Office of Transportation and Air Quality (OTAQ) within the U.S. Environmental Protection Agency (EPA) has requested a peer review of “Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources” developed for EPA by ICF International. The purpose of the study is to develop a single compendium study on industrial learning in general and the mobile source sector specifically that the Agency can use as the basis for accounting for learning effects in the cost analyses developed for regulatory and other actions. The study provides an assessment of manufacturing learning through analysis of published studies and literature and, using that information, estimates a progress ratio (learning rate) for the mobile source sector.

RTI International (RTI), an independent contractor, was contracted by OTAQ to facilitate a peer review of the study. The peer review was carried out based on the EPA Science Policy Council Peer Review Handbook, 4th Edition (U.S. EPA, 2015; henceforth referred to as the Peer Review Handbook). The peer review was conducted to ensure that the learning study can be considered a definitive, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically. Three recognized experts in learning effects were engaged to review the learning study and provide feedback on: (1) clarity of the presentation, (2) overall approach and methodology, (3) appropriateness of the studies included and other inputs, (4) data analyses conducted, and (5) appropriateness of the conclusions.

This report includes a description of the peer review process, a summary of the peer review reports, and the individual peer reviewer reports. In addition, all materials provided to the peer reviewers to support the review, such as the panel charge and the technical work product, as well as peer reviewer resumes and a conflict-of-interest (COI) disclosure form, are provided in the appendices.
In December 2015, EPA’s OTAQ requested that RTI facilitate a peer review of the report *Cost Reduction through Learning in Manufacturing Industries and In the Manufacture of Mobile Sources*. RTI managed the peer review independently and according to guidelines set forth in EPA’s Peer Review Handbook (U.S. EPA, 2015). RTI initiated the process of identifying and selecting three peer reviewers in January 2016 and completed the peer review process in April 2016.

To identify qualified candidates for consideration, RTI identified 12 candidates based on recommendations from EPA; a literature review; and an online resources investigation. Qualified candidates were those with knowledge of learning effects and expertise in mobile sources and manufacturing sectors. Per instructions from EPA, RTI aimed to select three reviewers from the candidate pool based on all of the following criteria:

- Their expertise, knowledge, and experience;
- Their adherence to the COI guidance in the EPA’s Peer Review Handbook (U.S., EPA, 2015); and,
- The diversity of their relevant scientific and technical perspectives.

Three candidates were highlighted based on recommendations from subject matter experts and those with relevant expertise. RTI contacted these candidates to ascertain their availability and potential COI. Each candidate completed a COI disclosure form to identify any and all real or perceived COI or bias, including funding sources, employment, public statements, and other areas of potential conflict, in accordance with EPA’s Peer Review Handbook (U.S. EPA, 2015). A template of the COI disclosure form completed by the candidates is included in Appendix A. RTI staff supporting the peer review also underwent a COI investigation to corroborate the independence and a lack of bias across all components of the peer review.

Based on the candidates’ availability and qualifications, the information provided in the completed COI disclosure forms, and an independent COI investigation conducted by RTI staff, RTI selected the following three candidates:
Marvin Lieberman, Ph.D., University of California, Los Angeles (UCLA) Anderson School of Management

Natarajan Balasubramanian, Ph.D., Whitman School of Management, Syracuse University

Chad Syverson, Ph.D., University of Chicago Booth School of Business.

All three selected peer reviewers reported no COI on the disclosure form and were identified to be in compliance with EPA’s Peer Review Handbook (U.S. EPA, 2015). EPA reviewed and approved the list of candidates selected by RTI as appropriate choices from the candidate pool. Copies of the selected candidate resumes are included in Appendix B of this report.

RTI provided the peer reviewers with the following materials to guide the evaluations:

■ EPA-developed Peer Review Charge (see Appendix C)

■ Technical Work Product Cost Reduction through Learning In Manufacturing Industries and In the Manufacture of Mobile Sources (hereafter referred to as the EPA Report)

The peer reviewers met with EPA once by conference call in March 2016 to give peer reviewers the opportunity to ask questions about the context of the study. Peer reviewer questions and answers regarding the charge are included in Appendix D.

RTI received the review reports and cover letters that stated the reviewer’s name, the name and address of the reviewer’s organization, the documents that were received and reviewed by the reviewer, and a statement of any real or perceived COI from each of the reviewers, and forwarded the reports to EPA by the requested dates. The review reports included the responses to the charge questions and any additional comments or recommendations. The cover letters and the review reports are included in Appendix E of this report.

Peer reviewers were provided with an honorarium of $4000 to compensate for their effort. The following sections provide the findings of the peer review.
SECTION 3
SUMMARY OF FINDINGS

This section provides a summary of the comments received from the three reviewers: Marvin Lieberman (UCLA), Natarajan Balasubramanian (Syracuse University), and Chad Syverson (University of Chicago). The charge directed peer reviewers to evaluate the EPA Report using the following five criteria: (1) clarity of the presentation, (2) overall approach and methodology, (3) appropriateness of the studies included and other inputs, (4) data analyses conducted, and (5) appropriateness of the conclusions. The remaining summary of comments have been organized into sections according to these criteria, and other comments have been included as the final section. Please see Appendix E for the complete reports from each peer reviewer.

3.1 Overview of the Peer Reviewer Comments

Overall, the reviewers found the EPA Report to be well-executed, with a reasonable approach, inputs, and conclusions. Comments received on the overall report include the following:

- “The overall conclusion that learning-by-doing occurs in the mobile source sector is well-founded and largely indisputable” (Dr. Balasubramanian)

- “On balance, the study is a very fine review of the literature on learning by doing in general, but especially with regard to its manifestation in manufacturing operations during the past few decades….The report does achieve the intended goal of being a definitive, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically” (Dr. Syverson)

- “I find the report to be comprehensive, and I believe it does a good job of characterizing the rates of learning typically found in transportation equipment manufacturing plants” (Dr. Lieberman).

Dr. Lieberman added that “Dr. Linda Argote of Carnegie Mellon University, the Subject Matter Expert for the report, is widely regarded as the world expert on industrial learning curves, having published numerous research studies in this topic area and a major book.”

Reviewer comments included technical suggestions, such as recommendations to improve methods transparency, as well as requests for clarification, three additional studies for consideration, and a few clerical edits.
3.2 Clarity of the Presentation

The reviewers felt the overall presentation and organization of the report was generally clear and easy to follow. Comments provided from the reviewers to further improve clarity included the following:

- Dr. Balasubramanian recommended that the report explicitly state the objectives of the report and elaborate the summary of the literature review. In addition, Dr. Balasubramanian suggested replacing the term “best estimate” to avoid confusion with the econometric definition.

- Dr. Syverson requested additional context around the Laitner and Sanstad (2004) analysis and how it might influence supply-side learning.

- Dr. Lieberman recommended that the organizational knowledge discussed in Section 9 would better inform the reader at an earlier location in the report. He also noted an inconsistency among the reported temporal basis of the depreciation rates in Section 4.4 as a source of confusion.

3.3 Overall Approach and Methodology

Comments regarding the approach and methodology were generally positive; however, additional clarification was recommended regarding the approaches and assumptions made in the report. All reviewers provided comments on the method of estimating the progress ratios and suggested that the report clarify the standard error calculation methods. Drs. Lieberman and Balasubramanian discussed various methods that might be used to compute the progress ratio and variations that may occur across industries, but stated that the estimated ratio is justified and reasonable.

Dr. Balasubramanian recommended a more detailed summary of the literature review to accompany the table in Section 3.3 of the report. Dr. Balasubramanian also suggested a detailed discussion about the report’s use of cumulative output as a predictor and the variation and uncertainty associated with learning-by-doing, including the potential effect of other factors. Furthermore, the peer reviewer recommended greater context regarding the five highlighted studies in the discussion of the weighted-average progress ratio to improve the transparency of the approach. Additionally, Dr. Balasubramanian stated that the overview of the report endeavors to provide an analysis of the learning effect by industry but ultimately provides one estimate for the entire sector. He suggested that using the means of the subgroups rather than the mean of the group as a whole may be useful if and when estimates become available.

Dr. Lieberman suggested that the average value is useful for forecasting purposes, but cautioned against any implication that the estimated progress ratio is a precise and universal
standard due to variation across products, plants, and processes in the sector. Dr. Lieberman also suggested that the report recognize the emphasis on cumulative output as a predictor.

Dr. Syverson stated that the consistency across progress ratio estimates is striking, but differences across industry and outcome measures cannot be ruled out with only five studies. The reviewer recommended further study and discussion where possible. Additionally, Dr. Syverson recommended further inquiry into the net versus gross rate of learning and depreciation to help determine whether there is variation in when and how to apply a learning effect.

3.4 Appropriateness of the Studies Included and Other Inputs

All three peer reviewers stated that the literature review is comprehensive. Each peer reviewer identified an additional paper or article that may add insight to the literature review provided in the report, but the peer reviewers stated that their exclusion would not detract from the findings of the report. The studies recommended for consideration are: Hendel and Spiegel (*American Economic Journal: Applied Economics*, January 2014), Balasubramanian and Lieberman (*The Journal of Industrial Economics*, 2011) and Haunschild and Rhee (*Management Science*, November 2004).

3.5 Data Analyses Conducted

All three peer reviewers found data analyses reasonable and appropriate for the objectives of the study. Dr. Lieberman stated that the report surveyed “a substantial amount of literature” and that it characterizes the literature well. Similarly, Dr. Syverson commented that the report “does an excellent job of sorting through the large research literature to focus on studies that are most germane to its mission.”

Reviewers posed a few comments on the elements considered within the studies and across the sector. For example, Dr. Lieberman stated that the studies are not based on the total costs of production; therefore, forecasts will need to consider cost reduction of parts. He recommended further information of the nature of the studies’ cost analysis would be helpful to improve the transparency of the approach proposed in the report. Dr. Lieberman also suggested that the report highlight the difficulties of incorporating learning and economies of scale as separate elements, and discuss the slope of the learning curve.

Dr. Balasubramanian requested clarification as to whether all five studies used econometric techniques to causally estimate the effect of learning-by-doing. He recommended that the report “characterize the estimated weighted-average progress ratio as the association between unit costs and cumulative output, rather than as the effect of learning on costs.”
Furthermore, the reviewer also noted that it is not clear that all studies used the same method to compute standard error.

Finally, Dr. Syverson stated that the report should clarify the discussion on shipment inventory.

3.6 Appropriateness of the Conclusions

The peer reviewers unanimously support the conclusions reached in the study. Dr. Syverson specifically commented on the study’s interpretation that heterogeneity in learning rates may be large within and across organizations and industries, and concurred that it is a critical aspect to highlight. Dr. Lieberman listed several strengths of the report, and stated that it “is likely to be helpful in providing a basis for incorporating forecasts of learning into EPA and other government rulemaking.” Dr. Balasubramanian remarked that the conclusion is “well-founded and largely indisputable.”

It should be noted that while Dr. Lieberman suggested that, with respect to the estimated progress ratio, a more conservative approach would be to use the smallest learning rate of the sample of five studies (87%), he also agreed that because the five studies used to estimate the mobile source progress ratio are in the same range, “[d]epending on the purpose at hand, one could justify using 84.3% or 87%, in my opinion.”
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Instructions:
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APPENDIX C

PEER REVIEW PANEL CHARGE

SUBJECT: Charge questions for Peer Review of “Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources”

Thank you for agreeing to review the enclosed report, “Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources.”

EPA undertook this study to improve our cost estimates for our mobile source rulemakings and, specifically, to provide clarity about the effects of industrial learning. We are submitting this document to you for a peer review of the methodology, and the validity and assumptions that go into it.

EPA has provided direction and charge questions for this review and these are included below. A teleconference call will also be arranged so that EPA can respond to questions from individual reviewers on the material that was provided for review. The completed review reports are to be furnished to RTI by April 15, 2016.

Elements to be addressed in the Charge to the Reviewers of the Report on “Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources”

The study is intended to be a definitive, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically. It consists of a literature review of studies of learning in mobile source industries, most notably the automotive industry (both original equipment manufacturers and tier 1 suppliers); identifies and summarizes empirical estimates of learning from those studies; develops a methodology to estimate the impacts of learning in the mobile source sectors using the quantitative estimates obtained from the literature review; and develops a best estimate for learning in the mobile source sector.

We request that your review primarily focus on: (1) clarity of the presentation, (2) the overall approach and methodology, (3) appropriateness of the studies included and other inputs, (4) the data analyses conducted, and (5) appropriateness of the conclusions. For this review, no independent data analysis is required, nor is it required that you duplicate the results. In your comments, you should distinguish between recommendations for clearly defined improvements that can be readily made based on data reasonably available to EPA, versus improvements that are more exploratory or dependent on data not available to EPA. The comments should be sufficiently detailed to allow a thorough understanding by EPA or other parties familiar with the work.

Your comments should be provided as an enclosure to a cover letter that clearly states your name, the name and address of your organization, what material was reviewed, a summary of your expertise and qualifications, and a statement that you have no real or perceived conflicts of interest. Please also enclose an email with your comments in MS Word, or a format that can be imported into MS Word. The comments should be sent in care of Jennifer Richkus to the Email: jrichkus@rti.org.
EPA will make the report and your comments available to the public, and we may submit the report and your comments to public dockets that support future rulemakings and studies. We would appreciate you not providing the peer review materials or your comments to anyone else until EPA makes them public. We would also like to receive the results of this review in the shortest time frame possible, preferably within six weeks of your receipt of this request. If you have any questions about what is required in order to complete this review, or if you find you need additional background material, please contact RTI contact by phone (202-974-7831) or e-mail [jrichkus@rti.org]. If you have any questions about the EPA peer review process itself, please direct them to Ms. Ruth Schenk of EPA by phone (734-214-4017) or e-mail [schenk.ruth@epa.gov]

We estimated 40 hours of review time for this peer review. In your cover letter please indicate the number of hours spent on the review; spending fewer or more hours than our estimate will not affect the fee paid for this work, but will help us improve our future budget estimates.
APPENDIX D

PEER REVIEWER QUESTIONS AND ANSWERS ON THE CHARGE

Q. Please provide formal definitions for mobile sources and the mobile source industry.
A. “Mobile sources” include cars and light trucks, heavy trucks and buses, nonroad engines, equipment, and vehicles. More specifically:
   • On-road vehicles and engines
     o Cars & Light Trucks
     o Heavy Trucks, Buses & Engines
     o Motorcycles
   • Nonroad engines, equipment and vehicles
     o Aircraft
     o Diesel boats and ships
     o Gasoline boats & personal watercraft
     o Nonroad diesel equipment (including excavators and other construction equipment, farm tractors and other agricultural equipment, heavy forklifts, airport ground service equipment, and utility equipment such as generators, pumps, and compressors)
     o Nonroad gasoline equipment (forklifts, generators & compressors)
     o Small gasoline equipment (lawn & garden)
     o Locomotives
     o Snowmobiles, dirt bikes & ATVs

For purposes of the report, EPA defined “mobile source industry” as original equipment auto makers, parts suppliers to those auto makers, loose engine manufacturers, large truck manufacturers, and nonroad equipment manufacturers.

Q. Is the intended task to review the report in the context of its applicability to rulemaking by the EPA?
A. The peer review is intended to review the reasonableness and the comprehensiveness provided by the report, however EPA has asked that peer reviewers look critically at Section 3.4 and comment on whether the recommendations are reasonable given the information provided in the report.
APPENDIX E
PEER REVIEWER REPORTS
April 14, 2016

To,

Jennifer Richkus
Research Environmental Scientist
RTI International

Sub: Review of “Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources”

Dear Jennifer:

Please find attached my review of the above-mentioned document. I provide the other required details below.

Materials Reviewed: The review was based on the following materials received via email on March 2, 2016: (i) “Cost Reduction through Learning In Manufacturing Industries and In the Manufacture of Mobile Sources” (ii) Charge Letter. Please refer to the section “Scope of the Review” in my review report for further details.

Summary of Related Expertise and Qualifications: I have a PhD in Management from the Anderson School at the University of California, Los Angeles. My dissertation was on the topic of learning-by-doing, and examined learning-by-doing and its competitive implications in the manufacturing sector. Based on this work, I have published three peer-reviewed articles in the following journals: Strategic Management Journal, Management Science and Journal of Industrial Economics. I have also reviewed manuscripts on this topic for leading journals in the field of management.

Statement Regarding Conflict of Interest: I do not have any real or perceived conflict of interest with respect to the document I reviewed. I was not involved in writing that document nor have I made any public statements about it.

Estimated Hours of Work: ~30 hours

Disclaimer: The opinions, comments and statements made in this review are my own and do not reflect my employer’s views.

Sincerely,

Natarajan Balasubramanian, PhD
Associate Professor of Management
Whitman School of Management, Syracuse University
721 University Ave Rm 522
Syracuse, NY, 13244
Review of “Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources”

Natarajan Balasubramanian, Ph.D.

April 14, 2016
SCAPE OF THE REVIEW

This review was completed in response to a review request by RTI International made via email on Feb 9, 2016. The materials for review, a report titled “Cost Reduction through Learning In Manufacturing Industries and In the Manufacture of Mobile Sources” (‘the Report’) by the United States Environmental Protection Agency, numbered EPA-420-R-16-XXX and the Charge Letter were received on March 2, 2016 via email. The aforementioned report contains within it, a study (‘the ICF Report’), dated Sep 15, 2015, prepared by ICF International.

The scope of this review was based on the Charge Letter and additional responses to questions asked by reviewers via email and during a conference call on March 23, 2016 with personnel from RTI International and the United States Environmental Protection Agency (‘EPA’). In line with these instructions, this review focuses on the following aspects, specifically with respect to the stated objectives of the Report:

1) Reasonableness and comprehensiveness
2) Clarity of the presentation including the organization
3) Suitability of the overall approach and methodology, and the data analyses conducted
4) Appropriateness of the studies included and other inputs, and the
5) Appropriateness of the conclusions and in particular, the recommendations made in Section 3.4 of the ICF Report.

No independent data analysis was conducted. Further, no attempt was made to duplicate the results stated in the Report. The review was based only on the material provided in the Report. Unless stated otherwise, no external material including any original books and articles summarized in the Report was used during the review process. Hence, this review cannot comment on the accuracy of those original books and articles. In accordance with the instructions, the Report was not reviewed in the context of its applicability to rulemaking by the EPA.

STATED OBJECTIVES OF THE REPORT

The Report appears to have four stated objectives.

Objective 1: To be “a definitive, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically” (Charge Letter and Section 2 of the ICF Report).

Objective 2: “[T]he goal of this work assignment is to develop a single compendium study on industrial learning in the mobile source sector that can be relied on as the basis for this effect (italics added) in future cost analyses.” (Section 1 of the ICF Report) “This effect” is explained further in “[w]hile there is little doubt that this learning effect occurs, the learning estimates used by OTAQ [Office of Transportation and Air Quality] in its cost analyses are based on
somewhat dated studies that are not specific to the mobile source sector.” (Section 1 of the ICF Report)

**Objective 3:** “[T]o determine the best estimate of the effect of learning on costs in mobile source industries.” (Section of the ICF Report)

**Objective 4:** “[T]o develop a reliable estimate of the effect of cumulative output” (Section 3.3 of the ICF Report)

**SUMMARY OF THE REPORT**

The Report contains two sections: summary and background and ICF Report. There is also a placeholder for an Appendix with peer review comments. The summary and background summarizes the findings of the ICF Report and provides a background about the EPA’s need for the ICF Report.

The ICF Report reviews 53 studies on learning-by-doing, of which 20 are reviewed in detail. Subsequent to a description of how the subject matter expert and the relevant studies were chosen (Section 2), the ICF Report briefly discusses the concepts of learning curves and progress ratios (Sections 3.1-3.2) and summarizes the literature review (Table 1).

Section 3.4 presents an estimate of the average progress ratio for the mobile source sector (84.3% with a 95% CI: 83.9%-84.8%). This average is computed as the weighted average progress ratio from regression estimates of unit costs on cumulative output based on 5 studies in the mobile source sector. The inverse of the variance in the study is assigned as the weight.

It is well known that the rate of learning-by-doing varies across organizations and contexts. Section 4 discusses some aspects of such variation based on the literature review: (a) sources of such variation (b) depreciation of knowledge accumulated from learning-by-doing (c) the location of organizational knowledge (d) extensions of the conventional learning curves. This section also presents some examples of how learning curves have been applied.

Appendix A presents two methods for forecasting the change in unit costs due to learning-by-doing and Appendix B provides a summary of the reviewed articles.

**REVIEW COMMENTS AND RECOMMENDATIONS**

Unless otherwise stated, the recommendations can be readily made based on data reasonably available to the EPA.

**Presentation and Organization**

1. The overall presentation and organization of the Report is generally clear. However, there are some specific areas that require greater clarity. These are described below.
2. The Report and ICF Report appear to have multiple objectives that are stated in several places. In addition, there is at least one aspect that is provided in the Report but not mentioned as an objective (methods of forecasting in Appendix A). So, I recommend a short subsection somewhere that explicitly states the objective(s) in one location. In addition, I recommend that the document refer to these objectives consistently throughout the document. For instance, Objectives 3 and 4 above are similar but it is not clear what the difference between a “reliable” and a “best” estimate is. It may be more appropriate to choose one of them, and use that consistently. Also, note that the term “best estimate” has a generally accepted econometric definition as the estimate with the lowest variance among a set of estimates. Hence, it may be prudent to avoid using that term or clarify its meaning as used in this Report.

3. The two paragraphs beginning “Learning is a major source of....” (p.11-12 of the ICF Report) do not directly relate to “what are progress ratios” and appear out of place in that subsection. I recommend that they be moved to the next subsection on “Summary of Literature Review”. Also see point 4 below.

4. The Report and the ICF Report do not seem to provide a clear summary of the literature review. The summary in the “Summary and Background” section of the Report focuses almost entirely on the estimation of the average progress ratio, which is only a small part of the review. The summary in the ICF Report (Section 3.3) is only a table with no additional explanation. I recommend that a more descriptive summary of the literature review be included. Among others, I suggest that the summary highlight the variation observed in the rates of learning-by-doing (currently discussed in Section 4 of the ICF Report). Also see point 14 below.

5. Section 1 of the ICF Report (paragraph 4) states “It will also summarize empirical estimates of the learning effect separately for each of the specific mobile source industries (e.g., original equipment auto makers, parts suppliers to those auto makers, loose engine manufacturers, large truck manufacturers, and nonroad equipment manufacturers) for which studies are found that address those specific sectors.” This break-down by industry is not provided in the Report. The Report provides only one estimate for the entire sector. Hence, this statement should be corrected or placed in a different context (e.g., the original intent of the study was to summarize empirical estimates separately...). Also see point 15.

6. There is a minor typographical error on p.19 (ICF Report) at the beginning of the second paragraph.

Review Approach, Comprehensiveness and Appropriateness of Studies Included

7. The overall approach to the review—identifying studies of learning-by-doing in the mobile source sector, reviewing them for relevance to the goals of the study and identifying a
shorter list of relevant studies for more detailed review—appears reasonable. The list of topics included in the review and the coverage of those topics appear broadly reasonable.

8. The set of articles related to progress ratio estimation in the mobile source sector and included for review appears to be reasonably comprehensive. A search for articles on learning-by-doing in the mobile source sector on Google Scholar did not yield any new substantively-contributory articles on this subject. A possible, but not necessary, addition is Balasubramanian and Lieberman, 2011. The article itself is not relevant but the Online Appendix to this article contains estimates of new-plant learning-by-doing using different methods for several industries, at a more fine-grained level (at the SIC-4 level) than Balasubramanian and Lieberman, 2010. I attach the relevant portions of this article, with learning rates translated into progress ratios, as Appendix I.

9. Based on a broader search of articles on learning-by-doing, an article (Haunschild and Rhee, 2004) may potentially add some insights in Section 4.1, but not including it will not detract substantively from the findings of the Report. I have included the abstract in Appendix II.

**Methodology and Conclusions Related to Estimation of Average Progress Ratio**

10. The overall conclusion that learning-by-doing occurs in the mobile source sector is well-founded and largely indisputable.

11. The methodology for estimating the weighted-average progress ratio from 5 studies is broadly reasonable. In particular, the following executive decisions related to estimating the average progress ratio appear reasonable given the objectives of the Report:
   a. Focusing only on studies that examine unit costs and excluding studies that use other measures of performance
   b. Excluding studies of learning-by-doing in shipbuilding during the Second World War due to the uniqueness of the context

12. The Report uses a “fixed-effects” model to combine estimates from different studies (the weight is the inverse of the variance). However, it is not clear that all studies used the same method to computing standard errors. For instance, some studies may have computed heteroscedasticity-robust or clustered standard errors, which would typically be larger than studies that assume homoscedasticity. If that is indeed the case, taking a simple inverse would not be accurate, and presenting one or more alternative estimates in addition to this “fixed effects” estimate (e.g., a simple average) may provide a more complete picture. An additional rule can be applied if one of these estimates has to be chosen (e.g., the most conservative).

13. The methodology for estimating the standard error of the average progress ratio is not explicit in the Report. A sentence or two describing this should be added in Section 3.4.

14. Though the estimate of the weighted-average progress ratio is broadly reasonable, the discussion about the uncertainty associated with learning-by-doing is quite sparse. Such a
discussion is important for a full understanding of the weighted-average progress ratio. The standard error of the weighted-average progress ratio is likely to be small, as currently stated in the Report. However, that small standard error does not reflect the true variation in the progress ratios across organizations and contexts, which is likely to be significantly larger. Also, some important aspects of the studies need highlighting to provide readers a better understanding of their context (which could be possibly different from today’s context or other contexts in the mobile source sector). Hence, providing a prominent contextual discussion in the Summary and Background section of the Report and in Section 3.4 of the ICF Report covering the following aspects is recommended:

a. There is significant variation and uncertainty in the rates of learning-by-doing depending on many factors, and that learning-by-doing is not automatic as discussed in Section 4 of the ICF Report

b. The specific empirical context of the 5 studies, viz. the production of a new car model, as well as the dates of these studies (where available).

These aspects are currently discussed in different places in the Report but it is important that a summarized version of these points be located close to discussions of the weighted-average progress ratio.

15. Section 2 of the ICF Report (p.4-5) provides two reasons for not providing a break-down of progress ratios by industry (see Appendix III for the list of industries in the mobile source sector). The first is the lack of studies in many of the individual industries and the second is the greater within-industry variation in rates of learning-by-doing as compared to inter-industry variation in those rates. Of these reasons, the first has merit. However, the second is not a valid reason for not providing a break-down by industry. It raises the question of why studies from outside the mobile source sector should not be used for estimating the “best” or “reliable” progress ratio for the mobile source sector. In my opinion, since there is significant variation across industries (albeit less than the within-industry variation) in the average progress ratios (e.g., see Appendix I to this review or Dutton & Thomas, 1984 cited in the Report), it is appropriate to consider using industry-specific estimates, if and when such estimates become available. In general, it will be more informative to use the means of two sub-groups than the mean of the group as a whole.

16. The Report aims to get a “best” or “reliable” estimate of the “effect” of learning-by-doing (or cumulative output) on costs. The term “effect” has a causal connotation. However, it is not clear that all five studies used econometric techniques to causally estimate the effect of learning-by-doing. If so, it may be more appropriate to characterize the estimated weighted-average progress ratio as the association between unit costs and cumulative output, rather than as the effect of learning on costs. This approach is also consistent with the decision to focus on models that include only cumulative output as a predictor instead of using a more
complete model that includes other factors. This decision implies that the effect of other factors is not isolated from the effect of cumulative output, when estimating the weighted-average progress ratio.

Methodology Related to Forecasting the Impact of Learning

17. Point 16 above also relates to the discussion in Appendix A. As discussed in the Report, cumulative output can be correlated with many other factors (e.g., economies of scale). Also, the estimated weighted-average progress ratio in Report uses models that include only cumulative output as a predictor. Hence, forecasting the impact of learning-by-doing alone based on that ratio is not possible in the absence of information on the other factors. However, this does not render the forecasting exercise provided in Appendix A meaningless. It still measures the likely change in unit costs due to a change in cumulative output, which could be due to learning-by-doing or due to other factors. Recognizing this assumption implicit in these methods is important, especially when applying these methods.
### APPENDIX I: PROGRESS RATIO ESTIMATES FROM BALASUBRAMANIAN AND LIEBERMAN, 2011

<table>
<thead>
<tr>
<th>SIC and Description</th>
<th>Estimate (Olley-Pakes Method)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3537 Industrial Trucks, Tractors, Trailers &amp; Stackers</td>
<td>85%</td>
</tr>
<tr>
<td>3711 Motor Vehicles &amp; Passenger Car Bodies</td>
<td>89%</td>
</tr>
<tr>
<td>3713 Truck &amp; Bus Bodies</td>
<td>82%</td>
</tr>
<tr>
<td>3714 Motor Vehicle Parts &amp; Accessories</td>
<td>81%</td>
</tr>
<tr>
<td>3715 Truck Trailers</td>
<td>89%</td>
</tr>
<tr>
<td>3716 Motor Homes</td>
<td>80%</td>
</tr>
<tr>
<td>3721 Aircraft</td>
<td>86%</td>
</tr>
<tr>
<td>3724 Aircraft Engines &amp; Engine Parts</td>
<td>81%</td>
</tr>
<tr>
<td>3728 Aircraft Parts &amp; Auxiliary Equipment, NEC</td>
<td>75%</td>
</tr>
<tr>
<td>3731 Ship Building &amp; Repairing</td>
<td>90%</td>
</tr>
<tr>
<td>3732 Boat Building &amp; Repairing</td>
<td>85%</td>
</tr>
<tr>
<td>3743 Railroad Equipment</td>
<td>84%</td>
</tr>
<tr>
<td>3751 Motorcycles, Bicycles &amp; Parts</td>
<td>74%</td>
</tr>
<tr>
<td>3792 Travel Trailers and Campers</td>
<td>91%</td>
</tr>
<tr>
<td>3799 Transportation Equipment, NEC</td>
<td>85%</td>
</tr>
</tbody>
</table>

APPENDIX II: POTENTIALLY USEFUL RECENT STUDIES OF LEARNING


What is the role of volition in organizational learning? Do firms learn better in response to internal procedures or external mandates? Existing literature provides conflicting answers to this question, with some theories suggesting that volition is important for learning because autonomy increases commitment and problem analyses, whereas external mandates tend to produce defensive reactions that are not coupled to the organization in any useful way. Yet, other theories suggest that mandate is important for learning because external pressures act as jolts that help overcome organizational inertia, resulting in deep exploration of problems to prevent future surprises. We investigate this issue in the context of automakers learning from voluntary versus involuntary product recalls. Using data on all recalls experienced by automakers that sold passenger cars in the United States during the 1966-1999 period, we follow the learning - curve tradition in investigating the effects of voluntary and involuntary recalls on subsequent recall rates. We find that voluntary recalls result in more learning than mandated recalls when learning is measured as a reduction in subsequent involuntary recalls. This effect is at least partly because of shallower learning processes that result from involuntary recalls. The results of this study suggest an important, yet understudied, determinant of the rate and effectiveness of learning - volition. The results also add to our knowledge of the different learning processes of generalist and specialist organizations.
APPENDIX III: DEFINITION OF MOBILE SOURCE MANUFACTURING SECTOR

It includes:

**On-road vehicles and engines**
- Cars & Light Trucks
- Heavy Trucks, Buses & Engines
- Motorcycles

**Nonroad engines, equipment and vehicles**
- Aircraft
- Diesel boats and ships
- Gasoline boats & personal watercraft
- Nonroad diesel equipment (including excavators and other construction equipment, farm tractors and other agricultural equipment, heavy forklifts, airport ground service equipment, and utility equipment such as generators, pumps, and compressors)
- Nonroad gasoline equipment (forklifts, generators & compressors)
- Small gasoline equipment (lawn & garden)
- Locomotives
- Snowmobiles, dirt bikes & ATVs
April 14, 2016

To Whom It May Concern:

I am a professor in the UCLA Anderson School of Management in Los Angeles, California. I was asked to review the report, "Cost Reduction through Learning In Manufacturing Industries and in the Manufacture of Mobile Sources," prepared for the U.S. Environmental Protection Agency. My comments on the report are attached to this letter.

My qualifications and expertise to review the EPA report are as follows. I have contributed to the literature on industrial learning curves and have followed that literature over many years. My PhD dissertation ("The Learning Curve, Pricing and Market Structure in the Chemical Processing Industries," Harvard University, 1982) focused on the nature and implications of learning in manufacturing industries. Two of my journal articles on industrial learning are described in the EPA report. In addition to my academic contributions in this area, I served as consultant to a number of companies in the chemical, energy and electronic sectors in the 1980s and 1990s, performing studies that used the learning curve concept to forecast manufacturing costs. I also served as subject matter expert to the RAND Corporation in preparing a report that surveyed the literature on learning curves in the energy sector (similar to the present report which focuses on the mobile source sector).

I have no real or perceived conflicts of interest in reviewing the EPA report. Other than the current review, I have not performed any consulting work relating to learning curves in more than 15 years. I have no connection to the EPA or to companies in the mobile source sector.

I spent a total of 27 hours to complete this task.

Sincerely yours,

Marvin Lieberman
Review of “Cost Reduction through Learning In Manufacturing Industries and in the Manufacture of Mobile Sources,” a report prepared for the Assessment and Standards Division, Office of Transportation and Air Quality, U.S. Environmental Protection Agency.

I have been asked to review this report for the EPA, with a focus on: 1) clarity of the presentation, 2) the overall approach and methodology, 3) appropriateness of the studies included and other inputs, 4) the data analyses conducted, and 5) appropriateness of the conclusions.

The EPA report “is intended to be a definitive, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically. It consists of a literature review of studies of learning in mobile source industries, most notably the automotive industry (both original equipment manufacturers and tier 1 suppliers); identifies and summarizes empirical estimates of learning from those studies; develops a methodology to estimate the impacts of learning in the mobile source sectors using the quantitative estimates obtained from the literature review; and develops a best estimate for learning in the mobile source sector.”

Thus, the report aims to provide “a single compendium study on industrial learning in the mobile source sector” (p. 1) which can serve as a source document for the EPA and other organizations. It is my understanding that beyond compiling evidence on the prevalence of the learning curve phenomenon across a range of mobile source manufacturing environments, a key objective is to identify a representative learning rate or “progress ratio” in the mobile source sector that could be incorporated into future cost analyses and rulemaking by the EPA.

I find the report to be comprehensive, and I believe it does a good job of characterizing the rates of learning typically found in transportation equipment manufacturing plants. Dr. Linda Argote of Carnegie Mellon University, the Subject Matter Expert for the report, is widely regarded as the world expert on industrial learning curves, having published numerous research studies in this topic area and a major book, Organizational Learning (now in second edition), which provides a critical summary and guide to findings in the literature. Compared with this book or any individual research study, the EPA report offers a more in-depth view of the literature on industrial learning that is most relevant to the mobile source sector. Overall, I find the report to be a well-executed document that is likely to be helpful in providing a basis for incorporating forecasts of learning into EPA and other government rulemaking.

Despite these strengths of the report, I believe it has a number of limitations that should be (more clearly) acknowledged. I also see several areas where improvements can be made in the document.
In my initial comments (points #1 through #4 below), I focus on the “summary” sections of the report, which are likely to be the most widely read material. (This summary material appears in two places: at the beginning of the initial “Summary and Background” section as well as pages 19 and 20 of the report.)

(1) While the report surveys a substantial amount of literature, the summary is based upon five representative studies of manufacturing assembly plants that were “used as the basis to estimate the progress ratio for the mobile source sector.” These five studies include one on the manufacture of commercial aircraft, three on the manufacture of trucks, and one on passenger cars. Averaging across these studies, the bottom line estimate from the report is that: “the recommended progress ratio is 84.3 percent, with a 95% confidence interval of 83.9 percent to 84.8 percent.”

I agree that the weighted average progress ratio across the five selected studies is 84.3 percent. Moreover, based on my experience and my reading of the broader literature on learning curves, this is not an unreasonable figure for manufacturing cost projections and forecasting in the mobile source sector (at least for plants of the type surveyed by the five studies - see points #2 and #3 below).

However, the claim that there is “a 95% confidence interval of 83.9 percent to 84.8 percent” is misleading, in my opinion. That statement of the confidence interval overstates the precision of the estimate. Let me explain.

The method used in the report to compute the confidence interval is appropriate if there were some underlying, universal rate of learning in the mobile source sector. In this case the individual studies provide independent estimates of this “true” rate of learning, with the specific values obtained by each study being subject to random error. As we add more studies, the errors wash out, and the mean of the estimates converges on the true universal value. Under these assumptions, it would be appropriate to use the standard errors of the individual studies to determine the precision of the mean in denoting the “true” rate of learning (as is done in the report to establish the “confidence interval”).

However, it seems very unlikely that there is a single, universal rate of learning in the mobile source sector. Even among the five studies included in the final sample, there is some evidence that the learning curve is steeper in aircraft and automobile manufacturing (both of which show progress ratios of 82% in the studies) than in truck manufacturing (which show progress ratios of 86% or 87%). Thus, the progress ratio does seem to show variation across products in the sector. Moreover, studies described elsewhere in the report make it clear that the rate of learning is subject to managerial influence. Such variation across manufacturing environments does not imply that it is inappropriate to use an average value (e.g., a progress ratio of 84.3%) for forecasting purposes. But it does mean that we should not regard the 84.3% progress ratio as some kind of precise and universal standard in the sector.
Rather than taking the (weighted) average value of 84.3% across the five studies, if one chose to be more conservative, a reasonable choice would be to use the smallest rate of learning in the sample, i.e., the progress ratio of 87%. In any case, the estimates from these five studies all lie in a fairly close range. Depending on the purpose at hand, one could justify using 84.3%, or 87%, in my opinion.

(2) All five of the plants that are studied in this sample are engaged in final assembly of transportation equipment (trucks, automobiles and airplanes). Thus, the progress ratio estimates are indicative of plants of this type, i.e., assembly plants for relatively complex mechanical products made on a production line. The estimates may not be suitable for plants producing other types of products or plants using other types of processes. For example, the article by Nykist and Nilsson (2015) cited on page 41, which surveyed dozens of studies on learning in the production of Li-ion battery packs, found a learning rate of only 9% for the overall industry and 6% for the leading manufacturers. (Presumably, these figures correspond to progress ratios of 91% and 94%.) This is a much lower learning rate than the 84.3% progress ratio observed on average across the five selected studies.

(3) A further deficiency in the presentation of this material (in the summary and recommendations section as well as the broader report, e.g., Section 3.3., bullet #5) is the failure to point out that the progress ratio estimates in the five selected studies are not based upon the total cost of production. As noted above, all five studies in the final sample focus on assembly plants for transportation equipment. None of the studies utilizes data on the total costs per unit of output in these plants. Rather, four of the studies focus on labor costs and labor productivity in the assembly plant (vehicles produced per labor hour, or labor hours per aircraft), and one study focuses on defect rates.

An 84.3% progress ratio based on labor cost reflects a 15.7% savings in labor cost per unit for each doubling of cumulative output. It does not imply a 15.7% savings in total cost per unit for each doubling. Consider a truck assembly plant where 80% of the final cost of a truck is the cost of purchased components. In this case, the estimated 84.3% progress ratio applies only to the value added at the plant, i.e., the 20% of total cost above that of the component parts. (Over time, these proportions will change slightly as the amount of assembly labor input declines.) If the component parts used in the truck are conventional parts that have long been made in high-volume and require little or no redesign for the vehicle being produced, one would see little cost reduction for the parts over time due to learning. In this case, a learning curve applied to data on total costs per truck would show a much smaller rate of cost reduction than the 84.3% progress ratio, which applies only to the final assembly labor. (Note that if total employment in the plant does not change as output increases over time, this progress ratio also applies to the per-unit cost of property, plant and equipment at the assembly plant).

Thus, any forecast of reduction in total unit cost depends on (1) the progress ratio multiplied by the growth in cumulative output (number of “doublings”) in the
assembly plant, as well as (2) the progress ratio and change in cumulative volume applicable to the production of the component parts. In my opinion, the report should be clear about this need to consider cost reduction of the component parts as well as the learning curve in the final assembly plant. If a new vehicle model is produced with new component parts, the rates of cost reduction for parts production and final assembly are likely to largely coincide (so that a single progress ratio can be used), but this need not be the case.

Similarly, the report is unclear (and, I think, misleading) in describing the nature of the cost analysis in the five representative studies. The first paragraph of the “Results and Recommendations” section on page 19 states: “Because the focus of our analysis is on manufacturing costs, we included studies that used unit costs or variables closely related to costs, such as the number of units produced or defects per unit, as the dependent variable.” As I have indicated above, the “unit costs” analyzed in the five studies are essentially labor costs, or unit costs of final assembly, per se. The studies do not tell us the extent to which the total cost per unit, including the cost of the component parts, followed a similar progress ratio.

(4) Given that the final recommendations in the report are based almost exclusively upon the five selected studies, it is useful for a reader to be able to review a detailed summary of these studies. Four of the studies are summarized in Appendix B. However, the (truck plant) study by Argote, Epple, Rao and Murphy (1997), does not seem to be included in Appendix B. I recommend that a summary of this study be added the appendix.

Moreover, it might be helpful to add some additional information to Table 2, which very briefly summarizes the five selected studies. This information might include the dependent variable. (Alternatively, the report could point out in the text that the Levitt et al. (2013) study is different from the others in that it uses defect rates as the dependent variable. While this can be determined from Table 1 and the discussion of Levitt et al. (2013) later in the report, it is awkward for a reader to have to search and scan between these various sections.) Table 2 might also indicate the pages in the appendix where the summary of each study can be found.

-----

Points 5 through 12 below apply to the literature review, which covers six topic areas in subsections 4.1 through 4.6 of the report. In general, I find the literature review to be comprehensive and informative. I comment on each subsection separately.

Section 4.1. Sources of learning variation

(5) One issue raised in this section is the distinction between the learning curve and economies of scale. Various studies distinguish between the two concepts and provide estimates on the magnitude of each effect. (At the bottom of page 22 this
distinction is called "a new development and learning curve theory." However, studies have made the separation between learning and scale economies for decades now, so I would not call it a "new development").

I agree that when possible, the two effects should be estimated separately. However, the typical progress ratios described in the report incorporate the impact of economies of scale within the overall learning effect. Thus, the report provides no guidance on how to perform a cost analysis forecast that incorporates learning and economies of scale as separate elements. Perhaps the text should be more explicit about this, although the last paragraph of section 3.3 ("Column 6 – type of outcome variable") makes it clear that the report is focused on using only cumulative output as a predictor.

When controls for economies of scale are omitted from the analysis, the estimated progress ratio includes the effects of both learning and scale economies. This has been shown in a number of studies (including my 1984 article on chemical products). Adding a separate parameter for economies of scale normally improves the statistical fit, but the improvement is seldom dramatic, and most studies have found scale economies to be less important than the learning effect. Moreover, if the data sample is small, colinearity between the learning and scale parameters can reduce the accuracy with which each is estimated. One implication is that if the analyst or policy maker is able to apply only a single cost driver for forecasting purposes, application of a learning curve or progress ratio to forecasted cumulative output may provide the best projection of future costs.

(6) I am puzzled that the findings in my study with Balasubramanian (2010) are heavily discounted because the learning rate “was estimated using revenues less materials costs (i.e., value added) as the outcome variable, rather than unit cost.” As indicated in point #3 above, none of the five studies selected as representative of the mobile source sector actually utilize data on unit cost. Rather, four of the studies use data that correspond to value added in final assembly, omitting materials costs. Thus, the dependent variable in Balasubramanian and Lieberman (2010) is not so different from that of the selected studies. (However, Balasubramanian and Lieberman estimate a learning rate over the life the manufacturing plant, rather than over the life a new product within the plant.)

Balasubramanian and Lieberman (2010) develop estimates of learning rates by SIC code, including many industries in the mobile source sector. The findings show that learning rates differ significantly across industries and sectors. The estimated progress ratios identified by Balasubramanian and Lieberman (2010) for industries in the mobile source sector, by three-digit and four-digit SIC code, are as follows:
Estimated Progress Ratios:

<table>
<thead>
<tr>
<th>Industry</th>
<th>OP</th>
<th>ACF</th>
</tr>
</thead>
<tbody>
<tr>
<td>371 MOTOR VEHICLES AND MOTOR VEHICLE EQUIPMENT</td>
<td>80%</td>
<td>79%</td>
</tr>
<tr>
<td>372 AIRCRAFT AND PARTS</td>
<td>81%</td>
<td>87%</td>
</tr>
<tr>
<td>373 SHIP AND BOAT BUILDING AND REPAIRING</td>
<td>89%</td>
<td>93%</td>
</tr>
<tr>
<td>374 RAILROAD EQUIPMENT</td>
<td>79%</td>
<td>89%</td>
</tr>
<tr>
<td><strong>AVERAGE</strong></td>
<td>82%</td>
<td>87%</td>
</tr>
</tbody>
</table>

3711 MOTOR VEHICLES AND PASSENGER CAR BODIES 89% 86%
3713 TRUCK AND BUS BODIES 82% 90%
3714 MOTOR VEHICLE PARTS AND ACCESSORIES 81% 78%
3715 TRUCK TRAILERS 89% 90%
3716 MOTOR HOMES 79% 76%
3721 AIRCRAFT 86% 93%
3724 AIRCRAFT ENGINES AND ENGINE PARTS 81% 89%
3728 AIRCRAFT PARTS AND AUXILIARY EQUIPMENT, N.E.C. 75% 83%
3731 SHIP BUILDING AND REPAIRING 90% 98%
3732 BOAT BUILDING AND REPAIRING 85% 89%
3743 RAILROAD EQUIPMENT 83% 87%
| **AVERAGE**                                   | 84% | 87% |

Estimates in the two columns above are based on two different procedures (OP and ACF) for correcting potential endogeneity in the data.

I show these estimated progress ratios, not to have them included in the EPA report, but rather to indicate that the average learning rates for industries in the mobile source sector, as estimated by Balasubramanian and Lieberman (2010), are substantially in line with those in the summary section of the EPA report.

[In the attached Appendix, I give more detail on these progress ratios and their derivation from the industry-specific learning rate estimates reported by Balasubramanian and Lieberman (2010).]

Section 4.2. Knowledge persistence and depreciation

(7) This section does a good job of characterizing studies of the learning effect that have considered knowledge depreciation. The differences in the estimated depreciation parameter across the various studies are striking. Perhaps the best
explanation for these large differences is provided by the summary of Agrawal and Muthulingam (2015), which appears in section 4.4 (as well as partly in section 4.2): “the rate of knowledge depreciation depends on where knowledge is located....”

One confusing element in this section is that some of the depreciation rates are monthly and others are annual. On pages 27 and 28, for example, the text might clarify that Benkard and Argote’s estimates are monthly rates of depreciation (although the figures are converted to an annual basis in table 3).

Section 4.3. Knowledge transfer and spillovers

(8) This section is effective in describing research findings relating to knowledge transfer across organizational units (additional shifts, new models, etc.) within a given firm. However, the section ignores the existing literature on knowledge transfer and spillovers across firms (except for very brief mention in footnote 5). This literature on inter-firm spillover of learning is fairly extensive, although the evidence is based mostly on studies using data outside the mobile source sector.

Section 4.4. Location of organizational knowledge

(9) This section is informative and well done. Indeed, I think it would be helpful to provide some of this material earlier in the report - specifically, to make it clear that learning and knowledge can be embedded in people, in organizational routines, or in technology/physical capital. The fact that accumulated knowledge can be embedded in these three ways - which are each quite different - is fundamental to gaining an understanding of the differences found across studies with respect to knowledge depreciation, knowledge transfer, and (potentially) industry-specific rates of learning, which are discussed in the previous sections of the report. Although this decomposition of the location of organizational knowledge has only recently been fully documented in studies of learning, it has been generally recognized for some time.

Section 4.5. The specification and aggregation of learning

(10) This seems to be a residual section in the report; many key issues relating to the specification and aggregation of learning have already been discussed in previous sections. Thus, Section 4.5 does not truly serve a standalone function; rather, it seems to be a placeholder to summarize three studies that were otherwise hard to classify. Perhaps the section should take a broader perspective, summing up many of the conclusions of the previous sections that relate to the specification and aggregation of learning.

(11) One specification issue that is left hanging in the report is whether the learning curve should be estimated with an initially “steep” portion followed by a “flat”
portion (once the data have been transformed into logarithms). This specification issue is raised on the last page of the Summary and Background section; however, there is no specific follow-up in the report. (Virtually all of the presentation in the report is consistent with a single learning curve that does not change slope over time.) This issue of whether the slope of the learning curve is constant or diminishing should be discussed, and ideally, resolved in the report.

Section 4.6. Application of the learning curve

(12) The studies summarized in the section are quite diverse. Nevertheless, it seems appropriate to have a concluding section to consider these studies.

As noted in point #2 above, it is striking that Nykist and Nilsson’s (2015) survey found learning rates for production of automotive Li-ion battery packs to be substantially smaller than the 84.3% progress ratio that the EPA report proposes for cost forecasting in the mobile source sector. It would be informative to consider possible sources of this large discrepancy in learning rates between Li-ion battery manufacturing and transportation equipment final assembly.

---

Typographic errors and other minor corrections

In the title of Summary Table 1, “Progress Rations” should be Progress Ratios”.

Summary and Background, page 3. In the middle paragraph, “for each doubling of production volume” should be “for each doubling of cumulative production volume”. In the sentence that follows, “it was assumed that production volumes would have doubled” should be “it was assumed that cumulative production volumes would have doubled”.

Page 19. “In error! Reference source not found” is a typographical error.

---

Respectfully submitted,

Marvin Lieberman

Los Angeles, California

April 14, 2016
## APPENDIX

Estimated Progress Ratios for Mobile Source Industries by SIC Code, Based on Balasubramanian and Lieberman (2010)

<table>
<thead>
<tr>
<th>SIC Code</th>
<th>OLS Coeff.</th>
<th>OLS Std. Error</th>
<th>OP Coeff.</th>
<th>OP Std. Error</th>
<th>ACF Coeff.</th>
<th>ACF Std. Error</th>
<th>Estimated Progress Ratios:</th>
</tr>
</thead>
<tbody>
<tr>
<td>371 MOTOR VEHICLES AND MOTOR VEHICLE EQUIPMENT</td>
<td>0.191</td>
<td>(0.01)</td>
<td>0.323</td>
<td>(0.03)</td>
<td>0.332</td>
<td>(0.04)</td>
<td>88% 80% 79%</td>
</tr>
<tr>
<td>372 AIRCRAFT AND PARTS</td>
<td>0.157</td>
<td>(0.02)</td>
<td>0.296</td>
<td>(0.05)</td>
<td>0.194</td>
<td>(0.09)</td>
<td>90% 81% 87%</td>
</tr>
<tr>
<td>373 SHIP AND BOAT BUILDING AND REPAIRING</td>
<td>0.108</td>
<td>(0.02)</td>
<td>0.167</td>
<td>(0.04)</td>
<td>0.104</td>
<td>(0.04)</td>
<td>93% 89% 93%</td>
</tr>
<tr>
<td>374 RAILROAD EQUIPMENT</td>
<td>0.144</td>
<td>(0.05)</td>
<td>0.355</td>
<td>(0.14)</td>
<td>0.172</td>
<td>(0.10)</td>
<td>91% 79% 89%</td>
</tr>
<tr>
<td><strong>AVERAGE:</strong></td>
<td><strong>0.160</strong></td>
<td><strong>(0.03)</strong></td>
<td><strong>0.276</strong></td>
<td><strong>(0.07)</strong></td>
<td><strong>0.215</strong></td>
<td><strong>(0.07)</strong></td>
<td><strong>90% 82% 87%</strong></td>
</tr>
<tr>
<td>3711 MOTOR VEHICLES AND PASSENGER CAR BODIES</td>
<td>0.127</td>
<td>(0.03)</td>
<td>0.174</td>
<td>(0.07)</td>
<td>0.215</td>
<td>(0.07)</td>
<td>88% 89% 86%</td>
</tr>
<tr>
<td>3713 TRUCK AND BUS BODIES</td>
<td>0.192</td>
<td>(0.02)</td>
<td>0.289</td>
<td>(0.05)</td>
<td>0.152</td>
<td>(0.07)</td>
<td>88% 82% 90%</td>
</tr>
<tr>
<td>3714 MOTOR VEHICLE PARTS AND ACCESSORIES</td>
<td>0.177</td>
<td>(0.01)</td>
<td>0.301</td>
<td>(0.03)</td>
<td>0.351</td>
<td>(0.03)</td>
<td>88% 81% 78%</td>
</tr>
<tr>
<td>3715 TRUCK TRAILERS</td>
<td>0.098</td>
<td>(0.03)</td>
<td>0.189</td>
<td>(0.05)</td>
<td>0.119</td>
<td>(0.09)</td>
<td>93% 89% 90%</td>
</tr>
<tr>
<td>3716 MOTOR HOMES</td>
<td>0.166</td>
<td>(0.04)</td>
<td>0.333</td>
<td>(0.09)</td>
<td>0.395</td>
<td>(0.14)</td>
<td>89% 79% 76%</td>
</tr>
<tr>
<td>3721 AIRCRAFT</td>
<td>0.055</td>
<td>(0.05)</td>
<td>0.214</td>
<td>(0.12)</td>
<td>0.098</td>
<td>(0.08)</td>
<td>96% 86% 93%</td>
</tr>
<tr>
<td>3724 AIRCRAFT ENGINES AND ENGINE PARTS</td>
<td>0.199</td>
<td>(0.03)</td>
<td>0.305</td>
<td>(0.09)</td>
<td>0.170</td>
<td>(0.11)</td>
<td>90% 81% 89%</td>
</tr>
<tr>
<td>3728 AIRCRAFT PARTS AND AUXILIARY EQUIPMENT, N.E.C.</td>
<td>0.188</td>
<td>(0.02)</td>
<td>0.424</td>
<td>(0.06)</td>
<td>0.269</td>
<td>(0.08)</td>
<td>88% 75% 83%</td>
</tr>
<tr>
<td>3731 SHIP BUILDING AND REPAIRING</td>
<td>0.054</td>
<td>(0.02)</td>
<td>0.157</td>
<td>(0.08)</td>
<td>0.023</td>
<td>(0.04)</td>
<td>96% 90% 98%</td>
</tr>
<tr>
<td>3732 BOAT BUILDING AND REPAIRING</td>
<td>0.134</td>
<td>(0.02)</td>
<td>0.234</td>
<td>(0.04)</td>
<td>0.166</td>
<td>(0.04)</td>
<td>91% 85% 89%</td>
</tr>
<tr>
<td>3743 RAILROAD EQUIPMENT</td>
<td>0.138</td>
<td>(0.04)</td>
<td>0.264</td>
<td>(0.09)</td>
<td>0.205</td>
<td>(0.08)</td>
<td>91% 83% 87%</td>
</tr>
<tr>
<td><strong>AVERAGE:</strong></td>
<td><strong>0.167</strong></td>
<td><strong>(0.03)</strong></td>
<td><strong>0.277</strong></td>
<td><strong>(0.07)</strong></td>
<td><strong>0.215</strong></td>
<td><strong>(0.07)</strong></td>
<td><strong>91% 84% 87%</strong></td>
</tr>
</tbody>
</table>
April 7, 2016

Jennifer Richkus, Research Environmental Scientist
RTI International

Dear Ms. Richkus:

Please find enclosed my peer review of the report “Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources.”

By way of background, I am the J. Baum Harris Professor of Economics at the University of Chicago Booth School of Business. I obtained a PhD in Economics from the University of Maryland in 2001 and have been on the faculty at the University of Chicago since that time. Regarding my specific qualifications and expertise as a peer reviewer for this report, I have conducted extensive research and published multiple peer-reviewed articles on the productivity of plants, companies, and industries within the manufacturing sector. I also coauthored a peer-reviewed study investigating the qualitative and quantitative nature of learning by doing in the automobile industry. Indeed, this study is reviewed in the report and one of the five used to derive the “bottom line” learning rate discussed therein.

I have read the report thoroughly and offer in the enclosed review my opinion of how well it achieves its intended goal of being, as stated in my charge letter, “a definitive, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically.” My impressions were primarily formed based on the following aspects of the report: 1) clarity of the presentation, 2) the overall approach and methodology, 3) appropriateness of the studies included and other inputs, 4) the data analyses conducted, and 5) appropriateness of the conclusions.

As was also requested in the charge letter, I am informing you that I spent an estimated 20-25 hours of total work time reading the report, examining various supplementary materials, and preparing this review.
Sincerely,

Chad Syverson
Enclosure
Review of “Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources”

Purpose and Charge

I have been asked to provide peer review of the report “Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources,” which has been prepared by ICF International for the U.S. Environmental Protection Agency. My charge is to determine how well the report achieves its intended goal of being “a definitive, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically.” I conducted this evaluation with five general criteria in mind: 1) clarity of the presentation, 2) the overall approach and methodology, 3) appropriateness of the studies included and other inputs, 4) the data analyses conducted, and 5) appropriateness of the conclusions.

Overall Assessment

On balance, the study is a very fine review of the literature on learning by doing in general, but especially with regard to its manifestation in manufacturing operations during the past few decades. The report is notably comprehensive within this scope, makes sensible topical categorizations in its discussion of the literature’s findings, and is clearly written.

The report does an excellent job of sorting through the large research literature to focus on studies that are most germane to its mission. First, its classification of works into parts that receive more cursory reviews as opposed to more comprehensive ones is very sensible; there is no paper in the former category that I think clearly belongs in the latter. Second, the five particular studies from which the report extracts its “meta-estimate” of the learning rate for mobile source manufacturing also appear to be well chosen based on the report’s quantitative objective. The meta-estimate—a progress ratio of 84% (each doubling of cumulative experience reduces productivity, e.g. unit costs, by 16%)—strikes me as quite plausible, though I have some questions about the associated reported precision that I detail below.

I expect that this study will serve EPA’s needs well, as best as I understand those needs. The report is also comprehensive and detailed enough to be able to serve as an academic resource. It will function nicely both as a map of the literature for researchers seeking to learn more and as a teaching guide for related coursework.
In sum, it is my opinion that the report does achieve the intended goal of being a definitive, reliable, single source of information demonstrating the occurrence of learning in general and in the mobile source industry specifically.

Specific Comments, Questions, and Suggestions

- The report extensively discusses “forgetting,” the depreciation of the experience stock, at least in terms of the contribution of that experience to productivity gains. This discussion is appropriate, as several empirical studies have found evidence of simultaneous learning and forgetting. Knowledge depreciation appears to be part of reality in many production settings.

The review of the empirical estimates of forgetting rates is conducted in isolation from the review of learning rates estimates. To the extent that one objective of the study is to identify the expected pace at which mobile source manufacturing productivity should improve with production experience, though, it seems to me that what matters in the end is the net effect of learning and depreciation rather than the gross learning rate.

I recognize the gross-versus-net distinction might not be easy to quantitatively reconcile. The particular ways depreciation is parameterized in the literature does vary across papers, clouding the mapping from the estimated depreciation rates to the expected value in mobile source manufacturing. It is definitely more complicated than comparing the standard log-cost, log-experience bivariate gross learning rate regressions as the report does now. (Though of course even in that case things are not perfectly comparable across settings.)

Therefore it might not be possible to derive a bottom-line net learning rate parameter that is as comparable and applicable as the gross parameter the study reports now. However, it does seem prudent to at least discuss the net-versus-gross distinction and how it might matter when applying the findings of the report to practical settings.

I realize that the study argues that mobile source manufacturing has several properties (production typically is conducted at an even rate, learning is often embedded in technology and routines, and the sector experiences relatively modest worker turnover) that make it likely that depreciation would tend to be on the low end of estimates in the literature. This does not seem unreasonable. However,
arguing that these effects are likely to be smaller than usual does not necessarily imply depreciation is likely to be zero. Again, there might not be any easy practical alternative here in terms of quantitative reports, but it is worth discussing the issue.

• The only recent paper on learning by doing in manufacturing that I know about but did not see discussed in this study is Hendel and Spiegel (*American Economic Journal: Applied Economics*, Jan. 2014).

Unlike many other papers in the literature, it breaks down an overall cost-reduction trend into components explained by investment and an incentive plan while also identifying residual gains likely achieved through traditional learning channels. Perhaps this paper is applicable to Section 4.5 due to its attempt to distinguish among types of learning (or more accurately, distinguish other time-trend productivity drivers *from* learning).

That said, the paper’s setting is not in mobile source manufacturing, and I think it is still a judgment call whether the paper warrants any more attention than a cursory review for the purposes of this study. In any case, I thought I would mention it.

• There are several points in the report where contrasts are made between measures of the outcome variable in learning by doing estimation. The report rightly points out (e.g., page 13, though see my comment on demand further below) that using price or any metric that embodies price is likely to confound supply-side learning effects with demand-side changes that could be unrelated to the learning process.

This concern applies to value added, for example. However, it applies equally to shipments as an outcome variable. The report holds out shipments as problematic because they include any inventory accumulation or de-accumulation, and that is true, but shipments are also reported in real dollar values, raising the supply-versus-demand conundrum. This fact was not always made clear in the text. For example, when shipments are mentioned on page 13, only the inventory issue is raised, and moreover the output measure of Bahk and Gort (1993) is described as “the number of shipments.” Perhaps I am just interpreting the wording differently than the sense in which it was meant, but this sounds like a quantity of units of a good rather than a dollar value.
I have a couple of comments about the standard error of the “meta-estimate” calculated in the report. First, it would be helpful if the report offered a brief explanation of how this standard error is calculated from the literature’s values cited in Table 2. While the point estimate of -0.245 is described as an inverse-variance-weighted average of the five point estimates, the standard error is left unexplained. If the calculation is complex, it need not be spelled out line-for-line; a short description of the calculation’s intuition would be enough. (I made my own quick guess at a calculation: I assumed the only variation in the standard errors across the five papers was due to sample sizes and then calculated the total effective sample and hence the implied standard error across the five papers. That came out to the same 0.0039 reported in the study. Maybe I was lucky. In any case, some sort of guidance for the reader would be useful.)

Second, and more substantively, is the possibility that the standard errors across the five studies in Table 2 vary for reasons besides just sample size differences. There are, after all, some basic differences across the studies: industry, outcome measure, etc. In some ways—and the report notes this—the fact that despite these differences their estimates are all markedly similar might suggest inferring that any heterogeneity across the studies is more or less orthogonal to the learning rate. On the other hand, it is not practically possible to statistically reject heterogeneous parameters with respect to covariates like industry, outcome measures, etc., with only five observations. As with the gross-versus-net distinction discussed above, I do not know if there is any straightforward way to quantitatively address this issue, but again it strikes me as something worth discussing a bit more in the report.

I struggled to understand how the work of Laitner and Sanstad (2004) fit into the discussion. I realize that there might be learning about products among consumers, but it wasn't exactly clear to me from the description of their paper how this would influence supply-side learning. My best guess of the story is that demand-side learning affects the equilibrium quantity of a product, and that can change how quickly experience is accumulated on the supply side. If that is correct, though, then it is less clear to me that one would necessarily want to purge demand-side influences from learning estimation, as asserted in the price-as-an-outcome issue discussed above. Is there a fundamental difference between that point and the Laitner and Sanstad (2004) analysis?
• I completely agree with the study's interpretation of the literature that heterogeneity in learning rates could well be large across organizations, even within an industry, than across industries. This is a very useful point to make.

Typos and Minor Edits

• There is a missing closed parenthesis in the first sentence of EPA summary.

• There is what looks to be a LaTeX citation error on page 19. From the context it appears to be a reference to Table 2.

• On page 49 in the appendix, the “review of the literature” progress ratio is cited as 83%, but the estimate given in the main body of the review is 84%.

• The Levitt, List, and Syverson study is cited as being published in both 2012 and 2013 in different locations. Also, on page 38, Levitt, List, and Syverson is described as studying the repair rate as an outcome variable rather than the defect rate.