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PREFACE 

This report was supported by the U.S. Environmental Protection Agency, Office of 

Health and Environmental Exposure Assessment, as part of the Agency's program in "Research 

to Improve Health Risk Assessment". Part I of the report describes the philosophical 

foundations for rationality and reasoning available to the analyst for risk assessment. Part II 

develops a framework to aid the analyst in systematically assembling and evaluating all 

observational information potentially relevant to forming a judgment of carcinogenicity for an 

agent of interest. 

The strength and type of evidential support for warranting claims of carcinogenicity from 

observational evidence in Part II derives from the foundational principles discussed in Part I. 

By implementing these principles in a step-by-step procedure the analyst is systematically guided 

toward developing a weight-of-evidence judgment of carcinogenicity. Human judgment is a key 

element required throughout. The stepwise procedure is an aid to (not a substitute for) forming 

judgments based on the available evidence. Individuals may make different judgments from the 

same observational evidence, particularly if they differ in their "intellectual obligation" regarding 

types of relevance strategies deemed necessary for warranting claims of carcinogenicity. 

Differences of opinions, knowledge, and perspectives that individuals bring to bear on evaluating 

evidence and making judgments will also contribute to diversity. Rational discourse between 

persons who have formed their individual weight-of-evidence judgments on claims of 

carcinogenicity is recommended to form a "belief' (e.g., an Agency classification regarding 

carcinogenicity). If persons have followed the same procedural steps in arriving at different 

judgments of carcinogenicity, then the sources of their differences are readily identifiable for 

discussion directed toward conflict resolution. 
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The task of hazard identification is unique to each agent that might be considered. The 

framework suggested is intended to contain essential features common to hazard identification 

of any agent, but also to be sufficiently flexible to accommodate the wide diversity of situations 

that may arise without excluding useful information. It is anticipated, however, that experience 

with actual applications will indicate areas in which improvements can be made. In this sense 

the procedure suggested should be viewed as a prototype. Perhaps the critical test will pertain 

to the structural capability of the framework to accommodate changes and revisions that may be 

helpful, particularly to correct any oversights in· its development. 
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EXECUTIVE SUMMARY 

This report is directed at improving health risk assessment, and deals exclusively with the 

hazard identification step of risk analysis. It does not, however, begin with the guidelines of 

EPA or another organization and attempt to make refinements that may result in reduced 

uncertainty. Instead, it begins .at a more fundamental level, first considering principles of 

rationality by which to formulate judgments about carcinogenicity from the available information 

base (the topic of Part I), then addressing what types and sources of information should be 

assimilated into the informational base and how they may be systematically assimilated and 

integrated into the formation of a judgment about carcinogenicity (the subject of Part II). The 

term "carcinogenicity" is expanded from its usual meaning to distinguish within a taxonomy of 

modes of action, such as initiator, promoter, risk modifier, etc. Additionally, carcinogenicity is 

not considered to be a property of a chemical; it requires a reference context to be meaningful, 

e.g., Chemical A is a carcinogen (in some particular sense from among the taxonomy of choices) 

in Sprague-Dawley rats exposed for life at exposure concentration X. This is an important 

concept since a chemical may be carcinogenic in one context but not another, and some of the 

difficult questions to be addressed in hazard identification concern the inter-context 

extrapolation of evidence, e.g., extrapolation across species or across exposure levels. 

To expound further, the two parts of this report are conceptually distinct, yet practically 

interrelated. Part I contains a review of philosophical ideas that have some bearing on the 

practical matter of conducting and defending a risk analysis. In particular, discussion is directed 

toward the issue of rationality with the philosophical literature review focused on a single 

central question: Under what conditions, and in what sense, can an analyst assert that the 

claims made in a risk analysis are rational? The significance of completeness of information and 
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coherence of evaluation notwithstanding, the principle of rationality is considered fundamental to 

provide an informed basis for identifying needed sources of information, processing and 

evaluating it for credibility and relevance, and then making rational judgments. The authors 

make no claim to having resolved philosophical questions related to the concept of rationality. 

The review provided in Part I contains, instead, a summary of this topic from the primary 

literature of philosophy, risk analysis, science, etc. 

The discussion in Part I also forms the basis for the development of relevance strategies 

for assessing evidence in the seven-step framework for performing hazard identification in Part 

II. Relevance strategies are the bases by which observational information (such as 

epidemiologic data, or results from chronic animal exposure, in vitro tests, or other sources) are 

warranted as supporting evidence of carcinogenicity. For example, direct empirical observation 

(I "saw" it) is a relevance strategy that some people may apply to human data demonstrating 

that cancer incidence increased with exposure to the agent of interest. Empirical correlation 

(Conditions correlate with situations where the agent was carcinogenic) and theory-based 

inference (The outcome is consistent with theories of cancer mechanisms) are further examples 

of relevance strategies. The intrinsic value of various relevance strategies for warranting claims 

of carcinogenicity may differ between individuals within a rational framework for decision 

making, thus creating one of the needs for discourse between decision makers. 

Human judgment, however, and consequently human discourse to resolve conflicts and 

work toward an agreement, are considered necessary to hazard identification. To assign a 

decision rule or other form of computational or analytical scheme to avoid human decision 

making and potential conflict in resolving differences would impose an artificial and limited 

framework. It is not possible to foresee all possible contingencies and exigencies in advance, 
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and even if it were, human decision making and discourse would still be required to formulate 

the decision rule. 

In general, the information available for consideration in forming individual judgments in 

the hazard identification step may be widely heterogenous and difficult to assess without some 

structure for guidance. The objective of Part II is to aid this process via a seven-step framework 

that may be followed by an individual decision maker. An individual assessment of available 

information guided by a common framework of decision making based on principles of 

rationality, completeness, and coherence (as discussed in Part I), will lead to a logical conclusion 

supportable by the individual's own perspective, opinion, and experience, as well as providing a 

means for comparing the basis of conclusions drawn by different individuals. Assumptions and 

"judgment calls" are made apparent, indicating areas and degrees of support/uncertainty. This 

approach should (1) aid in the systematic evaluation of all sources of information that contribute 

to hazard identification and the overall strength-of-evidence warranted; (2) identify sources of 

divergence resulting from different perspectives and opinions of individuals, thus contributing to 

conflict resolution; and (3) help to identify areas for research and assess their potential impact 

on decision outcome( s) or their level of confidence. The overall objective this project is to 

develop a logical assemblage of the diverse factors contributing to the decision making process 

to accomplish these three goals. 
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FOREWORD 

"In the absence of direct human evidence of carcinogenicity, the conclusion that an agent 
is liable to cause cancer in man is a matter of judgement...No hard and fast criteria can 
be laid down that will automatically lead to an appropriate conclusion in all 
circumstances. Only one rule is absolute: that all the available evidence must always be 
taken into account." R. Doll (IARC Sci. Pub. No. 65, 1985) 

Health risk assessment typically consists of four distinct steps, including (1) Hazard 

Identification, (2) Dose-Response Assessment, (3) Exposure Assessment, and (4) Risk 

Characterization. Of interest in this report is the task associated with the first step, hazard 

identification, wherein the objective is to determine "whether a particular chemical is or is not 

causally linked with a particular health effect" (NRC, 1983). With respect to cancer, the 

particular health effect of interest in this report, the EPA guidelines define hazard identification 

as "a qualitative risk assessment, dealing with the process of determining whether exposure to an 

agent has the potential to increase the incidence of cancer ... The hazard identification component 

qualitatively answers the question of how likely an agent is to be a human carcinogen" (U.S. 

EPA, 1986). EPA's approach is to make a judgment based on the weight-of-evidence and to 

assign the chemical a group classification accordingly. The "evidence" used in the ''weight-of-

evidence" for hazard identification should include a review of the following information to the 

extent that it is available: physical-chemical properties and routes and patterns of exposure, 

structure-activity relationships, metabolic and pharmacokinetic properties, toxicologic effects, 

short-term tests, and long-term animal studies. 

The EPA guidelines also note that there is a need for new methodology not addressed at 

that time, e.g., the characterization of uncertainty. The present report is part of the agency's 

subsequent EPA research effort directed at reducing uncertainty in risk analysis, which is 

currently referred to as research to improve risk assessment. Broadly, there are three sources of 
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uncertainty intrinsic to risk assessment in general, due to (1) limitations of observational 

evidence, (2) incomplete knowledge on which to assess the significance of the evidence with 

respect to predictions of risk, and (3) lack of rigorous development of the process by which 

current knowledge is applied to available observational evidence to form a conclusion. This 

report is concerned with the third category of uncertainty, as well as the manner in which the 

first two categories are reflected in the process of justifying a conclusion of carcinogenicity. 

The outcome of the hazard identification step for an agent depends on the evidence 

available to decision makers and on their means or criteria for assessment of the evidence in 

forming a judgment regarding carcinogenicity of the agent. It is somewhat analogous to a 

courtroom trial in which the defendant is the chemical agent charged with causing cancer and 

the jurors are the decision makers who hear the evidence. The jurors form individual judgments 

initially and then a collective judgment following discourse. If every juror were expected to 

weigh the merits of the evidence identically, a single juror would suffice. That, of course, is not 

the case. Similarly, decision makers may evaluate the same evidence differently. For example, 

the relative significance of the type of information, such as epidemiologic data, long term animal 

studies, current theories of carcinogenesis, biological plausibility, physical and chemical 

properties, and other categories of evidence, may differ between decision makers independent of 

the strength of the evidence in each category. The axiom that reasonable men may disagree 

applies to jurors and to decision makers in risk analysis, as elsewhere. 

We would replace "reasonable" with "rational" as the objective for decision makers, i.e., 

the means or criteria for assessment of the evidence in forming a judgment regarding 

carcinogenicity should be rational. While this objective may appear trivial (After all, who wants 

decisions that are not rational?), the concept of rationality itself is not at all trivial and needs to 

be understood if rationality is to be accepted as a guiding principle for judging evidence of 
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carcinogenicity. This topic is central to Part I of this report entitled Risk, Regulatory Science, 

Rationality, and Societal Values, which contains a review of philosophical ideas and principles 

likely to have some bearing on the practical matter of conducting and defending a risk analysis. 

In particular, the material in Part I focuses on the question: Under what conditions, and in 

what sense, can an analyst assert that the claims made in a risk analysis are rational? 

Within this framework of rationality, however, there is a great deal of disagreement as to 

how the general features should be reflected in specific judgments made by individuals or 

groups. This disagreement arises from philosophical differences concerning the nature of 

evidence, how evidence is related to observations and experiments, when evidence is relevant to 

a specific line of reasoning, when evidence is sufficiently strong to justify a claim, and so on. No 

attempt is made in this report to resolve these issues, which probably are not resolvable except 

in the sense of reaching a societal consensus. It is important to bear in mind that selection of a 

particular view on rationality is as much a matter of human values as of logic, epistemology and 

procedural rules. These values necessarily enter the discussion since a view on rationality is also 

a view on human nature and on the form reasoning must take if a belief or claim is to be 

thought of as having arisen from a process judged worthy of human decisions. In the language 

of Section 4.1, rationality is both a descriptive and normative goal. The first chapter describes 

competing conceptions of rationality, and the second chapter formalizes these into judgments 

and decisions to be made by the analyst(s). The judgments remain an important task of the 

analyst since the present authors have chosen to avoid imposing their own normative judgments. 

If the principles of rationality guide the process of hazard identification, then the 

informational base available fuels it. As noted in the EPA guidelines and evident in the several 

categories of evidence listed above, a wide range of evidence is potentially available to the 

decision maker. The goals of accuracy and minimal uncertainty are both consistent with the 
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tenet that the best judgment is the most informed judgment. If less than complete information 

is considered, then uncertainty can be further reduced by expanding the base of information. 

With respect to accuracy of decisions, incomplete information has the potential to mislead or to 

bias a decision. Identification of the information useful for hazard identification, a framework 

to aid in its assessment and integration for decision making, and consideration of assumptions 

required for extrapolation across contexts of observations (such as between species or dose 

levels) are addressed in a seven-step guide in Part II of this report, entitled Assessing Evidential 

Support for Claims of Carcinogenicity: Essential Elements and a Framework for Application. This 

part of the report also addresses the question of what is meant by "carcinogenicity". The 

concept that an agent is carcinogenic if exposure to it increases the incidence rate of cancer 

does not cover all possibilities of interest. A taxonomy of carcinogenicity is defined for use 

instead. 

How should the report be read? Here, the answer depends upon the background and 

interests of the reader. As described above, the report is divided into two parts: the first 

containing a philosophical discussion concerning rationality and the second consisting of 

practical matters relating the philosophical principles to the conduct of the hazard identification 

stage of a risk analysis. Readers already familiar with the literature on rationality, 

epistemology and philosophy of science might skip Part I entirely, moving directly to Part II for 

the discussion of applications. Part I contains, however, a number of examples providing 

insights into how the general philosophical ideas are related to the specific field of risk analysis. 

Even readers familiar with the literature, therefore, might find it useful to at least scan Part I 

for the overall flow of ideas and to read the examples provided there. 

Those with little background in philosophy are left with two options. It is possible to 

read Part II on its own since it contains (at least implicitly) consideration of many of the ideas 
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discussed in Part I. Having mastered the quasi-formal framework of this second chapter, it then 

would be useful to return to Part I to obtain a more detailed understanding of the various 

philosophical positions that might be adopted in making the specific judgments called for in the 

second part. An alternative approach (and probably the best approach) would be to read 

Chapters 3 and 4 of Part I, which provide a broad discussion of rationality, followed by the 

entirety of Part II, and finally ~y the more detailed discussion in Chapter 5 of Part I. In any 

event, a firm grasp of the material in Part I (and of the primary literature reviewed there) is 

essential to making full use of the framework in Part II. The need for such a grasp arises from 

several considerations: 

(1) While the quasi-formal framework of Part II contains a distinct set of procedures, 
these explicit procedures call repeatedly for judgments related to the rationality 
of collecting, analyzing, judging and employmg evidence within lines of reasoning. 
There are competing conceptions of how these explicit judgments should be 
made, and these conceptions are reviewed in Part I. 

(2) Part I contains material of potential importance in Part II, but not yet formally 
incorporated into the framework of analysis reported there. The present 
document is the first product of the authors' broader (and more long-term) 
research program to link the subject matter of the two chapters. A review of 
Part I may suggest to the reader new formal considerations to be introduced into 
the analytic framework of Part IL Similarly, review of Part II may suggest 
judgments requiring philosophical principles left out of the discussion in Part I. 
To stimulate the interchange of ideas contained in the separate parts, the authors 
have included a table (see Table 0) listing the central ideas in Part I and the 
points at which they become important considerations within the framework 
introduced in Part IL It is hoped that others will make this table more complete 
through complimentary research. 

(3) In an important sense, the explicit judgments called for in Part II must take place 
within a context of rational discourse. A central thesis of the entire report is that 
rationality is more than a formal rule-based procedure for making decisions. It 
is, instead, a "frame of mind" in which the analyst attempts to determine the 
quality of philosophical positions concerning beliefs, claims, evidence and 
evidential reason. To be rational is to carry on a discourse concerning the many 
potential views on what it means to have well-founded beliefs or claims (this 
distinction between belief and claim is raised in Part 11). Part I contains material 
essential to such a discourse, even where there is no obvious judgment called for 
in Part IL The authors have made a strong attempt to show explicitly how the 
judgments of Part II are related to the principles of rationality set forth in Part I 
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(See Table 0 mentioned above). Still, there will be points at which the links are 
not explicit, calling upon the reader to provide creative input into the framework 
of analysis. This creative input requires a constant and well-reasoned discourse 
on the philosophical principles drawn from Chapter 1 and , ultimately, from the 
primary literature. 

The overall structure of the report, and of the research program, then is one of: 

(a) Developing conceptions of rationality (Chapters 3 and 4 of Part I); 

(b) Developing conceptions of evidential reason necessary within all conceptions of 
rationality (Chapter of Part I); 

(c) Formalizing results of (a) and (b) into explicit principles forming an axiomatic 
base (or set of potential bases) of evidential reasoning (Table O); 

( d) Elucidating the framework of rational discourse concerning claims of hazard 
identification (Chapters 1 and 5 of Part 11); 

( e) Developing the bodies of evidence potentially useful in providing the judgments 
required by hazard identification, and 

(f) Making explicit (to the degree possible) the link between (a, b) and (d, e) 
(Table 0). 
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PART ONE 

RISK, REGULATORY SCIENCE, RATIONALITY 
AND SOCIETAL VALUES 

1. BACKGROUND AND TASK OBJECTIVE 

The assessment of the risk of cancer and other adverse health effects associated with 

exposure to toxic substances is a subject of much debate, posing intricate relations between 

science and policy. That sentence describes the setting in 1983 when a committee of the 

National Research Council (NRC) was mandated by a congressional directive to address some 

fundamental questions regarding the feasibility and merits of alternative modes of conducting 

risk assessment among all federal regulatory agencies.59 In particular, the committee was asked 

to examine whether altered institutional arrangements or procedures can improve regulatory 

performance. This request was largely motivated by criticisms of risk assessment that ranged 

broadly from details of the process to administrative management to statutory authority. The 

committee recommended that regulatory agencies take steps to establish and maintain a clear 

conceptual distinction between assessment of risk and consideration of risk management 

alternatives; that is, the scientific findings and policy judgments embodied in risk assessments 

should be explicitly distinguished from the political, economic, and technical considerations that 

influence the design and choice of regulatory strategies. The committee also recommended that 

(1) uniform inference guidelines be developed for the use of federal regulatory agencies in the 

risk assessment process that would be evaluated regularly for their usefulness and revised as 

needed, (2) the evolving scientific basis of risk assessment should be critically assessed, and (3) 

explicit underlying assumptions and policy ramifications of the inference options in each 

component of the risk assessment process should be made explicit. The NRC committee 
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differentiated between four components of risk assessment: hazard identification, dose-response 

assessment, exposure assessment, and risk characterization. 

The EPA had already formulated interim guidelines for risk assessment at the time of 

the NRC committee's report in 1983. The Agency's current risk assessment guidelines adopt the 

recommended distinction between risk management and risk assessment, and the categorization 

of the latter into four component elements.60 The first of these, hazard identification, consists of 

two elements (long-term animal studies and human studies) that provide the primary data and 

five elements (physical-chemical properties and routes and patterns of exposure, structure 

activity relationships, metabolic and pharmacokinetic properties, toxicologic effects, and short

term tests) that may contribute useful information to the qualitative hazard evaluation as 

available. Aside from at least one central data source from an animal or human study, the 

information available on the hazard identification categories will vary from chemical-to-chemical 

depending on the available research base. Consequently, there is no prescribed way of 

integrating the available information in all cases, either in the evaluation of hazard or the 

designation of weight-of-evidence classification. 

Chemical agents are assessed on a case-by-case basis. Knowledge of metabolic and 

pharmacokinetic properties, toxicologic effects, and the other categories of hazard identification 

help to fill informational gaps otherwise bridged (sometimes implicitly) by assumptions and thus 

reduce uncertainty. Essential to the process of hazard identification and subsequent dose

response assessment when warranted, however, is not only completeness of information but 

coherence and rational evaluation as well. An individual assessment of available information 

guided by a common framework of decision making based on these factors will lead to logical 

conclusion( s) supportable by the individual's own perspective, opinions, and experience, as well 

as providing a means for comparing the basis of conclusions drawn by different individuals. 
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Assumptions and "judgment calls" are made apparent, indicating areas and degrees of 

support/uncertainty (to be replaced by the more definitive term "warrant" in the text). This 

approach should (1) aid in the systematic evaluation of all sources of information that contribute 

to hazard identification and the overall strength-of-evidence warranted; (2) identify sources of 

divergence resulting from different perspectives and opinions of individuals, thus contributing to 

conflict resolution; (3) help to identify areas for research and assess their potential impact on 

decision outcome( s) or their level of confidence. The overall objective of this project is to 

develop a logical assemblage of the diverse factors contributing to the decision making process 

to accomplish these three goals. 

2. INTRODUCTION 

Identifying and assessing sources of uncertainty (levels of support) is essential to 

evaluation of risk analysis for decision making. Numerous authors and workshops have raised 

issues relevant to this topic, but there remains a need to knit together: (1) the diverse 

components of information that may be useful, but variable in availability and quality from 

chemical-to-chemical; (2) the process of inference from the available knowledge base, including 

the role of primary data (animal and epidemiofogical data) and supporting informational 

sources; and (3) human knowledge and judgment. Identification of sources of uncertainty is 

necessary but not sufficient. The knitted components described above must provide a fabric of 

rationality, based on completeness and coherence of assembling all available evidence into a risk 

analysis. 

What is rationality? Can scientists of different disciplines, administrators, decision 

makers, industrialists potentially affected economically by regulatory decisions, health advisory 

and other special interest groups, persons whose thoughts and perceptions may be molded by 
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different backgrounds and interests, share a common conception of rationality? Are there 

alternative conceptions of rationality? If so, are they compatible within the risk analysis 

context? Is there a flexible conception of rationality that includes the others as specific cases? 

These questions are fundamental to our overall objective. 

Five fundamental rational bases for decision making need to be addressed before a 

complete methodology for hazard identification can be created. These questions are: 

(1) What does it mean to claim that a risk analysis is rational? 

(2) Where would one look in a risk analysis to determine if a claim to rationality was 

valid? 

(3) What are the various views on rationality which might be adopted by competing 

camps in a debate on risk, and how do these views fall out as specific cases of a 

more general understanding of rationality? 

(4) What kinds of information might appear in a risk analysis and what role does this 

information play? 

(5) What kinds of judgments must the analyst make concerning this information? 

Part I of this report consists of several subtopics. Decisions are made by humans and 

thus reflect human judgment. What is considered as a rational decision depends on many 

factors, such as objectives (ends), alternatives (means), and beliefs (which include beliefs about 

nature and about human values). Human judgment, however, with whatever background factors 

and perspectives influence it, is the means by which decisions are made. No formula for 

rational behavior is possible that could circumvent this element of human judgment. 

Furthermore, rationality is a human conception with many variations, as apparent from the long 

history of philosophical inquiry into that topic. This history of thought on rationality will serve 

13 



r 

to provide enlightenment on the breadth and depth of conception of rationality from which 

decision making for risk analysis may be approached. 

"Rationality" is not something that can be discovered and labeled, like a chemical 

element. It must, instead, be defined consistent with principles of internal coherence and of 

coherence with other words in the vocabulary. Consequently, as occurs in any attempt to discuss 

any normative word (concept), one must sometimes tolerate circularity as experienced when one 

word is described in terms of a second, leading to a third, etc., until the circle is completed to 

referencing the original word. To illustrate, suppose we ask what minimal characteristics should 

be included in a conception of rationality to which most people would agree, e.g., logical, 

reasonable, making "common sense," all of which are well understood terms in frequent use. 

One is immediately led to further questions of refinement, e.g., logical in what sense? Does it 

follow deductively from some axiomatic truths? Does it attain a specific goal or objective? Can 

two different opinions (decisions) based on the same evidence both be logical? Similarly, one 

could replace "logical" with "reasonable" or "makes sense," or "rational" and the same outcome 

would pertain. 

A useful way for the reader to approach material in this report, perhaps ironically, is 

simply to think of rationality initially in terms that are comfortable and meaningful, e.g., 

"logical," "reasonable," etc. This provides a useful starting point from which to expand and 

perhaps modify one's perspective. The next higher stepping stone into this subject matter is the 

"Seven Desiderata of Rationality" of Bunge, given in the next chapter under "constructing a 

complete vision of rationality." Bunge describes seven factors that any claim to rationality must 

consider, and these factors provide a useful framework for subsequent discussions in this report. 

The next section (3.2) considers what human skills enhance rational decision making. The 

intimate association of rationality and human judgment is also fundamental to the topic of the 
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next chapter. To see this, one need only observe that the "meaning" of rationality is based on 

human judgment, as is the assessment of the rationality of an action or decision. Twenty areas 

in which an analyst or policy maker must make distinct judgments that reflect human values are 

described. Human judgments may differ on assessment of an issue, or on the criteria for 

assessment, making the relevance of the yardstick subjective. Just as people can often benefit 

from the opinions of others, r~sk analysts and decision makers may benefit from the expressions 

of diverse rationalities. Ten broad classes of rationality that may underlay societal debates, i.e., 

may produce alternative but rational differences of opinion (judgment), are given to conclude 

Chapter 3. 

Chapter 4 addresses some central issues regarding alternative perspectives on rationality. 

Whether rationality is viewed as a descriptive or a normative (prescriptive) theory of human 

behavior may depend on one's discipline (Section 4.1.) A risk analysis must be structured to 

yield predictions related closely to an existing means for reaching a clear set of ends. This issue 

is discussed under the rationality of beliefs, means, and ends, the subject of Section 4.4. The 

most complete vision of rationality incorporates beliefs, means, and ends, judged both 

intrinsically and through their relationship, which is significant to the risk assessment process. 

These topics are addressed in Sections 4.3 and 4.4, and summarized in relation to other chapter 

topics in Section 4.5. 

We turn to the history of philosophy (particularly the history of science and analysis) in 

Chapter 5 to discuss the manner and degree to which beliefs, means, and ends impact on each 

other. Differences in perspective on the possibility of a logic of science lead to competing views 

on the extent to which a risk analysis can be driven entirely by the internal goals of science. 

Classical, empiricist, and rationalist rationality, logical positivism, rational skepticism, and 

probabilistic rationality are compared and contrasted, and illustrated in the context of risk 
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analysis. Several issues related to this topic also are addressed to complete the discussion of 

rationality and beliefs as a basis for risk analysis and decision making. 

Throughout Part I of this report, the example of a risk analysis for a carcinogen is 

employed. In particular, the chosen example is radon in drinking water. This example was 

selected not because it necessarily is more enlightening, but because one of the investigators 

(Crawford-Brown) has been involved for several years in efforts by the U.S. EPA Office of 

Drinking Water7
, the Science Advisory Board, and the American Water Works Association to 

reach agreement on a regulatory standard. The example is not developed in full detail, since 

that detail is the subject of future research. It is intended, however, that the present report 

summarize all of the considerations which will form the basis for that detail. As mentioned 

earlier, reviewers are asked to read the present report for inconsistencies, missing principles of 

reason, poorly or incorrectly defined terms, and (of most importance) a lack of clear relevance 

to the specific issues which invariably arise in pushing a risk analysis through from conception to 

justification. 

Some of the sections of this part of the report contain fairly detailed analyses of 

philosophical concepts. Readers may find it useful to skip those sections initially, focusing on 

the summary sections to gain a broad overview of the kinds of issues raised and potential 

solutions developed. A second reading might then be used to gain a more detailed 

understanding of how the summary information arose. 

Rationality is addressed in this project on uncertainty in risk analysis to provide an 

informed basis for identifying needed sources of information, processing and evaluating it for 

credibility and relevance, and then making rational judgments. What information is needed for 

risk analysis? Which sources are preferable? Which are of greater significance for drawing 

conclusions? What assumptions are implied by "default" guidelines when information is 
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unavailable? How should expert opinions be weighed vis-a-vis experimental data? There are 

many facets to the topic of uncertainty in risk analysis. Consequently, an approach that is 

systematic and developmental, i.e., that can be expanded, revised, and refined as needed, may be 

the most tractable approach. The basic components of such an approach are described briefly in 

this part of the report. 

3. CONSTRUCTING A COMPLETE VISION OF RATIONALITY 

Decisions are made by people, some of whom are more skilled at making rational 

decisions than others. What are these skills, i.e., what characteristics are found in a good 

decision maker? This topic is treated in Section 3.2, following an introduction to the topic of 

rationality via Bunge's "Seven Desiderata of Rationality." The discussion of Bunge's principles 

in Section 3.1 is a useful departure into the topic because he describes characteristics that any 

rational system must have, using common terminology. Having described the features of 

rational decision making and the personal skills that enhance its implementation, twenty subject 

areas are given in which the analyst/decision maker is called-on to make judgments that reflect 

human values (Section 3.3). Disputes and disagreements will still arise in risk analysis, however, 

which leads us to consider alternative classifications (or types) of rationality that may be 

encountered in society, e.g., supporting adversarial positions (Section 3.4). 

3.1. Seven Features Essential to a Rational System 

Bunge45 describes seven characteristics essential to rationality which he calls the "seven 

Desiderata of Rationality." they are included here as a framework for subsequent discussion. 

1. Conceptual--a properly rational system minimizes fuzziness, vagueness and/or 
ambiguity in its terms. The importance of this feature was highlighted by 
Wittgenstein46

, who felt that logic could not begin until language itself was placed 
onto a well defined basis. All people using a term must mean the same thing, 
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and this meaning must be chosen to reflect accurately the objective features of 
the world. In his early work, Wittgenstein argued that the proper definition of a 
word could be obtained through careful analysis of objective reality. His later 
work47, however, emphasized the role of social agreement in choosing the 
meaning of words. Regardless of the viewpoint chosen or the origin of a word's 
meaning, rationality involves an attempt for conceptual clarity which allows a 
comparison of the beliefs of individuals through a shared language. 

2. Logical--a properly rational system strives for consistency and a lack of 
contradiction. Beliefs (means, ends) are, to the degree possible, obtained through 
the application of well defined rules of reason. This focus on logic is intended to 
ensure that beliefs (means, ends) can be shown to be reasoned and not the result 
of judgments which might be made as matters of convenience. As Nathanson48 

writes, "Rationality, then, involves a striving to be objective, and objectivity 
involves the attempt to discount those features of ourselves or our situation that 
might involve our judgment but that are not relevant as evidence." The rules of 
logic supposedly open choices to public discourse. 

3. Methodological--a properly rational system produces a habit of questioning 
beliefs (such as in Popper) and/or verifying beliefs (as in the Vienna Circle 
writers such as Carnap49

). Without the presence of these methodological rules, 
people would have no shared approach to rooting out and changing false beliefs. 

4. Epistemological--a properly rational system accepts evidence only .when that 
evidence satisfies criteria of quality (such as empirical accuracy, relevance, etc.). 
The epistemology instills in the rational person a love for particular kinds of 
evidence (such as the logical positivist's desire for observation). Statements 
which are pure conjectures, unsupported by "appropriate" evidence, are avoided 
in the process of reasoning. 

5. Ontological--a properly rational system uses only terms (such as force, cell, etc.) 
which are believed to be descriptions of the world. Since Bunge believes strongly 
in science, his own ontological criterion is that all terms used in reasoning must 
be those used by science and technology. Others may disagree with him, but all 
rational people will apply reason only to terms which describe entities and 
relationships believed to exist in the world. 

6. Valuational--a properly rational system strives for goals which have been 
determined to be worth attaining. These goals should, moreover, be the highest 
goals. 

7. Practical--a properly rational system adopts means for action likely to yield the 
desired ends. People may disagree as to what is to be meant by likely. In some 
approaches, all of the available means are described in detail and the evidence 
for their ability to yield the desired ends weighed. The means most likely to 
reach those ends from amongst the competitors is selected. In other approaches, 
only means which satisfy some minimal level of crafting form a rational basis for 
action. Beliefs that fail to satisfy this minimal level are rejected even if they are 
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the best amongst the competitors. In both approaches, however, the key to 
practical rationality lies in demonstrating a clear link between means and ends. 

Bunge moves from these seven desiderata to a distinction between various levels of 

rationality. People who rely on only a subset of the seven are said to be semirational, a wording 

similar to Simon's idea of bounded rationality.50 People who rely on all seven are said to be 

fully rational. Anyone who rejects all of the criteria is said to be non-rational. Only a person 

who accepts the criteria but goes deliberately against the outcome of rational analysis is said to 

be irrational. 

3.2. Skills Required by the Rational Risk Analyst 

What skills enhance rationality? Rescher51 has identified a need for five distinct faculties 

which must be brought to bear in rational discourse or action. There is a need for imagination, 

since the rational person strives to look for alternative beliefs, means, and ends to be judged. A 

firm grasp of information processing is required in order to form beliefs. Skills at evaluation of 

alternatives (beliefs, means, ends) give the capacity to weigh the merits of those alternatives. 

The rational person must also be able to select an option through informed choice. To some 

views of rationality, such as the classical theory, selection is dictated by the methodology of 

rationality. In other views, such as that by Berkson52
, rational inquiry is a guide without 

determining the final choice between options. In Berkson's words: "The basic idea is that the 

individual, not the method, makes the choice; but the individual should be influenced in his 

decision making process by rational argument." Finally, a rational person requires the skill of 

agency, the capacity to actually carry out a choice. 

3.3. Value Judgments in Rational Action 
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The preceding discussion suggests twenty areas in which an analyst or policy maker must 

make distinct judgments which reflect human values. Some of these areas will be clear only 

after a reading of Chapter 5, which includes a discussion of the failure of philosophy to locate a 

complete logic of science and evidential reason. These value judgments are listed here in no 

particular order. Each judgment will be subject to dispute and complete rationality requires that 

each be discussed in a setting which includes all affected parties, as required by game rationality 

(see Section 3.4). At the highest level of judgment, it might also be asked-how the specific 

conceptions of rationality listed in Section 3.4 should be valued. The example of regulating 

radon in drinking water is used throughout the following discussion. 

( 1) Relevance of evidence to the stated problem--evidence may be assembled from a 

potentially infinite number of areas of human study. A radon risk analyst must 

judge the relevance of data from experiments on the breakage of DNA by 

radiation, from the transformation of cells in vitro, from small animal studies and 

from human epidemiological studies. There also are experiences suggesting the 

general reliability of the scientific community at transmitting results to various 

groups in society. All of this evidence must be judged for its relevance to 

attempts at predicting the effects of radon in the home. 

(2) Epistemological status of evidence and beliefs--some people may look for direct 

empirical evidence that removing radon from water has resulted in lowered risks 

in practice, i.e., in historical cases. Others will be satisfied by deductions from 

theories which predict the desired effects in the absence of any human experience 

with mitigating radon. Still others may be satisfied by extrapolation from findings 

at high levels of human exposure, using either theory-free curve fits to the 

existing data or explicit theories about the role of radon in producing or reducing 
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cancer. A judgment must be made as to the weight assigned to these varying 

kinds of evidence and how that weight justifies particular courses of action such 

as public warnings, expenditures for mitigation or the imposition of regulations. 

(3) Level of causality--all phenomena such as health have many levels at which 

causality may be assigned. In the case of radon, the cause of cancer may be said 

to be the deposition of radiation energy in cells. It may be said to be the 

ingestion or inhalation of radon. It may be said to be the presence of radon in 

the water. It may also be said to be the political system which allows such levels, 

or the economic system which allows people to become poor, undernourished 

and, hence, susceptible to the effects of radiation. Each of these levels of 

causality suggests a different strategy for mitigating risks. A judgment must be 

made of the appropriate level at which causality will be analyzed. 

( 4) Clarity of terms required--some ideas, such as long-term frequency, are highly 

technical and well defined. Others, such as human confidence, are less well 

defined but potentially incorporate a wider range of considerations. A judgment 

must be made of the clarity required before a term or idea qualifies as a valid 

basis for analysis. 

(5) Degree of bounding--no risk analysis can include all of the factors related to even 

a single end. If radon is removed from drinking water by aeration, it will enter 

the air. If it is removed by absorption onto charcoal, it will enter the soil of a 

landfill. From there, it may migrate to other parts of the environment. Given 

the complexity of environmental systems, only a select sample of the potential 

pathways of exposure can be considered. The model of risk must, therefore, be 
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bounded. A judgment must be made as to where the boundaries are to be 

imposed in light of the stated goal to protect the public health. 

(6) Specification of ends--the EPA desires to protect the public health. This end 

may, however, include minimization of the average chance of fatal cancer, 

minimization of effects in children, minimization of years of life lost, etc. In 

addition, there _may be the desired ends of lowest cost, degree of democratization 

of choices, etc. A judgment must be made of the most significant ends and of 

how the process of analysis will reflect those ends. 

(7) Dealing with uncertainty and ignorance--a problem may be viewed as a choice 

between existing options. It might be argued that the risk analyst must choose 

between existing theories for predicting the effects of radon on health. The 

analyst then is in a state of uncertainty. It might also be argued that none of the 

existing theories is well established, requiring an admission of ignorance. A 

judgment must be made as to whether an analysis of uncertainties is required, 

how that analysis should affect decisions, and whether the possibility of ignorance 

should be factored into the decision in addition to uncertainty. 

(8) The will to believe specific predictions--as James has pointed out57
, most 

questions cannot be answered with certainty. If the question is not of great 

importance, it may be acceptable to withhold belief until the evidence improves. 

If the question is of great importance, however, it may be necessary to adopt a 

belief despite great uncertainty and ignorance. This new belief might concern a 

particular prediction of the effect of radon, or it might concern the more vague 

belief that the effect lies within certain bounds (such as the belief that the chance 

of cancer associated with a concentration of X is less than or equal to Y). A 
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judgment must be made as to whether belief is warranted and what kind of belief 

is warranted in light of the existing state of evidence. 

(9) Sufficiency of logical necessity--no beliefs follow necessarily from a firm 

foundation of truths (see Chapter 5). And yet some beliefs are more firmly 

rooted in observation and logic than others. There is a natural desire to see 

beliefs reduced to logic, since this provides the easiest route to public scrutiny of 

the link between evidence and belief, and avoids the need for judgment. But 

logic ignores skills of crafting and intuitive insights gained from experience 

(typically called engineering judgment). Toulmin58 conceives of the process of 

reasoning as one of offering warrants for belief. Warrants do not guarantee the 

truth of a conclusion and, therefore, do not lead to a strict logic. Yet they do 

count as a kind of support for any conclusions. A judgment must be made of the 

degree to which predictions of the effects of removing radon must follow the 

rules of logic and the degree to which it may require the less stringent idea of 

warranting. A judgment also must be made as to whether a particular warrant is 

sufficiently weak to require strong public scrutiny or sufficiently strong to justify 

acceptance without stringent requirements for debate. 

(10) Location of rationality--a judgment must be made as to whether an action is 

rational if either the beliefs, means, ends, or the relationship between these parts 

may be left unexamined in a claim to rationality (see Section 4.2). 

( 11) Role of conceptual and empirical success--as mentioned in the discussion on 

Laudan36 (see Chapter 5), theories may be assumed both to yield predictions of 

the outcomes of experiments and to provide explanations which unite concepts 

within a field of science. The former is a requirement of foundational truth and 
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the latter is a requirement of coherence. In the case of theories concerning the 

effects of radiation, some give explanations referring to a wide range of biological 

factors (DNA damage, cell replication, etc.) while other refer only to physically 

unspecified "thresholds" for cancer. Even if both predict the existing human data 

equally, a judgment must be made of the importance of the former's conceptual 

sophistication, its ability to unite biochemical, in vitro transformation, and 

epidemiological data. 

( 12) Selection of humans--if writers such as Longino37 and Polanyi40 (see Chapter 5) 

are correct, all rational activities, including science, require distinct judgments 

and tacit skills. A question arises, therefore, as to how individuals possessing 

such skills are to be located. Two features of the selected humans seem to be 

essential. The first is an adequate base of experience from which skills may 

develop. In the case of radon, this may require selection of scientists in the field 

of radiation biophysics. The second is an adequate degree of reflection on the 

quality of that experience and the resulting skills. This may require selection of 

people familiar with rationality or legal argument. In addition, game rationality 

requires that a range of humans with (perhaps unstated) differences in ends and 

skills be incorporated into the process of decision. 

(13) Completeness of the "hard look"--with limited time and resources to devote to an 

activity such as the analysis and mitigation of radon risk, it may not be prudent to 

suspend belief awaiting collection of all available data. At some point, it must be 

judged that both the pool of data and the extent of critical reflection is adequate 

for decisions. This requires a judgment of when an analysis constitutes a 

sufficiently "hard look" to act as a rational basis for a particular course of action. 
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If the course of action is publication of a pamphlet warning of radon risks, the 

judgment of sufficiency may be different than would be true for setting regulatory 

limits. 

(14) "Knowing that" versus "knowing how"--two judgments will be required in this 

regard (see Chapter 5). It is necessary to determine when a claim to 

understanding, unsupported by a demonstration of the efficacy of a means in 

practice, is an adequate base for rational action (such as may result if predictions 

of the effect of environmental levels of radon have not been tested through tests 

of mitigation). It must also be determined when a claim to limited success in 

practice may form the basis for rational action if an understanding of that success 

is not available. 

(15) Interlocking of beliefs, means and ends--in an ideal case unconstrained by 

contextual rationality (see Section 3.4), all beliefs, means, and ends might be 

examined. In practice, however, only beliefs relevant to acceptable means, or 

means relevant to acceptable ends, will be considered. For example, while 

changes in nutritional status might aid in lowering susceptibility to the effects of 

radon, the means for achieving this might lie outside those allowed to the EPA. 

Similarly, only cancer risks typically are considered in specifying ends. A 

judgment is necessary concerning the degree to which these three areas should be 

explored completely and in isolation from each other, at least prior to the time 

for decision. 

(16) Extent of coherence--as proposed by Quine44, rationality implies a coherence 

between the separate beliefs within a system of belief. It is not clear, however, 

whether all beliefs must cohere when reaching for specific ends. Should, for 
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example, religious beliefs be allowed to require a well developed consideration of 

the influences of sin on the risk from radon? Should a belief in benign nature 

modify the analysis? Must a theory concerning the risk from radon include 

explicit consideration of oncogenes? 

( 17) Ontology--one criterion of rationality was that the system of belief employ 

entities and relationships (such as cells, transformations, etc.) which are judged to 

exist in the world. Some concepts such as states of emotion, confidence, 

psychological causes, etc., may fall below a predetermined ontological status. 

There is a debate in the modeling of health effects over whether the stages of a 

multistage model of carcinogenesis satisfy this criterion. A judgment must be 

made of the factors which will be allowe~ in any explanatory and/ or predictive 

theory. 

(18) Choice of fides--if Fideism (see Section 3.4) is chosen as the basis for rational 

action, a judgment. must be made as to which beliefs are no longer open to 

rational debate. These might, for instance, include the belief that a cancer may 

be identified without question. Other beliefs, such as that particular patterns of 

scattered light indicated DNA damage, may not satisfy the judgment of sufficient 

belief to constitute a fide. They will require additional support from more well 

established bodies of evidence. 

(19) Ambiguous evidence--for all beliefs, there will be evidence in favor of, against, or 

neutral to, that belief. The ability of radiation to produce DNA breaks acts as 

support for the belief that radiation is an initiator. The cytotoxicity of radiation 

supports the belief that it may be a promoter. A judgment must be made as to 
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how these various instances of partial confirmation and partial falsification should 

be weighed into an overall assessment of belief. 

(20) Concept of the weight of evidence--the degree of belief in light of evidence may 

be given by a purely subjective statement of confidence, a statement from 

sampling theory, a statement deduced from a Bayesian perspective, etc. This 

weight may be numerical or verbal, and may or may not refer to psychological 

states. A judgment must be made as to how the concepts of weight of evidence, 

probability, confidence, etc., are to be interwoven and defined. 

It should be clear that a large number of judgments potentially appear in any claim to 

rationality, even if attention is focused on the rationality of belief. All of these, in fact, underlie 

such claims even if the judgments are not made explicit. Any framework for rational analysis, 

decision and action should, therefore, make the above judgments explicit and the subject of 

debate. It is important to bear in mind that the particular values brought to the forefront in 

making those judgments may depend upon the activity in which one is engaged. An ordering or 

assessment of values applied to the rationality of scientific research may be inappropriate for 

regulatory action, given the potential for different ends. No attempt has been made here to 

specify the values which should be adopted. The intent, instead, has been to reveal their 

existence and to place them within a framework of rational thought and action. 

3.4. Broad Classes of Rationality Underlying Societal Debates 

This section closes with an attempt to catalogue various types of rationality which might 

be found in society. Any person or group might employ more than one type of rationality in 

forming beliefs or in carrying out a decision or action. Still, it is useful to establish a typology to 

aid in locating the fundamental assumptions adopted by that person or group when a claim to 
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rationality is made. The following summaries, then, represent a rough sketch of the various 

stances which might be adopted in the search for, or in construction of, a rational system. An 

example using the case of radon is given at the end of this section. 

1. Classical rationality--this is the belief that rationality essentially is equal to truth, 
and truth is obtained through the use of logic (see Chapter 5). This logic is 
applied to a set of premises about the world which· are taken to be absolutely 
certain. The classical camp might usefully be divided into two schools with 
different epistemologies. The empiricist school (Locke, the logical positivists) 
choose their firm premises or foundations from the results of observation. The 
rationalists (such as Descartes) chose their firm premises from "clearly and 
distinctly perceived" items of introspection. In both cases, only beliefs following 
deductively from these foundations are allowed in the quest for rationality. 

2. Process rationality--this is the belief that no statement or action will satisfy the 
desires of classical rationality. All beliefs are subject to question since there are 
no firm foundations. Rationality implies, instead, a process of constant 
questioning and a search for more evidence. An example is Popper's idea of 
critical discourse with repeated attempts to falsify a theory (see Chapter 5). It is 
the process, and not the current state of match between evidence and belief, 
which justifies a claim to rationality. 

3. Fideism--a "fide" is a faith, something taken without complete support in 
evidence. The Fideist's (such as Polanyi) admit that the classical ideal cannot be 
met since there is no completely firm foundation for belief. They argue, however, 
that some beliefs (particularly those of well-tested science) are sufficiently strong 
to justify acceptance as a matter of faith. People will, of course, disagree as to 
which beliefs satisfy this criterion of being a proper fide. Once the fide is chosen, 
however, this approach is similar to the classical approach to rationality. 

4. Probabilistic rationality--the foundational assumptions required by the classical 
approach may be said to be somewhat less than firm. They may, however, be 
given a degree of support through probabilistic ideas. These probabilities may be 
said to be an objective property of the world or of our methods for studying the 
world (as in long-term frequency approaches to sampling theory), or a measure of 
our state of confidence. As with Fideism, rationality then is obtained in a 
manner similar to the classical approach once the probabilities are assigned to 
the probabilistic premises. To be rational means to act on the belief possessing 
the. highest probability of being true. 

5. Limited rationality--even scientific models fail to predict the entire functioning of 
the world. Causal factors are left out because they are not understood. Others 
are left out for computational convenience. It is not possible, therefore, to reach 
all of the possible ends through the use of such models. Still, a rational person 
may reach a few well prescribed ends through the use of bounded reason. There 
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will, of course, be disagreement as to what constitutes proper and acceptable 
bounds on the ends, means, and beliefs appearing in a rational discussion. 

6. Contextual rationality--complete rationality might require a very large amount of 
time to study a problem, particularly if the problem is complex. Humans, 
however, have competing ends which require attention. It is important, therefore, 
to allocate time so that a single problem does not attract an inordinate amount of 
attention. A rational person analyzes a problem only to the degree feasible in 
light of other demands on time. The goal is to limit analysis of specific problems 
so that the full range of problems may be approached in at least an approximate 
manner. 

7. Game rationality--the classical theory assumes that all of the ends and methods 
for judging means or beliefs can be ranked from highest to lowest (or best to 
worst). While this still may prove to be the case, agreement on the appropriate 
ranking has not been found in society. As a result, any societal debate will be 
characterized by different groups adopting a different ranking. The rational 
person treats this situation like a game in which the competing views must be 
balanced through a process of interaction. In this sense, the view bears some 
resemblance to process rationality ( #2). 

8. Adaptive rationality--it is a common feature of human understanding that beliefs 
change with new evidence. A properly rational person, therefore, looks for a 
process (implying a kind of process rationality) which mimics the growth of 
knowledge. An example of this approach is Hesse's "learning machine" model of 
science53

, or the Bayesian methodology of updating beliefs in light of new 
evidence.54 

9. Selective rationality--if, as Longino emphasizes37, human judgment is essential to 
assigning relevance to evidence (see Chapter 5), it would be best to let those 
judgments be made by the most qualified people. Selective rationality then 
involves the identification of groups or individuals with the best skills at 
judgment. This is by no means a simple matter, since it is not clear how those 
skills are to be identified. The problem is particularly difficult when ends, means, 

• and beliefs become inseparable, since no individual or group is likely to possess 
skills in all three areas of judgment. 

10. Posterior rationality--the classical theory, as well as modern decision theory, 
assumes that the ends are known before rational analysis begins. The means to 
reach those ends then are assembled, beliefs assigned to those means, and the 
appropriate means selected. At times, however, the ends may not be known 
prior to analysis. They may, instead, be a product of an analysis, such as when 
scientific research discovers the importance of species diversity, which becomes a 
new end. A rational process should, therefore, be capable of generating new 
ends or of changing the direction of analysis once new ends are identified in the 
process or reasoning. 
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These various conceptions of rationality can be illustrated by considering ho\Y they might cause a 

person to view a risk analysis for radon. It should be emphasized that the conceptions are not 

necessarily mutually exclusive. There should be a healthy regard given to each conception, since 

each provides valuable insights into a complete picture of rationality. 

Assume that the EPA wishes to regulate radon in air or water, and that a claim to 

rationality is desired. The classical rationalist will focus attention on the set of beliefs 

concerning how radon is related to a given end (here the production of cancer). Only 

predictions which must follow logically from observations (empiricism) or "clearly and distinctly 

perceived" statements (rationalism) will count as being true. Only these beliefs, therefore, will 

count as rational products of the risk analysis. All other beliefs, regardless of their status as 

being partially confirmed, will be rejected as non-rational. While the classical approach certainly 

stands as an ideal, it is a simple matter to find potential flaws in any prediction concerning 

radon and, hence, the classical skeptic could argue that all risk analyses were non-rational. 

The fideist would search for some principles which could be taken as reasonable in 

beginning the process of reasoning. This analyst might argue that an observation of an excess 

incidence in an exposed population was a reasonable basis for belief, even if (as Hume argues) 

it does not certify that belief. The analyst might also argue that a linear dose-response function 

has been reasonably well established. Such fides then could be used to analyze the existing data 

in analytic fashion. Given the fides, all of the predictions of the risk analysis would satisfy the 

classical ideal. Different analysts probably would argue as to the appropriate fides, but at least 

·it would be clear what the argument concerned. Only beliefs following deductively from the 

fides would be counted as rational products of the risk analysis. 

The probabilistic rationalist would argue that it is incorrect to adopt any principle (such 

as a linear model) as a fide. Instead, all assumptions must be given a probability of being true. 
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Deductions from the assumptions would be developed and the calculus of probabilities used to 

assign a probability to each deduction. The rational result of a risk analysis would be a set of 

predictions concerning the effect of radon on lung cancer, the assumptions underlying those 

predictions, and the probability assigned to each prediction. These probabilities might be 

obtained either through statistical considerations or by specification of a state of confidence. In 

either case, the search is for the prediction (of cancer attributable to radon) which possesses the 

highest probability. 

The above approaches focus on the quality of beliefs about the link between radon and 

lung cancer. A second party might argue that morbidity is equally as important as mortality. 

He might also point out that genetic makeup predisposes some people to lung cancer. This 

would lead him to claim that the risk analysis by the first party was not rational since it lacked 

consideration of morbidity and genetic predisposition. The first party would counter that the 

EPA said to consider the average risk of lung cancer, and that while this is a limited goal, the 

analysis still has limited rationality. The two parties disagree as to when the limitation is so 

severe as to require withdrawal of the claim to rationality. 

While this debate was going on, the first party might point to other concerns in society. 

There are needs other than the control of radon. Pesticides, food additives, etc., must also be 

regulated. Increasing the considerations taken into account in analyzing the risk of radon would 

draw resources away from other analyses. This might increase the lives saved from radon 

mitigation, but at the expense of ignoring other risks in the interim. An appeal is being made 

here to contextual rationality. The limited rationality of the bounded study (which considers 

only the average risk of lung cancer) is justified by referring to the larger societal context within 

which the analysis occurs. 
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The risk analysis for radon also presumes a set of ends. It might be assumed that the 

end is to regulate radon effectively, or to do it at the least cost, or to set up an atmosphere 

within which regulation itself is given historical precedent. The focus might be on lung cancer or 

pneumonia, on old age groups or young. Different groups usually will not agree as to the 

appropriate goal in dealing with radon. Game rationality requires that this difference be 

acknowledged and a process of analysis put in place which allows the groups to interact. This 

can be accomplished by opening the process of analysis to scrutiny, making it clear how different 

assumptions concerning the goals are reflected in different results of the analysis. 

The analyst would need to make judgments concerning the "quality" of beliefs generated 

in the analysis. A hope of the classical rationalist is that this quality can be judged on the basis 

of a logical relationship between the evidence and the belief. Different groups of researchers 

would weight the evidence differently. For example, epidemiologists favor even poorly 

controlled human studies in uranium mines over well controlled animal studies involving 

exposure of rats and beagles in radon chambers, while the reverse judgment is made by those 

conducting the animal experiments. The rationality of the final risk analysis depends heavily, 

then, on the proper selection of experts chosen to give evidential weight. The claim to 

rationality would rest on the ability to demonstrate that the analysts were chosen for appropriate 

skills. 

As a risk analysis for radon proceeds, new perspectives will develop. Information 

deemed irrelevant prior to the study will gain relevance through the analysis. No predictive 

models of the effects of radon might be developed, requiring a reassembling of relevant data. 

This might require drawing upon experts not identified in originally structuring the analysis. A 

procedure must be put in place to ensure that the boundaries of the analysis are not restricted 

to those established prior to the analysis. This procedure, then, justifies the claim to adaptive 
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rationality. Similarly, the analysis of radon might reveal that morbidity is a serious outcome 

deserving of attention, despite a prior commitment to examining only lung cancer mortality. 

The control of morbidity would constitute a new goal of the analysis. Procedures put in place to 

ensure that the risk analysis was capable of generating new goals would satisfy the claim to 

posterior rationality. 

4. WHERE IS RATIONALITY FOUND? 

The following section provides a sketch of the way in ·which people might differ in 

speaking about rationality, at least to the degree that they differ over the aspect of the analysis 

which might be called rational or irrational. A key feature to be noted is the possibility that the 

rationality of a risk analysis cannot be judged without .also understanding the purpose behind the 

analysis (i.e., what the analysis is to be used for). 

4.1. Descriptive and Prescriptive Rationality 

One of the central topics in rationality in areas such as decision theory is whether it is a 

descriptive or normative (prescriptive) theory of human behavior. Psychologists and 

behaviorists8
•
9 tend to view rationality as a scientifically describable and discoverable process 

which is found in actual human behavior or thinking. Their goal, then, is to demonstrate the 

dynamics by which specific humans or groups come to be rational, irrational, or non-rational. 

The intent is descriptive and/or predictive, and their approach may be used to help discover the 

underlying goals and cognitive processes leading to specific risk analyses or decisions.10
•
11 

Contrasting with this approach is the school of thought which links rationality to an ideal 

of human reasoning and/or behavior, which may or may not reflect actual historical cases. 
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Rationality, then, is a capacity of humans which must be defined and nourished. Lying primarily 

in the realm of philosophy, this school searches for an ideal conception of rationality which will 

be used as a yardstick for measuring the quality of human thought or behavior. The focus is not 

on how people actually do risk analyses, but on how they ought to do them. 

Both of these views are found necessary in the present paper. If an individual or 

organization is to resolve disputes, or at least keep them under some measure of control, it is 

necessary to understand the rationality of specific disputants. At the same time, it must be 

admitted that people rarely meet an ideal of behavior, however well intentioned they might be. 

The problem, then, is to design a systematic way of thinking which will help people become 

rational or to improve on their rationality. Descriptive theories describe society. Prescriptive 

theories contribute to the evolution of society. Both theories are needed in determining the 

reasons for disputes and in establishing a framework for judging the relative merits of competing 

positions in the dispute, or for resolving the dispute. 

4.2. The Rationality of Beliefs, Means and Ends 

Putting aside the issue of description and prescription, it is then necessary to find what is 

being described and/or prescribed in discussions of rationality. What would it mean to suggest 

that an EPA regulation limiting the concentration of radon in drinking water to level X (such as 

300 pCi/ .e) is rational? To answer this, it is necessary to isolate the components of such a 

regulatory decision. In the most general sense, it might be argued that EPA: 

(1) has a goal of producing a world in which the chance of death from cancer caused 

by radon is Y (where Y might be 10"° or 104
); 

(2) believes that a concentration of radon equal to X produces such a world; and 

(3) chooses to limit the concentration of radon to X. 
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The three components to this process of reasoning must be subject to the constraints of 

rationality. It might be asked if the belief of the Agency (that a concentration of radon in water 

equal to X will yield a chance of death Y) is rational. In this case, the intent is to show that the 

belief follows in some reasonable sense from evidence about the nature of radon and its causal 

link to cancer. To be rational, then, requires that the various beliefs available to the Agency be 

subjected to scrutiny to determine their degree of support in the evidence. This situation will be 

referred to as the rationality of belief. 

By the same token, the decision to limit concentrations to X is only rational because the 

goal (or end) is determined to be a world where the chance of dying is Y. This rationality thus 

requires a reasonable Agency goal. Some other group, such as a water treatment association, 

might argue that the proper goal is to minimize expenditures on water treatment. The EPA 

might respond by stating that its primary (or highest) goal is protection of public health, and 

that economic factors are less important. This examination of the ends of action will be referred 

to as the rationality of ends. 

Finally, the Agency must select a particular means to reach its stated ends. The means 

might, for example, be to limit concentrations in water to X, alter the use of water supplies, 

provide warnings, etc. Presumably, these means will be consistent with both the beliefs of the 

Agency and the ends. It is assumed that the means will lead to the ends in a demonstrable 

manner. Choosing means appropriate to the ends will be referred to here as the rationality of 

means. 

This suggests three areas in which the rationality of an Agency decision or action might 

be challenged. Discussions might focus on the various beliefs available to the Agency, such as 

whether 100 pCi/ fl., 300 pCi/ fl. or 10,000 pCi/ fl. yields a chance of death equal to Y. Rationality 

then would require that each belief be supported by evidence concerning the fundamental 
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physical laws governing radon and cancer. A choice must be made as to how this belief might 

be characterized. In the field of risk, this step typically is though of as risk analysis. 

Discussion might also focus on the stated ends, requiring a clear demonstration that a 

world containing a chance of death from radon exposure equal to Y should be the ultimate goal. 

Others might argue that the proper ultimate goal should be something else, e.g., human 

happiness, and that the chanc~ of death is only one factor in assessing this goal. They would 

demand proof that reducing the chance of death to Y without consideration of cost truly leads 

to the state of greatest human happiness. Their judgment of the rationality of an analysis would 

be determined by assessing whether that analysis considered aspects of risk related to the most 

significant ends. In the field of risk, this concern is loosely termed risk policy. 

The discussion also might center around the appropriate means to reach the goal. The 

EPA might argue that aeration of water is preferred to other means such as removal by 

activated carbon.U A water works association might argue that the EPA should first identify 

individuals sensitive to radiation, and then limit concentrations only in their homes. The 

disagreement here revolves around the most efficient means to reach a given end, conditional on 

a specific belief about the world. The rationality of the analysis would be judged according to 

the ability of the analysis to provide appropriate solutions. This area of risk usually is referred 

to as risk mitigation. 

Controversies in the philosophy of rationality focus on the relative importance of these 

three aspects of an action in claims to rationality, and on the manner in which the three are 

interrelated. Logicians and most "pure" scientists tend to focus on the state of belief. To be 

rational means to base actions on beliefs which satisfy some criterion such as "minimal 

confidence" or "being the best available belief." The rationality of a risk analysis could then be 

judged without reference to any uses of the analysis. Technologists, "applied" scientists and 
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policy analysts tend to focus attention on means. Their criterion for rationality is that the most 

efficient means be adopted for reaching a given goal. Only analyses which focused on aspects of 

risk related to known techniques of mitigation would count as being rational. Ethicists and 

policy makers tend to focus attention on the stated ends. Their criterion of rationality is that 

the chosen ends in some sense be the "highest" ends, the most noble expression of human needs 

and desires. Only analyses which focused on those aspects of risk associated with the highest 

ends of society would count as rational. 

These three groups can disagree fundamentally about the ability to be rational in all 

three senses. Logicians with a leaning towards empiricism tend to argue that ends have no 

rationale. Taking their cue from David Hume13
, they think of ends as being mere matters of 

taste bereft of any reasonable support, and of means as being matters of crafting. To them 

there is no sense in which either ends or means are the subject of reasoned debate. In this 

classical theory of rationality (discussed in more detail in Chapter 5), rationality is equated with 

truth, and truth consists of a perfect belief about reality. Evidence is gathered and shown to 

suppqrt a belief, such as that a concentration of radon in water equal to X yields a chance of 

fatal cancer equal to Y. The most rational belief is the one corresponding most closely to the 

features of the world. Such people do not argue that means and ends are not important. They 

simply claim that these aspects are matters of unreflected skills and tastes, respectively. The 

rationality of dealing with risks is located in the choice of an appropriate predictive belief, 

assumed to be the best scientific estimate. 

Those concerned with the rationality of ends tend to be less concerned with the logical 

relationship between evidence and beliefs. This is not to say that they deny the need for such a 

relationship. They see the relationship as being an issue of logic, which they separate from 

rationality. To be rational is to guide life according to the highest principles, which may include, 
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hut is not restricted to, consideration of the "truths" of science and logic. Evidence and belief 

are useful only as an aid in reaching a higher goal. This focus is termed "aim-oriented 

rationalism" by Maxwell14
• He insists that to be rational it is necessary to ask why a particular 

belief is needed. He speaks of the rationality of belief, with its focus on logic, as leading to 

"neurotic science." Whereas those committed to logic search for ever greater precision (risk 

estimates accurate to several decimal places), Maxwell argues that a focus on beliefs is rational 

only to the degree it allows humanity to reach "higher" goals, e.g., relieving hunger, poverty, and 

disease. The most rational enterprise begins by examining goals and tailoring the pursuit of 

belief to satisfy those goals adequately. 

Maxwell's approach shades over into the "rationality of means." The history of 

philosophy prior to the 19th century tended to revolve around debates between rationalists and 

empiricists. These two schools of thought agreed that beliefs could be placed on a firm 

"foundation," giving rise to the term foundationalism. Scientific theories were considered true 

once they rested on such a foundation of established facts. Rational people sought to base their 

beliefs upon "real" features of the world, which were taken to be objective features unrelated to 

human conceptual schemes. Rationalists and empiricists disagreed, however, as to how realism 

was to be found. Empiricists relied on experience, particularly sight or observation.15 

Rationalists relied on clearly perceived human insights much as in mathematics. Once these 

foundations were obtained, all of the features of the world could be predicted. These 

predictions would be analytic consequences (hence, the word analysis) of the foundational 

beliefs. The only trick was to ensure that the foundations were real, objective properties of the 

world. 

The views of rationalists and empiricists can be contrasted with "instrumentalism" To 

the instrumentalist, what matters is human action, not belief. A belief is "true" (and therefore a 
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rational basis for action) only to the degree that it produces a means for reaching a desired end. 

A scientific theory may or may not refer to real features of the world. This can never be 

known; there is no foundation for truth. A theory gains its power instead by allowing humans to 

do something in the world. A theory is nothing more than an instrument and must not be 

confused with reality. Most scientific theories are, after all, eventually overthrown by a new 

conception of the world. Nevertheless, the older theories were not considered completely 

useless. They at least allowed selected actions to take place within limits of error; but they 

provided limited means for reaching human goals. 

Under instrumentalism, a given means to reach an end becomes rational because it 

''works." The unexplained skill of the scientist or engineer, which embodies what Polanyi40 calls 

"tacit knowledge," even can be a rational means for reaching an end. This is true even if it is 

not understood why it reaches that end. In this sense, removing radon from water becomes a 

rational means of lowering cancer if it has "worked" in the past, even in the absence of 

understanding how radon produces cancer. As Scriven16 says, "the proof one knows how to do 

something is doing it, not talking about it." He is contrasting here the ideas of "knowing that" 

and "knowing how." To an instrumentalist, the latter world always takes precedence over the 

former. A rational person must give evidence that a means leads to a specific goal in practice. 

The distinction between "knowing that" and "knowing how" is roughly equivalent to Aristotle's 

contrasting ideas of theoretical and practical knowledge.17 

4.3. The Separation of Beliefs, Means, and Ends 

In the area of risk, there is a merging of the rationalities of beliefs, means, and ends. It 

certainly should be hoped that beliefs about the effects of radon on the chance of fatal cancer 

are as well established as it is possible to obtain. Greater precision of prediction is, therefore, 
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an important sign of rationality. But there are an infinite number of aspects to a risk. The 

scientist can study the risk of various kinds of effects, of the interaction between radon and 

other substances such as environmental tobacco smoke, of the influence of age or nutritional 

status, of the role of social forces in causing people to use a specific amount of water, and so on. 

The risk analyst must select what to study from the large number of choices; there are always 

constraints of time, energy, and cost. This is where ends can modify a risk analysis, influencing 

the direction of attempts to develop belief. The policy maker does not simply want well 

established beliefs, which may be the goal of the analyst in a scientific research setting. 

Rationality requires that these beliefs be researched with particular ends in mind. The 

relationship may even be reversed. Ends may be adjusted to correspond to areas where beliefs 

are strong and where there is, therefore, a reasonable .expectation that the ends can be reached. 

Means also may influence both beliefs and ends. A research project on the risk from 

radon (i.e., on beliefs about radon) may be stopped well before the risk is fully understood, if 

the existing understanding is sufficient to allow a selection of means. Scientific research such as 

an experiment may be viewed as providing evidence for a belief. It may also be viewed, 

however, as a concrete example of how to modify the world. An experiment in which radon is 

lowered and the incidence of fatal cancer drops certainly helps in testing theories about how 

radon yields cancer. But it also provides evidence that physically lowering the concentration of 

radon is a means of lowering the incidence of cancer. This means is available even if it is not 

understood why it works. Society may be unconcerned with looking for strong beliefs about 

radon, i.e., well established theories, if means for reaching ends already are available. Similarly, 

strong beliefs which are at present useless in suggesting means may be counted as irrelevant in 

the quest for rationality. It may even be the case that some aspects of the risk, e.g., the role of 

social forces, may be ignored in the analysis because the policy maker is not willing to consider 
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mitigation measures based on those aspects. As a result, beliefs, means, and ends subtly interact 

within the area of risk. This suggests that the relationship between component parts is an aspect 

of a rational system. This topic will be addressed further in the next section. 

4.4. Rationality of Parts and Rationality of Relationships 

To complete this section, it will be useful to focus on a separate distinction which might 

be drawn in thinking about rationality. It might be required that particular beliefs, means, or 

ends be analyzed independently, such as occurs when risk analysis, mitigation, and policy are 

addressed separately. Each endeavor focuses on a belief or a means or an end without 

reference to the other two aspects. Consequently, rationality lies in the belief, or the means, or 

the end itself, depending on the task. This view will be referred to as intrinsic rationality and 

suggests that the risk analyst, the risk mitigator, and the risk policy maker can perform their 

tasks without consideration of the others. 

Alternatively, it might be claimed that rationality concerns the relationship between 

beliefs, means, and ends. In this case, it is not the beliefs, means, or ends themselves that are 

questioned. These become the givens of life. They may be true, useful, just, etc., but they are 

not in themselves rational. Rationality requires, instead, a specific relationship between these 

parts. It requires that society act to get what is desired given that the world is believed to be in 

a particular state. In the words of Bertrand Russell18
, rationality is the "just adaptation of means 

to ends," an approach to be referred to as fonnal rationality. Given that the EPA (or another 

group) believes that a concentration of X yields a chance of fatal cancer Y, that the EPA desires 

to produce Y, and that lowering the concentration to X is possible, the rational action is to 

control concentrations at X. It is rational because the means were consistent with both the 

stated beliefs and the stated ends. Rationality, then, is located in the entire regulatory process 

41 



and can only be judged by someone familiar with that entire process. This does not imply that 

treating two aspects such as risk assessment and risk management independently is non-rational, 

only that the rationality of the assessment begins once objectives have been assigned, e.g., the 

task of risk assessment is to address specific health effects, such as cancer. 

4.5. Summary Remarks on Rationality for Risk Analysis 

In summary, rationality lies in the quality of the predictions generated by a risk analysis, 

but also in the means and ends which the risk analysis will serve. The rationality lies in the 

three separate parts and in the relationship between those parts. The latter view implies that a 

risk analysis must be structured to yield predictions related closely to existing means for 

reaching a clear set of ends. 

Since logical rigor is associated most closely with questions of belief, practical action with 

the development of means, and moral reasoning with the choice of ends, people will tend to 

locate rationality differently depending upon which of these three activities they value most and 

understand best. Increasing specialization tends to push people towards this intrinsic rationality, 

since they may be unfamiliar with the relationship between the parts of action. Scientists, for 

example, may tend to be more familiar with the state of scientific beliefs than with means or 

ends acceptable to society. Technologists are apt to be more familiar with means than with 

scientific belief or ends. Public policy practitioners may be familiar with the relationship 

between beliefs, means, and ends, but not intimately knowledgeable about specific details 

concerning the parts. They will, as a result, tend towards formal rationality. 

The most complete vision of rationality incorporates beliefs, means, and ends, judged 

both intrinsically and through their relationship. The "complete" rational person chooses 

rational ends, selects means appropriate to those ends, and then justifies those means and ends 
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(to the degree possible) by reasoned beliefs. The individual component parts and their 

relationship are the subject of scrutiny and clear reasoning. Weakness within either a 

component or in the relationship between components weakens the rationality of a decision and 

associated action. Rationality is a kind of web where both the individual "nodes" (belief, means, 

and ends) and the lines stretching between them (the relationships) must be constantly subjected 

to reason, and, thereby, stren~hened. Individuals or groups may be selected to work on specific 

aspects of the web, but their work must be guided through a more complete conception of 

rationality. The present research is intended to provide guidelines for understanding of the 

quality of predictions generated by a risk analysis, and how that quality is related rationally to 

means, ends, and beliefs. 

In summary, intrinsic rationality refers to addressing risk analysis from a singular 

perspective, such as the rationality of beliefs, the rationality of means, or the rationality of ends, 

which may align most closely with the tasks and perspectives of the risk analyst, the risk 

mitigator, and the risk policy maker, respectively. Although each rationality described is 

important and of interest in itself, they are insufficient to the decision making process as a 

whole, which must include the relationship between beliefs, means, and ends. 

Having described basic features of rationality in a very general sense, it is necessary now 

to provide more detail. Specifically, we ask how a particular belief, means, or end, or the 

relationship between them, can be supported by reason. Since most of the literature on 

rationality has been built around beliefs, and since beliefs are the product of a risk analysis, this 

aspect of rationality will be used as a primary example in the following section. The general 

ideas, however, apply to all aspects of rationality except as noted. 

5. CHARACTERISTICS OF REASONS AND RATIONALITY 
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This section of the report explores briefly the history of attempts to show why, and how, 

a given belief or prediction may be claimed to justify adoption of a particular means to a stated 

end. The various attempts will differ in the manner and degree to which beliefs, means, and 

ends impact on each other. These differences lead to competing views on the extent to which a 

risk analysis can be driven entirely by the internal goals of the scientific research community. 

Sections 5.1 through 5.9 describe, from a historical perspective, philosophies on the 

evidential support of belief. Section 5.10 moves to the question of whether belief is adequate. 

Finally, some recent studies in the history and sociology of science are discussed that help to set · 

the stage for current thought on this topic. The concept of coherence as a goal for the rational 

human is discussed. A summary section provides a brief listing of the various approaches to the 

rationality of evidence and belief. 

5.1. The Classical Theroy 

Discussions of the history of rationality begin with Plato in his depiction of Socrates.19 

This Platonic view has come to be known as the Classical Theory of Rationality, and much of 

modern philosophy has arisen either in reaction to, or in support of, the classical theory. Most 

practicing risk analysts presume the theory in supporting the use of risk analysis. 

Plato conceived of rationality as the pursuit of Truth. When a person grasps the Truth, 

he or she also has grasped Beauty, which is the highest end in life. To be rational, then, means 

to have possession of the Truth. Moreover, it is necessary to realize that the Truth has been 

located.20 In this sense, the Classical Theory of Rationality is similar to the rationality of belief 

discussed earlier. Still, it involves the rationality of ends (since the highest end is truthful belief) 

and the rationality of means (since it insists on logic as the proper route to truth). 
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The classical theory has been summarized by Brown21 and by Agassi22. The theory 

involves five primary attributes by which a belief may be judged rational. 

( 1) The belief must contain terms which are clearly defined an objective features of 

the world. There is no room for ambiguity, since the world is not ambiguous. 

(2) The belief must be formed on the basis of clearly defined rules of reason, which 

are taken to be those of logic and mathematics. In short, the belief must be 

deduced from what already is known by well established rules of reason. 

(3) The rules must be universal and applied consistently. As stated by Kant23
, "Act 

only on that maxim through which you can at the same time will that it should 

become a universal law." It must be very clear when the rules are to be applied. 

This attribute is intended to prevent people from intentionally shifting allegiances 

to beliefs when they are inconvenienced by them. 

( 4) A belief must be necessary in the logical sense. It must both rest on a firm 

foundation of established truths and follow deductively from those truths. All 

persons must come to the same conclusions if they are open to reason. 

(5) There must be an algorithm which allows the rules to be applied in a finite 

number of steps. An example of this is the use of syllogisms or of mathematical 

formulae. Rules alone are not enough if they cannot be completed in a finite 

time. 

The net result of the classical theory of rationality is to remove human judgment from 

beliefs. The human acts only as the vessel of belief. He or she has no choice in what to believe, 

since the belief is dictated by firmly established truths and the laws of logic. There will, 

therefore, be a complete consensus of belief between all rational people. In a very real sense, 
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people are not responsible for their rational beliefs and have a guarantee that the beliefs will 

lead to correct interactions with the world. 

The most well developed conception of classical rationality is contained in set theory and 

its application to a "covering law" hypothesis of science. The object to be analyzed (such as 

human health and radon) is broken into distinct analytical categories. These categories contain 

the entities of the world (lungs, radiation, radon, cells, cancer, etc., in our context) and constitute 

a well defined and finite set. Each entity is said to possess a set of characteristics or attributes 

(mass, energy, transformation, etc.) which explain the behavior of the entities. Explanations of a 

particular phenomenon, such as radon yielding lung cancer, then are based on these attributes, 

in all cases "covered by" the laws of the attributes. For example, it might be stated that all large 

populations of people receiving X amount of radiation show a fraction, Y, which die of lung 

cancer. This statement is a "covering law" which covers all phenomena satisfying the condition 

of being a population receiving X amount of radiation. The rational person faced with radon in 

the home is concerned with whether his case falls into the set of entities satisfying the above 

condition. It either does or does not, i.e., each phenomenon is either in the set or out, and the 

behavior of the phenomenon is certain if it falls into the set. The task of the rational person is 

to be very clear as to how an entity qualifies to be in the set and to apply the appropriate rules 

of logic in analyzing the properties and interactions between sets. 

This classical view leads to a situation in which rationality and logic are essentially 

identical. To Plato the world consists of universal, necessary, and eternal truths, so rationality 

must also possess these attributes. Anything less may be a useful tool for action (Aristotle's 

practical reasoning) but cannot count as being rational. These are very strong requirements, and 

very little in life satisfies this classical model of rationality. 
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5.2. The Skeptical Attack on the Classical Theory 

Attacks on the classical view have tended to take the form of skepticism. Even in Plato's 

time, there was a philosophical school, the Skeptics, who claimed that nothing satisfies Plato's 

ideal. This led the Skeptics to the claim that no belief could be rational. It is important to note 

here that this extreme pessimism followed from the Skeptics adherence to the classical view of 

rationality.24 

5.3. Empiricist Rationality 

Locke25 hoped to bring rationality back into respect by focusing on experience as 

providing a base for firm belief. Observations, particularly those from well controlled 

experiments, would yield beliefs which were a necessary consequence of the observations. If this 

were the case, the goal of Plato would be reached. Hume26
, however, followed with a skeptical 

response. As suggested by March27
, rationality requires a decision as to the future actions of the 

world. It is in the future, after all, that decisions will be carried out. For Hume, no prediction 

of the future follows necessarily from past observations. Without necessity, skepticism was the 

proper attitude and rationality was impossible. While Hume agreed with Locke that empirical 

evidence, i.e., experience, was the best route to knowledge, he would not admit that necessary 

beliefs ever could be found. -Hence, Hume denied claims to rationality. 

5.4. Rationalist Rationality 

Descartes28 found Hume's reliance on experience untrustworthy. He rejected the 

empiricism of Locke and Hume to rely on human insights instead (a bit like Plato). He 

believed in the capacity of reason to discover truths which were "clearly and distinctly perceived," 

much as in logic or mathematics. Mathematics was, in fact, his model for rationality. The 
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rational person discovered, through introspection, a set of axioms about the world. The rules of 

mathematical logic then were applied to these axioms to yield necessary truths. Since these 

rules are clearly defined, universal, and led to necessary truths, a rationalist in the Cartesian 

sense satisfied the requirements of the classical view of rationality. All that was required was 

the rather questionable belief that the axioms of the world could be obtained through a special 

form of introspection. 

5.5. Logical Positivism 

At the beginning of the 20th century, logical positivism29 was introduced through a 

philosophical circle in Vienna, known today as the Vienna Circle. Logical positivists returned to 

Locke in believing that it was possible to begin reasoning with a set of "observation sentences" 

concerning the objective properties of the world. These sentences would refer entirely to sense 

impressions, but primarily sight, which was taken to be the most reliable sense. Experimentation 

would provide those impressions. Being purely statements of observation, a rational person 

could be "positive" about those beliefs. The rules of logic then could be applied to deduce any 

new predictions about the world (hence, the name "logical positivism"). The only trick was to 

produce observation statements which were necessarily true statements about the objective 

features of the world. To be rational meant to believe a statement only if it was an observation 

statement or followed deductively from observation statements. As such, logical positivism is a 

form of the classical view of rationality, wedded to a strong idea of empiricism. 

5.6. Rational Skepticism 

Karl Popper was initially attracted to the Vienna Circle, but broke from that line of 

reasoning. His primary complaint was that no statement about the future could follow 
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necessarily from past observations (the contribution of Hume). Such statements were, instead, 

mere hypotheses requiring further investigation.30 The proper attitude towards all statements, 

including those of science, was skepticism. Still, Popper rejected the classical skeptic's claim that 

people could not be rational. He argued that rationality was to be found in the process by which 

hypotheses were subjected to tests. Central to his idea of rationality is criticism of an idea, 

which included attempts to show that the idea is wrong. A rational person attempts to find 

evidence which falsifies beliefs. As in logical positivism, this evidence was taken to be 

observational experience. The rational person adopted the belief which had survived the most 

stringent attempts to falsify it. Competing beliefs could not be shown to be true, but it was 

possible to talk of the "truth content" of beliefs by referring to their success in avoiding 

refutation or falsification. Rationality, in Popper's view, is a process of criticism in the form of 

attempts at falsification and acceptance of the belief most resistant to criticism. 

Another key point on which Popper and the logical positivists disagreed is the role of 

"confirming" evidence in choosing beliefs. As mentioned previously, the positivists assumed that 

observation of a phenomenon, such as a risk of Y, counted as a positive reason for believing any 

theories which predicted Y. The observation in a sense confirmed these theories. A rational 

person chose the belief which had been the most highly confirmed or "verified." This test of 

verification was made against the full range of existing observations deemed to be relevant to a 

belief. Popper countered that it was not enough for a belief to be confirmed by an observation, 

since it might be the case that any belief would be consistent with that observation. It might 

also be the case that a belief was so vague that any observation could be construed to confirm it 

(this Popperian argument is often made against multistage theories of carcinogenesis). This led 

him to his rationality of falsification, in which there must be a strong chance that a theory would 

fail to be confirmed by an experimental test. Popperian epidemiologists have, for example, 
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argued that the multistage theory of carcinogenesis is so flexible that it could fit any set of data. 

There is no way, therefore, to say that the theory has the potential to be falsified, and it should 

be rejected as unscientific. 

5.7. Probabilistic Rationality 

Regardless of whether. verification or falsification is adopted as a rational process, there 

is the problem of ambiguous, variable and conflicting evidence. All beliefs will have some 

evidence in their favor and some against. In addition, observation will be limited to finite 

samples which, as Popper correctly points out, may miss important features of reality. 

Recognition of this situation gives rise to the probabilistic theory of rationality. Here, evidence 

does not necessarily verify or falsify a given belief. It lends, instead, a "degree of belief' based 

on some idea of the probability that a piece of evidence would have been produced if the belief 

were correct. 

This degree of belief has taken two main forms in the literature on rationality. The first 

is classical statistics.31 Statistical properties of the method of observation are used to estimate 

the probability that an observed result would be obtained if a belief were true. This probability 

is taken to be an objective property of the method of observation, so the resulting assignment of 

probability satisfies the classical requirements for objectivity, necessity, and universality. A 

rational person chooses the belief which is assigned the largest probability based on the existing 

observational evidence. All persons who agree with the statistical assumptions (which 

themselves may be open to question) will assign the same degree of confirmation or belief. 

Contrasting with this objective approach is a subjective approach to probability often 

referred to as Bayesian confidence (although it is possible to establish a quasi-objective Bayesian 

methodology32
). Bayesians recognize that new beliefs follow from a mixture of prior beliefs and 
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new observational data. In a methodology to be discussed in a later report, the confidence in a 

belief is adjusted historically as new data are presented to the mind. This confidence is said to 

be a measure of the state of mind of a person, rather than an objective property of the observed 

phenomenon or the method of observation. Still, the Bayesian approach can be made to yield 

consistent and necessary estimates of confidence based on a formal set of axioms32
, thereby 

satisfying some of the requirements of the classical view of rationality. The rational person then 

adopts the belief associated with the highest confidence. 

5.8. The Problem of Incommensurability 

Common to all of the views discussed above is an assumption that beliefs, such as 

scientific theories, can be compared simultaneously to a common set of observations. Once the 

observations are specified, the degree of verification or falsification can be assigned and the 

beliefs ranked accordingly. Kuhn33, however, denied this claim. Using scientific theories as the 

main example of a potentially rational activity, he asserted that theories are basically 

incommensurable. In other words, the theories themselves specified what to look for in the 

world and how those observations would count as evidence. People working under different 

theories observed the world in different ways and spoke differently about the world. As a result, 

there was no fixed set of observations against which competing beliefs could be assigned 

measures of confirmation or falsification. Beliefs must be seen instead as systems of belief, each 

of which set up traditions of research but basically could not be compared. It was possible to be 

rational within a scientific research tradition, but all such traditions were internally rational so 

long as they remained open to change in light of the evidence they uncovered. 

Kuhn's position on the rationality of science was misused by both his opponents and 

supporters, prompting him to reply in a second book.34 The primary mistake made by both 
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groups was the assertion that his position leads to complete relativism. If all scientific theories 

choose the data which must be explained, and how those data are to be explained, why not say 

that all areas of human knowledge are equally valid? After all, all subject areas, e.g., science, 

religion, art, specify the experiences to be confronted, the methods of exploration, and the rules 

of explanation. Since these features only make sense within the language of the theories, there 

is no way to step outside of them all and compare them on a common basis. Science, 

mythology, religion, and art simply become competing systems of thought. Each is internally 

consistent and none may be rejected through appeal to higher criteria. The same may be said of 

competing scientific theories. 

This view found favor both in the social sciences and in the philosophy of Paul 

Feyerabend35
• Feyerabend argued that scientific theories were completely incommensurable and 

internally coherent. There was not, therefore, any way to reject one in favor of any other. 

Scientific choice between theories was profoundly irrational and the only reason scientists chose 

one over the other was to be found in the exercise of power, prestige, etc. To be rational, a 

society must give up the quest for selection between scientific theories. All theories, whether 

scientific or not, must be encouraged to prosper on an equal footing. When the time came for 

decision, democracy must be the method for choice. Kuhn's critics saw in Feyerabend the 

natural culmination of the thesis of incommensurability, leading inexorably to irrationality, or 

non-rationality, and ultimately to an anarchy of beliefs. 

This tum of events was troubling to Kuhn. Within social science and anthropology, the 

Kuhnian idea of a paradigm came to mean any model of the world. Since most ways of thinking 

counted as a model of the world, most ways of thinking satisfied the (false) picture of a 

paradigm and, therefore, constituted a perfectly acceptable theory of the world. But this misuse 

of the idea of a paradigm greatly simplified and distorted Kuhn's original intent, although part 
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of the blame lies in the vagueness of his original writings. Paradigms were intended to provide 

a concrete means of confronting scientists with empirical tests of their theories. Different 

theories might specify different tests to be performed, but all proper paradigms gave rise to 

experiments which held the chance of verifying or falsifying the theory through tests against 

experience. Not every theory of the world satisfied this criterion, so not every theory of the 

world was rational. In addition, researchers within a theory were capable of admitting that their 

theory was not working very well by their own rules. There even were many observations which 

all theories agreed were important tests of any theory. Subjectivity and relativism were not 

natural consequences of his view on rationality. Still, it is important to bear in mind his 

important observation that researchers working within different theories may look for different 

bodies of evidence in supporting those theories. 

5.9. Tests of Theories Other Than Empirical Tests 

Kuhn shared a common ground with Aristotle, Locke, Popper and the logical positivists 

in adopting empiricism as the test of a belief. The proof of a theory was in the degree to which 

its assumptions could be observed or in its ability to correctly predict the results of an 

observation. Laudan36 agreed with this claim but added another criterion for rational 

confidence. At times, a theory solves conceptual problems, which are quite different from 

empirical problems. Consider, for example, a theory of radiation carcinogenesis which proposes 

that radiation damages DNA and turns on an oncogene. This oncogene then produces cancer. 

The theory provides an explanation which includes the role of oncogenes. If scientists had been 

wondering how oncogenes fit into the picture of radiation and cancer, the new theory may be 

said to solve a conceptual problem. This solution counts in favor of the theory even if it does 

not yet lead to increased precision in predicting the incidence of cancer. With Laudan, 
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therefore, rationality takes on a new measure. A rational theory explains, in a conceptual sense, 

the most significant problems remaining in a field. While the ability of a prediction to "fit" data 

is an empirical problem dictated by the rules of observation and statistical reason, the 

conceptual ability of a theory is judged by humans. It is the human who assigns relevance and 

importance to a conceptual problem, requiring an act of judgment. It is the human who decides 

how well a theory explains a particular problem or puzzle. 

A similar tact was taken by Longino37
• She admitted that rules of reason might well 

apply once a set of data were chosen as a test of a theory. Choosing the data which were 

relevant as a test was, however, a process buried in human judgment. The cell biologist studying 

the transformation of cells in vitro following irradiation might assume the results were highly 

relevant to predictions of cancer in humans. Any theory of cancer would, therefore, be required 

to explain and predict the in vitro experiments. Epidemiologists might argue the opposite, 

asserting that the in vitro studies were irrelevant to theories of cancer. There is little hope of a 

logical resolution to the decision, since assigning relevance to an observation presupposes the 

theory which gives relevance to begin with. In this sense, Longino's insights are similar to those 

of Kuhn. Far from being an abstract exercise in philosophy, the concerns of Longino were at 

the heart of a debate on the effects of radiation on human cancer.38 

5.10. The Rationality of Crafting in Science 

All of the philosophies discussed to this point have held a common feature. They were 

concerned with the degree to which evidence might support a belief. The belief was precise and 

the only question was whether it was true or false. Laudan36 moved the focus slightly and asked 

whether a belief is adequate. A key feature of modem philosophy of science is increased use of 

the concept of approximation. No theory or belief is said to be completely true or false. Parts 
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of the world are missing from models. The mathematical relationships between the parts are 

understood partially. Even measurements of agreed upon relationships are imprecise. If truth 

and rationality require complete empirical success for a theory, then no theory is true and no 

one is rational. 

And yet, scientific theories can be said to form a rational basis for belief. All that is 

required is a change of emphasis on the need for complete predictive success. A successful 

theory then predicts adequately within the guidelines set up by a community. Human judgment 

is needed to define the term "adequate." This judgment cannot be avoided and usually will be 

related to the ends to which the theory will be used. Still, once the idea of adequacy is given 

clear expression, an imperfect theory may be said to provide a rational basis for belief. 

A similar idea was advanced by Ravetz39
, who likened science to a craft. Adequacy could 

be thought of as being analogous to "tolerance" in engineering. If two parts must fit together 

within an engine, there is no need for them to be perfect fits. They must, instead, fit together 

within a certain margin of error (called the tolerance). Greater accuracy (beyond the desired 

tolerance) does nothing to satisfy the goal of making a working engine. Lower accuracy may, 

however, result in the engine shaking itself apart. As with Laudan, the rationality of belief for 

Ravetz requires an idea of how a theory is to be used and how adequate a theory is to that use. 

Ends, means, and beliefs converge, therefore, in the act of crafting. 

This idea of crafting is carried even further by Polanyi40
, Heidegger41 and Rouse42

• Their 

argument is that science is, first and foremost, a way of doing something. As mentioned earlier, 

the proof of science (or of a scientific belief) might be said to lie in "knowing how," in practice, 

rather than "knowing that." A proper belief is simply a conceptual representation of a method 

for doing something. Experiments test the ability to produce a particular physical state in the 

world, not the truth of beliefs. Beliefs (such as theories) are ways humans have of talking about 
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successful actions. That, and only that, makes a belief rational or irrational. The rationality of 

belief and of means shade over one into the other. 

The focus on crafting and doing tends to negate some of the original concerns of Popper. 

Popper discounted confirming evidence both because a theory or model might agree with reality 

for the wrong reason and because they might be adjustable to fit almost any set of experiences 

(such as experimental data). This is, indeed, a major problem if it is required that a theory or 

model be a truthful explanation of the world. If, however, their role is to conform only to the 

surface features of the world (i.e., to mimic the world), then truthful explanations are not so 

important and confirmation implies that the theory or model at least functions like the world 

(even if for the wrong reasons). This functional ability may be thought to make the theory or 

model a perfectly rational basis for action, if not belief. 

5.11. Scoiological Views of Science 

This brings to a fairly complete end the discussion of rationality and belief. Two topics 

remain to be addressed, however, if only briefly. The first concerns recent studies in the history 

and sociology of science.42
•
43 The purpose of philosophy of science has been to explain why it 

was rational for scientists to adopt a particular belief in light of evidence existing at some 

moment. This might require what is known as a "rational reconstruction" of the actual history of 

a science, but it still would be possible to show that a belief might have been rational according 

to the criteria discussed in earlier paragraphs. Someone using the results of a risk analysis 

typically is more concerned with whether a belief can be made rational, not whether a specific 

analyst was in fact rational in developing that belief. Sociologists of science, however, denied 

that any such rational reconstruction was either possible or relevant to the history of science (or 

of risk analysis). 
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These sociologists directed the focus away from the relationship between evidence and 

beliefs and onto the social and physical setting of science. Acceptance or rejection of beliefs was 

said to remain loosely based in evidence and mathematical reason, but the main driving forces 

were prestige, social relationships, funding, strong personalities, etc. These factors influenced 

the direction of research, the methods chosen for research, the assignment of relevance to 

evidence, and so on. Since re.al risk analyses come out of actual historical circumstances, rather 

than rational reconstructions of history, it seems wise to pay heed to the lessons from sociology 

and history of science, if only to work harder at strengthening the influence of more classical 

notions of rationality. The lesson from sociology is that risk estimates from "expert committees" 

may be driven more by the dynamics of the committee than by the evidence itself. 

5.12. Foundations Versus Coherence 

Finally, there is an issue related to the proper metaphor to be used in picturing rational 

belief. Philosophers in the classical vein tend to follow the idea of foundationalism. They 

conceive of knowledge and belief as resting on a set of foundations or well established "facts' of 

the world. All other beliefs are built on these foundations. Quine44 challenged this view of 

belief. He noted that no philosophy had yet discovered a firm foundation beyond dispute. In 

the place of foundations he inserted the idea of a ''web of belief." Since no belief acted as a 

foundation, all beliefs must be mutually supporting. Changes in one belief then would affect all 

of the others. A rational person strives for coherence between beliefs. Conflicting beliefs are 

rooted out and reconciled in a constant process of revision. No single belief is immune to this 

revision, even (as Maxwell also asserts14
) metaphysical beliefs about the ends and methods of 

science. 
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5.13. Summary 

A very brief listing of the various approaches to the rationality of evidence and belief is 

given below. 

1. The Classical Theory--a risk analysis is rational if the predictions are necessarily 
true. Truth is the only goal, regardless of whether that truth helps to meet other 
goals (it is presumed that it does). This necessary truth may be founded on 
empiricism or rationalism. 

A. Empiricism--necessary truths in risk analysis are obtained by restricting 
the predictions to those which have been observed. A variant of this 
approach is logical empiricism or logical positivism. 

B. Logical Positivism--necessary truths in risk analysis are obtained by 
restricting the predictions to those that are deduced (logically) from 
observations. 

C. Rationalism--necessary truths in risk analysis are obtained by restricting 
the predictions to those that are deduced (logically) from "clearly and 
distinctly perceived" (i.e., intuited) insights, as in the axiomatic approach 
to mathematics. 

2. The Skeptical Approach--no belief is a necessary truth. Therefore, rationality is 
not possible. 

3. Critical Rationality--necessary truths cannot be attained from a risk analysis. The 
proper attitude is one of skepticism. Still, rationality is possible by requiring that 
beliefs constantly be questioned and debated. This debate occurs through the 
testing of beliefs against evidence. The test may be one of falsification or 
verification. The evidence usually is taken to be observational, and the test to be 
correspondent to the observation. At any moment, it is possible to compare all 
beliefs against a single body of evidence. 

4. Paradigmatic Rationality--necessary truths cannot be attained from a risk 
analysis. The judgments of belief (as in #3) must be made on the basis of 
evidence, but the evidence differs between different beliefs (i.e., between 
scientific theories). Rationality implies critical discussion, but the discussions 
take place within research traditions, with these discussions being 
incommensurable. 

5. Conceptual Rationality--theories used in risk analyses are not judged purely on 
correspondence to evidence, but on the degree to which the theory resolves 
conceptual difficulties in a field. Empirical tests (as in #3 and # lB) are 
important, but so is conceptual clarity and coherence. 
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6. Rationality of Evidential Relevance--rationality in risk analysis requires that 
evidence (regardless of whether it is empirical, conceptual, or the result of 
insight) be judged relevant to a problem. This judgment is not a necessary truth 
and must be made by researchers using human skills. The judgment of relevance 
becomes part of the background assumptions (often hidden) adopted by a 
particular analyst. Complete rationality requires a critical discussion of these 
judgments. 

7. Sociological Rationality--the goal (usually hidden) of the risk analyst is to 
maximize power, prestige, etc. Rationality requires that these goals be 
recognized and a social system adopted to modify their effect on the analysis. 

8. Instrumental Rationality--a risk analysis is rational only if it produces explicit 
means for mitigating the risk. Strong beliefs are not sufficient if they do not lead 
to demonstrable solutions. 

6. CONCLUDING REMARKS 

The preceding chapters provide an overview of the nature of rationality and indicate 

properties required of a framework for it to reflect this nature in risk analyses of environmental 

carcinogens. Specifically, the framework (to be developed in the next part of this report) must 

have the following properties: 

( 1) It must be capable of depicting how inferences of risk are related to premises 
concerning probability, evidence and the physical world (satisfying the deductive 
ideal of rational analysis). 

(2) It must incorporate the full range of evidence typically brought to bear on a risk 
analysis for carcinogens (satisfying the ideal of rational coherence). 

(3) It must be capable of making explicit the relevance of particular bodies of 
evidence to inferences of risk (satisfying the requirement of rational analysis of 
evidential relevance). 

( 4) It must be capable of allowing an explicit incorporation of potential links between 
beliefs, means, and ends (satisfying the requirement of formal rationality). These 
links will depict how specific effects are selected for analysis contingent on 
specified ends and how specific qualities of evidence are weighted according to 
the degree to which means (or methods of mitigation) are considered. 

( 5) It must be capable of displaying the critical points at which human judgments 
must be made of evidential strength and relevance, and of relating these 
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judgments to specific assumptions concerning the nature of rational belief 
(thereby aiding researchers in assessing their state of confidence). 

(6) It must be capable of demonstrating how competing risk analyses arise from 
differing explicit assumptions {aiding in the explication and resolution of 
disputes). 

(7) It must be susceptible to use as a tool for producing either qualitative or 
quantitative judgments concerning the strength of inferences of risk (thereby 
avoiding necessary commitment to specific schools of thinking about evidential 
strength, the nature of probability, etc.). 

(8) It must provide an explicit link between judgments made by researchers in a wide 
range of scientific research, as well as judgments made by parties concerned with 
the less specific issues of evidential reasoning, appropriate ends, and so forth 
(satisfying the goal of game rationality). 

The next part of this report develops a framework for discourse on hazard identification 

with the eight properties described above. Additional useful concepts, such as a taxonomy of 

claims of carcinogenicity, are also described and implemented in the framework. The result is a 

seven-step guide to aid the individual decision maker in drawing inferences of carcinogenicity 

and to facilitate discourse and aid conflict resolution between persons of differing opinions. 

Table 0 has been constructed to aid the reader in making connections between this part 

of the report and the next, and to make explicit where and how the concepts and principles of 

rationality discussed in the preceding chapters are implemented in the seven-step guide for 

applications. The table is located below to facilitate easy reference while reading Part II, which 

follows. 
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Philosophical 
Principle 

Conceptual 
Rationality 

Logical 
Rationality 

Methodological 
Rationality 

Epistemiological 
Rationality 

Ontological 
Rationality 

Valuational 
Rationality 

Practical 
Rationality 

Evidential 
Relevance 

Empirical 
Success 

TABLE 0. A SUMMARY OF IDEAS IN CHAPTER 1 AND THEIR RELATIONSHIP 
TO THE FRAMEWORK OF ANALYSIS PROVIDED IN CHAPTER 2. 

Summary Description 

An attempt to provide consistent and clear 
meanings to terms in an analysis. 

An attempt to apply rules of deductive reason in 
arriving at the results o f an analysis equivalent to 
classical rationality. 

The habit of questioning beliefs used in an analysis. 
Also termed process rationality. 

An exploration of the evidential support for beliefs, 
and of the principles of by which the support is 
judged. 

The insistence that only entities demonstrated 
convincingly to exist be employed in the reasoning 
of an analysis. 

The insistence that the process of analysis reflect 
the most valued aspects of human intellectual 
activity and of the ends of the analysis. 

The insistence that an analysis be a practical means 
to action. 

The ability of evidence, in the context of 
background assumption to have bearing on a given 
belief. 

The ability of a theory to predict the observable 
properties of a phenomenon. See also logical 
positivism (p. 42). 

Relevant Pages 
in Chapter 1 

12, 15, 39 

12, 22, 38-41, 
42 

12, 22, 43 

12, 14 

12, 39 

12, 16, 23 

12 

14 

18, 41, 42 

Role within the Framework of Analysis in Chapter 2 

Useful in establishing meaning of "claims" in Working 
Tables 3, 6, 7; as well as all other terms in the analysis. 

Useful in determining the assignment of epistemic 
value to the relevance strategies in Working Tables 3, 
6, 7; and to the column and overall summary entries in 
these tables. 

Useful in determining the assignment of epistemic 
value to the relevance strategies in Working Tables 3, 
6, 7. 

Useful in determining the assignment of epistemic 
value to the relevance strategies in Working Tables 3, 
6, 7. 

Useful in determining the data items to be 
incorporated into Working Table 4. 

Useful in determining the degree of intellectual 
obligation assigned to relevance strategies in Working 
Tables 3, 6, 7; as required by column summary. 

Useful in determining whether the different "claims of 
carcinogenicity" categories are desired goals of the 
analysis (Working Tables 3, 6, 7). 

Useful in establishing Context Type (Working Table 1 
and Step 2 of Fig. 4); Causality in Working Table 2; 
and relevance strategies (Working Tables 3, 6, 7). 

Useful in determining the assignment of epistemic 
value to the direct empirical, semi-empirical, and 
theory-based-inference relevance strategies in Working 
Tables 3, 6, 7. 
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Table 0. (continued) 

Philosophical 
Principle 

Conceptual 
Success 

Hard look 

Correspondence 

Coherence 

Fi des 

Epistemic Status 

Adaptive 
Rationality 

Summary Description 

The ability of a theory to provide a causal 
explanation of observable properties of a 
phenomenon. 

The claim by an analyst that the assembled 
evidence constitutes a reasonably complete body 
reflecting the full body of evidence that would be 
available given no restrictions of time or money. 

The philosophical principle that a theory is 
established to be true by its ability to predict a 
given observation. 

The philosophical principle that a theory or belief 
is established to be true if it is not inconsistent 
with other beliefs held by the analyst. 

Those beliefs taken by the analyst to require no 
attempt at evidential justification. 

The weight of the evidence brought to bear in 
supporting a belief. 

The belief that a rational system of analysis should 
contain flexibility to accommodate new 
insights/knowledge. See also posterior rationality 
(p. 24). 

(continued on following page) 

Relevant Pages 
in Chapter 1 

18 

19 

18, 51-52 

20, 51-52 

20, 22 

21 

23, 24 
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Role within the Framework of Analysis in Chapter 2 

Useful in determining the assignment of epistemic 
value to the theory-based inference relevance strategy 
in Working Tables 3, 6, 7. Also useful in assigning 
causality in Working Table 2. 

Determination of the value of data completeness in 
Working Tables 2, 4. 

Useful in determining the assignment of epistemic 
value to the theory-based-inference relevance strategy 
in Working Tables 3, 6, 7. 

Useful in determining the assignment of epistemic 
value to the theory-based inference relevance strategy 
in Working Tables 3, 6, 7. Also useful in determining 
the assignment of epistemic value for column and 
overall summaries in these tables. Also useful in 
ensuring that value of intellectual obligation is 
consistent across analyses. 

Useful in determining the strength of background 
assumptions appearing in relevance strategies of 
Working Tables 3, 6, 7. 

Identical to assignment of epistemic value to relevance 
strategies in Working Tables 3, 6, 7. 

It is useful to reflect on this concept in determining the 
degree to which categories of carcinogenicity claims 
will be tied to specific theories of carcinogenesis. 



Philosophical 
Principle 

Selective 
Rationality 

Rationality of 
Belief 

Rationality of 
Means 

Instrumentalism 

Realism 

Rationalism 

Contextual 
Rationality 

Table 0. (continued) 

Relevant Pages 
Summary Description in Chapter 1 

The set of principles by which individuals are 23 
selected for particular tasks and/or judgments. 

The ability to demonstrate that beliefs are justified 29-35 
by available evidence. 

The demonstration, through reference to beliefs, 29-35 
that a given means is likely to produce the desired 
ends. 

The philosophical position that theories are 33 
established to be true if they allow practical action. 

The philosophical position that theories are 32 
established as true if they contain reference only to 
entities and relationships that have ontological 
status (see ontological rationality). 

The philosophical position that beliefs are 42 
established as true if they are clearly and distinctly 
perceived by the human mind, or are obtained 
from rationally justified beliefs using the rules of 
deductive logic. 

The philosophical principle that focuses on a 23 
particular aspect of an analysis should not interfere 
with the overall goal of the analysis. 
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Role within the Framework of Analysis in Chapter 2 

Useful in determining the assignment of epistemic 
value to the existential insight relevance strategy of 
Working Tables 3, 6, 7. 

Useful in reflecting on the epistemic status of claims in 
Working Tables 3, 6, 7. 

Useful in reflecting on whether a chosen category of 
claims of carcinogenicity will be useful in reaching the 
ends of the analyst and/or policy-maker. 

Useful in determining the assignment of epistemic 
status to the theory-based-inference relevance strategy 
of Working Tables 3, 6. Also useful in assigning 
degree of intellectual obligation to the relevance 
strategies in these tables. 

Useful in determining the assignment of epistemic 
status to the theory-based inference relevance strategy 
of Working Tables 3, 6. Also useful in determining 
allowed data items in Table 2. 

Useful in determining the assignment of epistemic 
status to the various relevance strategies in Working 
Tables 3, 6, 7. 

Useful in determining when examination of the 
evidence in a data category is to be considered 
reasonably complete (Working Tables 2, 4). 
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PART TWO 

ASSESSING EVIDENTIAL SUPPORT FOR CLAIMS OF CARCINOGENICI1Y: 
ESSENTIAL ELEMENTS AND A FRAMEWORK FOR APPLICATION 

1. INTRODUCTION 

1.1. Background and Objective 

Scientific evidence of the last ten years increasingly suggests that carcinogens differ 

according to their chemical or biological properties and that no single cancer mechanism is 

universally applicable within all contexts or biological settings. Substances may differ in the 

mechanism by which they bring about cellular conversions, the number of stages necessary for 

producing cancer, and the particular conversions associated with a specific substance. For 

example, it is widely accepted that some cancers arise from nongenotoxic origins (Barrett, 1987; 

Hecker, 1984; Trosko and Chang, 1988) and that a substance may contribute to cancer 

development without being a complete carcinogen itself (Barrett and Wiseman, 1987). This 

suggests that the carcinogenicity of a substance may be a product of both the substance and the 

conditions (context) under which it acts. 

Consequently, the task of hazard identification has expanded as well, from simply 

addressing whether a chemical is a carcinogen in some sense to a broader assessment of 

carcinogenic potential, which includes conditions and mechanisms by which it may modify or 

enhance cancer development either alone or in concert with other substances. The need for a 

more detailed taxonomy is reflected in the ambiguity of the phrase "potential to increase the 

incidence of cancer. .. " cited earlier (U.S. EPA, 1986). The term "potential" may refer to the fact 

that a claim to carcinogenicity may not have been fully proven by the available evidence, or it 

may refer to the fact that a substance yields an increase of cancer only under a prescribed set of 

conditions. These two meanings of the term "potential" must be separated for clarity. The 
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particular ends reached by more detailed taxonomies are ( 1) the ability to warrant a claim to 

carcinogenicity through reference to conceptual understanding (Laudan, 1977), (2) the ability to 

employ biophysical data other than direct observations of cancer incidence in warranting a 

judgment of carcinogenicity, (3) the ability to cite the context (species, dosing regimen, etc.) 

within which a substance will be capable of inducing carcinogenic effects and ( 4) the ability to 

address the effect of simultaneous exposures to multiple substances possibly acting by different 

routes in a non-additive manner (although this end requires considerations well beyond those 

addressed in the present report). 

The published literature related to biological aspects of cancer mechanisms is abundant 

and much of it has potential implications for hazard identification or other aspects of risk 

assessment. It is difficult, however, to conceptualize a methodologic framework that extracts 

and integrates that potential in a rational and reasonably comprehensive manner without 

imposing undue and contentious theories of carcinogenicity onto the analyst. Cancer research is 

ongoing. Experimental evidence of varying strength and relevance (more on this term later) to 

human carcinogenicity gives birth to new hypotheses and conjectures, resulting in tum in the 

formation of new if incomplete paradigms of cancer mechanisms. But the task of identifying 

environmental carcinogens cannot wait for perfect understanding. What principles, then, would 

facilitate this task with maximal use of available information? Toward what objective should 

those principles be directed? How is this objective related to a taxonomy of claims of 

carcinogenicity? 

It is assumed that the objective of hazard identification is to reach the most informed 

judgment about the carcinogenic potential of a substance of interest vis-a-vis the observational 

evidence and the current state of knowledge relevant to that judgment. An "informed judgment" 

is taken to be one characterized by reflection on ( 1) the complete body of data available on a 
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given substance, (2) the complete body of conceptual schemes by which the data are brought to 

bear in justifying any of the possible claims, (3) the "strength" of the data and validity of 

conceptual schemes and ( 4) the uncertainties introduced by the existence of contradictory data 

and/or conceptual schemes. As discussed earlier, "carcinogenic potential" is taken to include 

consideration of both the epistemic status of a claim to carcinogenicity (i.e. how well such a 

claim may be supported) and the context within which a substance yields an increase in cancer. 

This suggests several principles for implementation of a process leading to informed judgments 

on claims to carcinogenicity: complete assembly of observational evidence, assessment of each 

source of evidence for its quality (reliability) and relevance (to the task of justifying one or more 

of the possible claims of carcinogenicity), and evaluation of the coherence of conclusions from 

the available lines of inference. 

The concepts of observational evidence and of its quality are well established in the 

existing scientific literature and are not discussed at length here (more in Chapter 3). It simply 

is noted that risk analysts must first establish an observational base (called the "set of 

observation statements" in philosophy of science, but referred to as the "observations" or "data" 

here) which the analysts determine to be sufficiently reliable to justify the observations' use in 

subsequent lines of reasoning leading to claims of carcinogenicity. Clearly, no conclusion of 

carcinogenicity can be stronger than the base of empirical data on which that conclusion must 

ultimately rest unless non-empirical epistemic foundations are deemed an appropriate scientific 

concept. The strength of this observational base increases as ( 1) the variety of relevant 

empirical data increases, (2) the quality of each specific body of empirical data increases and (3) 

the existing empirical data, taken as a whole, display coherence rather than contradictory 

observations. 
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The concept of relevance is less well established in the scientific literature, although it is 

an important concept in logic and philosophy of science (Longino, 1990). In most cases, 

observations available to the analyst are not direct observations of cancer in the human 

population under conditions of interest (i.e. in the desired context). They might, instead, be 

observations of DNA adducts, hyperplasia, increased cancer incidence in other species, etc. The 

role of such data in supporting claims to carcinogenicity depends critically on the introduction of 

premises into a line of reasoning leading from the data to the conclusion of carcinogenicity. 

These premises constitute a set of background assumptions concerning the etiologic role of an 

observed property that must be introduced into the analysis if the observations are to be taken 

as support for any specific claim. The complete set of background assumptions (premises) 

required to infer a given claim from a given observation is referred to as the relevance of the 

observation statement to the task at hand. Relevance of an observation then increases as 

support for the necessary set of background assumptions grows stronger. A set of observations 

and the associated judgment of its relevance, taken as a whole, is referred to as the warrant 

(Toulmin, 1958) for a claim to carcinogenicity. The strength of the warrant for a given claim 

increases with (1) the support of the observational base, (2) the strength of the background 

assumptions needed for relevance increases and (3) the degree to which the analyst explicitly 

recognizes the necessary background assumptions and incorporates them into discourse and 

reflection. The last requirement arises from the idea that premises must not only be true, but 

must be recognized as such if an analyst is to make a claim to rationality (Alston, 1985). 

Since the risk from carcinogens arises from an interaction between the carcinogen and a 

biological system, the end of a complete hazard identification is to depict components of both 

the carcinogen (such as structure, physical state or concentration) and the biological system 

(such as physiological properties and mitotic rates) contributing to the existence of a hazard. 
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This end is formalized in the potential claims to carcinogenicity noted previously. By 

subdividing the claims into categories related to mode of action and context within which the 

action takes place, the analyst aids the end of risk mitigation discussed earlier. 

In summary, the current report assumes that a rational framework for hazard 

identification (and, hence, an "informed judgment" of carcinogenicity) requires the following 

components: 

(1) Consideration of the total body of evidence to be used in warranting depictions 
of risk. For example, the evidence might be data from in-vitro assays, 
epidemiologic studies, measurements of mitotic rates, etc. 

(2) A judgment that the evidence invoked by the analyst is an adequate 
representation of the full body of available evidence (i.e. constitutes the "hard 
look" as discussed in the second interim report). 

(3) Assessment of the foundational quality (see the appendix) of each separate piece 
of evidence used in the analysis. In other words, this is a determination of 
whether a given piece of evidence is considered reliable as an observational claim 
(an issue separate from that of the relevance of the evidence). 

( 4) Reflection on the relevance of each piece of evidence to each depiction of risk. 
This includes consideration of all relevance strategies (such as scientific theories 
constituted by etiologic premises) hypothesizing a role played by the measured 
factor in the production of risk (here, the risk of cancer). 

(5) Judgment of the epistemic status of a given claim of carcinogenicity. This status 
reflects the foundational quality of the evidence; the relevance of that evidence to 
the stated task as specified by each relevance strategy; the degree of coherence 
between evidence that strengthens and weakens claims made in the analysis; the 
evidential support for any relevance strategy and its body of background premises 
used in the analysis; and philosophical reflection on the nature of evidence and 
the relationship between this nature and assignment of epistemic status. 

1.2~ The Need for Rational Discourse 

Formal (mathematical) decision rules (Haseman, 1990; Eddy, 1989; Eddy et al.,1990b) 

may be helpful at interim steps in assembling and assessing observational evidence, but such 

approaches do not eliminate the need for human judgment and discourse for rational decision 
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making. First, the concept of probability typically employed in mathematical approaches can be 

formalized best by consideration of a single piece of evidence (or homogenous body of evidence) 

and its relationship to a single claim. While such considerations are useful in judging the 

foundational epistemic status of each single piece of observational evidence (such as the 

probability that the true mean of an underlying sampled population is X), probabilistic 

approaches are not well developed for instances of judging the coherence between multiple, 

dissimilar and potentially incommensurable bodies of evidence. Both foundational and 

coherence issues underlie scientific discourse and justification (Laudan, 1977). The second 

concern with relying on formal mathematical tools is the contention of the authors that rational 

judgments neither require an algorithm of belief (Brown, 1988) nor are properly summarized 

through mathematical probabilities. 

A key assumption is that rationality is linked most intimately to discourse concerning 

epistemic status, with this discourse being guided by (but not formalized by) principles of 

evidential reason. As stated by Bernstein (1983), "central to this new understanding is a 

dialogical model of rationality that stresses the practical, communal, character of this rationality 

in which there is choice, deliberation, interpretation, judicious weighing and application of 

universal criteria, and even rational disagreement about which criteria are relevant and most 

important." This discourse is typified by the deliberations of a Science Advisory Board 

Committee and the attending parties. Such discourse does not prevent mathematical 

formalization when it captures the full quality of the discourse, but the burden is on formal tools 

to display their utility rather than on the discourse to fit into the axiomatic base of the formal 

tools. The intent of this report is to present an integrative framework for discourse on rational 

justification of hazard identification against which all formal tools may (if so desired) be 

compared. 
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To summarize, this research is concerned with the epistemic link between evidence, 

relevance strategies and claims about carcinogenicity, as well as the rational basis for discourse 

concerning this link. The term "claim" is chosen deliberately to distinguish it from "belief'. 

Having provided the claim and its associated epistemic status, there remains an important issue 

as to when a claim, characterized by a given warrant, is to be elevated to the status of a belief by 

some person or group. This latter issue, while important in completely justifying the assertion 

that beliefs of an agency are rooted in rationality, is not addressed here since it involves 

components of psychology, sociology and political responsibility falling outside the domain of the 

present research. The present document focuses, therefore, on the evidential support for a 

claim (such as the claim that a substance is or is not a carcinogen), but not on the process by 

which claims are translated into beliefs. This presumes that it is possible to speak of epistemic 

status in a non-normative manner (i.e. without reference to the manner in which epistemic 

status should be related to the adoption of a belief). Complete rationality in policy matters, of 

course, requires that this latter issue of translation be discussed by any "users" of the claims 

generated in the risk analysis. 

1.3. Elements of the Framework 

A claim regarding carcinogenicity of an agent is the product of human judgment applied 

to evaluation of the informational base. There are, however, multiple sources of observational 

evidence, claims to carcinogenicity, and strategies of relevance for linking the two. The 

procedure to be described in this report was developed around certain principles and premises, 

such as completeness of evidence relevant to hazard identification, incorporation of qualitative 

as well as quantitative characteristics of evidence, a rational basis for warranting claims of 
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carcinogenicity from evidence, assessment of coherence of claims, and the centrality of informed 

human judgment to decision-making. 

These characteristics are derived from consideration of the epistemic status of a 

depiction of risk (here, a claim of carcinogenicity), which is related to both the observational 

data available to the analyst and the relevance of these data to each of the specific taxonomic 

claims of carcinogenicity. This suggests that the epistemic status of a claim of carcinogenicity is 

determined by three judgments related to each piece of observational information: 

( 1) What is it that has been observed and how well has this observation been 
established? This judgment encompasses the first three of the five framework 
components listed in Section 1.1. 

(2) What is the relevance of the observation to each specific claim? This judgment is 
given by the fourth component listed in Section 1.1. 

(3) In what way does this observation support and/or detract from the claim that the 
substance is a carcinogen in any sense? This judgment is given by the fifth 
component listed in Section 1.1. 

The first issue is related to the attempt to define the observational base on which any 

claims made in the analysis will (in some manner) be warranted. The analyst must establish the 

degree to which each claim to observation is considered well founded, regardless of the use to 

which the observation subsequently is put in the analysis. In the terms of logical positivism, the 

intent here is to produce "observation sentences" (Newton-Smith, 1981) from which the claims of 

the final analysis may be constructed when employed in conjunction with background premises 

required for relevance. These observation sentences should encompass all observations available 

on a given substance (more on this below). For simplicity in this report, the term "observation 

sentence" is replaced by the term "observation", although the two terms have distinctly different 

meanings in epistemology. 
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The second issue is related to the definition of relevance of the observations to the task 

of warranting a claim of carcinogenicity (i.e. that the substance is a carcinogen in some sense). 

As described in the appendix, observations gain relevance through the use of background 

premises relating the observation to a claim of carcinogenicity. For example, observation of 

DNA adducts gains relevance through the premise that adducts are a first step in the process of 

neoplastic conversion (Perera, 1987; Craig et al., 1981; Belinsky et al., 1987c), or are correlated 

with conversion (examples of relevance strategies, formalized in Section 5.1. ). While multiple 

observations may be used to warrant a given claim, it also is the case that multiple sets of 

background assumptions may be used to assign relevance to a given observation. The analyst 

must, therefore, establish the base of strategies for relevance by which observations are folded 

into the analysis. 

The framework to be described in the following chapters can be implemented on a 

substance of interest by following the seven steps for its application given in Chapter 6. To 

develop the framework, however, we need to consider: ( 1) determination of a taxonomy of 

claims of carcinogenicity, (2) the collection and assessment (both qualitative and quantitative) of 

the strength of observational evidence, (3) the assessment of the relevance and coherence of 

evidence for warranting claims of carcinogenicity within the observational context of that 

evidence, i.e. under the actual conditions of observation, particularly with respect to species and 

exposure level for data on humans or animals ("context" is formerly defined in Section 4.1.), and 

( 4) the same as (3) except with extrapolation from one context to another, such as exposure to 

humans instead of animals or exposure at environmental levels instead of at higher 

concentrations. Stated briefly, we need to address four basic questions: What is meant by 

"carcinogenicity"? What observational data should be initially collected and assessed for their 

utility in judging carcinogenicity? How should the evidence be interpreted for hazard 
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identification within the observed context (i.e., without extrapolation across doses or across 

species, assuming the availability of data from at least one epidemiologic study or long-term 

animal study)? What interpretation can be made with extrapolation (from high exposure to low 

exposure or from exposure of animals to exposure of humans)? 

These four questions are addressed in Chapters 3-5, following discussion of some 

fundamentals regarding cancer mechanisms and a "biologically significant dose rate" in the next 

chapter. The broad theoretical discussion of Chapter 2 constitutes a "minimal" set of etiologic 

assumptions to be imposed on the analysis. This minimal set provides structure without forcing 

judgments into the boundaries of a particular theory of carcinogenesis. In other words, existing 

theories tend to share this common axiomatic base, allowing the resulting discourse to remain 

fairly "theory-neutral" until explicit relevance strategies are invoked. It should be recognized, 

however, that the existence of any "theory-neutral" framework is highly controversial in the 

literature on epistemology and philosophy of science (the classic text here is Kuhn, 1962). 

2. CANCER MECHANISMS AND BIOLOGICALLY SIGNIFICANT DOSE 

Two central concepts employed in causal theories of carcinogenesis are those of (1) a 

biologically significant dose-rate (BSDR) within the body (Andersen, 1989; Gerlowski and Jain, 

1983; Lutz and Dedrick, 1987) and (2) transitions between states of cancer brought about by the 

BSDR (Moolgavkar, 1991). The BSDR is produced through a series of physical steps related to 

the following conceptual categories (see Figure 1): 

( 1) Exposure to the substance in the environment produces an intake into the body 
by various routes (via the lungs, G.I. tract, or skin). 

(2) The intake results in an uptake into the body, if the substance is deposited in the 
body following intake. This distinction between intake and uptake is required by 
the fact that substances can, for example, be inhaled without depositing in the 
lung (such as in the case of inert gases). 

77 



Figure 1. Flow Diagram of Judgments for BSDR 

Exposure occurs 

..... Inhalation, ingestion and/or 
~ dermal absorption occurs 

~, 

Intake occurs 

Substance is absorbed into - tissues, organs and/or ~ , ... cells of the body 

Uptake occurs 

Substance is retained in -...... the tissues, organs and/or 
~, cells of the body 

Burden occurs 

Necessary activation or 
.... de-activation to biologically ~ ,, significant form of the 

substance occurs 

Significant burden occurs 

Biologically significant form 
.... of substance is capable of 
~ interacting with biological 

~ ,.. structures (targets) 

I . BSDR occurs 
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(3) The uptake, in conjunction with retention of the substance in the body, yields a 
burden (i.e. concentration of the substance in the body). Increases in either 
uptake or retention generally yield increases in burden. The distinction between 
uptake and burden is important because a substance may be taken into the body 
but immediately removed, not allowing time for interaction with whatever tissue, 
cell, organ, etc., constitutes the target for the effect. In addition, etiologic 
theories of carcinogenesis may posit a threshold burden below which cancers do 
not appear even if an uptake occurs. 

( 4) Burden refers to the amount of the original substance present in the body. For 
many carcinogens, biotransformation (metabolism) changes the chemical form of 
the original substance (Whitey, 1982; Vainio and Hietanen, 1980; Clayson, 1985; 
Gehring et al., 1978; Farber, 1987; Miller and Miller, 1976). This new chemical 
form may be either ( 1) the form responsible for cancer, in which case the 
biotransformation results in activation or (2) a form incapable of inducing cancer, 
in which case the biotransformation results in deactivation. In any event, theories 
of carcinogenesis presuppose that there are some chemical or physical forms of a 
substance capable of inducing cancer and other forms incapable of inducing 
cancer. The former is termed here the biologically significant form. The burden 
of this biologically significant form of the original substance in the body is termed 
here the biologically significant burden. The distinction between this B-S-B and 
the burden is important because a substance may be present in the body without 
necessarily being present in the form capable of inducing cancer. This can occur 
if enzyme systems required for activation are not present or if systems required 
for deactivation transform all of the biologically significant substance into an 
inactive form. 

(5) Finally, the biologically significant burden (BSB) produces a biologically 
significant dose rate (BSDR) if the biologically significant form of the substance 
is capable of interacting with biological structures in the body (DNA, membranes, 
etc.) believed to be the site of action for carcinogenesis (Andersen, 1989; Barrett 
and Wiseman, 1987; Farber, 1987). The distinction between BSB and BSDR is 
important because a substance may be present in the body but unable to interact 
due to the presence of barriers to interaction or a lack of important sites of 
interaction. 

The above five considerations of the process leading to a biologically significant dose-rate 

introduce premises (to be discussed in more detail in Chapter 5) necessary in ensuring that 

exposures in the context of interest to the analyst result in at least some BSDR. We turn now 

to the issue of changes in states of cancer as induced by this BSDR. In the broadest and least 

theoretical sense, it might simply be premised that exposure to a substance (and, hence, 

production of a BSDR) induces a change from "normal" health to cancer. The probability of 
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this change presumably depends upon a background rate of change, the BSD R, and the length 

of time over which the BSDR is maintained in the body. A more general way of stating this is 

that the change depends upon the temporal pattern of the BSDR over the lifetime of an 

exposed organism. 

Current theories of carcinogenesis differentiate between a number of stages or states (by 

"state" here, we do not necessarily mean a morphologically, physiologically, etc., identifiable 

condition; different theories of carcinogenesis identify states differently and may even drop the 

concept of a state) intermediate between "normal" and cancerous. It generally is accepted that 

these states consist of at least neoplastic conversion and neoplastic development as depicted in 

Figure 2 (Williams and Weisburger, 1991). Cells are presumed to pass from normal to 

converted and finally from converted cells to developed tumors. Only cellular clusters 

developing to a frank tumor possess the capability of inducing fatality as a result of the cancer. 

Other cells or cellular clusters are considered to be precancerous. Changes from one state to 

another typically are referred to loosely as transitions. (By "transition" here, we do not 

necessarily mean a distinct stochastic change of state, but rather a general historical movement 

towards one of the states of cancer; different theories of carcinogenesis treat transitions 

differently, with individual theories focusing on transitions as stochastic events, alterations in 

kinetics, etc.). Identification of the transitions as initiation, promotion and progression a~e 

common in the literature (Pitot and Campbell, 1987; Barrett and Wiseman, 1987) but these 

terms are more operational than mechanistically descriptive and are not included here as part of 

the "minimal" theoretical base. 

The above discussion of theories of carcinogenesis focuses on changes or transitions 

without giving explicit mechanisms for those changes. While there is general agreement that 

cancer is a multi-stage phenomenon, there is less (although still substantial) agreement that the 
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Figure 2. Main Steps in the Carcinogenic Process 

Neoplastic Conversion 
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Adapted from Figure 5-1 of Williams and Weisburger 
(1991 ). 
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stages should be identified as neoplastic conversion and neoplastic development. There is even 

less agreement as to the mechanisms by which these stages arise and whether there are 

mechanisms common to carcinogens. 

In the case of neoplastic conversion, the dominant etiologic theory relates conversion 

either to changes in DNA (Lawley, 1987; Farber, 1987; Williams and Weisburger, 1991), 

referred to as genotoxicity, or to epigenetic changes (Bartsch and Malaveille, 1990; Barrett, 

1987; Butterworth, 1990; Perera, 1984), referred to (more generally) as non-genotoxicity. The 

former changes are unclear at present, but candidates for important change are: ( 1) formation 

of DNA adducts (Belinsky et al., 1987c; Farber, 1987), (2) changes in base-pair sequence, (3) 

single or double-stranded DNA breaks (Slaga, 1988; Tennant et al., 1987a), (4) chromosomal 

aberrations (Lewis and Adams, 1987; Hall and Freyer, 1991), and (v) activation of oncogenes 

(including deactivation of repressor genes) (Stowers et al., 1987; Aaronson and Tronick, 1986; 

Bos, 1988). Associated with the above four mechanisms are concepts of misrepair (through 

improper insertion of bases) of adducts and DNA breaks (Curtis, 1991) and translocation of 

broken DNA to allow expression of oncogenes (Della-Favera et al., 1988; IARC, 1986). 

Epigenetic (non-genotoxic) changes refer to alterations in cellular structures other than DNA, 

such as membranes and antigens, which might, in tum, yield changes to DNA (although DNA 

changes are not necessarily part of neoplastic conversion). 

In the case of neoplastic development, mechanistic premises have tended to focus on 

intercellular communication (Trosko and Chang, 1988; Harper and Legator, 1987; Langenbach 

et al., 1988; Slaga, 1984), hormonal control (Moolgavkar, 1986; Williams, 1990) and the kinetics 

of growth and removal within organized cellular communities (Hamburger and Treiger, 1969; 

Loury et al., 1987; Swenberg and Short, 1987; Cohen and Ellwein, 1990; Short and Swenberg, 

1990). Changes in these properties might arise from either genotoxic or epigenetic action, 
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although the latter usually is cited as the route of action. There is little agreement as to 

whether these changes are potentially reversible although it has been suggested that promotion 

has both a reversible (Phase I) and irreversible (Phase 11) component (Barrett and Wiseman, 

1987; Herma and Brandt-Rauf, 1987; Langenbach et al., 1988). As in neoplastic conversion, the 

largest source of disagreement is over premises concerning mechanisms of action. Candidates 

are (1) changes in DNA (Bailey et al., 1991), making neoplastic development similar to 

conversion, although this aspect of promotion probably is limited to Phase II; (2) interference 

with intercellular or intracellular communication through changes in messenger molecules, gap 

junctions, microtubule structure, etc. (Trosko and Chang, 1988); (3) disruption of the histological 

architecture of cellular communities as in the theory by (Tamplin and Cochran, 1974); ( 4) 

induction of hyperplasia in the cellular community through stimulated mitosis or other (currently 

unspecified) means (Ames and Gold, 1991a; Schulte-Hermann et al., 1991); and (v) changes in 

the action of hormones on cells through changes in the amount of hormone present at the target 

organ, the form of the hormone, the density of receptors for hormones and/ or the specificity of 

hormone receptors (Moolgavkar, 1986). 

3. MEANING OF "CARCINOGENICITY" 

3.1. Current Classifications of Carcinogenicity 

The criteria for chemical group classifications currently are ranked according to the 

supporting evidence on changes in tumor prevalence in humans and animals, with human 

evidence considered more relevant. For example, in the classification system used by the EPA, 

the taxonomy is: Group A: Human carcinogen, with sufficient evidence from epidemiologic 

studies; Group B 1: Probable human carcinogen, with limited evidence from epidemiologic 

studies; Group B2: Probable human carcinogen, with sufficient evidence from animal studies and 
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inadequate evidence or no data from epidem!ologic studies; Group C: Possible human 

carcinogen, with limited evidence from animal studies in the absence of human data; etc. (U.S. 

EPA, 1986). Classification schemes of the International Agency for Research on Cancer 

(IARC), the National Toxicology Program (NTP), and the American Conference of 

Governmental Industrial Hygienists (ACGIH) also have this characteristic; i.e., at the upper end, 

the strength of the claims is dependent on the extent of evidence from human epidemiologic 

studies, proceeding to weaker claims associated with evidence of changes in tumor prevalence 

from animal studies. The single exception is an "indirect" classification of ACGIH which refers 

to carcinogenicity activity that occurs primarily as secondary effects of some other toxic or 

physiological action by the substance or its metabolites (Cohrssen and Covello, 1989), although 

even here the evidence for such activity is change in tumor prevalence. 

Several properties in common to these agency's classification criteria may be noted: ( 1) 

The strength of the claim to human carcinogenicity is limited by the kinds of data available 

rather than reflection upon the complete body of data on a suspect substance. e.g., an agent 

could not be classified strongly as a "human carcinogen" (Group A or B) by EPA if there were 

no epidemiologic data available, regardless of how convincing a case might be made on the basis 

of other evidence and scientifically warranted lines of reasoning. This suggests the existence, at 

least implicitly, of some conception of "minimal epistemic status" (see the discussion in the 

appendix) associated with specific warrants. (2) The criteria do not state, but give the 

impression, that if available in adequate quantity and quality, then animal data alone are 

sufficient for classification of a substance as a "probable human carcinogen". The manner in 

which animal data play such a role, however, is not specified, nor are the criteria specified by 

which premises necessary for inter-species extrapolation are to be warranted. (3) "Human 

carcinogen" suggests that if humans differ in susceptibility to a carcinogen, it is only by degree, 
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i.e., that it is not possible for an agent to be a human carcinogen only to a subpopulation that 

may be predisposed in some way. ( 4) There is no reference to the context within which a 

substance acts as a carcinogen, requiring the (perhaps unwarranted) premise that carcinogenicity 

is a property of the exposure factor alone rather than an interaction between exposure to the 

factor of interest, biological properties of the exposed organism, and concurrent exposures. 

These four features of existin~ classification schemes presume that a substance may be 

categorized only as a "carcinogen" with epistemically-based modifiers (possible, probable, etc.) 

depending upon the category of evidence available. 

With its focus on carcinogenicity as a single claim and on epidemiologic and whole

animal data, the existing classification scheme does not make explicit the etiologic differences 

which underlay various carcinogens and the manner in which data other than whole-animal 

carcinogenicity assays or epidemiologic studies may ( 1) elucidate these differences and (2) 

strengthen or weaken claims to carcinogenicity within a given context. The framework of 

analysis developed here extends the existing procedures for hazard identification to include the 

above considerations. 

3.2. A Taxonomy of Claims of Carcinogenicity 

In the present report, three assumptions are made for a claim of carcinogenicity within a 

framework for rational discourse on hazard identification: (1) the claim is manifold (i.e. has 

different taxonomic forms useful for meeting different ends of risk mitigation); (2) the claim is 

dependent on the nature and strength of the full body of supporting evidence on the agent 

considered; (3) the claim should be formulated uniquely in each specific case. This suggests that 

hazard identification for carcinogens might best be served by a taxonomic scheme giving explicit 

recognition to the role of a substance in carcinogenesis and, hence, the context under which the 
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substance increases the prevalence of cancer. Implicit to any claim of carcinogenicity is a 

context, e.g., long-term animal exposures, humans exposed in an occupational setting, etc. 

Consequentiy, the taxonomic scheme is applied to an agent/context combination, even when 

explicit reference to the specific context is omitted. The uncertainty in claims of carcinogenicity 

then will be a function of the context towards which those claims are directed. 

The taxonomy employed in the present report is described in Table 1 and is depicted in 

Figure 3. At the first and least informative level, the risk analyst might make the claim simply 

that a substance increases the incidence of cancer (within a specified context). At the second · 

level, the analyst might make the claim that the substance is either a direct carcinogen (partial or 

complete) or indirect carcinogen (mixing agent or helping agent). These terms are defined in 

Table l, which also describes conditions under which the claim would be preserved in another 

context. The distinctions between "direct carcinogen", "mixing agent (mixer)", and "helping agent 

(helper)" are important. A direct carcinogen (the parent agent or a biologically active product) 

induces one or more transitions between states or "stages" in the cancer process by itself, 

without requiring the presence of another chemical agent. If it induces all the necessary 

transitions leading to a neoplasm, then it is called complete; otherwise it is called partial. For 

example, formaldehyde, radiation, BaP, and most other substances that are commonly called 

carcinogenic are complete carcinogens. Some examples of incomplete carcinogens are 

urethane, which is an effective initiator but not a promotor (Berenblum and Haran-Ghera, 1957; 

Barrett and Wiseman, 1987); phorbol esters, which are active promoters without initiating 

activity (Boutwell, 1974; Barrett and Wiseman, 1987); and probably arsenic, which appears to act 

primarily to increase progression (Barrett, 1984). A substance is a mixing agent if it is not a 

direct carcinogen, but a direct carcinogen is produced when it is mixed with one or more 

suitably chosen substances that also is not a direct carcinogen, i.e., if a mixture of substances, 
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none of which is a direct carcinogen itself, interact biologically or chemically to effect transitions, 

then the substances are called mixing agents. Note that by definition a mixing agent must be 

able to produce a direct carcinogen from interaction with some other mixing agent, not with a 

substance that is already a direct carcinogen (either complete or partial). If a substance is not a 

direct carcinogen or a mixing agent, but it enhances one or more transitions induced by a 

suitably chosen direct carcinogen, then it is called a helping agent. A helping agent is sometimes 

referred to as a "risk modifier" in the literature. For examples of 
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Classification 

Complete 
Carcinogen 

Partial 
Carcinogen 

Mixer 

Helper 

TABLE 1. CLASSIFICATION SCHEME UTILIZED IN THE PRESENT REPORT 

Definition 

The substance, acting directly on components of the 
organism, induces all changes required to elevate the 
incidence of cancer in a population. 

The substance, acting directly on components of the 
organism, induces part of, but not all of, the changes 
required to elevate the incidence of cancer in a 
population. 

The substance, only when acting in conjunction with a 
second (mixer) substance, acts directly on components 
of the organism to induce part of (partial mixer) or 
all of (complete mixer) the changes required to 
elevate the incidence of cancer in a population. 

The substance, while not producing any of the 
changes required to induce cancer, produces changes 
in the antecedent conditions under which a second 
(carcinogen) substance exerts its effect, thereby 
magnifying the elevation in cancer incidence caused 
by the second substance. 
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Antecedent Conditions Under Which Substance Elevates 
Cancer Incidence 

Any conditions in which the mechanism by which the 
substance exerts its effect is present and operational. 

Any conditions in which (i) the mechanism by which the 
substance exerts its (partial) effect is present and operational 
and (ii) the remaining changes required for cancer are 
produced in the population by other means. 

Any conditions in which (i) the necessary second substance is 
present, (ii) the mechanism by which the two substances act in 
conjunction to exert their effect is present and operational 
and (iii), for partial mixers only, the remaining changes 
required for cancer are produced in the population by other 
means. 

Any conditions in which (i) the second necessary substance is 
present, (ii) the mechanism by which the original substance 
exerts its magnifying effect is present and operational, and 
(iii) the mechanism by which the second substance exerts its 
(carcinogenic) effect is present and operational. 



Figure 3. Levels of Taxonomic Claims 
of Carcinogenicity 
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helping agents, with a limited discussion of possible mixing actions, the reader should consult 

Williams (1984), Berenblum (1985), Weisburger (1988), Hecker (1984) and Hamburger and 

Treiger (1969). 

Returning to the description of the taxonomy, at the third level in the taxonomy the 

analyst might differentiate between effects on neoplastic conversion, neoplastic development, or 

both steps to cancer. At the fourth level, the analyst might make the claim that the substance 

induces alterations in the organism through genotoxic and/ or non-genotoxic routes of action. 

4. INFORMATIONAL BASE 

4.1. Assembling the Observational Base 

Having established the taxonomy of claims that constitute the end of an analysis, the 

initial step in analysis is establishment of the base of observations on which warrants of a claim 

to carcinogenicity might be developed. This step establishes, to the extent possible, the 

existential content on which all parties engaged in an analysis (or debate concerning an analysis) 

might agree regardless of differences in interpretation of the observations. The existence of 

such a "theory-neutral" base is controversial (Longino, 1990), but the step is included here since 

there is substantial agreement within the field of carcinogenesis concerning the importance of a 

number of specific observations to claims of carcinogenicity (even if the interpretation of the 

observations varies between analysts). The present section describes the sources of information 

potentially available to an analyst when faced with the task of hazard identification. The 

collection and preliminary evaluation of all observational data of potential value in assessing 

carcinogenicity of a specific agent is a major undertaking. To facilitate organization and 

application in the suggested framework developed here, observational information is classified 

by data category and data item, as illustrated in Table 2. A data category refers to a set of 
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observations characterized by a common use in lines of reasoning (such as supporting a common 

background premise). A data item refers to a specific observation within the data category. 

The category "Related Substances Assessments" refers to hazard identification of other 

agents, including mixtures, that might have some predictive value for the agent of interest 

through similarities in the etiologic role in carcinogenesis. For example, ETS is largely the 

product of sidestream smoke produced by a smoldering cigarette between "puffs". Sidestream 

smoke has been shown to be qualitatively similar in chemical constituency to the mainstream 

smoke that smokers inhale, containing several known or suspected carcinogens (U.S. EPA, 

1990). Additionally, observational evidence strongly supports the conclusion that smoking 

increases the risk of lung cancer. Thus, for hazard identification of ETS, prior assessments of 

mainstream smoke provide information (from a related substance) useful in the line of 

reasoning referred to in the literature on ETS as "cigarette equivalence" (Thorslund, 1990). 

The broad theoretical implications of the data categories in Table 2 are described in 

Table 3. The categorization shown in Table 2 was constructed to group data items supporting 

similar lines of evidential reasoning for claims of carcinogenicity (to be discussed in Chapter 5). 

Assessing the evidential support for carcinogenicity must also take into account (1) the context 

in which data were observed (e.g., a long term animal study on mice or an epidemiologic study 

of workers exposed at high concentrations) and (2) the context in which hazard identification is 

of interest (e.g., persons exposed at typical environmental levels). This raises the issue of what 

is to be meant by a context. In general, a context refers to a set of characteristics of an 

exposure situation believed to affect the carcinogenicity of the substance (or exposure factor) of 

interest. More formally, a context is an exposure-response scenario with specification of factors 

present that may affect the assessment of hazard. Observations within a given context then are 

assumed to share a common etiologic link between exposure and response, so that each 
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TABLE 2. SUMMARY OF THE ROLE OF OBSERVATION STATEMENTS IN 
EVIDENTIAL REASONING FOR CARCINOGENICITY CLAIMS 

References Citing Role of Specific 
Data Category1 Data ltem1 Data Item Judgment3 

Tumor Incidence or Prevelance 15 120 221 247 248 c 
Response2 Dose-Response 2 3 15 66 120 166 215 233 252 c 

Time-to-Appearance 24 120 c 
Multiplicity 120 c 
Age-at-Appearance 120 c 
Initiation 2 17 31100 101140 211 293 s 
Promotion 2 17 30 31 53 67 100 211 s 

Biophysical Hyperplasia 6 8 66 173 175 247 248 252 PT 
Effects DNA Adducts 18 22 34 42 63 64 68 69 241 247 PT 

Oncogene Activation 2 22 3152124 PT/T 
Interference with 

Intercellular 
Communication 32 125 126 169 231 261 PT/T 

Degree of Metastasis 81 T 
Concentration of Tumor 

Growth Factor (TGF) 50 PT 
DNA Breakage 54 88 100 101 124 173 250 289 PT 
Chromosomal Aberrations 54 69 88.100 101 124 250 PT/T 

9 69 88 100 101 124 250 
Site-Specific Mutation 9 69 88 101 107 124 202 214 226 PT/T 
Mutagenicity 33 88 100 101 124 PT/T 
Cellular Transformation PT/T/S 
Alterations in Membrane 

Permeability 230 PT 
RNA Alterations 171 PT 
Appearance of Cancer 81 176 215 284 

Marker Proteins T/S/C 
Alterations in Cellular 

Antigens 81 T/S 
Presence of Preneoplastic 

29 34 151 231 284 
Lesions T/S 

Alterations of Cellular 254 
Architecture PT 

Alterations of Distribution in 
Differentiation and/or 

103 Histology 
8 67 85 124 224 232 247 252 253 PT/T/S 

Cytotoxicity PT 
Tumors Appearing in Hosts 

after Injection of 
Transformed Cells 81 S/C 

Hormonal Alterations: 
67 

Hormone Production Rate 67 PT 
Hormone Structural Form 67 PT 
Hormone Binding Sites PT 
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Table 2. (continued) 

References Citing Role of Specific 
Data Category1 Data Item1 Data Item Judgment3 

Host DNA Repair Rates 85 88 96 223 241 PT 
Characteristics DNA Repair Specificity 223 PT 

Density of DNA Repair 
Enzymes 223 PT 

Repair Kinetics 85 88 146 223 PT 
Activation/Inactivation of 

Repair Process 223 PT 
Background Transition Rates 35 67 85 134 PT 
Initial State Vector 67 85 134 PT 
Presence of Target Organ 35 96 120 PT 
Presence of Carcinogenicity 

Mechanism 35 96 PT 

Pharmaco- Rate of Inhalation: 
dynamics Tidal Volume 3 11 105 106 122 182 208 222 247 EI 

Minute Volume 3 11 105 106 122 182 208 222 247 EI 
Rate of Ingestion: 

Food 82 EI 
Water 15 197 EI 

Airway Diameters and Lengths 105 106 115 200 IU 
Airway Branching Scheme 105 115 200 IU 
Deposition Fractions 115 200 IU 
Epithelial Integrity 7 149 183 245 IU 
Air:Blood Partition 13 15 16 158 183 229 IU 
Integrity of Mucus Layer 247 UB 
Mucous Flow Rate 89 191 247 248 UB 
Peristaltic Velocity 182 197 UB 
Facilitated Transport: 

Carrier Density 137 197 IU 
Binding Coefficient 137 197 IU 
Dumping Coefficient 137 197 IU 
Specificity of Carrier 137 197 IU 
Saturability of Carrier 137 197 IU 

First Pass Excretion 18 281 UB/BSB 
First Pass Metabolism 281 BSB 
Water:Oil Partition 197 208 IU 
Water:Lipid Partition 197 208 IU 
Cardiac Output, Q 21 138 183 208 222 IU 
Organ Perfusion 21144 197 IU 
Pore Size (membranes) 149 IU 
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Table 2. (continued) 

References Citing Role of Specific 
Data Category1 Data Item1 Data Item Judgment3 

Pharma co- Facilitated Transport Energy 
dynamics Source 137 149 IU 
(continued) KM for Metabolic Reaction 58 93 108 138 154 208 220 221 239 BSB 

274 
V max for Metabolic Reaction 38 58 59 93 137 138 208 220 221 BSB 
Substrate Density 37 38 39 78 121 BSB 
Presence of Competing 

Metabolic Pathways 58 142 172 155 287 BSB 
Renal Flow Rate 242 273 IU 
Permeability of Renal Tubes 

242 
IU 

Excretion Rates 18 161 221 242 273 UB 
Identification of Active 

Metabolite 20 37 49 93 95 120 206 220 BSB/BSDR 
Identification of Target Cells 120 252 IU /BSB/BSDR 
Identification of Site of 

12 37 112 162 287 
Metabolism BSB 

Substance Diffusion 
Coefficient 149 IU/UB 

Neutrophilicity 187 BSDR 
Adduct Binding Coefficient 108 159 BSDR 
Enzyme Concentration 112 BSB 
Intake 15 65 EI 
Uptake Fraction 15 65 245 IU/EI 
Burden 15 65 225 245 246 UB/IU/EI 
Dose Rate or Dose 15 246 UB/IU/EI 
Biologically Significant Burden 

15 42 
BSB/UB/IU/ 

EI 
BSD or BSDR 15 42 159 160 BSDR/BSB/ 

UB/IU /EI/UB 
Retention Function 15 222 UB 

Concurrent State of Attachment to Other 
Environmental Substances 200 288 EI/IU/EB 
Conditions Presence of Oils in 

288 
Administered Dose IU 

Presence of Other Substances 
in the Environment 79 114 130 156 194 215 228 PT 

Structure Bay Region Site 25 26 27 83 120 192 256 BSDR 
Activity 
Relationships 
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Table 2. (continued) 

References Citing Role of Specific 
Data Category1 Data Item1 Data Item Judgment3 

Related see, e.g. 259 ALL 
Substances 
Assessments 

Environmental Particle Size 200 228 IU 
/Substance Particle/Fiber Shape 200 228 IU 
Characteristics Particle Hygroscopicity 200 IU 

Concentration Variability 
Spatial 84 EI 
Temporal 84 EI 

Chemical Form ALL 

See Working Table 2. 
Quantitative measures are shown under "data items" for "tumor response" only. Quantitative 
measures commonly used are not given in other data categories, only the endpoints of interest. 
This refers to one or more of the specific judgments that must be made in using Figures 1 
and/or 2 for supporting claims of carcinogenicity through theory-based inference. The key is as 
follows: 

EI: 
IU: 
UB: 
BSB: 
BSDR: 
S: 
T: 
C: 
PT: 
ALL: 

conversion from exposure to intake 
conversion from intake to uptake 
conversion from uptake to burden 
conversion from burden to biologically significant burden 
conversion from biologically significant burden to biologically significant dose rate 
indicates a state or stage of carcinogenesis 
indicates a transition process between states or stages of carcinogenesis 
indicates carcinogenesis directly 
partial transition; indicates an effect leading to (but not sufficient for) transitions 
affects all of the conversions. 
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TABLE 3. BROAD THEORETICAL IMPLICATIONS OF DATA CATEGROIES 

Data Category1 Broad Theoretical Implications of Data Categories2 

Tumor Direct observation of the effect of interest (cancer). Intra-context claim 
Response2 for carcinogenicity requires only the premise that any noted associations 

are causal. 

Biophysical Provides evidence that a causal factor (such as exposure to the substance 
Effects of interest) yields effects deemed important in the etiology of cancer. 

Since the observations are not of cancer directly, a theory of the etiology 
of cancer is required. Such theories would support the contention either 
that a given data item is (i) an indicator of cancer being present (e.g. 
tumor growth factor, appearance of cancer marker proteins, alterations 
in cellular antigens, degree of polyploidy), (ii) an indicator of transitions 
between states of cancer (e.g. oncogene activation, interference with 
cellular communication, mutagenicity, cellular transformation) or (iii) an 
indicator of conditions (mechanisms) necessary for transitions (remaining 
data items). 

Host These data provide evidence that there is not a unique pre-existing 
Characteristics characteristic of the organism that would preclude conclusions being 

drawn with respect to the carcinogenicity context in which the organism 
appears in the analysis. The intent is to ensure that an observed effect 
being associated with the BSDR cannot be attributed to some unique 
characteristic of the particular organism being observed. This category 
does not refer to the characteristics affecting exposure and BSD R. 

Pharmaco- Provides evidence that the factor (such as exposure to the substance of 
dynamics3 interest) results in a biologically significant dose-rate to the organism. 

Since pharmacodynamic data do not constitute observations of effect, 
they do not provide either direct empirical or semi-empirical warrants 
for carcinogenicity claims. They can, however, provide conceptual 
support for the claim that any effects observed in the ''Tumor Response" 
and "Biophysical Effects" data category are causally connected with 
exposure. 

Concurrent These data support the contention that there is nothing unique about the 
Environmental exposure conditions that would call into question inclusion of a given 
Conditions study into a given context, or extrapolation of an observed effect from 

one context to another. These conditions occur prior to intake of the 
substance and may affect the intake magnitude, intake route, uptake, etc. 
of the substance. These data also support the contention that an 
observed effect was (or was not) due entirely or partially to confounding 
exposures. 

Structure Certain chemical/physical structures have been determined to be 
Activity associated most strongly with carcinogenicity, particularly with respect to 
Relationships initiation. These structural features presumably are an indication of the 

ability of a substance to act on the organism by mechanisms governed 
through general topological and/or chemical properties of molecules. 

See Working Table 2. 
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Table 3. (continued) 

Quantitative measures are shown under "data items" for "tumor response" only. Quantitative 
measures commonly used are not given in other data categories, only the endpoints of interest. 
Quantitative data on pharmacodynarnics are typically utilized in the dose-response step of risk 
assessment, rather than in hazard identification. Pharmacodynamic data are included in Table 
3, however, because they contribute qualitative information useful to the hazard identification 
step. Specifically, it is useful to know that exposure to the substance of interest results in a 
biologically significant dose-rate to the organism of interest if a claim of carcinogenicity is to be 
supported. 
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observation in the context may be taken as one sample from a potential population of samples sharing a 

common relationship between exposure and response. This stage of specifying contexts involves 

judgments founded in etiologic theories concerning the factors that might potentially exclude a given 

observational setting from a given context. In the language of philosophy of science, a context is 

defined by specifying the antecedent conditions under which a response is presumed to follow from 

exposure (see the appendix). It may even be the case that in-vitro data are included within a context 

otherwise defined by exposure to an animal or human, so long as the exposure-response characteristics 

of the in-vitro system are deemed to share an etiologic link with characteristics of the organisms in the 

context. This imprecise definition is intended to be more operational than descriptive, as the most one 

can do is to include within the specification of a context all factors considered to be of potential 

significance to the judgment of carcinogenicity. 

Contexts are defined around actual or hypothetical exposures of animals or humans. If a 

context describes a scenario within which study data are available, typically from either an animal study 

(preferably, long-term) or epidemiologic study, then it is referred to as an observational context. A 

tar"et context describes an "endpoint" of hazard identification, including a non-observational context 

requiring extrapolation of judgments of carcinogenicity across species or dose levels constituting the 

observational contexts. For example, suppose there are two sets of study data on substance X, one a 

controlled animal study and the other an epidemiologic study of persons exposed at atypically high 

levels, perhaps due to their location or workplace environment (as in the case of exposures to airborne 

radon (Cross, 1987) or formaldehyde (Graham et al., 1988)). A separate observational context may be 

defined for each study (since the two studies are judged not to share a common etiologic link) and 

perhaps a target context defined that is descriptive of typical environmental exposures. Alternatively 

one might have one or more animal studies with no epidemiologic studies, requiring that target contexts 

might be defined for human exposure (as in the case of acetaldehyde (Woutersen et al., 1986)). 
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Working Table 1 is provided for a description and reference number of each observational context and 

each target context. 

Observational contexts may suffice without definition of a separate target context. For example, 

epidemiologic studies of ETS tend to be conducted under typical living conditions, descriptive of the 

context of concern for assessing hazard of lung cancer to adults or other endpoints, such as specified 

respiratory effects in children,. Judgment needs to be exercised in defining contexts. As a rule of 

thumb, two contexts should differ in at least one characteristic of potential consequence for hazard 

identification (i.e. by at least one difference in important antecedent conditions). This is an imprecise 

procedure, on which judgments may differ. The conflict is between a need to summarize data for 

manageability and decision-making without sacrificing useful information in the process. (Technical 

note: This notion is somewhat analogous to the statistical concept of a sufficient statistic.) For example, 

there are at least 26 case-control studies on ETS and lung cancer. Depending on one's judgment of the 

homogeneity of the conditions under which the studies were conducted, from one to 26 contexts could 

be defined. 

If studies within each country are considered sufficiently homogeneous to pool the results by 

methods of meta-analysis (DerSimonian and Laird, 1986; Greenland, 1987; Eddy, 1990; Eddy et al., 

1990a,b ), but the same is not the case for studies in different countries, then a separate context might 

be defined for each country.· (Note: There are currently no firm guidelines on when, or even "if' in the 

minds of some analysts, meta-analysis is appropriate (Mann, 1990)). When there is more than one set 

of study data on animals or humans within a context, then the separate sets are termed cases. For 

example, if ETS studies are grouped into contexts by country (arguing essentially that subpopulations 

within a country experience similar antecedent conditions, but that the same is not true across 
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WORKING TABLE 1. CONTEXT SPECIFICATION FOR HAZARD IDENTIFICATION 

Context Context Description 
Number Type 
(1, 2, ... ) (O,T)1 

0: Obseivational Context 
T: Target Context 
Obseivational contexts and target contexts are numbered separately. 
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countries), then the individual studies within a country are cases. If studies between countries 

are considered homogenous, a single context might be defined. Similarly, long-term animal 

studies conducted by NTP generally include two species and two sexes. One to four contexts 

could be defined. If it is reasonable to combine results for the two sexes within a species, 

however, then one would have two contexts with two cases each. A context needs to include as 

many cases as reasonable so as to facilitate comparisons and judgments of coherence across 

studies, while still retaining as much specificity of detail as may be relevant to hazard 

identification. Data categories in Table 2 that are exclusively context-specific include: (1) tumor 

response, (2) biophysical effects, (3) concurrent environmental conditions, and (4) 

environmental/substance characteristics. The remaining data categories are largely species

specific or chemical-specific without reference to the context within which the given species is 

exposed to the chemical (although there will be cases in which even pharmacodynamic data will 

be context-dependent, as when absorption fractions, intake characteristics and/ or retention 

characteristics change with magnitude of intake (for examples of formaldehyde see Graham et 

al., 1988; Burkhart et al., 1990)). Data items from these latter categories are included in 

Working Table 2 (to be completed for each observational context in Working Table 1), as 

applicable to the context. In other words, a data item (such as presence of the necessary 

bioactivation enzymes) is included in the working table for a given context even if the item has 

not been observed under the conditions of exposure defining the context, so long as it is judged 

that the item is species-specific (the species also defining the context). Any use of the data item 

to draw intra-context inferences of carcinogenicity will, of course, require introduction of the 

premise that exposure (to the substance, as defining the context) would not have significantly 

altered the observed data item. The contexts under which the analyst chooses to conduct the 
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hazard identification are developed using Working Table 1. Completion of Working Table 2 is 

discussed next. 

4.2. Assessing Data Quality by Observational Context 

The data available for each observational context need to be evaluated and summarized 

for application to hazard identification. If there is more than one data source on an item (i.e., 

data from more than one case) then the assessment of the data item should represent the 

coherence (or incoherence) of the composite information available. Discussion specific to 

summarizing across cases within a context will not be included here. Aside, perhaps, from 

application of meta-analysis for summarizing statistical outcomes across cases within a context, 

the ideas employed are similar to those for summarizing across contexts that will be discussed. 

Cases, however, are more homogeneous than contexts, which ·simplifies the judgments necessary. 

Data characteristics to be assessed, shown along the top of Working Table 2, include (1) 

"completeness" (all data of the item were found), (2) "utility" (data are of high quality, applicable 

to hazard identification in the context observed, and statistically interpretable), (3) the observed 

effect (there is statistical evidence of a relationship between exposure and the data item), and 

( 4) causality of the observed effect (the nature of the association between exposure and the 

observed effect is best described as ... ). These four characteristics of data quality as summarizing 

a data item will be discussed separately. 
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Data Category /Item 

Tumor Response 
TRl 
TR2 

Biophysical Effects 
BEl 
BE2 

Pharmacod{namics 
PD 
PD2 

. 

Host Characteristics 
HCl 
HC2 

Related Substances 
Assessments 

RSAl 
RSA2 

WORK.ING TABLE 2. DATA CHARACTERISTICS FOR OBSERVATIONAL CONTEXTS 
CONTEXT NO. 

Completeness Utility1 Observed Eff ect2 

(Hi/Me/Lo/No) (Hi/Me/Lo/No) (Hi/Me/Lo/No) 

EE!josure Context- Organism-
ffect Specific Specific 

Measurement Measurement · 

(continued on following page) 103 

Causality3 
(AA/CC/EC/OC) 



1 

2 

3 

Working Table 2 (continued) 

Data Category/Item Completeness Utility1 Observed Effect2 Causality3 

(Hi/Me/Lo/No) (Hi/Me/Lo/No) (Hi/Me/Lo/No) (AA/CC/EC/OC) 

Exposure Context- Organism-
Effect Specific Specific 

Measurement Measurement 

Structure Activity 
Relationships 

SARI 
SAR2 

May be subdivided into additional categories when useful, e.g. "validity", "reliability", and "accuracy" may be judged separately for data 
items from laboratory sources. 
Refers to effect on data item of exposure to agent. Footnotes with explanatory comments may be needed. When statistical measures are 
available, they may be more informative than a simple indication of Hi/Me/Lo/No, e.g., estimates or tests of statistical significance. 
See Section 4.2.4 for explanation of the following choices available. 
AA: Accidental Association 
CC: Common Cause 
EC: Empirical Causality 
OC: Operational Causality 
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4.2.1. Completeness 

A term commonly employed in discussions of both law and rationality is the principle of 

the "hard look" (see the appendix). The term is both descriptive and normative (i.e. implying 

that the "hard look" is necessary for a proper claim to rationality), introducing the intellectual 

obligation that rational discourse proceed from a base of observation and conceptual 

frameworks that is as large as possible without sacrificing the overall end of completing an 

analysis. The hard look may be taken to address three primary questions with respect to hazard 

identification. These are: 

(1) Have all published studies (within a data item) been collected? 
(2) Are published studies an accurate representation of all conducted studies (raising 

the issue of possible publication bias)? 
(3) Do the collected studies represent accurately the phenomenon on which they 

supposedly report? 

In the present document, the first two questions are taken to be questions of the 

completeness of data collection. Rationality then is weakened if the collected literature do not 

constitute an adequate sample of available studies. The third question is referred to here as an 

issue of utility. In this stage of the analysis, principles of study design and statistical sampling (a 

quantitative source of uncertainty through variability) are examined to determine whether the 

collected studies were capable of yielding an accurate representation of the empirical features of 

the data item being considered. 

The data items included in Working Table 2 should include those reporting some 

outcome that may be a consequence of exposure to the agent of interest in the context of 

interest, e.g., from data categories such as tumor response, biophysical effects, concurrent 

environmental conditions, and pharmacodynamics (as applicable), as well as data items that are 

not context-specific but may have some bearing on a judgment of carcinogenicity from that 

context, e.g., data on structure activity relationships, host characteristics, and related substances 
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assessments if applicable to the context. In Working Table 2, the generic notation for data items 

(TRl, TR2, BEl, etc.) is used because the applicable data items will differ between contexts. 

For example·, under "tumor response" the notation "TRl, TR2, ... " is replaced by specific data 

items from Table 2, such as "tumor incidence" and "age-at-appearance". The analyst then 

determines whether published studies have been adequately collected and published studies are 

an adequate representation of the full body of studies performed. For example, the study of 

ETS would be weakened by failure to include all of the published human epidemiologic data, or 

by demonstration that positive or negative studies had been consistently excluded from 

publication for some reason. In making this judgment the analyst will find it useful to reflect on 

several possible warrants for a claim to completeness: 

( 1) All studies (both published and unpublished) are known to have been collected. 

(2) It is known that not all studies have been collected, but the collected studies 
represent a properly constituted random sample of available studies. 

(3) All published studies have been collected and there is no publication bias. 

( 4) It is not known whether all studies have been collected, but it is judged that 
further searching would detract from the ability to carry out other tasks required 
in the analysis (i.e. contextual rationality, as discussed in the appendix). 

Completeness is judged on a scale of "high", "medium", "low" or "no", depending upon the 

strength of the above warrants. An assignment of "high" implies that both published and 

unpublished studies have been collected, or that published studies have been collected and there 

is no publication bias. An assignment of "no" implies that there are no data available even after 

having adequately examined the literature. Having assigned a judgment of completeness to each 

data item, the analyst also assigns a judgment of completeness (on a scale of Hi/Med/Lo/No) 

to the data category. 
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4.2.2. Utility 

Utility of a data item refers primarily to the quality of the process( es) under which 

observational data were generated, e.g., by ·an epidemiologic study, long term animal study, 

short term test, etc., independent of the observed outcome or of the completeness of the data 

category/item. The utility of a body of data increases with increasing ability of the studies to 

accurately and precisely define the underlying empirical properties under consideration in 

collection of the data item. Qualitative characteristics of interest are those related to methods 

and materials, including analysis and appropriateness of the conclusions drawn. For example, if 

observational information on the data item is from an epidemiologic study then the quality of 

the data item is judged vis-a-vis adherence of the study to principles of good epidemiologic 

practice. Similarly, if the data are from a long term animal study or a short term test, or are 

generated by some other means (as, for example, from consideration of structure activity 

relationships), the methods used to generate and analyze the data item determine its quality. 

The higher the quality, the more assurance that the observational information on the data item 

and the reported conclusions are a valid depiction and summary of what was claimed to be 

observed, aside from statistical sources of uncertainty or variability. Statistical uncertainty can 

further reduce the utility of a data item, quality not withstanding. Statistical error decreases 

with sample size, although size is not the only determinant. The smaller the sample size the 

lower the power (i.e., the less likely) to detect an association between the substance of interest 

and the data item. To summarize, utility should increase (1) as quality of the study (or other 

data-generating activity) increases, because the uncertainty due to methods and materials 

declines, and (2) sample size increases, because uncertainty due to statistical error declines. 

Care needs to be taken to consider factors affecting utility that may not be foreseen or 

not readily apparent in the discussion above, such as applicability to the context in which the 
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data are being used in the analysis. For example, an epidemiologic study may be judged to be 

of high quality under one set of circumstances when evaluated with respect to study design, 

conduct, analysis, and conclusions, in the sense that all the recommended procedures for those 

circumstances are exercised with care and rigor. The quality may suffer, however, from the 

limitations of methodology under some other set of circumstances of interest to the analyst. 

Epidemiologic studies often have more than one objective and data for multiple endpoints may 

be collected simultaneously from a single questionnaire. Investigation of the substance of 

interest for hazard identification may be among the secondary objectives of a study or the 

available data may actually be a secondary data set from a previous study. The utility of the 

data items for hazard identification in such a case may be compromised even though the utility 

for the original end of the study was strong. 

To illustrate, consider an epidemiologic study reporting tumor response from exposure to 

environmental tobacco smoke (ETS) as part of a larger objective to investigate health risks 

from indoor air pollution in general, of which the health effects from ETS is only one endpoint. 

If the study was conducted in a region with unusually high indoor air pollution from related 

substances, e.g., smoke from inadequate ventilation from indoor combustion of wood, coal, or 

other materials used in cooking or heating, then the study may have low sensitivity to detect an 

effect from ETS even though the quality for studying the effect of air pollution in general may 

be high with respect to study design, conduct, analysis, etc. and the sample size may be 

extremely large. What needs to be recognized in this case is the presence of factors that 

methodology may not adequately address. A "noisy" background may make detection of an 

effect from ETS very unlikely, contrary to the appearance of adequate sample size based on 

power calculations. The application of statistical methods to adjust for confounding, and hence 

to "correct" for the presence of other pollutants that may produce detrimental health effects 
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similar to ETS, may be inadequate in such a situation. The difficulty does not lie in the 

accuracy of the statistical methods, but in application to situations (contexts) that exceed their 

limitations (i.e., the assumptions on which the validity of the methods are based are violated 

sufficiently to produce misleading results). Consequently, an epidemiologic study might be 

judged high in quality against the textbook criteria for good epidemiologic practice and be of 

adequate sample size, but warrant a lower judgment for utility (i.e., usefulness, applicability, 

value, contribution to the weight of evidence, etc.) within a given context defined by Working 

Table 1 and employed in Working Table 2. Technically, this illustration is not a counterexample 

to assessing quality, as discussed above. It does indicate, however, that care needs to be 

exercised in making judgments of utility for data items, and this applies in varying degrees to all 

the data items of Working Table 2. 

The next two sections sketch some basic features of animal studies and epidemiologic 

studies to consider in assessing utility. The discussion is largely summarized from the OSTP 

guidelines for chemical carcinogens (Fed. Reg., 1985, p.10372 - 10442), and interspersed with the 

authors' opinions or material from other sources. There is considerable literature on both 

topics, particularly related to the design and conduct of epidemiologic studies, to which the 

reader is referred. The OSTP guidelines include numerous references that may be useful. Some 

more recent sources on the design and conduct of animal studies are described in the following 

section. Material on the design and conduct of epidemiologic studies is readily available in 

textbooks, journals, and other sources. 

4.2.2. l. Utility of Animal Studies Long-term animal exposure studies often provide much of the 

data available for hazard identification. There are numerous references that discuss principles 

of design and protocol for animal studies that may be useful in guiding a judgment of quality 
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(utility) for data from animal studies (Code of Federal Regulations 1983a, 1983b; Hamm, 1985; 

Prejean, 1985; Boorman et al., 1985; U.S.DHHS, 1984; Krewski et al., 1990; Haseman, 1985; 

Portier and Hoel, 1983; IARC, 1986). Critical design criteria are summarized below under five 

of the six headings used by the OSTP guidelines (Fed. Reg., 3/14/85, p.10411-), and much of the 

discussion is excerpted from that source. Only the OSTP guideline related to the selection of 

species and strain of animal is omitted here since that factor is related to inter-context 

extrapolation (see Chapter 5) rather than utility as developed here. 

( 1) Animal Care and Diet. Housing, purity of diet, water and air, proper housing and 

care of animals, control of intercurrent diseases or parasites, and controlled exposure to 

the test agent are critical to valid testing. Care must be taken to avoid bias in selection 

and allocation of animals between controls and treated groups, or in placement of cages. 

(2) Test and Control Groups. It has been recommended that each dose group and a 

concurrent control contain at least 50 animals so that enough animals are available at the 

end of the study for pathological examination. Fewer animals reduces statistical power 

to detect an effect and reduces the expected number still alive at the end of the study, 

reducing the number exposed for "life". With interim sacrifice of animals, the number 

should be larger. The control group and treatment groups should be treated identically 

aside from exposure to the agent for valid comparisons. 

(3) Dose Levels, Frequency and Route of Exposure. Two or three dose levels in 

addition to the concurrent control group are typically used. The highest dose currently 

recommended is the maximum tolerated dose (MTD), a dose just high enough to elicit 
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minimal toxicity without significantly altering animal survival rates under lifetime 

exposure. Lower dose levels are typically at 1/2 or at 1/3 and 2/3 of the MTD. The 

ration.ale for dose selection should be clearly stated. The rationale for use of the MTD 

is to maximize the chance of detecting a carcinogenic effect. Lower doses provide 

information on the shape of the dose response curve, for dose-response assessment, but 

are also important for hazard identification. Multiple doses are needed to implement 

tests for trend and to indicate nonlinear behavior that may influence extrapolation of 

results across species or to low exposure levels. The route of administration used for the 

bioassay ideally corresponds to the route of exposure of humans. However, so long as 

the route of administration used on test animals results in absorption, distribution, and 

metabolic activation (if required) of the substance, the test results are generally 

regarded as relevant for hazard identification in humans. 

(4) Duration of study. Test animals are normally exposed for most of their expected 

lifespan, which means a study duration of about two years for rats and mice. Treatment 

is typically begun soon after weaning. Termination of the study is ordinarily acceptable 

when the number of survivors in the low dose or control group is reduced to 20-25%. If 

high-dose toxicity affects survival in that exposure group, the study is still continued with 

the remaining animals at lower exposure levels and in the control group. A negative test 

is ordinarily accepted by regulatory agencies if: ( 1) no more than 10% of any group is 

lost due to autolysis, cannibalism, or management problems;.and (2) survival of all 

groups (per sex per dose) is no less than 50% at 80 weeks for hamsters, 96 weeks for 

mice, and 104 weeks for rats. 
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(5) Data Collection and Reporting. Animals need to be observed on a regular basis for 

indications of toxic effects or disease, and for autolysis or cannibalism. Body weights and 

food intake should be recorded on a.regular schedule. Clinical signs and mortality 

should be recorded for all animals, with special attention paid to visible signs of tumor 

development. 

4.2.2.2. Utility of Epidemiologic Studies. The obvious advantage of epidemiologic data or 

animal bioassay data is that observations are on human subjects, relieving the uncertainty of 

extrapolation of results across species. On the other hand, the researcher has no control over 

the exposure environment as in animal studies (completely removing the claim of operational 

causality discussed in Section 4.2.4.) and often cannot completely specify "Concurrent 

Environmental Conditions" (see Table 2). Exposure to the substance of interest may vary 

between study subjects, and temporally for any given subject, and environmental conditions and 

other factors of potential importance are not constant (see Section 5.4.4.). Those limitations not 

withstanding, however, it is often difficult to obtain accurate and reliable data on the factors of 

interest. Consequently, some types of epidemiologic studies are more useful for hazard 

identification than others. For example, descriptive studies may utilize the correlational (or 

ecological) approach, in which the rate of disease in a population is compared with the spatial or 

temporal distribution of suspected risk factors. This type of study is helpful in developing or 

refining hypotheses for further investigation, but is not very useful for hazard identification since 

causality is unresolved. Data are collected on whole populations instead of individuals, 

providing only correlational evidence that is too broad-based for inference of a causal 

association between increased incidence of cancer (or other effect) in one population and 

increased exposure to the substance of interest (again, see Section 4.2.4. ). 
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Analytical epidemiologic studies are the principle means for determining the human 

health hazards of specific environmental agents. In contrast to a descriptive survey, data are 

obtained on disease occurrence and putative risk factors for specific individuals, using mainly the 

case-control or cohort method. Case-control studies start by identifying persons with a 

particular disease (cases) and a group of similar persons without the disease (controls). 

Information on past exposure to the agent of interest and other potential risk factors is collected 

from which statistical comparisons are made between cases and controls. If the frequency of 

exposure to the agent is higher in cases than in controls, after adjustment for other risk factors 

that might produce the disease (for hazard identification, the disease is a cancer endpoint, such 

as lung cancer in the studies of passive smoking, although it could be more specific, such as lung 

adenocarcinoma ), then the analyst must consider whether the observed outcome indicates an 

association between the agent and the disease. The case-control approach is well suited to 

studying relatively rare diseases, where either (1) exposure to the agent is common, as in studies 

of environmental tobacco smoke or menopausal estrogens, or (2) exposure is rare but accounts · 

for a large portion of a particular cancer, such as liver angiosarcoma in the study of vinyl 

chloride .. 

By contrast, cohort studies start by identifying a group of individuals with a particular 

exposure and a similar group of unexposed persons, followed by examination of both groups 

over time to determine subsequent health outcomes. The incidence of disease in the exposed 

and unexposed groups are then compared. These investigations may be based on current 

exposure and future health outcomes (prospective cohort study), but more commonly they utilize 

past exposure information and disease occurrence (retrospective cohort study). Instead of an 

unexposed comparison group, general population mortality or incidence rates (specific for age, 

sex, race, and calendar time) are often used to determine the expected number of cases of 
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diseases. Cohort studies are expensive, complex, require large numbers of exposed persons, and 

long periods of follow-up. They are less subject to sources of bias (to be discussed further), 

however, the risks attributed to a particular exposure can be estimated directly, multiple health 

outcomes (including multiple cancer endpoints) can be assessed, and temporal relationships such 

as latency period and duration of effect can be evaluated. The intervention study is a third type 

of analytical epidemiologic study, especially useful in confirming causal relationships suggested 

by case control or cohort studies (see particularly the discussion of operational causality in 

Section 4.2.4. ). This approach may be applied in programs designed, for example, to reduce 

cigarette smoking. 

The qualitative integrity of the design, conduct and methods of analysis in epidemiologic 

studies is an essential determinant of the utility of the study results for hazard identification. 

The capability to eliminate sources of bias and confounding as possible explanatory factors in 

lieu of exposure to the agent being studied may depend heavily on characteristics related to 

study quality. In both case-control and cohort studies, confounding cannot normally be removed 

by appropriate study design alone, i.e., possible confounders need to be controlled in the 

analysis, as possible. Since data are required, the collection of data on possible confounders 

enhances the utility of a study (see "Concurrent Environmental Conditions" in Table 2 and the 

discussion of causality in Section 4.2.4. ). Bias is more of a concern in case-control studies than 

cohort studies, arising largely from the case-control design. In particular, care should be taken 

to avoid bias (to the extent possible) in the selection of cases and controls for study and in the 

collection of data on exposure and related risk factors. In general, qualitative characteristics of 

an epidemiologic study involve design, execution, and analysis. Methodologic criteria for 

evaluation of quality are readily available in textbooks and other references on epidemiology. 

Two IARC scientific publications specific to the application of case-control and cohort studies to 
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cancer research that may be particularly useful are by Breslow and Day (1980, 1987), although 

they focus on statistical methods. Additional sources that discuss the application of 

epidemiology to cancer research include Cook (1982), Peto(1985), Hoel (1985), Day (1988), 

Wald and Doll (1985), NRC(1986), Muir and Higginson (1985), Hoel and Landrigan (1987), 

Mettlin (1987), Cone et al. (1987), Krewski et al. (1990), Morris (1990), and Sorsa et al. (1990). 

Table 4 contains a checklist of items for methodological critique of studies as constructed 

by Spitzer et al. (1990). Not shown in the table is the choice of responses to each item (yes, 

uncertain/incomplete/substandard, no, don't know/not reported, N/A, N/C, and space for 

comments). A worksheet for review of case-control studies of ETS was developed by Spitzer et 

al (1990) around five categories, including: (1) General. Study objective, primary or secondary 

data set, meaning of terms ("nonsmoker", "exposed to ETS", etc.), recall span (duration since 

ETS exposure), type of exposure (cigarette, pipe, etc.), classification of ETS exposure in 

unmarried women. (2) Data Collection. Inclusion/exclusion criteria for cases (and separately for 

controls), source of subjects (hospitals, community, etc.), incident cases (Y /N), control sampling 

(cumulative/density/matched/unmatched), method of collection (face-to-face, telephone, self

administered questionnaire, medical records, etc.), verification of data with other sources (Y /N), 

sample size, attrition in selection and follow-up, source of data on subject (subject or proxy), 

exposure periods (adulthood, childhood, etc.), exposure sources (smoking by parents, spouse, 

household members, etc.), age. (3) Clinical data. Method of verification of primary lung cancer, 

airway location of lung cancer (central or peripheral), prevalence by tumor type (squamous cell, 

adenocarcinoma, etc.). ( 4) Statistical Analysis. Raw data, unadjusted (crude) statistical analysis 

(type and outcome of statistical tests for effect, for trend, etc.), adjusted statistical analysis 

(same tests but adjusted for confounding factors). (5) Dependent variables used in matching (of 

controls to cases), in analysis, and used or discussed otherwise. A checklist (such as Table 4) or 
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TABLE 4. CHECKLIST FOR METHODOLOGICAL 
CRITIQUE OF EPIDEMIOLOGIC STUDY 

1. Random assignment, properly done 
2. Suitable choice of reference group 
3. Similar methods of data collection for all groups 
4. Proper sampling or suitable assembly of comparison group 
5. Sample size 

a. enables adequately precise estimates of priority variables found to be 
significant 

b. enables adequate precision in secondary variables reported (confounding 
variables or incidental findings) 

c. power reported for nonsignificant findings 
d. power declared a priori 
e. clinical or practical significance of statistically significant differences set forth 

or justified 
6. Criteria for definition or measurement of the outcomes are objective or verifiable 
7. Definition of exposure; unambiguous and measurable 
8. Measurement of exposure; accurate and verifiable 
9. Blind assessment 
10. Observation bias minimized by design or accounted for in analysis 
11. Selection bias accounted for 
12. Objective criteria for eligibility of subjects (inclusion and exclusion) 
13. Attrition rates (%) 

a. response rate 
b. losses to follow-up 
c. other 

14. Known confounders accounted for 
a. by design 
b. by analysis 

15. Any methods to attempt comparability between groups, other than randomization 
16. Comparability of groups under comparison demonstrated 
17. Appropriate statistical analytic plan 

a. evidence that a priori hypotheses being tested 
b. correct method used 
c. adjustment made for 

- multiple comparisons 
- simultaneous multiple range testing 

d. display of raw data permits assessment of actual measures and adjustments or 
transformations made 

18. Conclusions supported by data presented 
19. Reproducibility of method(s) 
20. Generalizability of results 

a. from sample( s) to parent population 
b. from sample( s) to any relevant population 

21. Other, specify 

Source: Spitzer et al. ( 1990) 
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worksheet for items that may be important to judging utility of a study facilitates inclusion of 

significant items and detection of items not addressed in a study that should be. 

The utility of an epidemiologic study is also affected by its statistical power to detect an 

effect of dose on the health endpoint of interest (this, and the following comment, also applies 

to the utility of animal studies). If statistical significance is not achieved (typically a p-value < 

0.05 is interpreted as "significant"), then it is of interest to know the power of the test to detect 

the minimal effect level that would be considered consequential. It is not uncommon for an 

estimate of relative risk to be "high", e.g., 2 or larger, but not significant because of inadequate 

power. One cannot simply conclude, however, that if the sample size had been sufficiently large, 

then the estimate would remain unchanged but become statistically significant. One could argue 

that statistical power only affects the utility of a study when the outcome is nonsignificant. Since 

the outcome is not known in advance, however, factors affectiilg statistical power must be taken 

into account during the design phase. Factors affecting power include: ( 1) Size of the study 

group and control group(s). (2) Variability of the background cancer rate. (3) Criteria for 

significance (i.e., predetermined p-value to reject the hypothesis of no effect, technically called 

the "test size"). ( 4) Magnitude of the expected association between exposure and effect. ( 5) 

Design of the study and the statistical techniques used for analysis. (Marsh and Caplan, 1986, as 

reproduced in Morris, 1990, p.271). 

4.2.2.3. Summarizing Utility For the data item under consideration, the utility of the set of 

available data is judged on a scale of "high", "medium", "low" or "no". An assignment of "high" 

implies the data are characterized by an appropriate study within the prespecified context, 

including both qualitative features (use of proper experimental and/ or epidemiologic 

techniques) and quantitative features (e.g. power). As either of these characteristics weaken, 
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the assignment of utility is lowered due to decrease in the ability of the data to accurately 

correspond to the property being measured. It is important to note here that the assignment of 

utility does not include the issue of confidence intervals on point estimates, which are discussed 

in the next section on observed effect. 

4.2.3. Observed Effect 

Observed effect for a data item indicates the level of empirical support for some form of 

association between the data item and the agent of interest, independent of the judgment of utility 

and completeness for the item. As discussed above, when the context for Working Table 2 

includes more than one case a composite result for the data item in that context needs to be 

formulated by the analyst for each data item. For example, suppose that for epidemiologic 

studies of lung cancer and ETS, each country for which there are studies is defined as a context 

and the intra-country studies are the cases for the context. Under data category "tumor 

response" TRl in Working Table 2 might denote "relative risk". A composite estimate, 

confidence interval, and significance level (p-value) might be formulated for relative risk by 

pooling the statistical results (not the data) on relative risk from the component studies. Data 

items under the category "biophysical effects" would be treated similarly, although statistical 

results from each study may be limited to tests of significance. Since estimates, confidence 

intervals, and tests of significance contain different information, the analyst may choose to enter 

these pooled statistical outcomes for a data item in place of a more qualitative choice from 

(Hi/Me/Lo/No), or perhaps present the statistical summary in a footnote. Since the end of 

haiard identification is to produce a claim that the substance does (or does not) induce a 

change in cancer incidence, rather than an estimate of the magnitude of any change, loss or the 
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quantitative information in summarizing the strength of association is not significant (unless 

magnitude of change is deemed a measure of the existence of an association). 

Only compatible statistical tests may be pooled, e.g., the outcome from a trend test 

cannot be combined with the outcome of a pairwise comparison of cases and controls. 

Technical deliberation may be required to form an overall judgment of observed effect. Data 

items under "tumor response" may apply to an epidemiologic study or to an animal study, 

depending on the context. Statistical methods, of course, differ accordingly. Several of the 

references cited in the discussion on "utility" above (Sections 4.2.3.1 and 4.2.3.2) include material 

on statistical methods and interpretation of results as well as aspects of design that may be 

helpful. References for long term animal studies include Gart et al. (1979), Mantel (1980), Peto 

et al.( 1980), Clayson et al. (1983), Haseman (1983, 1984), Haseman et al. (1984), Park and 

Kociba (1985), Maronpot(1985), Huff et al. (1986), Farrar and Crump (1988), Krewski et al. 

(1988), Archer and Ryan (1989), Bickis and Krewski (1989), Haseman et al. (1989), Haseman 

(1989), Krewski et al. (1989), Portier and Bailer (1989), Haseman (1990), and Wahrendorf 

(1990). For epidemiologic studies, the two !ARC volumes by Breslow and Day (1980 & 1987) 

are particularly oriented toward cancer studies, although there is a vast array of readily available 

literature. Data on biophysical effects can generally be statistically analyzed with the effect of 

interest replacing cancer as an endpoint, although categorical data may be more common since 

observations may include severity rankings by a pathologist, e.g., classification hyperplasia as 

severe, moderate, mild, or absent. 

Data for relating the strength of association of a data item with exposure level are less 

likely to be available (or particularly meaningful) for the six remaining data categories (host 

characteristics, pharmacodynamics, concurrent environment conditions, related substance 

assessments, and structure activity relationships). In particular, the data categories "related 
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substances assessments" and "structure activity relationships" would not include data items for 

which "exposure effect" has meaning for the factor under consideration in the analysis (although 

it will have meaning for the "related substance") itself. Host characteristics may predispose 

some populations to higher exposure effects than typical, which needs to be taken into 

consideration (see examples in Tables 5 and 6). Consequently, there will be several forms of 

"observed effect" summaries P?ssible, as indicated in Working Table 2. 

The first form of summary statement arises from the "tumor response" and "bioeffects" 

data for which exposure-response observations are available. In this case, the desired judgment 

is whether an association has been noted and, if so, the strength of that association. A judgment 

of "No" indicates that there is no association, which this does not mean the data item will not 

affect assessment of support for claims of carcinogenicity. A judgment of "Hi", "Med", or "Lo", 

on the other hand, indicates some association (from "strong" to "weak") between exposure to the 

agent and presence of the observed factor (tumor incidence, cellular transformation, etc.). This 

form of statement is given in the column "Exposure-Effect" under "Observed Effect". 

The second form of summary statement arises from other data categories in which the 

observed factor (data item) has been measured in the presence of the agent of the level of 

exposure characterizing the context. For example, the data item "bioactivation enzymes" may 

contain data on the presence or absence of necessary metabolic enzymes under conditions of 

exposure. This form of statement is given in the column "Context-Specific Measurement" under 

"Observed Effect". 

The third form of summary statement arises from data similar to those in the second 

form with the exception that they (the former data) have not been obtained under conditions of 

exposure. An example might be the presence of repair enzymes for DNA in unexposed 

organisms (the organisms specifying the context). The analyst must already have judged, of 
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TABLE 5. DEVELOPMENTAL PROCESSES THAT 
ENHANCE SUSCEPTIBILITY TO ENVIRONMENTAL POLLUTANTS 

High-Risk· Groups 

Immature Enzyme 
Detoxification Systems 

Immature Immune System 

Deficient Immune System as 
a Function of Age 

Differential Absorption of 
Pollutants as a Function of 
Age 

Retention of Pollutants as a 
Function of Age 

Pregnancy 

Circadian Rhythms Including 
Phase Shifts 

Infant Stomach Acidity 

Source: Calabrese, E.J. (1984) 

Estimated Number of 
Individuals in United States 
Affected 

Developmental Processes 

Embryos, fetuses, and 
neonates to the age of 
approximately 2-3 months 

Infants and children do not 
reach adult levels of IgA until 
the age of 10-12 

Progressive degeneration 
after adolescence 

Infants and young children 

Individuals above the age of 
50 

Approximately several million 
females per year in the U.S. 

All people have certain 
periods of the day when they 
are more susceptible to 
challenge 

Infants 
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Pollutant( s) to Which High
Risk Group is (may be) 
Increased Risk 

Pesticides, polychlorinated 
biphenyls (PCBs) 

Respiratory irritants 

Carcinogens, respiratory 
irritants 

Barium, lead, radium 

Fluoride, heavy metals 

Anticholinesterase 
insecticides, carbon 
monoxide, lead 

Hydrocarbon carcinogens 
and probably most other 
pollutants 

Nitrates 



TABLE 6. PREVELANCE OF SUBGROUPS 
HYPERSUSCEPTIBLE TO EFFECTS OF COMMON POLLUTANTS 

Hypersusceptible Prevalence 

Embryo, Fetus, Neonate Pregnant Women: 
21/1000 

Young Children Ages 1-4: 
70/1000 

Lung Disease 

Coronary Heart Disease Coronary Heart Disease: 
16-27 /1000 

Liver Disease Liver Condition: 
20/1000 

Source: U.S. EPA (1984) 
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Chemicals 

Carcinogens, solvents, CO, 
mercury, lead, PCBs, pesticides 

Hepatotoxins, PCBs, metals 

Ozone, Cd, particulates, S02, N02 

Chlorinated solvents, fluorcarbons 

Carbon tetrachloride, PCBs, 
insecticides, carcinogens 



course, that such data items are applicable within the exposure conditions characterizing the 

context. If the observed property is likely to be strongly affected by exposure to the agent, this 

initial judgment of inclusion in the context would have been invalid. This third form of summary 

statement is given in the column "Organism-Specific Measurement" under "Observed Effect". 

For both the second and third forms of summary statement, the judgment is not one of 

an association. It is, instead, !i measurement of some property related to theories of the 

etiology of cancer. The judgment is that the observed property is "strongly present" (Hi), 

"moderately present" (Med), ''weakly present" (Lo) or "not present" (No) for the substance 

within the context under consideration. In each case, the "strength" of the "presence" is related 

to the effect on a claim of carcinogenicity. For example, substances that are strongly absorbed 

by the G.I. tract, tenaciously retained in the target organ, and readily activated to the 

biologically significant metabolite through biotransformation in the organism would be assigned 

a value of "Hi" in each of these three "observed effects" columns. Conversely, substances that 

are not deposited readily in the lung following inhalation, that are not neutrophilic, or do not 

partition from water to oil would be assigned a value of "Lo" or "No" in each of these three 

"observed effects" columns. For reviews of the role of the various data items in judgments of 

carcinogenicity, the reader should consult Andersen (1981), Andersen (1989), Anderson et al. 

(1980), Barrett and Wiseman (1987), Clayson (1987), Clewell and Andersen (1989), Gehring et 

al. (1978), Gerlowski and Jain (1983), Gillette (1976, 1984), Hattis (1990), Keck (1981), NRC 

(1986, 1987), US EPA (1989) and US FDA (1982). 

4.2.4. Causality 

This section reviews the separate judgments to be made in warranting the claim that an 

association noted in a given data item is or is not an indication of causality (again, see Working 
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Table 2 and the "Exposure-Response" data items under the column "Observed Effect"). These 

causal judgments take two primary forms. The first refers to properties of the particular study 

from which the observation was obtained. This component focuses only on characteristics of the 

study (data item) itself indicative of causality pertinent to the ·current discussion. The second 

refers to expectations formed independent of the particular study, and is more properly 

. contained within the issue of theory-based inference raised in Section 5.2.4. These two forms of 

causal warrant are discussed together here only due to their conceptual link. It should be borne 

in mind that only the first mode of warranting causality is to be used in forming the judgment of 

causality for Working Table 2. 

The study results themselves may provide warrants for a judgment of causality. The 

intent of the warrants is to distinguish between the following cases (proceeding from the weakest 

to the strongest warrant): 

( 1) Accidental association. This is a judgment of non-causality. It is addressed 
through reflection on statistical properties of the study and is summarized in 
statistical measures of the significance of the association (see the discussion in 
Section 4.2.2.). Such a judgment is warranted when the statistical properties are 
insufficient to rule out the null hypothesis. 

(2) Common cause. This is a judgment that the factor under consideration (such as 
exposure to the substance of interest) does not cause the effect noted in the 
study, but the factor of interest is caused by the same process that produces the 
true causal factor. For example, particulates in ETS have been taken as a causal 
factor in lung carcinogenesis (U.S. EPA, 1990). This claim to causality will be 
weakened if both particulates and gases have a common cause in the burning of 
cigarettes, and it is the gas which is the true carcinogen. Still, the use of 
particulate measurements as an indicator of hazard in an environment will be 
appropriate if it is premised that the factor under consideration (particulates) is 
in common cause with the true factor (gas). To be in common cause implies that 
the factor under consideration is present simultaneously with the true causal 
factor, since whatever produces the former also produces the latter. Mitigation 
strategies based on lowering of the former factor will produce the desired effect 
since any mitigation of the former implies mitigation of the latter factor. The 
utility of common cause arguments is greatly weakened, however, when it is 
possible that the factor under consideration might in some cases exist 
independently of the true causal factor. Common cause arguments, based on 
strength of association only, is a form of epistemic instrumentalism as discussed 
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in the appendix. A judgment of common cause is warranted when the factor of 
interest is accompanied by other factors, as observed in the data category 
"Concurrent Environmental Conditions", and where existence of the factor of 
interest is caused by some process that also gives rise to one or more of the 
"concurrent" factors. 

(3) Empirical causality. In this instance, features of the study are used to warrant 
the claim that the associations noted are physically causal rather than accidental 
or the result of common cause. These features are given significance through 
theories of carcinogenesis describing properties of study findings that are to be 
expected in instances of a causal connection. The primary indications of causality 
then are ( 1) appearance or disappearance of the effect when exposure is 
historically present or absent (respectively), (2) the temporal pattern of 
appearance of the effect (i.e. the latency period or the hazard function), (3) 
appearance of the tumors at the site of the BSD R produced by the exposure, and 
( 4) there are no "Concurrent Environmental Conditions" judged capable of 
explaining the observed change in prevalence. 

( 4) Operational causality. This is the strongest warrant for a judgment of causality. 
The evidence invoked results from a proper experimental setting in which the 
researcher has produced deliberate and intentional manipulations (operations) of 
the factor of interest to yield the effect. The physicality of the manipulation is 
essential in the warrant, and the strength of warrant increases as the analyst 
increases confidence that only the intended manipulation occurred. 

The four categories of causality above are to be warranted through reference to 

empirical properties of the studies. For example, criteria for causal inference in epidemiologic 

studies have been developed (Hill, 1965), qualified (Evans, 1978; Weiss, 1981) and discussed in a 

context of inductive and deductive logic (Maclure, 1985). These empirical criteria, used in 

assigning causality for Working Table 2, are not discussed here further due to their extensive 

review in the existing literature. A causal connection may, however, also be supported through 

arguments based on theory, often referred to as biological plausibility (in fact, this form of 

causal argument must be excluded from consideration in generating Working Table 2, since it is 

used in subsequent parts of the analysis discussed later). The reasoning here is not that the 

study ·characteristics support the contention of causality (although this is not excluded), but 

rather that prior understanding of the observed phenomenon leads to an expectation of a causal 
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connection. Etiologic theories, and observational items from categories other than the category 

under consideration, then might be invoked as further support for the claim to a causal 

connection ill the "tumor response" and "biophysical effects" data. For example, the causal 

connection between exposure to ETS and lung cancer (as given in the data category "Tumor 

Response") may be warranted partially by reference to observations on active smoking (in the 

"Related Substances" category) and theories founded on the concept of cigarette equivalence 

(Thorslund, 1990). This prior expectation of a causal connection must be assessed, of course, 

both for the exposure factor of interest and for any other factors invoked as competing 

explanations of the observed effect. It will be useful (as discussed in Chapter 5) to think of the 

empirical and theory-based warrants as providing a system of warrants within which the 

conceptual coherence of the claim to causality may be judged. In any event, theory-based 

warrants for causality (i.e. biological plausibility arguments) constitute an instance of Theory

Based Inference towards the claim of carcinogenicity, and discussion of this mode of warranting 

is deferred until Section 5.2.4. 

5. WARRANTING CLAIMS TO CARCINOGENICITY 

The preceding two chapters have dealt with the first two of the four tasks for hazard 

identification specified in Section 1.3., specifically the development of a taxonomy of claims of 

carcinogenicity and the assemblage and assessment of observational evidence. The taxonomy 

does not need to be reconsidered with each new agent evaluated for carcinogenicity, although it 

could be altered as beneficial. Establishment and assessment of the informational base is, of 

course, specific to the agent and/or context of interest. Working Tables 1 and 2 suggest formats 

to assist with the organization and evaluation of observational evidence suitable for input to the 

last two tasks concerned with warranting claims of carcinogenicity. The first of these two 
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remaining tasks (i.e. Task 3) is the warranting of carcinogenicity claims within each 

observational context, i.e., for each context in Working Table 1 for which there is observational 

evidence. The completed Working Table 2 for each such context is utilized with the relevance 

strategies to be described in this section to form weight-of-evidence judgments of the support for 

claims of carcinogenicity shown in the taxonomy (Table 1). This third task is specific to intra

context warranting of claims, i.e., the claims apply to an observational context listed in Working 

Table 1. For example, suppose the basis for Context 1, as described in Working Table 1, is a 

long-term animal study with Wistar rats exposed to controlled levels of the agent. All of the 

relevant context-specific data items from that study would be included in Working Table 2 (for 

Context 1 ), as well as data items from other sources that are not context-specific but considered 

directly applicable, e.g., historical control rates of tumors in Wistar rats, chemical properties of 

the exposure agent, pharmacodynamic information, etc. (as summarized in the "Organism

Specific Measurement" column under "Observed Effect"). The objective of Task 3 of hazard 

identification is to assess support for carcinogenicity of the substance of interest vis-a-vis the 

species, exposure levels, and other relevant conditions specific to each context, without 

extrapolation of evidence across contextual boundaries. Working Table 3 (to be described) 

provides a format to facilitate Task 3 for each observational context. 

These working tables (given by one Working Table 3 for each observational and target 

context) serve as input, along with information from other sources that may be considered 

applicable (described in Section 5.4. ), to the fourth and final task of hazard identification 

concerned with inter-context warranting of claims. Observational evidence is often unavailable 

or inadequate for the target context of exposure to humans, or humans at low exposure levels 

typical of environmental conditions. In that case support for claims of carcinogenicity within the 

target context depends on the intra-context judgments formed in Task 3 for observational 
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Reference 
Strategy 

WORKING TABLE 3. INTRA-CONTEXT SUPPORT FOR CLAIMS OF CARCINOGENICITY1 

CONTEXT NO. 

Claims of Carcinogenicity2 

Increases Classification( s) Stage(s) Mechanism( s) 
1.0.3 Incidence of 

Cancer Complete Partial Mixer Helper Neo. Neo. Geno- Non-
Conv. Devel. toxic genotoxic 

Direct Empirical -------- -------- ------ - - - - - - - - - - ------ ------ - - - - - -------
(D.E.) 

Semi-Empirical 
Extrapolation - - - - - - - - - -------- ------ - - - -- ---- - ------ ------ - - - - - ------
(S.E.E.) 

Empirical 
Correlation - - - - - - - - - - - -- -- - - ------ -- -- - ... - - ... - ------ ------ - - - - - ------
(E.C.) 

Theory-based 
Inference - - - - - - ... - - - --- - - - - ------ - - - -- - -- ... - ------ ------ - - - - - ------
(T.B.1.) 

Existential -------- ------- ------ - - - - - - - - - - - - - - - ------ - - - - - ------
Insight (E.I.) 

II C~~n Su~~ary UH- I I I I I I I . ·- 1-- I ~ 

2 

3 

Overall Summary 

Top half of each entry is completed using dose-response data observed in the context. Bottom half of each entry includes 
"floater-data" as well (see text). 
Choices for cell entries are Hi/Me/Lo/No. See text of Section 5.1. This assignment is made independently of the assignment 
of intellectual obligation. 
"Intellectual Obligation" (Hi/Me/Lo/No). See text of Section 5.1. This assignment is made independently of the assignment 
in the cells of the table (footnote 2). 
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contexts, and the availability of supporting data needed to extrapolate claims of carcinogenicity 

across contexts. The third and fourth tasks are described in detail in Sections 5.2., 5.3. and 5.4. 

In the interim, the discussion turns to a general consideration of strategies by which 

observational data are given relevance to tasks. Throughout the present chapter, a common 

example of the carcinogenicity of inhaled radon is employed, with the observational base and 

warrants being those discussed in the NRC (1988) and NRC (1991) reports on radon. The 

former report is concerned primarily with a discussion of data in the categories of "tumor 

response", "related substances" and "biophysical effects", and the latter report with a discussion 

of the role of "pharmacodynamics", "host characteristics" and "concurrent environmental 

conditions" data. 

5.1. Relevance Strategies 

Tasks 3 and 4 of hazard identification require the analyst to judge the levels of support 

for claims of carcinogenicity. Fundamental to this warranting of claims, whether intra-context or 

inter-context, is the epistemic basis on which observational information is judged to be 

supportive evidence of a claim. The five alternative categories of evidential reasoning available 

to the analyst, referred to here as relevance strategies, are described below. The characteristics 

of the available observation~! data used in a warrant for a claim of carcinogenicity, as assessed 

by context in Working Table 2, in conjunction with a judgment of the support for any 

background premises necessary for use of the data in lines of reasoning, determine the strength 

ofthe warrant; the relevance strategy employed is the type of warrant. More than one type of 

warrant may be applied to data to support a claim ·of carcinogenicity and, as discussed in a later 

section (Section 5.5.), the coherence of support across warrants is an important consideration in 

the overall judgment of the epistemic status of a claim. 
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( 1) Direct Empirical (D.E.). This category involves the claim that a given 
observation constitutes a direct observation of the property under debate (such as 
carcinogenicity). For example, observational data on inorganic arsenic includes 
epidemiologic studies relating skin cancer to arsenic levels in well water and 
clinical observations linking treatment of acne with an arsenic solution to 
increased occurrence of skin cancer. Interpretation of these studies alone as 
evidence for a claim that arsenic increases the risk of skin cancer in humans (at 
some exposure level) would be an example of warranting by direct empiricism. 
Similarly, there exist studies relating exposure of human populations to radon in 
the home and elevations in lung cancer incidence (see, for example, the review by 
Samet, 1989), although the coherence of these studies is low since they do not 
uniformly indicate an increase in lung cancer incidence within exposed groups. 
The strength of the warrant would be based on the characteristics of the study 
data. For example, the strength of a warrant would be increased by establishing 
that the studies were of high quality and the elevated incidence was not the result 
of confounding factors (such as the presence of other chemicals that may play a 
role) or unusual antecedent conditions (such as atypical host characteristics). It 
must also be demonstrated that the studies were conducted within the defining 
context. Clearly, as these background premises are better satisfied, the strength 
of the direct empirical warrant improves. In the case of the NRC (1988) report, 
direct empirical studies are mentioned but their utility is judged to be too weak 
to justify use of the direct empirical warrant. 

(2) Semi-Empirical Extrapolation (S.E.E.). This category involves the claim that a 
given observation was not obtained under the desired context of exposure, but 
that any result of the observation may be extrapolated to the desired context. 
Basically, the claim is to having observed a pattern in the available exposure
response data which may be followed to the described context. For example, 
dose-response curves obtained on mining populations and experimental animals 
exposed to high concentrations of radon have shown no evidence of a threshold 
down to exposures an order of magnitude above those occurring in homes (NRC, 
1988). While not providing direct empirical evidence of effects in the home, the 
data do provide a less convincing warrant for such effects, conditional on the 
acceptance of the background premise that the mechanism of carcinogenicity is 
fundamentally similar at high and low exposures and that the exposure-response 
pattern is evident in the available data. Clearly, as any patterns in the data 
become better established, and as the background premises already discussed in 
( 1) above are supported, the strength of the semi-empirical warrant improves. 
Examination of Figures 2.A.1. through 2.A.4. in the NRC (1988) report suggests 
that exposure-response patterns are not clear in the data but generally are 
monotonic without an evident threshold. A more germane finding is that trend 
tests are statistically significantly positive across the four studies examined. 

(3) Empirical Correlations (E.C.). This category involves the claim that a particular 
type of observation (such as of in-vitro transformation) is correlated with the 
desired property (such as carcinogenicity). There is no claim to understanding 
why the correlation exists, this claim being the function of the fourth category of 
relevance strategy discussed below. Clearly, as the strength and specificity of the 
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correlation improves, so does the strength of the warrant for empirical 
correlations. It is important to note that observational evidence on substances 
other than the one of interest generally is used in warranting claims to 
correlations (see the "Related Substances" data category in Working Table 2), 
requiring a judgment as to how sets of substances are to be chosen in developing 
correlations. The NRC (1988) report does not explicitly cite empirical 
correlations as a warrant, although (as discussed in Section 5.2.3.) correlations 
between induction of chromosomal aberrations and carcinogenicity are cited to 
strengthen the claim that radon is expected to be a carcinogen or at least induces 
a BSDR. 

(4) Theory-based Inference (T.B.1.). This category involves the use of data (such as 
in-vitro cellular transformation or bio-activation processes) which do not yield 
claims to observing cancer but do represent claims to observing an effect related 
to the etiology of cancer. In this case, the role of background premises appearing 
in theories of carcinogenesis becomes of central importance. Clearly, the 
strength of theory-based inference improves as the evidence for the background 
premises embodied in theories improves. It is important to note here that other 
bodies of observational evidence, perhaps drawn from substances other than the 
one of interest, might be invoked as warrants for a particular background premise 
appearing in an etiologic (mechanistic) theory. For example, the premise 
concerning a role of adduct formation in neoplastic conversion might be 
warranted by data from other substances in which adduct formation has been 
shown to play such a role. In the NRC (1988) report, information on cellular 
radiobiology, particularly as this relates to the demonstrated ability of radon to 
induce chromosomal damage and transformation of cells, is invoked to support 
the claim that radon is a carcinogen. The invocation of theory-based warrants 
justifies a claim to both empirical and conceptual success (see the appendix). 

(5) Existential Insight (E.I.). As discussed in the appendix, there may be times when 
a scientific expert judges that an observation suggests carcinogenicity, but the 
expert is unable to explain how this judgment arose. The judgment is a product 
of personal experience and a-logical (as opposed to illogical) reflection, as in the 
case of "engineering judgment". While not strictly a logical warrant, the analyst 
still may deem the judgment rational and wish to factor it into the analysis. 
Clearly, the strength of this "warrant" improves as it is better shown that the 
expert possesses ( 1) the necessary prior experience from which such judgments 
might spring and (2) the skill of reflecting on experience and producing reliable 
existential judgments (see the discussion in Section 5.2.). The only explicit use of 
this mode of warrant within the NRC (1988) report is in the assignment of priors 
for the Bayesian analysis of the mining data. 

The preceding discussion of relevance leaves two issues unaddressed. First, some 

measure of the quality of a given relevance strategy (for each of the five strategies above) must 

be assigned. This measure, again on a scale of low to high, is determined through reflection on 
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the quality of the observational data employed in using the strategy {from Working Table 2) and 

by the strength of evidence for the background premises required by invocation of the strategy 

(see the discussion of premises in Section 5.2.). The necessary background assumptions are 

specific, in turn, to the particular taxonomic carcinogenicity claim, but are of the general form 

noted in the discussions of the five relevance strategies above. For example, use of information 

on in-vitro production of chromosomal aberrations by radon (Brandom et al., 1978) in 

warranting a claim of carcinogenicity requires such background premises as: (1) the necessary 

chromosomal damage occurs both in-vitro and in-vivo, (2) chromosomal aberrations result in 

necessary DNA alterations, (3) the DNA alterations induce transitions, etc. An assignment of 

"low" implies that the background premises have not been verified for the substance of interest 

and the desired taxonomic claim, and an assignment of "high" implies strong verification of these 

premises for the particular claim. These judgments are made in isolation from consideration of 

the strength of the claim that chromosomal aberrations have, in fact, been observed. 

The second issue of warranting the use of relevance strategies (as opposed to the 

strength of those strategies irrespective of use) relates to the existence of five different strategies 

for relevance. Regardless of the strength of warrant for the premises underlying a given 

relevance strategy (such as the outcome of examining direct empirical evidence or existential 

insight), the analyst must provide an indication of the degree to which the analyst deems it 

rational (a priori) to base decisions on a particular mode of warranting claims to carcinogenicity. 

Another way of putting this is that the analyst determines the degree to which availability of a 

given strategy is an "intellectual obligation" in rationally justifying a claim to carcinogenicity. 

Again, the scale is from low to high. An assignment of "low" implies that the analyst does not 

find a particular relevance strategy to be reliable generally and/or a proper conception of the 

"intellectual obligations" (Alston, 1985) required of a rational decision-maker (as might be the 
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case in existential insight). An assignment of "high" implies that the analyst finds a particular 

relevance strategy to be reliable generally and/or a proper conception of the intellectual 

obligations required of a rational decision-maker (as might be the case in direct empirical 

evidence). It is important to bear in mind that this assignment is independent of the evidence 

available for the premises in each particular strategy in each particular case (i.e. for each 

substance considered). It is formed, instead, on the basis of the epistemic status of a relevance 

strategy in general as discussed in the appendix. It is a form of "intellectual obligation" imposed 

consistently on the analyst during any act of warranting and requires coherent application of the 

same obligation to each specific instance of warranting. In other words, broad principles of 

epistemic reasoning should be applied consistently throughout the analysis in the absence of 

counter-arguments as to why a relevance strategy might be more acceptable in one act of 

reasoning than in another. This assignment is included here due to the fact that some 

individuals may generally trust or distrust particular forms of reasoning (such as reliance on 

existential insight or etiologic theories) and yet may apply this trust or distrust inconsistently 

within an analysis or across analyses. While not discussed explicitly in the NRC (1988) report, 

the degree of intellectual obligation implicitly assigned to "Direct Empirical" warrants must have 

been low given the fact that the entire analysis of risk is based on semi-empirical evidence (i.e. 

the evidence from high exposures in the mines) and theory-based inference (particularly through 

use of the radiobiological experimental data). 

5.2. Application of Relevance Strategies to Warrant Intra-Context Claims of Carcinogenicity 

The role of data categories in carcinogenicity claims is described in Table 7, with 

reference to the relevance strategies defined in the last section. The relevance strategies 

available to each combination of data category and carcinogenicity claim are displayed in Table 
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8 for reference. In this section the relevance strategies are applied to the data items in Working 

Table 2 to formulate judgments of the level of support under each type of evidential reasoning 

for each claim of carcinogenicity in the taxonomy. Working Table 3 is suggested as a format for 

displaying the judgments. Cells in the bottom row of the table, labeled "overall assessment", are 

for summary judgments from each column after the main part of the table is completed and 

assessed for coherence across .the five potential types of relevance strategy (see discussion in 

Section 5.5. ). 

The reader will note that the cells of Working Table 3 (aside from the "summary" cells) 

are divided by a dashed line. This division arises due to the presence in Working Table 2 of 

some data specific to an exposure-context and others specific to the organism but not measured 

in the context of exposure at the level of interest (contained under the sub-column "Organism

Specific Measurement" in Working Table 2). The latter data may appear in several contexts (i.e. 

several instances of Working Table 2), allowing the same data to play multiple roles in the 

analysis perhaps out of proportion to the significance of the data (since they do not represent 

empirical values obtained under exposure conditions). To prevent this, the judgments for cells 

in Working Table 3 first are formed on the basis of only data from columns "Exposure-Effect" 

and "Context-Specific Measurement" in Working Table 2. These judgments, placed into the cells 

of Working Table 3 above the dashed lines, "root" the claims of the analyst in the primary data. 

The secondary data, given by the "Organism-Specific Measurement" column in Working Table 2, 

then are analyzed to "perturb" the primary judgments of the analyst, strengthening or weakening 

the pre-existing assignments. These modified assignments then are placed into the cells of 

Working Table 3 below the dashed lines. It is these modified assignments that will be used in 

producing the summary assignments for the table (see Section 5.5.). The assignments 

themselves are on a scale from "Hi" to "Lo" as discussed in Section 5.1. 
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TABLE 7. RULE OF DATA CATEGORIES IN CARCINOGENICITY CLAIMS 

Data Category1 Role of Data Categories in Carcinogenicity Claims 

Tumor Direct empirical support for "increases cancer", conditional upon causal 
Response2 premise. Direct empirical support for "complete carcinogen" if 

concurrent environmental conditions or previous/later 
initiation/promotion conditions were not required to yield cancers. 
Direct empirical support for "partial carcinogen" if previous/later 
initiation/promotion conditions were required to yield cancers or if 
observed effect is only an increase in multiplicity of tumors. Direct 
empirical support for either "mixer" or "helper" claims if concurrent 
exposure must be present (but incapable of distinguishing between the 
two claims). Provides empirical correlation and/ or existential insight 
warrant for any of the above claims. This data category has no bearing 
on claims to "stages" and "mechanisms". 

Biophysical Data items provide Theory-Based Inference warrants for the claims of 
Effects "increases incidence with cancer", "complete carcinogen" and "partial 

carcinogen". The ability to distinguish between a "complete" and "partial" 
carcinogen requires Biophysical Effects data indicating that the factor 
induces all necessary transitions or only a subset of such transitions. The 
data items can also provide empirical correlation and existential insight 
warrants for the above claims, but direct empirical and semi-empirical 
warrants are not available. If the data are an indicator of transitions, 
they may provide direct empirical, theory-based inference, empirical 
correlation and/or existential insight warrants for the "stage" claims. If 
the data items are an indicator of conditions necessary for transitions, 
they may provide the above warrants for the "mechanism" claims. If any 
of the data items were obtained under conditions of concurrent 
exposures, they may provide direct empirical, empirical correlation 
and/or existential insight warrants for the classification as "mixer" or 
"helper". 

Host This data category does not provide a warrant for claims to 
Characteristics carcinogenicity. The data affect only the decision to include a given 

organism/study within a given context. 

Pharmaco- These data support only the contention that a BSDR is produced in the 
dynamics organism. Therefore, they do not directly warrant intra-context claims to 

carcinogenicity. They can, however, provide a theory-based warrant for 
the contention that any effects observed ("tumor response" and/or 
"biophysical effects") are causally connected to exposure by warranting 
the contention that at least a BSDR is produced in the organism. 

Concurrent These data support the contention that an observed effect (e.g. cancer 
Environmental prevalence) was connected causally to exposure to the factor of interest. 
Conditions The data also provide Theory-Based Inference support for the 

"classification" of carcinogenicity claims if it is shown that concurrent 
exposures are (mixer/helper) or are not (complete/partial) required to 
yield the observed effect. The data have no implications for the other 
claims to carcinogenicity. 
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Table 7. (continued) 

Data Category1 Role of Data Categories in Carcinogenicity Claims 

Structure These data provide Theory-Based Inference, Empirical Correlation, 
Activity and/or Existential Insight warrants for the claims of "increases incidence 
Relationships of cancer", "complete carcinogen" or "partial carcinogen". The specific 

claim warranted depends upon the structural feature of the molecule and 
the presence of the appropriate mechanism of action within the 
organism. If, as is often the case, the structure indicates an initiating 
agent, the data provide support for a partial carcinogen with no ability to 
distinguish further between a partial and complete carcinogen. The data 
do not pertain to the remaining classifications (mixer/helper). They do, 
however, provide warrants for the claim that a substance acts on a given 
stage or by a given mechanism, particularly with respect of initiation 
(neoplastic conversion and genotoxicity). 

See Working Table 2. 
Quantitative measures are shown under "data items" for "tumor response" only. 
Quantitative measures commonly used are not given in other data categories, only the 
endpoints of interest. · 
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TABLE 8. RELEVANCE STRATEGIES AVAILABLE FOR CLAIMS OF CARCINOGENICITY 

Data 
Category 

Tumor Response 

Biophysical 
Effects 

Host 
Characteristics 

Pharmaco-
dynamics 

Concurrent 
Environment 
Conditions 

-
Related 
Substances 
Assessments 

Structure Activity 
Relationships 

N.A.: 
D.E.: 
S.E.E.: 
E.C.: 
T.B.I.: 
E.I.: 

Increases 
Incidence of 
Cancer Complete 

D.E. D.E. 
E.C. E.C. 
E.I. E.I. 

T.B.I. T.B.I. 
E.C. E.C. 
E.I. E.I. 

N.A. N.A. 

NA. NA. 

N.A. N.A. 

T.B.I. T.B.I. 
E.C. E.C. 
E.I. E.I. 

T.B.I. T.B.I. 
E.C. E.C. 
E.I. E.I. 

None Available 
Direct Empirical 
Semi-empirical Extrapolations 
Empirical Correlations 
Theory-based Inference 
Existential Insight 

Claims of Carcinogenicity1 

Classification( s) Stage(s) Mechanism( s) 

Partial Mixer Helper Neo. Neo. Geno- Non-
Conv. Devel. toxic genotoxic 

D.E. D.E. D.E. D.E. D.E. 
E.C. E.C. E.C. E.C. E.C. 
E.I. E.I. E.I. E.I. E.I. 

T.B.I. D.E. D.E. D.E. D.E. D.E. D.E. 
E.C. E.C. E.C. T.B.1. T.B.I. T.B.I. T.B.I. 
E.1. E.I. E.I. E.C. E.C. E.C. E.C. 

E.1. E.I. E.I. E.1. 

N.A. N.A. N.A. N.A. N.A. N.A. N.A. 

NA. N.A. NA. NA. N.A. NA. NA. 

N.A. T.B.I. T.B.I. N.A. N.A. N.A. N.A. 

T.B.I. T.B.I. T.B.I. T.B.I. T.B.I. T.B.I. T.B.I. 
E.C. E.C. E.C. E.C. E.C. E.C. E.C. 
E.I. E.I. E.1. E.I. E.I. E.I. E.1. 

T.B.I. N.A. N.A. T.B.I. T.B.I. T.B.I. T.B.I. 
E.C. E.C. E.C. E.C. E.C. 
E.I. E.1. E.I. E.I. E.I. 
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5.2.1. Direct Empirical Warranting 

Direct empirical warrants are available at times when a data item may be taken as 

directly indicative of carcinogenicity (i.e. as a warrant, in and of itself and with minimal 

theoretical interpretation, for a carcinogenicity claim). As shown in Working Table 3, the 

separate claims to be warranted are that: 

(1) The substance (or exposure factor) increases the incidence and/or time of 
appearance of cancer in a specific context (exposure level and species). 

(2) The substance is a partial carcinogen, complete carcinogen, "mixer" or "helper". 

(3) The substance acts on the organism through neoplastic conversion and/or 
neoplastic development. 

(4) The substance acts on the organism through genotoxic and/or non-genotoxic 
mechanisms. 

Turning first to the claim that a substance increases the incidence of cancer, the direct 

empirical warrant requires observations on the incidence of cancer within the context of interest. 

As a result, only observations in the category of tumor response may provide the basis for a 

direct empirical warrant. The strength of the warrant then increases as ( 1) the completeness of 

the observational base in a data item is improved, (2) the quality (utility) of the observational 

studies increases, (3) the strength of the association (dose-effect) increases and ( 4) the claim to 

a causal connection between exposure and the observed incidence is supported (see Working 

Table 2). In the case of radon, direct empirical evidence was available (Samet, 1989), but the 

utility, strength of association, causal connection and coherence was low to moderate. 

For the distinction between the various classifications of carcinogens (complete, partial, 

mixer and/or helper), direct empirical warrants require additional background premises and, 

hence, additional observational evidence. For classification as a complete carcinogen (in the 

row labeled "Direct Empirical" in Working Table 3), the necessary premise is that the substance 

may increase cancer without the presence of concurrent exposures within the considered context. 
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This requires tumor response data in which (1) the role of the substance as the sole causal agent 

(aside from contributions from non-experimental factors) is well established, warranted by the 

data category "concurrent environmental conditions" as summarized in the causality claim in 

Working Table 2 and (2) cancer incidence was increased, warranted by the "tumor response" 

data category. Classification as a partial carcinogen requires introduction of the premise that 

deliberate (experimental) exposure to either an initiating, promoting or progressing agent must 

accompany exposure to the substance of interest, requiring assays demonstrating empirically that 

exposure to the substance must be accompanied by (previously, concurrently or subsequently) 

exposure to either an initiating or promoting agent. Radon has been suggested to act primarily 

through initiation at low doses and, hence, is to be considered primarily a partial carcinogen. 

Classification as a mixer requires introduction of the premise that there be concurrent exposure 

to another substance that is not itself a carcinogen, and empirical evidence that exposure to the 

substance of interest must be accompanied by "concurrent environmental conditions" (see the 

discussion of causality for Working Table 2) constituted by exposure to that other non

carcinogenic substance. For classification as a helper, the same premises apply with the 

exception that the "other" factor must be a carcinogen. 

For the distinction between the stages (neoplastic conversion and/or neoplastic 

development), the analyst must introduce the additional premise that the substance acts 

explicitly to yield neoplastic conversion (as in the case of radon) and/or neoplastic development. 

Direct empirical support for these claims may be taken as observation of biophysical effects (see 

Working Table 2) such as cellular transformation (NRC, 1988; Woodruff, 1990b; Barrett et al., 

1986a, 1986b; Bartsch and Malaveille, 1990) and progression of preneoplastic lesions (Bannasch 

et al., 1987), or from characteristics of the tumor response such as alterations in the time-to-
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appearance but not the incidence of tumors (indicating an effect on the "speed" of neoplastic 

development) etc., following exposure within the desired context. 

Finally, the mechanistic distinctions require premises that the substance acts through 

changes in DNA (genotoxicity, as in the case of radon (NRC, 1988)) or changes in other 

biological structures/functions (non-genotoxicity) (Barrett and Wiseman, 1987; Barrett, 1987; 

Butterworth, 1990). Direct empirical support for premises is, again, given by observations of 

biophysical effects, although of a more fundamental nature than those required in distinguishing 

stages. The observational support for genotoxicity generally is taken as formation of DNA 

adducts, DNA breakage, chromosomal aberrations, oncogene activation/deactivation and/or 

base pair alterations (for reviews of the evidence for causal roles, see Barrett and Wiseman, 

1987; Barrett, 1987; Butterworth, 1990; Belinsky et al.,. 1987c; Farber, 1987; Lawley, 1987; 

Morris, 1990; Perera, 1987). Evidence for the role of chromosomal damage is radiation-induced 

cancer is summarized in Hall and Freyer (1991). The observational support for non-genotoxic 

mechanisms generally is taken as changes in inter-cellular communication, interference with 

hormonal control, immune system destruction, hyperplasia induction, etc. (for reviews of 

evidence for causal roles, see Langenbach et al., 1988; Lewis and Adams, 1987; Loury et al., 

1987; Moolgavkar, 1986; Perera, 1984; Scribner et al., 1987; Slaga, 1984; Swenberg and Short, 

1987; Trosko and Chang, 1988). Crawford-Brown and Hofmann (1990) have proposed a non

genotoxic mechanism by which cytotoxicity of radon results in promotional effects. 

5.2.2. Semi-Empirical Wammting 

Since the present section (5.2.) is directed towards intra-context claims, instances of 

semi-empirical extrapolation are not appropriate at the second level of warrant. This form of 

warrant will be described in Section 5.3., which deals with extrapolation across contexts 
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(including extrapolation across exposure levels within another homogenous context, the subject 

of semi-empirical warrants). 

5.2.3. Warranting from Empirical Correlations 

Correlational warrants require knowledge aside from the evidence on tumor response for 

the agent of interest. Construction of sets within which correlation coefficients (strength and 

specifity) between a data item and a carcinogenicity claim may be constructed requires premises 

detailing how those sets should be constructed. In other words, it must first be specified how a 

data item is to be chosen as a candidate for inclusion in the set of items for which the 

correlation has been developed. These premises, in turn, are related to theories of 

carcinogenesis. As a result, empirical correlations may be closely related to etiologic theories. 

Although distinctly different in nature, it is convenient to discuss these two categories (theory 

and correlation) together because empirical correlations have been used to support or question 

cancer paradigms and thus have had some influence on the direction of their development. For 

example, only a few years ago many analysts would have appealed to theory-based inference to 

warrant a claim of "non-carcinogen" if an agent tested negative in short term tests (STis) for 

mutagenicity, such as the Ames salmonella bioassay. In this instance, the major premise of the 

theory was that carcinogens acted through mechanisms of geonotoxicity to alter DNA 

structure/function. But these predictions did not correlate well with observational evidence 

from long-term animal studies, causing existing paradigms of cancer mechanisms to be modified 

or refined. By the same token, theories of carcinogenesis (such as the influence of mi to genesis) 

have altered· the construction of sets within which correlation coefficients are developed. This 

example will be discussed further, but it illustrates the inter-relationship of the predictive 

capacity of empirical correlations and theory-based inference following from the partial 
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warranting of cancer paradigms by empirical evidence, i.e., when theoty-based predictions are 

not consistent with the empirical record, then the theory is re-examined (and vice versa). 

The introduction of bacterial and cell culture techniques to measure chemically-induced 

mutations led to a widely held belief that mutagenicity and carcinogenicity were highly 

correlated. In particular, the Salmonella/mammalian microsome test of Ames et al. (1975), took 

center-stage as a predictor of carcinogenicity based on the short-term test for mutagenicity. 

Somatic cell mutation was often considered a necessary initiating step in cancer. In a recent 

review, Ashby (1990) summarizes "the simple paradigms of 1975" as follows: "Human 

carcinogens are also carcinogenic to rodent; rodent carcinogens can be assumed to be human 

carcinogens. The majority, if not all, organic rodent carcinogens are reactive to chromosomes or 

their constituent DNA (genotoxic), usually following appropriate metabolic conversion. The 

Salmonella mutation assay, coupled with a few other in vitro genotoxicity assays, is sufficient for 

the detection of such genotoxic chemicals. With cancer, it is unwise to assume a safe-dose level 

of human exposure. Thus, at its simplest level the activity of a chemical in the Salmonella assay 

implies a cancer hazard to exposed humans." In contrast, in what he refers to as the "worst-case 

scenario in 1990", Ashby notes that "No new human carcinogens have been defined since 1975: 

many new rodent carcinogens are now known, many of which current data indicate to have no 

cancer hazard for humans ... a large and growing number of rodent carcinogens are non

genotoxic,. i.e., they cannot be detected using current genotoxicity assays. Further, a large and 

growing number of in vitro genotoxins appear to be devoid of rodent carcinogenicity." 

The loss of simplicity in the last fifteen years is partially explainable by the increased 

awareness that cancer does not develop by a single mechanism, common to all species and 

routes of exposure wherein an agent may increase cancer incidence. Indeed, the primary 

biological activity of an agent or a metabolite may not be genotoxic, as indicated by point 
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mutations, insertions, deletions, or changes in chromosome structure or number. Chemicals that 

exhibit such genotoxic activity can usually be detected by assays that measure reactivity with 

DNA, induction of mutations or DNA repair, or cytogenetic effects (Butterworth, 1990). The 

earlier conceptual simplicity of a high correlation between mutagenicity and carcinogenicity was 

further discredited by evaluation of the results from long-term rodent assays conducted by NCI 

and NIEHS. In an initial article results of four widely used in vitro assays for genetic toxicity 

applied to 73 chemicals recently tested in the two-year NCI/NIEHS long term rodent studies 

were compared (Tennant et al., 1987a, 1987b ). The chemicals selected were well characterized 

in rodents for carcinogenicity or non-carcinogenicity. Of the four assays (for induction of 

mutations in Salmonella (SAL) and mouse lymphoma L5178Y cells (MLA), and induction of 

sister chromatid exchanges (SCE) and chromosome aberrations (ABS) in Chinese hamster ovary 

cells). It was found that SAL detected only about half of the carcinogens as mutagens and the 

other three assays (MLA, SCE, and ABS) did not complement SAL, i.e., there was no gain from 

using other any of the other three assays in addition to SAL. These results were confirmed by 

examination of 41 additional chemicals (Zeiger et al., 1990). 

The disappointing sensitivity of genetic toxicity tests to predict rodent carcinogenicity was 

compounded by the results for specificity reported earlier by Shelby and Stasiewicz (1984) who 

found that more than 60% of 80 rodent non-carcinogens had been found active in at least one 

of the four in vitro tests. These results suggest that in vivo testing may be complementary to in 

vitro tests. NTP is currently evaluating in vivo tests for chromosome aberrations and micronuclei 

as a means of confirming in vitro mutagenicity (Zeiger et al., 1990). It may also be noted here 

that the second Collaborative Study on the Assessment and Validation of Short-Term Tests for 

Genotoxicity and Carcinogenicity (CSSTT/2) concludes that "in vivo tests have a vital role to 

play in hazard assessment. This role is to define which chemicals, identified as genotoxic from 
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in vitro tests, are active in vivo and, thus, are those most likely to present a 

carcinogenic/mutagenic hazard to mammals, including humans" (WHO, 1990). 

Further correlational analyses of NCI/NTP rodent studies have been conducted that are 

informative for claims of relevance in hazard identification based on empirical correlations 

and/or theory-based inference (Ashby and Tennant, 1988; Ashby, 1990; Tennant and Ashby, 

1991; and Ashby and Tennant, 1991). Results reported in the last citation, entitled "Definitive 

relationships among chemical structure, carcinogenicity, and mutagenicity for 301 chemicals 

tested by the U.S. NTP", are excerpted in the following discussion. A high correlation was 

observed between structural alerts to DNA reactivity and mutagenicity, but neither predicted 

rodent carcinogenicity effectively. It appears that certain tissues are only sensitive to genotoxic 

carcinogens, e.g., zymbal's gland and the lung. Other tissues in which cancers were observed are 

subject to both genotoxic and non-genotoxic mechanisms. It is noted that "non-genotoxic rodent 

carcinogens cannot be automatically neglected as possible human carcinogens. However, if non

genotoxic carcinogens induce their effects via an interaction between the test agent and the 

sensitive rodent tissue, the relevance of that interaction to human tissues should be studied, 

particularly at low dose-levels, before a human carcinogenic hazard is assumed. Such questions 

of extrapolation are distinct from those posed by genotoxic rodent carcinogens where 

comparative metabolism and the intrinsic genotoxic potency of the test agent are the ·critical 

parameters, DNA itself being common to rodents and man." 

"Non-genotoxic" is a non-descript classification simply referring to any mechanism other 

than genotoxic and, as discussed above, understanding the specific mechanism may be key to 

predicting whether a rodent carcinogen is a cancer hazard to humans or whether increased 

cancer incidence at a high exposure level constitutes a hazard at environmental concentrations 

(a particular concern with respect io mitogenic action). As noted by Butterworth (1990) and 
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other authors, a mechanism may appear to include both genotoxic and nongenotoxic elements. 

For example, non-DNA reactive promoters that induce cell proliferation can yield mutagenic 

events and chromosomal alterations secondary to that proliferation while mutagens given at 

cytotoxic doses may induce cell proliferation. In practice, however, it may be useful to apply a 

weight-of-evidence approach to classify a chemical as genotoxic or nongenotoxic, noting that the 

latter category is a class of mechanisms that may not depend solely on chemical properties, but 

the context of exposure (concentration, species, route of administration, etc.). Butterworth 

(1990) suggests that such an approach might include "examination of constituents of the 

molecule for prediction of DNA reactivity, overall results from cell culture assays, activity in the 

whole animal, dose and target organ specificity, histopathological evaluation of tumor 

development, and other obvious potential mechanisms of carcinogenicity (such as cell 

proliferation) (Ashby and Tennant, 1988)". Cohen and Ellwein (1990) also recommend 

classifying chemical carcinogens as genotoxic or nongenotoxic, with further division of the latter 

category by mechanisms of action, if known. In particular, it is of interest to note whether the 

chemical acts through a cellular receptor or a non-cellular mechanism. Cohen and Ellwein note 

that agents acting through specific receptors tend to be active at low doses, making it unclear 

whether there is a threshold level of exposure. 

Ashby and Morrod (1991) summarize some current concerns on carcinogenicity testing 

and their interpretation for hazard identification in light of recent developments discussed 

above, principally the limited predictive capacity of short term tests for genetic toxicity and 

heightened awareness of the prevalence and diversity of nongenetic mechanisms in long term 

animal studies. Their suggested approach to testing for carcinogenicity has implications for the 

type of data needed to warrant claims of carcinogenicity, of interest in the present report. 

Ashby and Morad recommend an initial step of inspecting the chemical structure of an agent for 
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sites of DNA-reactivity, followed by assessment of genotoxicity using in vitro tests and if 

necessary, short-term rodent tests. This will identify potential genotoxic carcinogens. An issue 

in genetic toxicology is the use of in vivo tests to separate in vitro genotoxins that are rodent 

carcinogens from those that are noncarcinogenic to rodents, and the use of complementary 

genotoxicity assays to detect the few Salmonella-negative genotoxins, such as benzene. The 

authors note that the vast majority of classical human and rodent chemical carcinogens, together 

with most of the NTP two-species carcinogens, are overtly genotoxic in vitro and in vivo. The 

next step is to evaluate the remaining genotoxins for a range of toxicities associated with non

genotoxic rodent carcinogens, noting that agents found to be inactive are probably not 

carcinogenic. The authors provide a list of 14 potential non-genotoxic indicators, i.e., there is 

some supportive evidence of association for the indicators but none has been established 

definitively as a predictor. Without an explanatory mechanistic link with cancer at present, it is 

suggested that the absence of each indicator is supportive of "probable non-carcinogenicity". It 

is noted that many issues about non-genotoxic carcinogenesis remain to be understood. (Note: 

The authors claim nothing new in their suggested scheme. Citations and credits have not been 

included in the abbreviated discussion provided here.) 

The discussion above is intended to provide an introduction to some of the issues that 

need to be addressed in hazard identification and to give some idea of the type of mechanistic 

information that may be usefully applied in an weight-of-evidence approach to hazard 

identification. Attention is now directed to additional sources of empirical correlations for 

warranting claims of carcinogenicity. 

The 114 NCI/NTP studies used for comparison of four in vitro tests of genetic toxicity by 

Zeiger et al. (1990) and Tennant et al. (1987a), described above, are evaluated for correlational 

characteristics in Haseman and Clark (1990). The 114 chemicals are all those tested by 
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NCI/NTP during a specified time period, thus eliminating the possibility of selection bias. The 

NCI/NTP claims of carcinogenicity are as follows: 67 (59%) were carcinogens in at least one of 

the four sex-species groups (male/female, rats/mice), the evidence for 17 (15%) was found to be 

equivocal, and 30 (26%) were judged to be non-carcinogens. For interpretation of these figures 

and the ones to follow, it is necessary to understand how NTP assigns a "category of evidence" 

to a chemical based on evidence in rodents studies (usually of rats and mice of both sexes). 

As described by Haseman and Clark, the final decision as to whether a study was positive, 

equivocal, negative, or inadequate is a matter of scientific judgment. Biological factors are 

considered as well as the statistical outcome, including: whether a dose-response was observed; 

whether pre-neoplastic lesions were observed; the historical control rate, i.e., the accumulated 

evidence from previous control groups regarding the spontaneous occurrence of observed 

neoplastic lesions; biological characteristics of the lesions observed; the survival of dosed and 

controlled animals; whether tumor latency was affected by dose; the multiplicity of site-specific 

neoplasia; the adequacy of the experimental design and conduct of the study; and the 

consistency of occurrence across sexes within a species, and across all four sex-species groups. 

Consequently, "rodent carcinogenicity" refers to an assigned category based on human evaluation 

of quantitative and qualitative characteristics of observational data from the long-term animal 

studies. With awareness of factors considered in forming a claim of rodent carcinogenicity, the 

correlations noted by Haseman and Clark in their review of the evidence from 114 chemical 

studies will be described. 

The inter-species concordance is 69% (compared to 74% for the whole NCI/NTP 

database reported by Haseman and Huff (1987)). The concordance of 69% is comparable to 

the concordance of 66% between the Salmonella-assay and rodent carcinogenicity for these 

chemicals reported in Zeiger et al. (1990). The 67 carcinogens are unlikely to represent an 
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equal risk to humans, according to Haseman 'and Clark, who conclude that carcinogens 

producing effects at multiple sites and/or in multiple sex-species groups are probably more 

important from a public health standpoint than single-sex and single-site carcinogens, or those 

where carcinogenic sites were accompanied by organ toxicity. Haseman and Clark draw some 

conclusions regarding the effect of chemicals that are toxic, but this does not refer to evidence 

of organ toxicity. They refer .to toxic potency of the chemical, i.e., chemicals with low maximum 

tolerated doses (MTDs) are more "toxic" than those with high MTDs. The intended significance 

is not clear, but it is reported that most (67-88%) of chemicals positive in STis (referring to the 

four in vitro tests described above that were applied to this set of chemicals, namely SAL, SCE, 

ABS, and MLA) were also "toxic" and the majority (62-78%) of negative STI chemicals were 

"nontoxic". Overall concordance between toxicity and rodent carcinogenicity was 65%, about the 

same as the same as reported for STI outcomes and carcinogenicity in this set of chemicals. It 

was found that all four STis were correlated with chemical toxicity, particularly SCE and MLA 

(P < 0.001). The Salmonella-assay is more predictive of carcinogenicity among the toxic 

chemicals (65% positive SAL in carcinogens vs. 12% in noncarcinogens) than in non-toxic 

chemicals (with corresponding percentages of 13 of 3). ABS demonstrated a similar pattern but 

with less predictive capacity, while SCE and MI.A results showed no evidence of association 

with rodent carcinogenicity even within classes of toxic or non-toxic chemicals. 

In another review of the NTP database, Hoel et al. (1988) address the issue of whether 

organ toxicity, particularly at high doses, may be associated with judgments of rodent 

carcinogenicity. Of principle concern is the extent to which a secondary mechanistic process, 

such as cytotoxicity with resultant compensatory cell proliferation, may be responsible for tumor 

induction in chemicals classified as rodent carcinogens. Since such a mechanism would be 

unlikely to occur at environmental exposure concentrations, the classification of carcinogenicity 
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is more nearly an artefact of exposure to high doses than an indicator of a potential cancer risk 

to humans. A total of 378 two-year studies on 99 chemicals conducted by the NTP were studied, 

53 (54%) of which were considered to be carcinogenic in one or more of the laboratory-animal 

studies. The authors conclude that "only seven of the 53 positive carcinogenicity studies 

exhibited the types of target organ toxicity that could have been the cause of all observed 

carcinogenic effects. Furthermore, no apparent difference in mutagenicity as measured by the 

Ames Salmonella assay was observed between 'high dose only' carcinogens and the entire set of 

carcinogens." Some qualifications are contained within the article, however, relating to issues 

that "certainly merit further investigation in order to make a more definitive statement about 

toxicity and carcinogenicity". The reference stresses the importance of clearly defining what is 

meant by "organ toxicity" and "preneoplastic lesion" in discussions of either. 

Wilbourn et al. (1986) considered the validity of extrapolating results from long-term 

carcinogenicity tests in animals to humans by reviewing the 41 IARC Monographs on the 

Evaluation of the Carcinogenic Risk of Chemicals to Humans (7-47) that had been published or 

were in press. The IARC claims of carcinogenicity are the judgment of working groups of 

experts who consider both epidemiologic and animal data. It was found that "84% of the 44 

exposures with sufficient or limited evidence of carcinoge~icity to humans also have some 

carcinogenic activity in animals. The remaining chemicals and complex miXtures have not been 

adequately tested for carcinogenicity in animals. In no case was there 'no evidence of 

carcinogenicity'". It is also found that "for many exposures causally related to human cancer, 

there is a target organ in common between humans and at least one animal species, despite 

many inherent physiological differences." 

. Allen et al. (1988) conducted quantitative comparisons of carcinogenic potency in 

animals and humans for 23 chemkals for which suitable animal and human data exist. These 
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comparisons, based on the TD25, were found to be strongly correlated. The best prediction of 

human results from animal data was achieved by utilizing data from several routes of exposure 

and employing the assumption that animals and humans are equally sensitive to a carcinogen 

when dose is measured in units of mg/kg body weight/day. 

5.2.4. Wanrmting by Theory-Based Inference 

While Section 5.2.3. contained material related to etiologic theories, the invocation of 

theories in that section was intended ( 1) as a tool for establishing sets within which empirical 

correlations between a data item and carcinogenicity could be defined and (2) as a tool for 

examining the role of existing correlations in testing axioms (premises) for theories. The current 

section discusses the role of theories in directly warranting claims of carcinogenicity through 

judgments of conceptual understanding (rather than strength of empirical correlation). This 

warrant requires explicit use of both observational evidence for effects believed to constitute 

part of the causal sequence leading to cancer (aside from tumor response) and etiologic theories 

of cancer uniting the evidence and giving it relevance to the task of supporting a claim of 

carcinogenicity. The two broad premises that must be introduced are (1) the substance induces 

a biologically significant dose-rate (BSDR) following exposure and (2) the resulting BSDR 

induces cancer in one of the taxonomic forms of claims of carcinogenicity (see Working Table 

3). Both premises must, of course, be warranted within the desired context. For example, in 

the case of radon (NRC, 1988; Hall and Freyer, 1991; NRC, 1991), the observation of 

chromosomal aberrations, even at exposures below those for which direct empirical 

( epidemiologic) evidence was available, is taken as evidence that at least the necessary first steps 

in inducing cancer occur at these low exposures. This suggests that a BSD R is produced at 
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these exposures and that this BSDR results in damage believed to be etiologically significant in 

the production of transitions towards cancer. 

It is important to note here that theory-based inference does not employ direct empirical 

evidence of carcinogenicity as contained in tumor response data (see Working Table 2), 

although it may employ direct empirical evidence in separately warranting the two broad 

premises above (as was done .in the case of radon). The intent, instead, is to determine the 

implications of other available data (biophysical effects, pharmacodynamics, etc.) within the 

framework of etiologic theories. This isn't to say that the analyst ultimately ignores the tumor 

response data. Those data appear, instead, as direct empirical warrants for the claims. In 

addition, "Related Substances Assessments" data might provide observational warrants for the 

premises underlying etiologic theories themselves, conditional upon acceptance of the further 

premise that there is a common etiologic foundation to carcinogenicity in the contexts of the 

"related substance" and the substance of interest to the analyst (as when active smoking data are 

used to produce a theory of carcinogenicity for ETS, although it should be borne in mind that 

the premise of a common etiologic basis for the action of different carcinogens is increasingly 

being questioned in light of findings on the multiple mechanisms through which carcinogens may 

act). For radon, the general finding of the carcinogenicity of all forms of ionizing radiation has 

been invoked (NRC, 1988) as a warrant for the claim that radon (which yields ionizing 

radiation) is a carcinogen. It might be useful to think of theory-based inference as providing a 

prior expectation of carcinogenicity for a substance, prior to consideration of the direct 

empirical evidence. Theory-based inference also warrants a claim to conceptual understanding, 

allowing the analyst to assert not just that the substance has been observed to induce cancer 

(summarized in the "Direct Empirical cells of Working Table 3) but that the etiologic role of the 

substance is understood within the framework of existing theories. Such an argument is 
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particularly strong in the case of radiation, where mechanistic understanding is much better 

developed than for chemical carcinogens. The ability to assert scientific understanding is an 

important component of scientific rationality and was raised initially in Section 4.2.4. and in 

more detail in the appendix. 

The first premise (that a BSDR is produced following exposure) is itself warranted by 

observations contained under pharmacodynamics in Working Table 2. These data are 

summarized for radon exposures in the latter NRC report (NRC, 1991). The role of each of 

these observations within the reasoning of the analyst (i.e. in supporting the judgment that a 

BSDR is produced) is displayed in Table 7 and is not repeated here. The warrant for the first 

premise may take any of the five forms discussed in Section 5.1. For example, the analyst may 

have observations of a BSDR being produced in the desired context, leading to a direct 

empirical warrant for the first premise (but not, of course, for the claim to carcinogenicity, since 

this discussion is contained within theory-based inference with respect to the carcinogenicity 

claims). The analyst may have observed only that the necessary enzymes for bioactivation are 

present, resulting in a theory-based warrant for the first premise or in a warrant of empirical 

correlation or existential insight. Again, any of the five warrants (relevance strategies) may be 

available for warranting the first premise. For radon (NRC, 1991), it has been experimentally 

confirmed that radon progeny are deposited in the lung and produce a dose-rate of radiation to 

sensitive cellular subpopulations. The form of warrant for the premise is not included formally 

in the working tables, but is factored into the judgment of the analyst concerning the strength of 

the warrant for 'Theory-Based Inference" in Working Table 3. 

An identical discussion applies to the second premise, i.e. that a BSDR (when present) is 

capable of inducing cancer in one of the senses noted in the claims to carcinogenicity found in 

Working Table 3. This second premise also may be warranted by any of the 5 relevance 
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strategies and, as in the first premise, the form of warrant for premise 2 is factored into the 

judgment of the strength of the "Theory-Based Inference" warrant of Working Table 3 (without 

appearing explicitly in that table). For radon (NRC, 1988), this premise is warranted primarily 

be experimental observations that irradiation of cells in-vitro yields transformed cells. The role 

played by each potential observational category (and, hence, data item) in any line of reasoning 

lending support to the second premise is displayed in Table 7. 

Many of the effects potentially measured in a study of exposures to humans, animals or 

cell lines are not of cancer induction directly but rather of biophysical phenomena believed to 

play a causal role in carcinogenesis. Use of these data to support a claim of carcinogenicity 

within theory-based inference requires introduction of a premise that the bioeffect at least is an 

indicator of one or more of the transitions leading to a tumor. In other words, the etiologic role 

of the observed bioeffect within the process of carcinogenesis appears as an explicit premise 

associated with the etiologic theory used in drawing a "Theory-Based Inference" in the cells of 

Working Table 3. Support for this premise, in conjunction with observation of the oioeffect 

itself, then strengthens the second premise that the substance-induced BSDR yields transitions. 

The role of the bioeffects data in supporting the premise that BSDR results in cancer 

occurs on two conceptual levels. The first level relates to the specific stages of carcinogenesis, 

taken here to be neoplastic conversion and development (see the discussion in Chapter 2). The 

primary data of use at this level are measurements of preneoplastic lesions, initiation ability, 

promotional ability, in-vitro cellular mutation and in-vitro cellular transformation, all of which 

are discussed in the NRC 1988 report on radon. Initiation assays are taken to support a 

contention that the substance of interest induces at least the conversion stage, requiring the 

additional premise that the further transition (development) occurs with some non-zero 

background rate or substance-induced rate. A similar comment applies to the results of 
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promotional assays. Preneoplastic lesions are taken as an indication of both conversion and 

promotion having taken place, requiring a premise that progression eventually would occur in 

some fraction of the preneoplastic lesions if sufficient follow up time was available (a 

particularly important premise in extrapolation from studies on short-lived animals to humans) 

(Hannasch et al., 1987)). It is important here to bear in mind the specificity of transitions 

induced by a given carcinogen, which might imply that a partial carcinogen can complete the 

necessary transitions only for specific forms of the other transitions not induced by that partial 

carcinogen. In other words, existing data on carcinogenicity indicate that it is not generally true 

that a given promoter (for example) is capable of promoting all initiated cells. It may, instead, 

be capable of promoting only specific forms of initiation-related damage. It also should be 

noted that bioeffects data support claims that a substance induces some of the necessary 

transitions, but not that it is a complete carcinogen (unless the bioeffect is taken to be the 

entirety of effect necessary for cancer, with only a probabilistic component remaining in the 

production of a frank tumor). 

The second level at which bioeffects data may support the premise (that BSDR results in 

cancer) relates to observations on processes leading to transitions between stages, but not 

observations of the stages or transitions themselves. It typically is premised that neoplastic 

conversion results from changes to DNA (see Chapter 2) with a less well-established link 

between DNA changes and neoplastic development. As a result, the ability of a substance to 

produce DNA adducts, DNA breakage, DNA gene mutations, activation of oncogenes, or de

activation of repressor genes may be taken as evidence of neoplastic conversion if it is premised 

that either ( 1) these bioeffects are correlated with conversion or (2) these bioeffects play a 

causal role in conversion. The first premise is warranted by reference to correlational studies 

using principles analogous to thos~ as discussed in Section 5.2.3. The second is warranted by 
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reference to (a) explicit mechanistic understanding of the process of conversion or (b) a claim to 

existential insight using principles analogous to those discussed in Section 5.2.5. Structural 

characteristics of molecules have also been correlated partially with the conversion activity of 

those molecules (Ashby and Tennant, 1988, 1991; Ashby et al:, 1989). Again, the ability of 

radon-associated radiation to produce chormosomal damage may be taken as support for the 

premise that a BSDR results in transitions and, hence, cancer (NRC, 1988; Hall and Freyer, 

1991). 

A similar situation holds for links between the second level of causal evidence and the 

stage of neoplastic development, with several important differences. First, the mechanistic 

understanding of development is not as well developed as for conversion (see the discussions in 

Butterworth et al., 1989), leading to a weakened warrant via theory-based inference. While 

there is some limited agreement that development is related to changes in the kinetics of 

cellular mitosis, differentiation and replacement (see Chapter 2 and Cohen and Ellwein, 1990), 

there is much less agreement as to the particular biological structures (DNA membranes, etc.) 

requiring damage to yield the changes in kinetics. At least promotion (and to a lesser degree 

progression) has been associated with the onset of hyperplasia, with removal of hormonal 

control on cellular growth and differentiation, with changes in intercellular communication, and 

with extensive disruption of the histological architecture of cellular communities, but the steps 

leading to these changes have not been determined. As a result, the second level of evidence 

for neoplastic development will be limited to cases in which it is premised that development 

results from hyperplasia and lowering of intercellular communication. Hyperplasia often is 

indicated by. observations on mitotic rates (Swenberg and Short, 1987) and/or labelling indices 

(SS), while interference with intercellular communication is indicated by changes in growth 

factor receptors and/or gap junction integrity (Trosko and Chang, 1988; Hartman and Rosen, 
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1983; Bertram, 1990). Changes in hormonal control may be indicated by observation of changes 

in hormone concentration, hormone receptor sites (structure or density on cell surface) or 

hormone structure, although these are not fully understood. 

A feature shared by claims of neoplastic conversion and development is the need for 

premises embodying explicit mechanistic theories of carcinogenicity (unless the empirical 

correlation or existential insight warrant is invoked). The analyst must warrant use of a 

particular theory in linking the first level of evidence to claims of carcinogenicity, and the second 

level of evidence to claims of neoplastic conversion and/or development (see Section 5.2.3.). 

Considerations arising in the testing of theories were discussed in the appendix and are not 

repeated here. It is noted simply that the warrant for a particular theory can be ( 1) conceptual 

(the theory explains existing phenomena satisfactorily as judged by a suitably qualified expert), 

(2) empirical (the theory predicts the results of experiments) or (3) instrumental (the theory has 

allowed actions such as mitigation leading to desired outcomes such as lowered cancer 

incidence). When reflecting on these three forms of warrant for a theory, the distinction 

between verification and falsification made in the appendix is important. It also is necessary, 

when supporting a Theory-Based Warrant in Working Table 3, to examine the observational 

evidence under each of the existing theories and to determine the resulting coherence in the 

various theory-based inferences (see Section 5.5. ). 

5.2.5. Wammting by Existential Insight 

At times, a warrant given by expert judgment will be available for a specific claim. In 

this case, there is no explicit line of reasoning leading from an observation to a specific claim. If 

there is a specific line of reasoning, this is included in one of the other relevance strategies or 

warrants of Working Table 3. This raises the issue as to whether expert judgments can be given 
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rational support. If rational support for a given instance of expert judgment cannot be offered, 

relevance strategies relying on existential insight will have weakened epistemic status. 

The following premises constitute the rational basis of existential insight: 

( 1) It must be premised that the individual supplying the existential warrant has 
experienced the base of observations employed in the relevance strategy. Under 
existentialism, it is the physical setting of the observations which provides the 
necessary insight. Without existing in the physical setting, the individual expert 
cannot justify the necessary claim to experience from which insight (however 
unstructured it might be) arises. 

(2) It must be premised that the individual possesses the necessary theoretical 
understanding to interpret experience. This is not to say that such theories are 
used explicitly to interpret the experience (in which case theory-based inference is 
the relevance strategy). Rather the theoretical understanding aids the expert to 
be "receptive" to the implications of the experience (in the language of 
existentialism, to "interpenetrate" with the observed phenomenon). 

(3) It must be premised that the expert judgement has been elicited properly. 
Support for this premise has two components. First, the expert must be capable 
of retrieving the necessary insights from his or her psyche (meaning here 
whatever acts as the psychological or physiological site of the insight within the 
expert). The second condition is that the process of eliciting the judgment must 
not bias that judgment through specific wording or through the 
social/political/economic setting within which elicitations take place. 

Finally, a brief note is in order concerning the strength of a warrant for existential 

insight. This strength rises as each of the three premises above receives support for a given 

expert. The first two premises (A and B) will be difficult to justify through reference to the 

psychological properties of the expert. The third premise ( C) might receive some support by 

ensuring that the elicitation process satisfies established conditions of unbiased elicitation. Still, 

in most cases, the best support will be provided by the reliability of the expert in past instances 

(i.e. a form of correlation between past judgments and subsequent findings of carcinogenicity 

when more detailed information becomes available). As in all correlations, it must be 

established that a given instance of judgment is similar to the past instances on which the claim 

to reliability is established. If past instances of existential insight were based on a different 
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quality of observational evidence (see Chapter 3), or on a different theoretical grasp by the 

given expert (as when experts move outside their field of expertise), or by a different setting 

within which elicitations were obtained, then past reliability may not be an indication of present 

reliability by the expert. The key premise is that the present instance is characterized by the 

same conditions as underlie the set of past instances on which reliability is judged. 

5.3. Warranting Inter-Context Premises 

As described in the introduction to Chapter 5, the second role played by an observation 

lies in warranting any premises necessary to the use of relevance strategies in inter-context 

claims. These premises constitute the set of background assumptions necessary for assigning 

relevance to a particular observation with respect to a particular carcinogenicity claim 

extrapolated across contexts. The present section reviews briefly the role of specific 

observations in warranting specific background assumptions or premises. For a more detailed 

listing of the links between data categories and inter-context premises, the reader should consult 

Table 9 and the separate discussions in Section 5.4. 

The specific premises to be warranted are: 

(1) Exposure to a substance results in a BSDR both within the first (i) and second G) 
contexts for which extrapolation is being attempted. 

(2) Host factors and/or concurrent exposures (i.e. antecedent conditions) do not 
differ so significantly between the two contexts so as to suggest that a substance 
might be carcinogenic in one context but not the other. 

(3) Cancers appearing at the first level of exposure are indicative of carcinogenicity 
at the second. 

( 4) Variability in exposure, pharmacodynamics and/ or host characteristics within the 
first context (population) does not differ significantly from variability within the 
second context. 
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TABLE 9. ROLE OF DATA CATEGORIES IN INTER-CONTEXT PREMISES 

Data Category1 Role of Data Categories in Inter-Context Premises 

Tumor Can provide semi-empirical support for the premise that the relationship 
Response2 between BSDR and effect has a particular form, conditional upon 

establishing the premise of "Exposure to BSDR Conversion" by other 
data categories. If the above relationship has been established down to 
the BSDR of interest, the warrant is direct empirical. Also provides 
empirical correlation and existential insight warrants for the "BSDR to 
Effect Conversion". Does not provide support for the other premises. 

Biophysical The data items have no bearing on the premises "Exposure to BSDR 
Effects Conversion", "Host Factors", "Environmental Conditions" and 

"Intra(Inter) Subject Variability". They provide warrants for the "BSDR 
to Effect Conversion" premise by supporting the premise that a given 
BSDR of interest in extrapolation will be capable of inducing the effect. 
As discussed in "Broad Theoretical Implications", support for this 
premise depends upon whether the data item is (i) an indicator of 
cancer, (ii) an indicator of transitions between states of cancer of (iii) an 
indicator of conditions (mechanisms) necessary for transitions. Since 
none of these 3 indicators is an observation of cancer directly, this data 
category can provide only Theory-Based Inference, Existential Insight 
and/or Empirical Correlation warrants for the "BSDR to Effect 
Conversion" premise. 

Host The data do not pertain to the premises on "Exposure to BSDR 
Characteristics Conversion", "Environmental Conditions" and "Intra(Inter) Subject 

Variability". They may provide Direct Empirical and/or Theory-Based 
Inference support for the premise that "BSDR to Effect Conversion" is 
the same in two contexts by supporting the contention that (i) the 
target/mechanism is (or is not) present in both contexts, (ii) that 
necessary background transition rates for partial carcinogens do not 
differ significantly between the two contexts, and (iii) that repair of 
sublesions does not differ significantly between the two contexts. · 

Pharmaco- The primary role of these data is in warranting the premise that there is 
dynamics (or is not) a significant difference in the relationship between exposure 

and BSDR for the two contexts, such that a BSDR might be produced in 
one context but not the other. This support will be Direct Empirical if 
the BSDR is measured directly in both species, Semi-Empirical if the 
BSDR is measured in both species but at higher (or lower) exposures 
than desired, or Theory-Based Inference if BSD R is not measured 
directly but other data items related to the production of a BSDR have 
been observed. If these "other" observations are correlated with 
production of a BSDR, Empirical Correlation warrants may be available. 

Concurrent The data provi.de support for the premise that there are (or are not) 
Environmental environmental conditions differing between 2 contexts that would call 
Conditions into question the causal role of a factor in the 2 contexts. The data also 

support the contention that Intra- and/or Intersubject Variability in 
exposure conditions does not differ significantly between the 2 contexts. 
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Table 9. (continued) 

Data Category1 Role of Data Categories in Inter-Context Premises 

Structure The data provide warrants (Theory-Based Inference, Empirical 
Activity Correlation and/or Existential Insight) for the premise that 2 contexts do 
Relationships or do not differ significantly with respect to the ability of a BSDR to 

yield the effect. They provide this warrant by demonstrating that the 
substance is of a form capable of acting by a common mechanism in the 
2 contexts, conditional upon the premise that a BSD R is produced in 
both contexts. The data also provide a warrant for the "Exposure to 
BSDR Conversion" premise by demonstrating that the substance is of a 
form capable of yielding an interaction (BSDR) in the two contexts, 
conditional upon the premise that a biologically significant burden is 
produced in both contexts. 

See Working Table 2. 
Quantitative measures are shown under "data items" for "tumor response" only. 
Quantitative measures commonly used are not given in other data categories, only the 
endpoints of interest. 
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These premises, and their warranting by specific data categories/items, are discussed in the 

separate sections of Section 5.4. 

5.4. Linking the Observation Categories/Items to Premises Required by Inter-Context 

Relevance Strategies 

The observational information within a context provides the most direct, and normally 

the most useful, source of evidence for warranting claims of carcinogenicity (warranting intra

context claims as discussed in Section 5.2.). For target contexts, however, one must resort to 

extrapolation of evidence from the observational contexts. Additionally, extrapolation to an 

observational context, from all other observational contexts, completes the utilization of all 

information available. The evidence from other observational contexts may serve to either 

strengthen or weaken the warrants for claims of carcinogenicity from the prior intra-context 

assessment. This step of completing the assessment for each observational context should 

precede extrapolation from observational contexts to target contexts. Working Table 4 is 

provided for data items of value in extrapolation across contexts. It is identical in format to 

Working Table 2, which is adequate for use in place of Working Table 4 if no additional data 

items specific to extrapolation need to be added. 

Table 9 summarizes briefly the roles of various data categories in warranting inter

context premises. The relevance strategies available for extrapolation premises are displayed in 

Table 10 for reference. The link between specific observational evidence and inter-context 

premises is depicted in Working Table 5. The cells of this working table are discussed in 

separate sub-sections which follow. Assignments for the cells proceed in a manner identical to 

that employed in Working Table 3. 
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WORKING TABLE 4. DATA CHARACTERISTICS FOR OBSERVATIONAL CONTEXTS 
FROM CONTEXT NO. TO CONTEXT NO. 

Data Category /Item Completeness Utility1 Observed Eff ect2 Causality3 

(Hi/Me/Lo/No) (Hi/Me/Lo/No) (Hi/Me/Lo/No) (AA/CC/EC/OC) 

E~osure Context- Organism-
ffect Specific Specific 

Measurement Measurement 

Tumor Response 
TRl 
TR2 

Biophysical Effects 
BEl 
BE2 

Pharmaco~namics 
PD 
PD2 

-

Host Characteristics 
HCl 
HC2 

Related Substances 
Assessments 

RSAl 
RSA2 

. 
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3 

Working Table 4 (continued) 

• 
Observed Effect2 Causality3 Data Category /Item Completeness Utility1 

(Hi/Me/Lo/No) (Hi/Me/Lo/No) (Hi/Me/Lo/No) (AA/CC/EC/OC) 

Eiftosure Context- Organism-
ffect Specific Specific 

Measurement Measurement 

Structure Activity 
Relationships 

SARl 
SAR2 

May be subdivided into additional categories when useful, e.g. ''validity", "reliability", and "accuracy" may be judged separately for data 
items from lab~ratory sources. 
Refers to effect on data item of exposure to agent. Footnotes with explanatory comments may be needed. When statistical measures 
are available, they may be more informative than a simple indication of Hi/Me/Lo/No, e.g., estimates or tests of statistical 
significance. 
See Section 4.2.4 for explanation of the following choices available. 
AA: Accidental Association 
CC: Common Cause 
EC: Empirical Causality 
OC: Operational Causality 
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Data 
Category 

Tumor 
Response 

Biophysical Effects 

Host 
Characteristics 

Pharmaco-
dynamics 

Concurrent 
Environment 
Conditions 

Structure 
Activity 
Relationships 

N.A.: 
D.E.: 
S.E.E.: 
E.C.: 
T.B.I.: 
E.1.: 

TABLE 10. RELEVANCE STRATEGIES AVAILABLE FOR EXTRAPOLATION PREMISES 

Exposure to BSDR BSD R to Effect 
Conversion Conversion 

N.A. D.E. 
S.E.E. 
E.C. 
E.I. 

N.A. T.B.I. 
E.C. 
E.I. 

N.A. N.A. 

D.E. N.A. 
S.E.E. 
T.B.I. 
E.C. 
E.I. 

N.A. N.A. 

T.B.I. T.B.I. 
E.C. E.C. 
E.I. E.I. 

None Available 
Direct Empirical 
Semi-empirical Extrapolations 
Empirical Correlations 
Theory-based Inference 
Existential Insight 

Host Factors Environmental Intra(Inter )-
Conditions Subject Variability 

N.A. N.A. N.A. 

N.A. N.A. N.A. 

D.E. N.A. N.A. 
T.B.I. 
E.C. 
E.I. 

N.A. N.A. D.E. 
T.B.I. 
E.I. 

N.A. D.E. D.E. 
T.B.I. S.E.E. 
S.E.E. T.B.I. 
E.C. E.C. 
E.I. E.I. 

N.A. N.A. N.A. 
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Reference 
Strategy 

Direct Empirical 
(D.E.) 

Semi-Empirical 
Extrapolation 
(S.E.E.) 

Empirical 
Correlation (E.C.) 

Theory-based 
Inference (T.B.I.) 

Existential Insight 
(E.I.) 

Overall 
Assessment 

WORK.ING TABLE 5. SUPPORT FOR INTER-CONTEXT EXTRAPOLATION PREMISES 
CONTEXT NO. TO CONTEXT NO. 

Exposure to BSD R BSD R to Effect Host Factors Environmental Intra( Inter)-
Conversion Conversion Conditions Subject Variability 
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Working Table 6 is provided for the assessment for inter-context support for claims of 

carcinogenicity. That table is identical in format to Working Table 3 for assessment of intra-context 

assessment. Working Table 4 (on data characterisitics for inter-context extrapolation) is utilized in the 

same way for completion of Working Table 6 as Working Table 2 (on data characteristics for 

observational contexts) is utilized for completion of Working Table 3. The judgments in Working Table 

6, however, should be based on the support for inter-context extrapolation premises depicted in 

Working Table 5, as well as the data characteristics depicted in Working Table 4. The intra-context 

assessment (applicable to observational contexts but not target contexts) and the inter-context 

assessment (applicable to both observational and target contexts) are depicted and then summarized in 

Working Table 7 for overall assessment from all sources. 

5.4.1. Conversion from Exposure Conditions to BSDR 

As stated in the broad theory of environmental carcinogenesis, it is assumed that a substance in 

the environment must produce a dose-rate of the biologically significant form of the substance within a 

target organ, tissue, cellular subpopulation, etc. It must be demonstrated, therefore, that there are no 

important differences between the study population constituting the observational data and the 

population for which claims to carcinogenicity will be made, at least with respect to the relationship 

between exposure and BSDR. By "important" is meant differences which would strengthen (or weaken) 

a claim that cancers in the study population might be due to pharmacodynamic factors present in that 

population but not in the population for which claims of carcinogenicity will be made (presumably, the 

target context). The inverse of this issue may also apply, in which case reflection on pharmacodynamic 

factors might suggest that an observation of "no cancer" in the study population might be due to factors 

present (or absent) in that population but not in the population for which claims to carcinogenicity will 
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Reference 
Strategy 

Direct Empirical 
(D.E.) 

Semi-Empirical 
Extrapolation 
(S.E.E.) 

Empirical 
Correlation 
(E.C.) 

Theory-based 
Inference (T.B.I.) 

Existential Insight 
(E.1.) 

Column Summary 

WORKING TABLE 6. INTER-CONTEXT SUPPORT FOR CLAIMS OF CARCINOGENICITY1 

FROM CONTEXT NO. _ TO CONTEXT NO. _ 

Claims of Carcinogenicity2 

Increases Classification( s) Stage(s) Mechanism( s) 
1.0.3 Incidence of 

Cancer Complete Partial Mixer Helper Neo. Neo. Geno- Non-
Conv. Devel. toxic genotoxic 

-------- -------- ------ - - - - - - - - - - ------ ------ - - - - - -------

-- - --- --- - --- - - - - ------ -- - - - - - - - - ------ ------ - - - - - ------

- - - - - - - ... - -- - - -- -- ------ -- - - - - - - -- ------ ------ - - - - - ------

- ... - - - - -- - - --- --- - ------ - - -- - - - - -- ------ ------ - - - - - ------

-------- -------- ------ - - - - - - - - - - ------ ------ - - - - - -------

ll OveraUSummary I I I I I I I I I II 

2 

3 

Top half of each entry is completed using dose-response data observed in the context. Bottom half of each entry includes "floater
data" as well (see text). 
Choices for cell entries are Hi/Me/Lo/No. See text of Section 5.1. This assignment is made independently of the assignment of 
intellectual obligation. 
"Intellectual Obligation" (Hi/Me/Lo/No). See text of Section 5.1. This assignment is made independently of the assignment in the 
cells of the table (footnote 2). 
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Increases 
Context Number Incidence of 

Cancer 

Intra-Context2 

No. -

Inter-Context3 

No. 

Inter-Context3 

No. -
Inter-Context3 

No. -

Inter-Context3 

No. -

WORKING TABLE 7. SUMMARY OF OVERALL ASSESSMENTS 
FOR CLAIMS OF CARCINOGENICITY BY CONTEXT 

CONTEXT NO. 

Claims of Carcinogenicity1 

Classification( s) Stage(s) 

Complete Partial Mixer Helper Neo. Neo. 
Conv. Devel. 

Mechanism( s) 

Genotoxic Non-
genotoxic 

r~~~:ry I I I I I . I I I I -l 
llf:~~ry I I I I I I I I I i 
2 

3 

Choices for cell entries are Hi/Me/Lo/No. 
Context number should match context number in table heading. 
Number of the context from which results were extrapolated. 
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be made. In that case, observation of no carcinogenicity in the study population does not warrant a 

claim that the substance is a non-carcinogen in the target context. These two possibilities of judgment 

are not distinguished further in this report. 

For the case of radon, differences in the relationship between exposure and BSDR within the 

mining population (i) and home population (j) were explored at length in the second report on radon 

(NRC, 1991). These differences resulted from population-specific differences in degree of attachment 

of radon progeny to aerosols, aerosol size distribution, equilibrium fraction, breathing characteristics, 

lung sizes, and mucus flow rates in the lung. The resulting analysis warranted the claim that the BSDR 

generally would be lower in the present following exposure to airborne radon. This conclusion was 

warranted regardless of the assumed location of target cells. The primary uncertainty, then, was 

whether this lower BSDR was capable of inducing cancer (see Section 5.4.3.). 

Radon is an extreme instance in the sense that pharmacodynamic data are plentiful. It must be 

noted that complete understanding of the pharmacodynamics for a substance often is lacking. This may 

arise if (1) pharmacodynamic properties are not understood (2) the target for action is unknown or (3) 

the biologically significant form of the substance is unknown. Reference to Figure 1 is useful here in 

determining how pharmacodynamic data may still be useful even when one of the above 3 cases of 

weakened understanding applies. From this figure, it may be seen that the chain of reasoning in 

pharmacodynamics proceeds from exposure to intake to uptake to organ burden to biologically 

significant organ burden to biologically significant dose-rate (BSDR). 

This introduces the following premises into the analysis in supporting the judgments on the 

relationship between exposure and BSDR (the premises are given first in sketch, but are discussed in 

more detail at the end of this section): 

Premise 1: There are no differences between the study population (hereafter, P5) and the 
population of interest in making claims to carcinogenicity (hereafter, Pr), with 
respect to the conversion from exposure to intake, which would detract from the 
claim that cancers in P5 imply cancers in Pr at equal levels of exposure. The 
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Premise 2: 

Premise 3: 

Premise 4: 

Premise 5: 

factors influencing this conversion are (a) inhalability of the physical form of the 
substance in the environment, as when filters are present or particle sizes in air 
are incapable of entering the nose and/or mouth; (b) breathing rates, ingestion 
rates or degree of skin contact (for cases of inhalation, ingestion and dermal 
exposures, respectively); (c) location or presence of P5 and Pi within the field of 
exposure. Differences in these factors (discussed at length in NRC, 1991) may 
arise either from inherent biological differences between P5 and Pi (as in 
interspecies extrapolation) or from differences in exposure to other substances 
that modify the relationship between exposure and intake. The same two sources 
of difference apply to the other 4 premises that follow. The analyst reflects on 
these issues and judges whether intake in P 5 will be higher or lower than the 
intake in Pi. 

There are no differences between P5 and Pi, with respect to the conversion from 
intake to uptake, which would detract from the claim that cancers in P 5 imply 
cancers in Pi at equal levels of intake. The factors influencing this conversion are 
(a) deposition fraction in the lung (for inhalation), (b) absorption from the lung 
to the body fluids (blood, water, etc), (c) absorption from the body fluids to the 
target organ, ( d) first-pass excretion, ( e) dermal absorption (for dermal 
exposures) and (f) absorption from the G.I. tract to the body fluids (for 
ingestion). If the target organ is the G.I. tract, then intake and uptake are 
identical for the ingestion route of exposure. The same applies to the lung for 
inhalation exposures. The analyst reflects on these issues and judges whether 
organ uptake in P5 will be higher or lower than the uptake in P1 (see NRC, 1991). 

There are no differences between P 5 and Pi' with respect to the conversion from 
uptake to organ burden, which would detract from the claim that cancers in P 5 

imply cancers in P1 at equal levels of uptake. The factor influencing this 
conversion is the retention of the substance in the organ. The analyst reflects on 
this issue and judges whether organ burden in P 5 will be higher or lower than the 
organ burden in Pi (see NRC, 1991). 

There are no differences between P5 and P1, with respect to the conversion from 
organ burden to biologically significant organ burden, which would detract from 
the claim that cancers in P5 imply cancers in Pi at equal levels of organ burden. 
The factor influencing this conversion is the fraction of the original substance 
transformed into the biologically active form. The analyst reflects on this issue 
and judges whether biologically significant organ burden in P 5 will be higher or 
lower than the biologically significant organ burden in P1 (see NRC, 1991). 

There are no differences between P5 and Pi, with respect to the conversion from 
biologically significant organ burden to BSDR within the target organ. Factors 
influencing this are (a) the presence of target sites within the organ, (b) spatial 
location of the substance molecules with respect to the target sites and (c) ability 
of the substance molecules to interact with the target sites. It should be noted 
that this fifth premise rarely can be supported due to a lack of information on 
the target site (an exception being radon (NRC, 1991)). Still, the analyst reflects 
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on this issue and judges whether BSDR in P5 will be higher or lower than the 
BSDR in P1• 

Reflecting on each of the five premises, the analyst assigns an index of evidential support to 

each premise (scale of low to high). If all five premises are well supported by evidence, with the 

evidence being given by the factors discussed under each premise above, the judgment under the 

"Exposure to BSDR Conversion" premise of Working Table 5 is deemed strongly supported and is 

assigned an overall index of "high". As support for any of the premises is weakened, the index on the 

judgment falls towards "low". 

Support for a given premise may be in the form of any of the 5 relevance strategies of Section 

5.1. For example, consider Premise 3 (concerning the relationship of uptake to organ burden). There 

may be observational data available on the ratio of organ burden to organ uptake in both P1 and P5• In 

that case, there is a direct empirical warrant for claims about this ratio, conditional on the observations 

having been obtained at the uptakes of interest in the analysis. If the uptakes are larger than those of 

interest in the analysis (such as when retention functions are obtained from acute and large uptakes), 

the observed ratio must be extrapolated to lower levels of uptake. In that case, the warrant for premise 

3 is semi-empirical. If information on the ratio is not available, but it is deemed that the ratio in P1 

generally correlates well with the ratio in P s (perhaps in examinations of other substances for which 

observational evidence is available), then a warrant of empirical correlation is made. If the analyst 

simply judges that the ratio should be similar in P1 and P5, without giving explicit observational 

warrants, the result is a warrant of existential insight. Finally, if direct observations of the ratio are 

unavailable, but observations on the retention function are available, the analyst may judge the ratio to 

be the same (or different) in P5 and P1 based on the similarity (or difference) in retention. This 

warrant is theory-based inference since it does not involve a direct measurement of organ burden in 

either P1 or P5 and requires a further premise that the identified important factors (here, retention) are 

the only ones significantly affected the ratio (organ burden to uptake) in P1 and P5• 
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The preceding paragraph focused on the five premises necessary to judge the strength of the 

warrant for the "Exposure to BSDR Conversion" Premise in Working Table 5. Having reflected on 

these five premises, the analyst determines which of the five relevance strategies may be applied to the 

"Exposure to BSDR Conversion" premises and assigns an indication of weight-of-evidence (Hi to Lo). 

The forms of warrant for any of the inter-context premises appear explicitly in Working Table 5. It will 

be noted, however, that the premises necessary to support a given inter-context premise (such as 

premises 1 through 5 above) are not depicted explicitly in this working table. As a result, the form of 

the warrant for premises 1 through 5 above is used in the judgment of the strength of the inter-context 

premise (Working Table 5), but does not appear explicitly in Working Table 5. 

In addition, it may be noted that it is not necessary to warrant each of the five premises from 

this section separately in order to warrant the inter-context premise (concerning the relationship 

between exposure and BSD R in the two contexts). Any of the five premises may be combined if direct 

observations on the relationship between any step in the analysis of the judgment (exposure-intake, 

intake-uptake, etc.) and any "earlier" step is available. For example, measurements of the relationship 

between exposure and organ burden may preclude the need for separately warranting premises 1 

through 3. The observational data warrant the three premises (1 through 3) simultaneously by showing 

that the ratio of organ burden to exposure is similar (or different) in Ps and P1• The strongest 

conceptual strength of the warrant for the three premises remains, of course, one in which all three 

premises are warranted separately, giving support to the claim that (1) the ratio is similar (or different) 

in Ps and P1 and (2) the similarity (or difference) is understood in terms of the analytic steps leading to 

an estimate of organ burden. Still, even if the reason for the similarity (or dissimilarity) is 

unexplainable, there may exist direct measurements warranting premises 1 through 3 empirically. 

Finally, a comment is in order concerning the role played by the above premises in the judgment 

that the inter-context premise is warranted. Unless a threshold BSDR necessary for carcinogenicity or 
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a non-monotonic relationship between BSDR and effect is premised, any value of BSDR observed to 

produce cancer in P5 provides a warrant for the claim that the substance is a carcinogen in Pr 

(conditional upon the "applicability" of the antecedent conditions in Pr)· This applies regardless of the 

numerical value of the BSDR in Pr. The judgment that consideration of factors concerning conversion 

from exposure to BSD R does not alter the claim of carcinogenicity in the analysis, therefore, hinges on 

the ability to demonstrate only that population Pr will receive at least a non-zero BSDR. This will be 

true so long as it can be shown that: 

(1) Intake occurs in Pr, only requiring premises that (1) the population is exposed to the 
substance in the environment, (2) does not have a filter of perfect efficiency placed over 
the lung, G.I. tract or skin (depending upon the route of exposure), and (3) the lung, G.I. 
tract or skin does not block movement of the substance into the body completely (as 
when the rat nasal passages close down during exposure to high concentrations of 
formaldehyde (Graham et al., 1988)). 

(2) The uptake fraction is not zero in the target organ, only requiring premises that (1) 
there is not complete first-pass excretion of the substance, (2) the substance is not 
completely exhaled, regurgitated, or washed from the skin (depending upon the exposure 
route) and (3) uptake into the organ does not require saturation of some mechanism of 
absorption. 

(3) The substance is not removed immediately from the target organ upon entry, requiring 
only the premise that the retention function is non-zero. 

( 4) The substance is metabolized to some degree into the active form, requiring premises 
that (1) this metabolic process be present in Pr and (2) that the process is not 
characterized by saturation. If metabolism is from the inactive to the active form), 
satisfying premise (2) requires that the activation process be operative at the organ 
burden, expected in Pr and not be set in motion only by higher burdens. If metabolism is 
from the active to inactive form, satisfying premise (2) requires that the inactivation 
process be less than 100% efficient at the organ burden expected in Pr. 

(5) A target (organ, tissue, etc.) is present in both P5 and Pr. This will be warranted most 
strongly when the target has been identified, but in many cases the target is not known 
and must be assumed to be present in both populations based on anatomical similarities. 
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5.4.2. Host Factor and/or Concurrent Conditiom Do Not Differ Significantly 

From the judgment discussed in 5.4.1., the analyst determines that both P5 and Pr are receiving 

some non-zero value of BSDR (with an associated index of evidential support). This supports the 

judgment that targets of individuals in P1 are being dosed, to some degree, by the active form of the 

substance in the target organ (tissue, cell, etc.). It might then be assumed that claims of an effect in Ps 

(presumably due to the presence of a BSDR at the target site) is warrant for a claim that an effect will 

occur in Pr (where a BSDR also has been judged present). This assumption, however, is based on the 

premise that the causal association between BSDR and effect in P5 is not due to conditions other than 

the BSDR that might be present in P5 but not P1. These conditions are antecedent to exposure to the 

substance under analysis in the sense that they establish the biological and exposure conditions within 

which the substance under analysis exerts an effect. For example, in the case of ETS, it was argued that 

the Chinese studies were not applicable to the U.S. population due to the presence of large background 

levels of cooking and heating smoke in homes. A similar argument was made for radon, in which it is 

was claimed that the large dust burden in mines allowed expression of the carcinogenic properties of 

radon (see the discussion in NRC, 1988). It was claimed further that this antecedent condition related 

to concurrent exposures (presence of large dust burden) was present in mines but not in homes, calling 

into question the premise that cancer in the mining population (P s) was due to the inherent action of 

radon in the lung rather than to the antecedent condition (dust). 

The discussion in this section is directed towards warranting a judgment that an effect produced 

by the substance of interest in P s did not require the simultaneous presence of antecedent conditions 

(either concurrent exposures or host factors) in P s unlikely to be present in P1• This judgment clearly is 

related to the judgment that a substance is (or is not) a "mixer" or "helper". The inverse of this 

judgment is that a lack of effect produced by the substance of interest in P s was not the result of lacking 

the necessary antecedent conditions in Ps, with those antecedent conditions being present in Pr. The 
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judgment under discussion here presupposes that the substance played a causal role in the effects noted 

in P 5, and focuses on the judgment that this causal role was (or was not) conditional upon antecedent 

conditions present in one population (P s or P1) but not the other. 

The role of antecedent conditions appears in the theory of carcinogenicity employed in an 

analysis. It must be premised that there is nothing present in the exposure conditions and/ or in bodies 

of individuals in P s• but missing in P1 (or vice-versa), that would significantly alter the relationship 

between BSDR and carcinogenicity. These antecedent conditions might relate to the following factors: 

(1) Initial state vector (Crawford-Brown and Hofmann, 1990). Prior to exposure to the 
substance of interest, Ps and P1 might differ in the degree to which the target already has 
been initiated and/ or promoted. This could arise from differences in previous exposures 
or from host factors. For example, exposures to high dust levels in mines have been 
suggested to establish promotional action in lungs of miners (P s) that would not be 
present in homes (P1). If it is assumed that (1) radon does not induce both initiation 
and promotion in P1 and (2) that there are no sources of promotion in P1 other than 
exposure to dust, then carcinogenicity from radon in P s might be claimed to be due 
entirely to the antecedent conditions of promotion brought on by high dust exposures. 
This weakens the claim that radon is a carcinogen in the home environment where dust 
levels may be in sufficient to induce promotional action. 

The initial state vector also is important when it is premised that a target (organ, tissue, 
etc.) must possess a minimal number of cells in a given state (initiation, promotion 
and/or progression) to yield a fatal tumor. If the number of cells in that state already is 
sufficient, prior to exposure to a given substance, that substance will have no effect on 
the number of cells in the considered state. If the prior number of cells is below, but 
close to the threshold number, exposure to the substance might increase the incidence of 
cancer by inducing transitions and raising the number of cells (in the given state) above 
the threshold. If the prior number of cells in the considered state is well below the 
threshold, the substance may yield an insufficient number of transitions to exceed the 
required threshold. All of the above cases, of course, are significant if, and only if, a 
threshold number of cells in a given state is required. 

(2) Repair rates and/or efficiency. Particularly in the case of initiation (Hall and Freyer, 
1991), it has been established that initial damage produced by a carcinogen can at times 
be repaired. Two populations (P s and P1) may differ in the degree of repair for this 
initial damage. For example, individuals with xeroderma pigmentosum lack the 
necessary enzymes for operation of the DNA repair system, resulting in greatly increased 
sensitivity to UV induced skin cancer. 

Reflection on repair rates requires consideration of several other factors. If repair is 
100% efficient in P5 but not in P1, then a finding of no carcinogenicity in Ps does not 
fully warrant a claim of no carcinogenicity in P1, conditional upon the premise that the 
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substance of interest plays a role in carcinogenicity mediated by a process subject to 
repair. If repair is 100% efficient in P1 but not in P s• then a finding of carcinogenicity in 
Ps does not fully warrant a claim of carcinogenicity in P1, again conditional upon the 
premise that the substance of interest plays a role in carcinogenicity mediated by a 
process subject to repair. If repair is less than 100% efficient in both populations, it 
must be established that repair does not lower the number of unrepaired damage sites 
below some threshold value. Observations relevant to the issue of repair are 
measurements of repair rates. 

(3) Background transition rates. These rates refer to the rates of transition between normal, 
converted and developed cells without the presence of the substance of interest. This 
consideration might be important due either to biological differences in Ps and Pr (i.e. 
host factors) or differences in concurrent exposures. The significance of this factor 
arises when it is possible to saturate processes leading to a given transition. For 
example, consider the case of a substance that acts through stimulation of mitosis, 
yielding a transition from initiated to promoted states. If the mitotic rate already is 
saturated in a given population (Ps or Pr), exposure to the substance of interest might 
prove incapable of increasing the incidence of tumors. In another population with an 
unsaturated mitotic rate, exposure to the substance might increase the mitotic rate and, 
hence, the incidence of cancer. It should be noted here that the issue being raised is not 
one of the numerical value of the background transition rate but whether the transition 
rate can be further modified by action of the ~ubstance of interest. 

Another case where consideration of background transition rates are important is when 
an etiologic process must exceed a threshold to yield the transition. For example, it was 
suggested in the case of formaldehyde that promotion brought on by induction of 
hyperplasia requires a threshold level of hyperplasia (Swenberg et al., 1983, 1987). A 
given population (P s or Pr) when exposed to a hyperplastic agent might possess a 
sufficiently low background degree of hyperplasia that the added hyperplastic action of 
the substance of interest does not increase hyperplasia above the threshold required for 
a transition to the promoted state. A second population might possess a background 
degree of hyperplasia close to the threshold, so that the added hyperplastic action of the 
substance of interest does increase hyperplasia above the required threshold. 

(4) Presence and/or absence of target in host. 

As with all of the considerations in this section, the differences in background rates of transition 

may be due to differences in the concurrent exposures or inherent biological properties of a population. 

One further premise must be introduced in employing measured or estimated background rates 

of transition. In its simplest form, the multistage theory of carcinogenesis employs stages, and 

transitions between those stages, which are common to all carcinogens. For example, it might be 

assumed that all instances of neoplastic conversion share common events leading to neoplastic 
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development. This theoretical approach to carcinogenesis presupposes a general structure to 

carcinogenesis that is invariant between specific carcinogens. To the degree that carcinogens act in 

different ways to produce different forms of conversion and development, the premise of commonality 

will be invalid. Measurements of background rates of transition may require selection of only those 

forms of transition germane to the specific carcinogen under study. It must be premised, therefore, that 

the background transition rates selected in an analysis represent the rates applicable to the specific 

forms of conversion and development required by the specific carcinogen within the contexts under 

consideration for extrapolation. 

5.4.3. F.xtrapolation Across Doses and/or Dose-Rates 

One of the most contentious areas of hazard identification concerns the judgment that 

observation of tumor response carcinogenicity at high values of the dose (biologically significant dose) 

and/or dose-rate (BSDR) provides a warrant for claims to carcinogenicity at values of interest in the 

regulatory setting. If the task of hazard identification is to warrant the claim simply that a substance is 

a carcinogen at some level of dose (BSDR, etc.), then observations of carcinogenicity under high levels 

of dose (BSDR, etc.) serve as an appropriate warrant for that claim. If, however, the task is to 

determine whether the substance is a carcinogen within a context of interest to the regulator (with these 

conditions typically being characterized by relatively low values of dose, BSDR, etc.), then premises 

concerning the effect of lowering doses (BSD R, etc.) below those contained in the "high exposure" 

context must be introduced into the analysis and warranted. It is towards elucidation of these latter 

premises and their warrants that the present section is directed. There may, of course, be observational 

evidence available for the target context, but use of the evidence constituted the intra-context warrants 

discussed previously. 
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The strongest warrant for the premise' that causal relationships between BSDR and tumor 

prevalence are constant (but not numerical identical) is a direct empirical observation that the BSDR is 

P5 and P1 produces a response in both populations. This requires tumor response data at doses 

(BSDRs) encompassing both P5 and P1 contexts. Such data might arise, for example, from injection 

(uptake) studies in which the relationship between exposure and uptake is not at issue. It must, of 

course, be premised that route of administration (injection rather than environmental exposures) does 

not alter the relationship between BSDR and response in a manner which differs between large and 

small uptakes. 

If the available tumor response data do not encompass dose-rates encountered in P1, semi

empirical warrants supplant the direct-empirical warrants for the premise under consideration in this 

section. In this case, the claim of carcinogenicity at high dose or dose-rate is extrapolated to low dose 

or dose-rate based on direct observation of a pattern in the relationship between BSDR and response in 

P1• There are two routes to semi-empirical warrants. The first is a warrant of observed patterns in a 

plot of dose versus tumor response (dose-rate being held constant) and/or a plot of dose-rate versus 

tumor response (dose being held constant) for the population (context) P5• The analyst judges that the 

pattern has been directly observed in the data on P s· This pattern then is followed visually to the dose 

and/ or dose-rate of interest in P1, supporting (or weakening) the contention that the substance is a 

carcinogen in Ps at low dose and/or dose-rate. The key premise here is that the pattern is 

observationally evident in the data rather than being imposed on the data by a fitting equation. This 

requires, of course, tumor response data of sufficiently quality to bring any underlying patterns into 

view for the analyst, both for the case of dose and dose-rate. Such data were available for the case of 

radon exposures, since the mining populations could be divided into groupings characterized by 

different doses and dose-rates (NRC, 1988). It should be noted, however, that patterns in the data 

were not clear, requiring the addition of a second form of warrant discussed in the following paragraph. 
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The second warrant for semi-empirical extrapolation is theory-based semi-empirical 

extrapolation. In this case, the same observational data discussed above (on dose and dose-rate versus 

tumor response) are employed, but the requirement of direct observation of patterns in the data is 

dropped. Instead, a fitting equation deduced from etiologic theory is employed in the extrapolation. 

The NRC committee chose to employ a linear dose-response equation based on belief in a one-hit 

model of radiation carcinogeni~ity (NRC, 1988). The extrapolation equation is not used in hazard 

identification to estimate the actual risk at low exposures, but simply to determine whether 

carcinogenicity is to be expected at lower doses and/or dose-rates. In addition, the premise that the 

extrapolation equation itself is valid must be warranted by warrantin~ the premises appearing in the 

etiologic theory from which the equation is deduced (again, see the discussion in Section 5.2. ). The 

strongest case of semi-empirical extrapolation will hold when both ( 1) the pattern is evident in the data 

and (2) the pattern is to be expected from the prior establishment of an etiologic theory and its 

associated extrapolation equation. 

Both the empirical correlation and existential insight warrants for extrapolation were discussed 

previously (see Sections 5.2.3. and 5.2.5., respectively). That discussion will not be repeated here, other 

than to comment that the correlation is between a finding of carcinogenicity at high doses and/or dose

rates and carcinogenicity at low doses and/or dose-rates. This correlation might be expected to 

improve as the dose and dose-rate in Ps approach the values in P1• The analyst may choose, therefore, 

to construct the measure of correlation on sets of substances for which the magnitude of difference in 

dose and/or dose-rate is similar to that of interest in the analysis. 

Finally, the warrant for extrapolation may be in the form of theory-based inference. Only data 

items from data categories other than "tumor response" may be employed here, since the latter were 

employed in the direct empirical and semi-empirical warrants. In this case, the most explicit use of 

etiologic theories is made in developing the necessary premises. Again, both dose and dose-rate must 
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be considered. The remaining discussion in this section focuses on consideration of differences in dose 

and dose-rate between P5 and P1• 

With regards to both dose and dose-rate, four primary premises must be warranted. These are: 

(1) There is not a dose and/or dose-rate below which the transitions produced by the 
substance of interest will not occur (or at least the dose and/ or dose-rate in both P 5 and 
P1 exceed the threshold). For example, it has been proposed that DNA repair 
mechanisms can deal effectively with initiating damage so long as the rate of damage is 
not sufficient to induce SOS repair. It also has been proposed that hyperplasia-induced 
promotion by formaldehyde requires a threshold dose-rate. It also has been proposed 
that a minimal level of organizational disruption in cellular communities is required to 
induce cancer. This disruption presumably is a function of both total dose and dose-rate. 

(2) There are not competing processes which change their "order" of impact on 
carcinogenicity below some threshold level (or at least the doses and/ or dose-rates in P s 
and P1 are either both above or both below this threshold). For example, many 
substances both induce transitions to states of cancer and are cytotoxic (for an 
application to the case of radon, see Crawford-Brown and Hofmann, 1990). Substances 
which induce transitions will tend to be carcinogenic. Substances which are cytotoxic 
may kill cancerous cells, thereby lowering the incidence of cancer in a population. It 
might be the case that a substance induces newly cancerous cells at a rate faster than it 
kills previously cancerous cells, leading to a net observation of carcinogenicity at a given 
dose and/or dose-rate in P5• At lower (or higher) doses and/or dose-rates, however, 
cytotoxicity to previously cancerous cells may exceed induced transitions, leading to a net 
observation on non-carcinogenicity (or even "life-saving") at these lower (or higher) doses 
and/or dose-rates. 

(3) The latency period for cancer does not increase significantly at low doses and/or dose
rates. For example Raabe et al. (discussed in NRC, 1988) have proposed that the 
latency for bone sarcoma might exceed the expected lifetime at low doses and/or dose 
rates. If this is the case, the latency for cancer in P 5 might be less than the expected 
lifetime (leading to an observation of carcinogenicity), but the latency for cancer at lower 
doses and/or dose-rates in P1 might exceed the expected lifetime (leading to an 
observation of non-carcinogenicity). 

(4) There is not a mechanism for carcinogenesis present (or absent) at the level of dose 
and/or dose-rate in Ps but not present (or absent) at the level of dose and/or dose-rate 
in P1• If this mechanism simply requires exceedance of a threshold for one of the 
transitions to cancer, then premise 4 and premise 1 are identical. 
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5.4.4. Consideration of lntrasubject and /ntersuhject Variability 

Epidemiologic and experimental studies of the effect of an environmental substance typically 

employ estimates of the mean exposure, dose, etc. in defined groups (such as exposure groups in a 

cohort study). The result is an estimate of the relationship between mean level of exposure (or dose, 

etc.) and the response in a population. 

Such approaches presuppose that response is predicted entirely by mean exposure rather than 

by other properties of the distribution of exposure within a group characterized by inhomogeneity of ( 1) 

exposure and (2) sensitivity to the action of a substance. In some cases, however, knowledge of the 

mean exposure in a group is not sufficient to determine the response of the group (for a discussion 

specific to radon, see Crawford-Brown and Hofmann, 1989) either qualitatively or quantitatively. In 

such cases, other properties of the distribution such as variance may be of equal importance in 

predicting response. This section summarizes the important consideration of variability within an 

exposed population. 

The variability has two primary components: intrasubject and intersubject variability. 

Intrasubject variability refers to variations in exposure (intake, uptake, burden, dose, BSDR, etc.) both 

spatially and temporally with respect to an individual organism such as a human or experimental 

animal. This variation arises from the following factors: 

( 1) Exposure conditions may vary for the individual, as when radon concentrations in home 
air fluctuate during the day. If it is premised that BSDR must exceed a threshold value 
to produce cancer, and only if this is premised, the analyst must determine whether 
temporal variation in exposure conditions affects the judgment of carcinogenicity. For 
example, the study population (P s) may have been exposed to a well controlled 
environment where the mean exposure (and, hence, BSDR) was below the required 
threshold for cancer. The population of interest (P1) may be exposed to the same mean 
exposure but with greater temporal variation. As a result, cancer may not be present in 
P s but might be expected in P1 if the variation in the latter exposure produced intervals 
of time during which the BSDR exceeded the threshold. Conversely, excessive variation 
of exposures in Ps might produce cancer while none is expected in P1 due to lesser 
variation. The key issue is whether the extent of variation differs between P s and P1 to 
such a degree that thresholds of BSDR are exceeded in one population but not the 
other. 
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(2) The BSDR may vary spatially within the target organ of an individual due to 
inhomogeneity of uptake or retention (see the information in Crawford-Brown and 
Hofmann, 1989). Again, this spatial variation in BSDR may cause some fraction of the 
organ to receive a BSDR above the threshold required for cancer (requiring, of course, a 
premise that a threshold exists). If the inhomogeneity of BSDR within the target organ 
differs dramatically between individuals in Ps and those in Pr, cancer might be caused in 
one but not the other. 

The second source of variability is intersubject variation. As in the case of intrasubject 

variation, intersubject variability is significant to the task of hazard identification only if thresholds for 

cancer are premised. The important sources of intersubject variability are as follows: 

(3) Exposure conditions may vary between individuals in a group. This variability is 
complicated by variability in pharmacodynamic properties for those individuals. The 
result of these two factors is variability in BSDR between individuals in the group. 
Again, premising a threshold BSDR necessary for cancer, the determinant of response in 
the group is not mean exposure or mean BSDR but the fraction of individuals with a 
BSDR above the threshold. A finding of cancer (or no cancer) in P5 does not, therefore, 
warrant a claim of carcinogenicity in Pr if the variability within P5 and Pr differs to such a 
degree that the fraction of individuals exceeding the threshold is zero in one population 
but not the other. 

(4) Individuals may vary with respect to sensitivity (Redmond, 1981). This variation is 
significant for hazard identification if (and only if) sensitivity is characterized by a 
threshold BSDR necessary for cancer. In that case, it must be premised that variability 
of sensitivity in P s and Pr do not differ to such a degree that there are ( 1) individuals in 
one population with a threshold below the delivered BSDR but (2) not in the other 
population. This consideration gains significance when P s is constituted by genetically 
similar experimental animals (presumably with similar thresholds) and Pr is constituted 
by a diverse human population (presumably with variation in thresholds, if thresholds 
exist). It has been argued, for example, that a finding of a threshold for cancer in a 
genetically homogeneous population does not warrant a claim of non-carcinogenicity in 
human populations characterized by a wide range of sensitivities. 

5.5. Column/Row Summaries and the Issue of Coherence 

The various working tables display a number of points at which the issue of coherence must be 

raised in order to provide the entries for specific cells. By coherence here, we mean the degree to 

which a set of observations, theories, inferences, etc., present a unified and supporting pattern of 
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warrant for a specific claim. Coherence is lost whenever there are important differences between 

claims of carcinogenicity drawn on the basis of different: 

( 1) Cases within a data item. 

(2) Data items within a data category. 

(3) Theories within "Theory-Based Inference". 

( 4) Relevance strategies within a context. 

(5) Contexts. 

These issues, or bases of difference, are discussed separately in the present section. 

First, a distinction between two aspects of coherence must be drawn. The analyst first should 

determine whether the AVAILABLE evidential base displays coherence. This is referred to here as 

extant coherence since it is a judgment that the existing evidential base leads to a consistent (non

contradictory) judgment of carcinogenicity. Of equal importance, however, is a second form of 

coherence referred to here as complete coherence. Complete coherence arises when all data items 

potentially of use in analysis (in any manner of use) are (1) available and (2) present a consistent, 

mutually supportive, pattern of evidence. For example, a number of epidemiologic studies might be 

available (as in the direct empirical studies of radon in the home), leading to a claim of extant 

coherence if their results are similar (this was not the case for the direct empirical studies of radon but 

was the case for the semi-empirical mining data). Still, there may be greater support available if 

pharmacodynamic data displayed the existence of a BSDR and if biophysical effects were observed (as 

in the case of radon exposures). The existence of these latter data, if they yield !iimilar inferences of 

carcinogenicity (as they do with radon), strengthen the coherence by increasing the claim to complete 

coherence. 

Examining Working Tables 2 through 7, then, it may be noted where issues of coherence arise 

and must be factored into assignments for cells appearing in those tables. For Working Table 2, the 
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coherence of the cases under a given data item is an essential component of the judgment of "observed 

effect" and of "causality" (see the previous discussion in Section 4.2.). For Working Table 3, coherence 

arises in several instances. Within a relevance strategy, different data items may be pertinent to a given 

strategy due to the existence of several premises required for invocation of that strategy (see Section 

5.2.). If the premises are supported consistently by the available data, extant coherence may be high. 

Complete coherence will be high only if all data potentially of use in supporting the premises are 

available and yield a consistent judgment concerning the premises. Coherence also enters in the use of 

etiologic theories within the "Theory-Based Inference" cells. Here, the analyst must determine if a 

similar claim of carcinogenicity is implied by each of the existing theories. Coherence in this instance 

rises from "Lo" to "Med" to "Hi" as the various theories move the judgment form one of "inconsistent 

inference between examined theories", to "consistent inference between examined theories" (extant 

coherence) and, finally, to "complete coherence between a large body of theories" (complete coherence). 

In this regard, it is of interest to note that etiologic theories of radon carcinogenicity do not uniformly 

lead to claims that semi-empirical extrapolation suggests carcinogenicity at lower exposures in the home. 

Within a claim in Working Table 3, the analyst then examines the coherence between inferences 

drawn on the basis of different relevance strategies. If all of the available strategies yield a consistent 

inference, an instance of extant coherence applies. If, in addition, all relevance strategies were available 

(as is true for radon), complete coherence applies. When inconsistency between strategies exists, the 

analyst must examine the claim to "intellectual obligation" to determine the impact of this incoherence 

on the epistemic status of a claim. Incoherence then weakens the claim only if the incoherent 

inferences arise from relevance strategies with high values of intellectual obligation. In any event, the 

analyst reviews the coherence of the five relevance strategy-specific judgments in the cells of a column 

and enters a composite judgment in the "column summary" cell for each claim in Working Table 3. 
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Coherence then must be examined across the claims in the "Column Summary" row. The intent 

here is to determine whether the separate claims present a consistent pattern. For example, a claim 

that a substance is not genotoxic might be judged inconsistent with a claim that the substance induces 

neoplastic conversion (if it is premised that conversion arises from genotoxicity). This consideration 

might cause the analyst to adjust the claim to neoplastic conversion. This second level of summary, 

taking into consideration coherence across the columns of the "Column Summary", is provided in the 

"Overall Summary" of Working Table 3. The summary row in Working Tables 6 and 7 have the same 

function as in Working Table 3. In Working Table 5 the single summary row labeled "Overall 

Assessment" is like "Column Summary" in Working Table 3. There is no need for an additonal 

summary row in Working Table 5 because coherence of column summaries is not an issue. 

Working Table 7 examines the coherence of Target-Context claims (the product of one of the 

forms of Working Table 3 as generated for the specific target context) and the inter-context 

extrapolation claims from any observational context to the target context (the product of one of the 

forms of Working Table 6). The analyst simply transcribes the results of the "Overall Summary" rows in 

Working Tables 3 and 6. The analysis of coherence for Working Table 7 then proceeds as in the 

discussion of Working Table 3. Coherence across contexts first is judged within a column (the "Column 

Summary" of Working Table 7), followed by a judgment of coherence across the claims in the "Column 

Summary" row. The result is the "Overall Summary" row of Working Table 7. 

6. THE SEVEN STEPS OF HAZARD IDENTIFICATION: AN OVERVIEW 

The seven steps indicated for hazard identification of a substance are shown schematically in 

Figures 4 and 5. The elements within each step are described verbally in Figure 4. In Figure 5 the 

steps are described in terms of the working tables to be completed and the inter-relationship between 

steps is depicted. The following brief discussion of the seven steps supplements the descriptions given 
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in the two figures. References are made to preceding sections of the report for discussion of topics 

relevant to each step. 

Steps 1 and 2 refer to the initial collection of all informational sources that may be potential 

useful in assessing the support for claims of carcinogenicity of the substance of interest and definition of 

contexts (Section 4.1). "Observational contexts" are defined around studies of dose-response data in 

animals or humans while "target contexts" are defined for contexts of interest for hazard identification 

in which no study data are available. Studies judged to be sufficiently similar to justify pooling their 

results statistically are treated as "cases" belonging to the same observational context. 

Step 3 is repeated for each observational context. Working Tables 2 and 3 (WT2 and WT3) are 

completed for each context. The data items in Table 2 for which data are available are inserted in WT2 

(Step 3.2) and assessments of the data characteristics (completeness, utility, observed effect, and 

causality) are made (Step 3.3) (Sec. 4.2 and subsections). For contexts with more than one case, a 

similar step must first be conducted for each case within the context to form a composite representation 

of the context (Step 3.1 ). The completed WT2 for an observational context is utilized in completion of 

WT3 for the same context, in which a judgment of support for each claim of carcinogenicity ( c. of c.) is 

made for each relevance strategy available (Step 3.4 ). The upper part of an entry in WT3 is for a 

judgment based on data used only in that context (e.g., tumor response data items); the lower part of 

the entry is for a judgment based on all data relevant to a judgment of carcinogenicity within the 

context, including data that may be utilized in other contexts as well (e.g., biophysical effects or 

pharmacodynamic effects obtained in vitro, structure activity relationships, etc.) (Sec. 5.2). After 

completion of the entries of WT3 for an observational context, the support for each claim of 

carcinogenicity is summarized (from the lower part of entries) in the "column summary" of WT3 (Step 

3.4 ). Upon reflection of the assessments shown in the column summary for coherence, the "overall 

summary" entries are completed in WT3 (Step 3.5). 
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Figure 4. The Seven Steps of Hazard Identification in Carcinogen 
Risk Analysis 

Step 1 

Step2 

Step3 

I Assemble lnfonnational Base 

Define Contexts and Cases Within Contexts 

For each Observational Context 

(3.1) For each case within the context 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

Determine data categories/items with 
data available for c. of c. (intra-case) 

Assess data characteristics for c. of c. 
(intra-case) 

l 
Determine data categories/items with 
data available for c. of c. (intra-context) 

..Ir 
Assess data characteristics for c. of c. 
(intra-context) 

Assess support for c. of c. by 
relevance strategy (intra-context) 

Assess overall support for c. of c. 
(intra-context) 
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Step4 

Figure 4. (continued) 

For each ordered pair of observational contexts (i,j, i;ej) 

(4.1) For each case within observational context (i) 

Determine data categories/items with 
data available for extrapolation premises 
(i-j) 

Assess data characteristics for 
extrapolation premises (i-j) 

J. 
Determine data categories/items with 

(4.2) data available for extrapolation premises 
(i-j) 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

Assess data characteristics for 
extrapolation premises (i -j) 

Assess support for extrapolation 
premises by relevance strategy (i-j) 

Assess support from context i for c. of c. 
in context j by relevance strategy 
(inter-context) 

Assess overall support from 
observational context i for c. of c. in 
context j (inter-context) 
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Step 5 

Step6 

Step7 

Figure 4. (continued) 

For each observational context 

Assess (1) overall support for c. of c. from all 
sources (intra-context and inter-context), 
(2) coherence of support (across contexts and 
across relevance strategies), and (3) 
completeness of evidence. 

For each observational context (i) paired with each target context 0) 

(6.1) 

(6.2) 

Determine data categories/items with 
·data available for extrapolation premises 
(i-j) 

Assess data characteristics for 
extrapolation premises (i-j) 

(6.3) Assess support for extrapolation 
premises by relevance strategy (i-j) 

(6.4) 

(6.5) 

Assess support from context i for c. of c. 
in context j by relevance strategy 
(inter-context) 

Assess overall support from 
observational context i for c. of c. in 
context j (inter-context) 

For each target context 

Assess (1) overall support for c. of c. from all 
sources (intra-context and inter-context), 
(2) coherence of support (across contexts and 
across relevance strategies), and (3) 
com lateness of evidence. 
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Figure 5. Flow Diagram for the Seven Steps of Hazard 
Identification with Application of Working Tables 

Step 1 

Step2 

Step3 

Step4 

Assemble Informational Base 

G) Informational Base 

Define Contexts and Cases within Contexts 

~ 
® Contexts/Cases 

Do for OC(i), i-1, ... , N 

G)--. Complete Intra-context 
WT2, WT3 --.@ support for 

@--. for OC(i) c. of c. in OC(i) 

Do for OC(i), OC(j), i, j-1, ... , N(i*j) 

!------ Complete 
WTSfor 

1----- OC(i)-OC(j) 

1 
Inter-context support for 
extrapolation premises 
for OC(i)-OC(j) 

Complete WT6 
@----111> for OC(i)-OC(j) 

for OC(i) 
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Figure 5. {continued) 

Step 5 Do for OC{i), i==1, ... N 

Complete 
WT7for 
OC(i) 

All OC(j)-OC{i), j==1, ... N U*i) 

Overall support for c. of c., for 
coherence, and for complete
ness of evidence in OC{i) 

Step 6 Do for OC{i), TC(j), i•1, ... , N, j•1, ... M 

~ Complete WT4, 
WTS for 

®-------. OC{i)-TC(j) 

@---
for OC{i) 

Complete 
WT6 

Inter-context support for 
extrapolation premises 
for OC(i)-TC(j) 

Inter-context support for c. of c. 
by OC{i)-TC(j) 
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Step 7 

Figure 5. (continued) 

Do for TC(i), i=1, ... , M 

6 All OC(j)-TC(i), j==1, ... , N 

Complete 
WT7 
for TC(i) 

Overall support for c. of c., for 
coherence, and for complete
ness of evidence in TC(i) 

Key to abbreviations: 

c. of c.: claims of carcinogenicity 
OC(i): observational context i 
TC(i): target context i 
CD , (2) , , , : output from Steps 1 , 2, ... 
OC(i)-OC(j): "Extrapolation from observational context i to 

observational context j" 
OC(i)-TC(j): "Extrapolation from observational context i to 

N: 
M: 
WT1: 

target context j" 
Number of observational contexts 
Number of target contexts 
Working Table 1 (similarly for WT2, WT3, ... ) 
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Step 4 deals with extrapolating claims of carcinogenicity from one observational context (e.g., the 

jth observational context, denoted as OC(i) in Figure 4) to another observational context (e.g., the jth 

observational context, denoted as OCU) ). The necessity for this step arises 

from the need to base the judgment for claims of carcinogenicity in each observational context on all 

the information that may contain some evidential basis. At this point we have an intra-context 

assessment for each observatic?nal context, i.e., only the data from within the context itself has been 

utilized. In Step 4, Working Tables 4, 5, and 6 are completed for each pair of observational contexts. 

This step for inter-context support of carcinogenicity bears some similarity to Step 3 for intra-context 

support. Instead of completing WT2 for data related to carcinogenicity within the context, however, 

WT4 (with the same headings) is completed for data items needed to determine the support for 

extrapolating the intra-context claims for carcinogenicity in OC(i) to OC(j). The data items for this 

purpose are listed in Table 2 and the role of each data category is described in Table 9. Steps 4.1-4.4 

are conceptually analogous to Steps 3.1-3.4 with the difference being that the endpoint is a judgment of 

support for extrapolation premises from OC(i) to OC(j), instead of intra-context support for 

carcinogenicity (Sec. 5.3 ). Continuing the analogy, WT4 and WT5 play the previous roles of WT2 and 

WT3. The overall objective of Step 4, however, is a judgment of support for claims of carcinogenicity in 

OC(j) based on extrapolation from OC(i). That assessment is made in Step 4.5 (which has no 

counterpart in Step 3 ), wherein entries in WT6 are completed based on the support for extrapolation 

premises (in WT5) and the intra-context support for carcinogenicity in OC(i) (in WT3). It may be 

noted that WT6 is identical in format to WT3, aside from the heading. The remaining portions of WT6 

are completed in the same way as WT3. 

Step 5 summarizes the overall support for each observational context from the intra-context 

assessment for the context (WT3) and the inter-context assessments from all other observational 
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contexts (WT6), which are entered into WT7. It remains to assess support for claims of carcinogenicity 

in target contexts. 

Steps 6 and 7 accomplish the assessment of support for claims of carcinogenicity in target 

contexts. Since there is no intra-context assessment (because there are no observational data, by 

definition), judgments are based totally on extrapolation from observational contexts. For each 

observational context, data items related to premises for extrapolation to the target context of interest 

are assembled and evaluated in the same manner as in extrapolation between observational contexts. 

WT4 and WTS are completed as in Step 4. The judgment of the support for claims of carcinogenicity 

in the target context from each observational context is based on the support for extrapolation premises 

(in WTS) and the overall support for claims of carcinogenicity in the observational context (in WT7 for 

the observational context), and is entered into WT6 for the target context. The overall support for 

claims of carcinogenicity in the target context is based on the support determined by extrapolation from 

each observational context, and is entered in WT7 for the target context. 
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